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Editorial on the Research Topic
 Applied Nuclear Physics at Accelerators



Nuclear physics has seen continuous application in many fields of science [1]. The fields span from energy to the environment, geophysics, materials research, astrophysics, and, of course, biology and medicine. Nuclear Physics plays a prominent role both in the diagnostics and therapy of different diseases [2].

Particle accelerators are fundamental tools in nuclear physics, and many applications are based on their technology. There are of course many kinds of accelerators that span a very wide range of energy and accelerate different types of particles. The number of particle accelerators in the world has increased rapidly in the past years, reaching a total number of about 40,000 excluding X-ray tubes and electron microscopes [3] (Figure 1). In spite of that, as shown in Figure 1, the number of large, high-energy accelerators in science has remained approximately constant in the twenty-first century. A possible motivation for this trend is the cost of such accelerators, which requires large national investments. It is not surprising that these large and expensive machines include intense applied physics programs [4] in order to provide direct benefits to society.


[image: Figure 1]
FIGURE 1. Evolution of the number of accelerators worldwide in the past 50 years. The plot is based on data reported in [3] and is reproduced from [4] under Creative Commons license (CC BY-NC 3.0).


The largest nuclear physics accelerator under construction is the Facility for Antiprotons and Ion Research (FAIR) built by the GSI Helmholtz Center in Darmstadt (Germany) [5]. However, many other accelerators are under construction or in operation in Europe, Asia, South Africa, and America. Those new facilities are also either planning or upgrading the applied physics programs, mainly focused on biology and medicine.

The aim of the effective coordination of these efforts has led to the creation of the International Biophysics Collaboration, which goes beyond FAIR to involve many other accelerator facilities described in this special issue (Patera et al.). The biomedical applications depend on the intensity and energy available at accelerators. While many applications are possible with current machines, even more can become available at higher energies and intensities, such as those now achieved in the new machines.

The special issue had over 60 submissions, and with 56 accepted manuscripts it is one of the biggest in the Frontiers in Physics journal. This clearly shows the interest and relevance of the topic. Over half of the manuscripts are related to topics that can be already studied by means of the present accelerators, such as dosimetry (Bourgouin et al.; Kokurewicz et al.), imaging (Fiorina et al.; Magalhaes Martins et al.), radioisotope production (Niculae et al.), radiobiology (Fisher et al.; Schielke et al.), measurements of nuclear interaction cross-sections (Battistoni et al.; Norbury et al.), beam delivery (Bottura et al.; Dauvergne et al.), treatment planning (Gajewski Schiavi, et al.; Gajewski Garbacz, et al.), and modeling (Bellinzona et al.; Muraro et al.). These papers give an overview of the activities ongoing at a particle accelerator in cancer therapy, basic radiation damage studies, and radiation protection. The remaining manuscripts deal with new topics that can be studied at new accelerators. A total of 10 papers focus on experiments that benefit from the higher intensity or from innovative delivery modalities of new accelerators, such as minibeam irradiation (Dal Bello et al.; Guardiola and Prezado), radioactive ion beams in therapy (Durante and Parodi), and ultra-high dose rate (FLASH) radiotherapy (Di Martino et al.; Vignati et al.). A sizeable part of the issue covers Research Topics that will benefit from the higher energy that can be achieved in new accelerators for space radiation research (Höeffgen et al.; Schuy et al.) or particle radiography (Alme et al.). This special issue has the goal to report the present landscape and the outlook of accelerator facilities, within and outside Europe, where the research into nuclear physics and biophysics applied to medicine and space is likely to have an important development in the next 10 years. With this in mind, seven papers now describe new facilities under construction (Amaldi et al.; Aymar et al.; Cirrone et al.; Patera et al.) and new concepts and ideas for accelerator experiments (Kim et al.). Last, but not least, this issue embeds also a paper related to the use of ionizing radiation in the quest for the COVID-19 vaccine (Durante et al.).

The variety of the topics in the issue and the great success of the initiative are very promising for the future application of accelerators to biology, medicine, and other sciences. The benefits of accelerators in society are already solid and evident, and they are likely to expand further in the near future.
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Tracking of single particles accelerated by synchrotrons is a subject that crosses several physics fields. The high clinical intensities used in particle therapy that can exceed 109 p/s make this task very challenging. The tracking of the arrival time of single particles in the ion beam is fundamental for the verification of the particle range and dose delivered to the patient. We present a prototype made of scintillating fibers which has been used to provide time-of-flight (TOF) information for three beam species currently accelerated at the Heidelberg Ion-Beam Therapy Center (HIT). We have demonstrated a time-tracker for a prompt-gamma spectroscopy system that allows for a background TOF rejection with a sub-nanosecond time resolution.

Keywords: prompt-gamma, particle tracking, scintillating fibers, ion-beam therapy, synchrotrons


1. INTRODUCTION

The correlation between the ion beam microstructure and the prompt-gamma ray production in synchrotron facilities has been investigated in the context of therapy monitoring by means of in-beam PET imaging [1, 2]. The prompt-gamma ray emissions during ion-beam therapy, at that time still considered mostly a source of background, eventually became a promising technique for range verification [3]. Several authors have meanwhile investigated the benefits of time-of-flight (TOF) measurements for background rejection in prompt gamma imaging (PGI) [4–9]. In cyclotron-based facilities, the use of the TOF information is rather straightforward as the arrival time of the proton bunches is highly correlated with the radio-frequency (RF) of the accelerator, being the bunch width in the order of 1–2 ns. However proton bunch drifts against the RF of the cyclotron have been observed [10]. In synchrotron facilities, a time-correlation of the prompt gamma radiation with the residual microstructure of the extracted beam is still observed [11], but the minimum bunch width is in the order of 10 ns. The information obtained thereof may be sufficient to track the inter- and intra-spill time between spills and bunches, respectively, to be used for in-beam PET. However, it is not sufficient for defining a useful TOF window for PGI. Provided the distance from the prompt-gamma detector to the target, typical TOF windows are usually within 1–3 ns [9, 12–14]. Many experiments in high-energy physics have achieved sub-ns TOF resolutions. Several types of detectors have been used in those experiments, such as plastic scintillator slabs [15], resistive plate chambers [16–18], and strip silicon detectors [19–21]. The plastic scintillator detectors have also been widely investigated for radiation dosimetry by Beddar et al. [22, 23], Beaulieu and Beddar [24] and Beddar and Beaulieu [25]. Many facilities use plastic scintillator counters for beam monitoring. In the therapy with ion beams, plastic detector counters are usually placed after the beam extraction. However, this solution is just available during quality assurance, since particles hitting the detector will be scattered and will not reach the nozzle. Testa et al. [4] have proposed the use of an external beam monitor between the nozzle and the patient to determine the time correlation between the prompt gamma detection and the transverse position of the incident ions measured by the monitor. Several solutions for spatial tracking have meanwhile been presented either based on diamond detectors [26, 27], or based on plastic scintillating fibers [28, 29]. The aforementioned strip silicon detectors have presented promising results for beam characterization and monitoring in a clinical setting [30]. Several authors claimed the need for bunch monitors to create reliable range verification procedures in the clinical routine [10, 31–33]. In this work, we present a prototype of a trigger system capable of providing distinct time references for single particles accelerated at the Heidelberg Ion-Beam Therapy Center—HIT [34]. The information of the arrival time of those particles is correlated with the prompt-gamma arrival time measured in the CeBr3 detectors to assess the system time resolution. The bunch width and peak interval for several beam species and energies are also shown thus demonstrating the need for such an external trigger. Finally, we evaluate the energy deposition for beam diagnostic purposes and provide results on the efficiency of tracking single particles.

The main requirements to our prototype of a trigger system are: triggering on single particles within an ion beam provided by a synchrotron; providing a sub-ns system time resolution; being able to cope with clinical intensities; being radiation hard; interacting as few as possible with the beam.

In this work, we will focus on the first three requirements. The last two requirements are partially satisfied by beam triggers based on scintillating fibers, which was demonstrated in previous studies [29, 35–38]. The radiation hardness remains as a major concern for the use of scintillating fibers under high intensities. Joram et al. consider that the moderate radiation hardness of plastic scintillators currently prevents their use in very harsh radiation environments [36]. The evaluation under clinical conditions is however beyond the scope of the current work.



2. MATERIALS AND METHODS

The HIT facility accelerates proton, helium, carbon, and oxygen ions from 48 to 515 MeV/u. Protons and carbon ions are routinely used in the clinical setting, while helium ions are currently being commissioned [39, 40], and oxygen ions still remain as a research beam species. In this work, we focus just on proton, helium, and carbon ion beams.

The intensities in clinical practice range from 2 × 106 to 8 × 107 p/s for carbon ions and from 8 × 107 to 3.2 × 109 p/s for protons in 10 intensity levels. The intensity is controlled via an intensity feedback system [41]. This system can however be switched off for achieving lower intensities. In that case, the beam can be bent via magnets up to 1° and the intensity at the nozzle can be lowered down to approximately 30–50 particles per second. The intensity can also be artificially changed by demanding a certain charge in the ionization chambers through the intensity feedback system. The latter is suitable to deliver intensities down to three orders of magnitude of the lowest clinical intensity (8 × 104 p/s for protons and 2 × 103 p/s for carbon ions).

For carbon beams, the beam size (the FWHM at the isocenter) ranges from 3.4 mm (E = 430.1 MeV/u) to 9.8 mm (88.8 MeV/u). For helium beams, the beam size ranges from 4.9 mm (E = 220.5 MeV/u) to 18.6 mm (50.6 MeV/u). For proton beams, the beam size ranges from 8.1 mm (E = 221.1 MeV/u) to 32.4 mm (48.1 MeV/u).

The HIT facility is equipped with two clinical horizontal rooms, a fully 360° gantry and an horizontal experimental room. All the experiments were performed in the experimental room, i.e., at the largest distance from the synchrotron extraction point.


2.1. Experimental Setup

The prompt gamma spectroscopy (PGS) system is composed of CeBr3 detectors ( 1.5″ × 3″) coupled to Hamamatsu R13089 photomultiplier tubes (PMTs) and plugged to a voltage divider. The anode output feeds our data acquisition system (DAQ) [42]. This is a module of a FlashCam FADC system, originally designed for cameras proposed for the Cherenkov Telescope array (CTA) [43].

Figure 1A shows a schematic drawing of our PGS system consisting of a primary prompt-gamma detector, a trigger for the incoming particles, and the electronics. The focus of the present study is the external trigger placed between the nozzle and the target and the TOF information on the incoming particles extracted thereof. Figure 1C shows a photo of the first setup with two CeBr3 detectors facing each other at a distance of 15 cm from the beam axis. The target is composed by two flasks of water comprising a length of 6.4 cm of water and 0.45 cm of polystyrene. The distance from the target to the fibers active region was 27 cm.


[image: Figure 1]
FIGURE 1. (A) Schematic drawing of the first experimental setup comprising the PGS system and an external trigger detector between the nozzle and the target. (B) Photo of the prototype of a trigger system comprising scintillating fibers connected on one side to two independent PMTs in an alternating fashion. (C) Photo of the first experimental setup. (D) Photo of the second experimental setup with the scintillating fibers and the EJ-200 scintillating tiles placed, in sequence, along the beam axis.


Moreover, we performed experiments also with a second setup (Figure 1D). In this case, the target and the CeBr3 were removed, while two EJ-200 scintillating tiles were introduced. The trigger and the scintillating plastics were placed along the beam axis to detect, in sequence, the beam particles delivered by the synchrotron and determine the intrinsic time resolution.


2.1.1. Trigger

We considered several options for our trigger. In a previous study, we used plastic scintillators and showed their ability to provide TOF information [44]. Such detectors are commonly used as start counters, but have a limited count rate of approximately 106 cps. We chose EJ-200 scintillating plastics with a squared area of 8 × 8 cm2 and a respective thickness of 1 and 4 mm. Each of these was sealed with aluminum foil and black tape to make it light tight and coupled on one side with a silicone coupling component to a Hamamatsu PMT R13089.

For the prototype of an alternative trigger system presented in this study, we implemented a set of scintillating fibers with a square cross section of 500 μm. We designed dedicated supports to obtain a single layer of scintillating fibers (BCF–12 fast scintillator fibers, decay time = 3.2 ns, Saint Gobain Crystals). The total active area was 4 × 3 cm2. The fibers were connected on one side, in an alternating fashion, to two independent R647 PMTs with E849–35 socket assembly (Hamamatsu). The detector included an housing for light shielding equipped with an entrance and exit window for the beam (double aluminized mylar with a total thickness of 10 μm). High voltage supply modules are integrated in the prototype of a trigger system and powered by an external 12 V DC plug. The gain of the two channels has been pre-adjusted with a Sr–90 source. Figure 1B shows a photograph of the prototype of a trigger system without the top cover.

Each PMT provides an analog signal to the acquisition system. The signals are continuously digitized and stored in data files [42]. The post-processing is then performed offline. The information from the arrival time of the particles at the trigger is compared with the arrival time of these particles at the plastic scintillators to extract the intrinsic time resolution. In order to show the feasibility in a clinical scenario, we compare the arrival time of the irradiated particles at the trigger and the arrival time of the generated prompt-gamma at the CeBr3 detectors which are placed perpendicular to the irradiated target. We then extract the system time resolution that has contributions from the time resolution of the fibers and the CeBr3.




2.2. Data Acquisition, Processing, and Analysis

Our DAQ system has 24 channels, which are capable of acquiring at 250 MS/s with 12-bit precision. The samples are buffered in one FPGA and processed in a configurable way to derive a trigger decision. All electronics are read out via high 1 GB Ethernet network, using off-the-shelf switches and a standard commercial computer [42, 45].

The data is transferred from the DAQ to the PC through Gigabit Ethernet and stored event by event in binary data files. Those files were then converted to independent binary files containing the key information of each trace, i.e., the relative time assigned to the event, the dead time, and a standalone energy calculation. The data pulse processing and analysis were carried out offline in self-designed MATLAB routines.

It is possible to split an analog input signal onto four digitization channels which are phase shifted by 1 ns with respect to each other and therefore to effectively sample the signal at a rate of 1 GS/s. We used this clustering technique to acquire the data from the two PMT outputs of the scintillating fiber setup and the PMT outputs from both plastic detectors. In total, we used 16 channels (4 channels for each PMT). For the CeBr3 detector, we opted for the larger sampling interval of δt = 4 ns. The signals in the CeBr3 were only compared to the ones in the fibers. The maximum throughput of the DAQ system is approximately 200,000 events/s. The maximum stored data rate is 100 MByte/s.

In order to retrieve the arrival time and energy of the particles in every detector, we shaped the digital signal by convolving the input signal with an impulse response function. For fast evaluation and visualization purposes, we acquired traces comprising an adjustable time slice up to 15.6 μs and with a configurable offset relative to the time of the trigger. This acquisition mode displays the bunch structure within approximately 16 μs and permits a fast visualization of pile-up events. A Supplementary Video shows the single carbon particles arriving within the course of a single spill. These large traces were also used to determine the bunch width and peak interval for several beam species with different energies.

In order to determine the system time resolution and the intrinsic resolution of the fibers, we acquired traces of 240 ns with 1 GS/s sampling rate. The coincidences between the events in the scintillating fibers and the signals in the plastic or in the CeBr3 detector were detected offline by analyzing the corresponding traces. A maximum of 3 peaks per trace and a minimum peak prominence on the processed data were considered. The time stamp was extracted from the half width at half height for each peak. Three Gaussian functions were analytically calculated with the values of the local peaks and widths and their maximum considered for calculating the energy deposition. All data were corrected for dead time.



2.3. Decomposition of the Cross-Talk Between Neighboring Fibers

During the manufacturing process, we deliberately avoided any cladding in order to avoid dead regions between the scintillating fibers. As a consequence, we observed a optical cross-talk between neighboring fibers, this effect being more evident for incident carbon ions due to their higher scintillation light yield. Every time we observe a single event from a carbon ion in an odd (even) fiber we observe a cross-talk event with smaller light yield in the even (odd) fiber. The larger signal can be taken into account and the smaller one discarded by evaluating the energy deposition in both odd and even fibers. After setting a threshold on the deposited energy and performing logical AND operations, we can decompose the events in three components: (a) the events that have an energy deposition in the odd or even fibers above that threshold and which generated an event in the neighboring fiber below that threshold; (b) events that generated a signal above the given threshold in both odd and even fibers; (c) events that generated a signal below the given threshold in both odd and even fibers. In the end, the relevant events from the first component (a) account for approximately 92% of the whole events and are the ones considered for further analysis.



2.4. Spill Structure

The spill macrostructure comprehends a period of approximately 5 s of irradiation followed by a pause of approximately 4 s. In order to determine the initial and final part of each spill, we use the reference clock of the FADC that runs at 250 MHz. This clock assigns a very precise relative time stamp to each event. To determine both the spill start and end, we calculated the first and second derivatives of the trigger time course (inversely proportional to the count rate) provided by the FADC clock. During the spill on, we have many triggered events close-by in time. Conversely, during spill off, very few events are detected. In the presence of a CeBr3 detector, we used the time derivative of the energy deposited in the CeBr3 or the presence of overflows generated by scattered charged particles hitting directly the CeBr3, as they immediately arise during spill on. During spill off, there is just the activation of the target with gamma-rays being emitted with an energy of 511 keV. Conversely, during spill on, the high energetic prompt-gammas immediately provide the information that the spill started. In the absence of a CeBr3 detector, we used an external radioactive source to provide a continuous count rate that can be observed in Figure 2 (left) even during spill off. This method is quite accurate within a few milliseconds. In the Supplementary Video, we can clearly see the start and the end of the carbon ion spill with 16 μs traces. Figure 2 shows a straightforward method for determining the spill start and end by defining a threshold on the energy deposited in the trigger detector. During spill off, there are still activation related events acquired by the CeBr3, but without any energy deposition in the fibers.


[image: Figure 2]
FIGURE 2. (Left) Energy deposited in the trigger detector along the acquisition time. The relative acquisition is given by the internal clock of the FADC unit. (Right) After setting a threshold at 60 (a.u.), we obtain the index of the spill start and the spill end and the corresponding trigger time given by the FADC unit. The time difference between those times gives the time between spills.





3. RESULTS


3.1. Single Particle Tracking

Figure 3 (left) shows the time microstructure of beams of protons, helium, and carbon. Displayed are the 16 μs traces acquired with both odd (top) and even (bottom) fibers. We observe a very regular time microstructure for the helium beams due to the very low energy. The beam travels from the injector to the nozzle with very few turns in the synchrotron. This results in a very small error in the bunch width (see Table 1).


[image: Figure 3]
FIGURE 3. Time microstructure for carbon (top), helium (middle), and proton (bottom) beams. The beam energies are 276, 146, and 145 MeV/u, respectively. The intensities are 2 × 106, 2 × 107, and 8 × 107p/s, respectively. The trace duration is 16 μs and hits in both odd and even fibers are shown. The right plots correspond to a windowed region from the left plot. Cross-talk for carbon ions and multiple hits for protons are clearly visible.



Table 1. Bunch width and peak interval for proton, helium, and carbon beams for five energy steps ranging from 48.1 to 221.1 MeV/u, from 50.6 to 220.5 MeV/u, and from 88.8 to 430.1 MeV/u, respectively.

[image: Table 1]

Figure 3 (right) shows a zoom over a smaller time period, where the single particles are clearly distinguishable. For proton beams, we can even distinguish double and multiple hits within a bunch of particles. However, some multiple hits cannot be resolved for such intensity (I1 = 8 × 107 p/s). For higher clinical intensities, the protons are too close-by within the bunch to be distinguished with the current prototype of a trigger. For carbon ions, the cross-talk between odd and even fibers is clearly visible. Every hit in an odd or even fiber creates a simultaneous but smaller hit in the neighboring fiber. Figure 4 shows an exemplary multiple hit with four events within 200 ns from a proton beam. These fours event would overlap and be discarded without the clustering technique.


[image: Figure 4]
FIGURE 4. (Left) A 16 μs trace from a proton beam with an intensity of 8 × 107 p/s. (Right) A zoom over the time interval from 13 to 14 μs shows a multiple hit with four events within 200 ns.


Figure 5 shows a frame from the Supplementary Video. That video shows the arrival time of carbon ions within the course of a spill. The spill starts with a low particle rate within the first milliseconds and achieves the requested intensity afterwards. It eventually vanishes after approximately 4.85 s. The ramp-up time was already observed by Schoemers et al. [41].


[image: Figure 5]
FIGURE 5. Frame from an animation of the carbon ion spill course. Every frame in the Supplementary Video corresponds to a 16 μs trace. The spill lasts approximately 4.85 s. Only the initial and the last part of the spill are displayed. The nominal intensity is I1 = 2 × 106 p/s.




3.2. Bunch Width and Peak Interval

Figure 6 shows a histogram of the arrival time of the helium and carbon ions over 10 spills for an energy of 180 and 276 MeV/u, respectively. The bunch widths refer to the average full width at half maximum (FWHM) obtained from all the peaks with the function findpeaks. For carbon ions, we observe a peak interval of 171.1 ± 2.6 ns and a minimum bunch width of 15.5 ± 1.6 ns. Table 1 shows that as the energy of the helium ions increases, the bunch width gets larger. Due to the regular microstructure of the helium beams with lowest energy, we observe a very precise bunch width of 33.1 ± 0.5 ns. Also three components seem to arise and become more evident for higher energies. As expected, we observe that the peak interval between bunches decreases for an increasing energy of all beam species.


[image: Figure 6]
FIGURE 6. Bunch width and peak interval of a carbon beam with 276 MeV/u (left) and a helium beam with 180 MeV/u (right). A zoom over the region 12–14 μs shows the bunch width (bottom).




3.3. Time Resolution

Figure 7 (left) shows the spectrum obtained from the time difference between the arrival of the prompt-gamma radiation generated by a thin target at the two CeBr3 detectors and the carbon ions at the odd and even scintillating fibers. In Figure 7 (right), we observe that the time difference between the CeBr[image: image] and the odd fibers shows a clear prompt component with a modeled Gaussian function in red. A delayed component from neutron and fragment induced prompt gamma is also observed. A faster component just before the prompt component may result from prompt-gamma induced by fragments produced in the nozzle and hitting directly the CeBr3 detectors. This is in line with the results from Testa et al. [46] and Dal Bello et al. [47]. The prompt component demonstrates a system time resolution of approximately 0.85 ns FWHM.


[image: Figure 7]
FIGURE 7. Time resolution of the PGS system. (Left) The time difference between the arrival from prompt-gamma to the two CeBr3 detectors and the arrival from carbon ions to the odd and even scintillating fibers. (Right) The time difference between the CeBr[image: image] and the odd fibers shows a prompt component (red) with 0.85 ns FWHM. A delayed component resulting from neutron and fragment induced γ-rays is observed and may be removed by TOF cuts. A fast component resulting from fragment induced γ-rays scattered in the nozzle is also visible.


Figure 8 shows the time spectrum obtained from the time difference between the arrival of the carbon ions at the plastic scintillator and at the scintillating fibers for five energy steps (E1 = 88.8 MeV/u; E65 = 197.6 MeV/u, E130 = 276.1 MeV/u, E195 = 346.4 MeV/u, and E255 = 430.1 MeV/u). For this measurement the setup has been changed. For the previous measurements only the scintillating fibers were in the beam (in coincidence with the CeBr3). Here the coincidences are made exclusively between the plastic scintillator and the odd scintillating fibers placed along the beam axis and spaced apart by 27.5 cm. The higher the energy the faster the particles and the lower the time elapsed between both detectors. A reproducible intrinsic time resolution of 0.7 ns FWHM was obtained for the five energy steps.


[image: Figure 8]
FIGURE 8. (Left) Time resolution determined from the time between the arrival from carbon ions to the plastic detector and to the scintillating fibers. A reproducible value of 0.7 ns is observed for five energy steps covering the full energy range. The energy steps E1, E65, E130, E195, and E255 correspond to 88.8, 197.6, 276.1, 346,4, and 430.1 MeV/u, respectively. (Right) The higher the energy, the faster the particles and the smaller the time elapsed between detectors. If one takes the distance between the detectors of 27.5 cm, the change in [image: image] is consistent with the energy change.


Figure 9 shows a slightly different time difference between the odd and the even scintillating fibers and the plastic detector. We observe a degradation of the time resolution for helium (1.56 ns FWHM) and proton (2.64 ns FWHM) beams attributable to an increased energy straggling (not shown).


[image: Figure 9]
FIGURE 9. Intrinsic time resolution for the odd and even scintillating fibers present within the alternating fashion. A reproducible value of 0.7 ns is obtained for both fiber bundles.




3.4. Energy Deposition

Figure 10 shows four spectra of the energy deposited by carbon and helium ions in both plastic scintillators and in the odd and even fibers. The carbon ion distributions present a Gaussian shape as expected from a Vavilov distribution in the Gaussian limit [48]. For lighter particles, the distributions resemble a Landau distribution as expected for such particles hitting a thin target. The proton beam distributions resemble the helium ions distributions (not shown).


[image: Figure 10]
FIGURE 10. Energy deposited by carbon (left) and helium (right) beams in the scintillating fibers and in the two plastic scintillators. An expected Gaussian shape for heavier particles is observed. The distributions from lighter particles resemble a Landau distribution as expected for a thin target.


Figure 11 presents the result from the decomposition of the four components associated to the interaction of the carbon ions with the odd and even fibers. As mentioned before, there is an evident cross-talk between odd and even fibers if irradiated by carbon ions. We can select from the events hitting the odd fibers, the ones that have a higher energy deposition in that fiber and a lower energy deposition in the neighboring fiber. Conversely, we can choose from the events hitting the even fibers, the ones that have a higher energy deposition in that fiber and a lower energy deposition in the neighboring fiber. We observe that 45.6% of the events deposit higher energy in the odd fibers and 46.2% in the even fibers, totalling 91.8% of the total events. The remaining 8% are described in section 2.3. In this analysis, the threshold was set at 200 (a.u.).


[image: Figure 11]
FIGURE 11. The energy deposited by carbon ions in the scintillating fibers produces cross-talk in the corresponding neighboring fiber. For the odd fibers (left), we can decompose the events by setting a threshold and performing logic operations. The blue curve corresponds to the relevant events. Conversely, for the even fibers (right), the relevant events are represented in the red curve.




3.5. Efficiency

In order to evaluate the efficiency of the scintillating fibers, we lowered the beam intensity by two means: (a) bending the beam up to 1° via magnets; (b) collimating the beam with two PMMA blocks separated by a 1 mm spacer. For the determination of very low intensities, we bent the beam gradually and detected the scattered particles in the nozzle with the thicker plastic detector very close to the nozzle. We compared the count rate with the one obtained with the scintillating fibers. Since we clustered the channels from the fibers, the FADC throughput was limited to ≈ 28 kcps. For the first nominal intensity, we obtained a count rate in the plastic detector of ≈ 950 cps. We gradually bent the beam until we had a count rate of ≈ 30 cps. We acquired alternately the events from the plastic scintillator and the scintillating fibers.

In Table 2, we present the results from the acquisition of carbon ions with an intensity lowered from the nominal intensity I1 = 2 × 106 p/s down to 100 p/s. Both detectors match at run 6. We obtained a count rate in the scintillating fibers of ≈ 60.5 kcps, already corrected for a dead time of 53.6%, and a count rate of 29 cps in the plastic detector. The extrapolated count rate (ECR) is obtained from the count rate (CR) factor from the bunch monitor (BCM) measurements (CR Factor = 1 for nominal intensity I1) multiplied by the measured CR in the scintillating fibers (SciFi) after dead time correction. We finally obtained an extrapolated count rate of 2.002 × 106 p/s which compares well with the nominal intensity of reference. Below those values (run 1–5), the plastic scintillator is not reliable due to large fluctuations in the count rate, while above those values (run 7–11), the dead time starts playing an important role and the count rate in the scintillating fibers is not retrievable anymore. The trigger system has a non-paralyzable behavior and all events happening during the dead time are lost. The FADC is equipped with a dead time logic which monitors with time stamps the dead time of the system. The correction for the dead time is the one derived from the non-paralyzable case (N ≈ Nm/(1−Nmτ/T)), where the actual number of events, N, are estimated by knowing the dead time, τ, during the given time interval, T.


Table 2. Measured count rate (CR) in the plastic scintillator bunch monitor (BCM) and in the scintillating fibers (SciFi).

[image: Table 2]

In order to retrieve the relative efficiency of the scintillating fibers under the reference clinical intensities provided by the HIT accelerator [41], traces of 16 μs were acquired and the number of particles in each trace counted. We increased the intensity in order to evaluate the ability of two 0.5 mm fibers feeding alternate PMTs to cope with a collimated beam with a slit of 1 mm. For carbon ions, the beam size (FWHM at the isocenter) was 5.9 mm (E = 169.2 MeV/u). For protons, the beam size (FWHM at the isocenter) was 17.4 mm (E = 90.7 MeV/u). The beam intensity ranged from the intensity step 1 (I1 = 2 × 106 p/s for carbon ions and I1 = 8 × 107 p/s for protons) up to the intensity step 8 (I8 = 3 × 107 p/s for carbon ions and I8 = 1.2 × 109 p/s for protons). Figure 12 shows the relative number of particles in each trace for the several intensity steps and the estimated intensity. We observe a linear behavior for carbon ions up to the intensity step 7 (2 × 107 p/s) both for odd and even fibers. For protons, there is an increasing underestimation of the true intensity as a result of the pile-up of multiple hits within bunches.


[image: Figure 12]
FIGURE 12. Estimated relative efficiency for the detection of carbon ions (left) and protons (right) by the scintillating fibers for an intensity range of 2 × 106–3 × 107 p/s and 8 × 107–1.2 × 109 p/s, respectively. Results for odd and even fibers are shown for carbon ions as well as the ideal line.





4. DISCUSSION

A small-scale prototype of a trigger system of a hadron beam time tracker for the measurement of the arrival time of single particles in an ion beam has been demonstrated. This prototype of a trigger system was able to track single particles within bunches of proton, helium, and carbon ions accelerated at the HIT facility provided the event pile-up and the dead time remained low. This is of utmost importance for PGI systems relying on the TOF information for range verification. For carbon ions, we demonstrated a time resolution for the prompt component of 0.85 ns FWHM. This allows for an efficient rejection of neutron and fragment induced prompt-gamma background. The results from the measurement of the carbon bunch width was in good agreement with previous results [11]. However, those results are clearly insufficient if compared with the proton bunch widths in cyclotron-based facilities where the protons are much less spread over the bunch and very well correlated with the cyclotron RF. Despite the absence of fiber cladding, we were able to decompose the cross-talk events between neighboring fibers by evaluating the energy deposited in the alternating fibers. This evaluation may be further used in beam diagnostics, e.g., in mixed beams [49, 50], where the carbon beams are used for treatment and the helium beams are used for imaging. Such prototype of a trigger system may also be used for cross-section measurements of carbon ions hitting a thin target. The carbon ions and the fragment (e.g., protons) component may be separated by measuring the energy deposition.

We plan to scale our prototype of a trigger system and build a 20 × 20 cm2 detector to cover the full treatment area and work under active scanning beams. The current Saint-Gobain BCF-12 fibers have improved transmission for use in long lengths. Other fiber type, such as BCF-10 from Saint-Gobain or the SCSF-81 from Kuraray, have a shorter decay time (2.4 ns and 2.7 vs. 3.2 ns) and were optimized for diameters larger that 0.25 mm. The faster decay time and the fibers smaller cross-section could provide an improved solution for reducing the pile-up events. For such an area, we would need 400–800 scintillating fibers readout by independent detector elements. In order to cope with the maximum intensities available at the HIT facility (3.2 × 109 p/s) and considering an average separation between bunches of approximately 150 ns, we would need to track 480 single particles per bunch. These particles may be spread over a small or a large area depending on the beam focus. If we consider a lateral spread of 3 cm (3σ), those 480 particles would be spread over 60 scintillating fibers with an average number of events per scintillating fiber and per bunch of ≈8. For carbon ion beams where intensities reach 5 × 107 ions/s and the lateral spread is smaller (≈1 cm), we would need 20 scintillating fibers to cope with approximately 8 particles per bunch and measure an average number of events per scintillating fiber and per bunch below 0.35. This is essentially an occupancy problem, and depends on the response time (analog bandwidth) of the system to single particles.

The interference of the prototype of a trigger system with the beam and its radiation hardness remained out of the scope of this paper. However, we plan to measure the water equivalent path length of the crossed material and the effect on beam degradation and test the scintillating fibers against radiation damage over routine clinical workflow conditions. Radiation damage is a major concern under clinical intensities. The several studies reported in the literature show the difficulty to draw a global and consistent picture [37, 51]. Scintillating fibers (SCSF-78M from Kuraray) have been tested up to doses of 60 kGy within the LHCb SciFi group [51]. Fluka simulations predict a maximum integrated ionizing dose to which the fibers are expected to be exposed of 35 kGy [52]. The specific condition for the scintillating fibers to be radiation hard, apart from transparency loss, include an unaffected scintillation light yield by an ionizing dose of up to 50 kGy. Moreover, the mechanical and geometrical properties of the scintillating fiber shall not change for an ionizing dose of up to 50 kGy. Most producers are generally unable to measure and guarantee those parameters [52]. The tests to scintillating fibers included the evaluation of the photon spectrum after propagation through the fibers, the attenuation length and the scintillation process. In the case of combining the fibers with silicon photomultipliers (SiPMs), further studies will also be needed as it is known that SiPMs are sensitive to radiation damage. An alternative to the scintillating fibers may be the large area polycrystalline diamond detectors which are know to be highly radiation hard and with an expected time resolution at the level of few tens of picoseconds and a spatial resolution at the level of 1 mm [26, 27]. They demand however complex dedicated integrated electronics with large number of channels.

In what concerns the data acquisition, we plan to acquire the data with multiple FADCs, therefore increasing the throughput of the system. The DAQ system can be extended to 2,304 channels featuring a maximum read out speed of 3.5 Gbytes/s. Each ADC card with 24 channels can deliver up to 100 MByte/s and all cards can be synchronized by an external clock and time distribution.

Finally, a clinical prototype of a trigger system comprising such scintillating fibers will provide a fundamental input to PGI for the verification of the particle range and dose delivery to the patient.
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The radiation exposure of individuals has been on the rise due to an increased amount of radiation use, e.g., in medicine for diagnostic imaging and treatment procedures, industrial applications including military defense activities and nuclear power plants, and in academics for educational and scientific research. Space exploration missions and space tourism are additional areas of protracted low dose exposure situations with radiation types not present on the Earth. In contrast to high doses of ionizing radiation, cancer risk assessment of the more commonly encountered or protracted radiation exposure is still under debate and uncertainty making it fuzzy area. A major challenge lies in providing a scientific basis to estimate low dose radiation carcinogenesis risks. In this review we aim, through the collected epidemiological and experimental studies' data, to address the central questions in radiological protection; including quantification of the risks and uncertainties from low doses of ionizing radiation and what is a sound scientific consensus to advise on risk perception for low dose radiation exposure.
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INTRODUCTION

Health effects of exposure to ionizing radiation were identified shortly after the discovery of X-rays in 1895. Epilation was first probed then skin burns documented soon after [1]. With the invention of high voltage X-ray tubes and their implementation in medical clinics, injuries to tissues, known as tissue reactions, are a sequela of penetration of large amount of radiation into the body.

The carcinogenic effects of ionizing radiation are late effects that occur with a probability that depends on radiation dose. Cancer risk of low dose radiation has become an essential component of radiation protection and has attracted public and social concerns about safety in relation to variety of issues, such as medical imaging tests for the early detection of defeats, the future of nuclear power, environmental radiation exposure from terrestrial radon, nuclear weapons test fallout, radiological terrorism and human space exploration. For example, most radiological examinations produce doses in the range of 3–30 mSv. Obviously, high doses of ionizing radiation (>100 mSv) increases cancer risk [2], while at lower doses the situation is much less clear. Epidemiological studies suggest that the lowest dose value of ionizing radiation at which good evidence of increased cancer risks in human exists is ≈10–50 mSv for an acute exposure [3] and ≈50–100 mSv for prolonged exposure [4].

In order to quantify the risk of low dose radiation, large epidemiological studies are needed to get a useful degree of precision. For example, if excess cancer death cases have been recorded in sample size of 500 persons in response to 1,000 mSv dose exposure, then sample size of 50,000 would be needed for documenting the carcinogenic effect of 100 mSv, and ≈5 million for 10 mSv dose. In other words, the sample size should increase as the inverse square of the dose in order to maintain the statistical precision and power [5]. For several decades, the Linear non-threshold (LNT) model has been the standard risk assessment used by the radiation protection community to determine the health outcomes associated with low doses by means of extrapolation from the risk assessed at high doses [6], ICRP publications 99 and 103 [7, 8], UNSCEAR 2012 and 2017 reports [9, 10], and the BEIR VII report [11]. The LNT relationship is a practical way to fit limited epidemiology data. However, LNT is also often cast in terms of biophysical hypotheses, such as: (a) Damage induction is directly proportional to dose, from 1 mGy to 100 Gy; (b) mis-repair of DNA double-strand break (DSB) is thought to have a probability of inducing invasive neoplastic cell transformation, irrespective of DSB baseline rate and dose delivered to the cell. Intrinsic defense tools against carcinogenesis, such as DNA repair and programmed cell death, make the LNT model obsolete. It is regularly argued that the LNT model is overprotective and low-level radiation exposure may have health benefits as a set of data showed that these countermeasures are higher at low doses than at high doses and for fractionated or protracted irradiation than for acute irradiation [12]. By contrast, some biological effects of radiation, such as persistent transmissible genomic instability and bystander phenomena [13] could increase cancer risk above extrapolation [14]. The current risk estimation, depicted in Figure 1, is to extrapolate radiation-induced cancer risks from higher doses, where the risk is assessed epidemiologically, to lower doses.


[image: Figure 1]
FIGURE 1. LNT dose response model for radiation-induced stochastic health effects estimation. Its straight line extrapolated to zero assuming radiation has the potential to cause lesions at any dose value.


Nuclear disaster causes additional negative effects on public perception concerning radiation risk, and results in overestimating health risks of radiation exposure even at extremely low levels of radiation (several mSv). Such public confusion in South Korea after the Fukushima accident resulted in temporary closures of schools, massive selling of radioprotective masks and refusal of Japanese farming products. All of these actions were adopted by public even in absence of strong evidence for radioactive contamination according to official announcements from the Korean government [15]. Radiation experts (biologists, epidemiologists, and physicists) should be able to reduce societal confusion about the health risk of low dose radiation exposure based on the experimental results and population-based observational data. Several low-dose exposure scenarios are identified.



NUCLEAR EMERGENCY AND WAR-TIME EXPOSURES

Japanese survivors of the atomic bombing in Hiroshima and Nagasaki are thought to be the most reliable source of information about long-term effects of radiation exposure on health because of the large size of the cohort of over 100,000 persons, consisting of both sexes and all ages, and a wide range of individually assessed doses. Radiation-associated excess rates of leukemia and solid cancers have schematically summarized in Figure 2.


[image: Figure 2]
FIGURE 2. Schematic overview of the documented findings regarding the late effect of the bomb-released radiation on cancer mortality throughout life. Leukemia risk shows a linear-quadratic response; increased in the early period after bombing then decreased, whereas other solid cancers followed a linear manner; continuing to increase as the cohort ages.


Humanity has experienced these atomic bombs and other nuclear disasters, such as Chernobyl accident in 1986 and the latest devastating accident to date; Fukushima Daiichi NPP in 2011. Survivors of the nuclear bomb, who have not died from injuries produced by blast and heat from the bomb, have a radiation-related increased risk of cancer owing to late-onset effect of radiation, 60% of whom have doses of at least 5 mSv, and people exposed as children have a higher radiation-induced cancer risk than those exposed at older ages; the excess relative risk increased with dose for both utero and early childhood with values of 1.0 and 1.7 per Sv, respectively [16, 17]. Additionally, the cancer risk declines with increasing age; for those exposed at age 30, the solid cancer risk is elevated by 47% per Sv above those at age 70 [18]. In addition to breast, ovary, bladder, lung, liver, nervous system and thyroid [19], radiation-associated increase in risk was reported for digestive and other respiratory systems [17, 18]. On the other hand, no increased risks for malignancies or other diseases have been observed in children who were conceived after parental exposure to bomb-released radiation [20] but continuing investigations is indispensable since the large number of additional cases provides a more stable database, needed for establishing limits and recommendations for radiation protection.

2020 marked the 34th anniversary since the Chernobyl nuclear power plant explosion in northern Ukraine. An adequate number of publications are dedicated to observing the consequences of the Chernobyl disaster that resulted in a massive release of radionuclides into the environment, affecting large nearby areas, Ukraine, Belarus and Russian Federation. Environmental exposure to 131I carries an increased risk of thyroid cancer [21] and the risk is the greatest to those who were children at the time of exposure [22]. So, studies in clinical and pathological features of patients with post-Chernobyl papillary thyroid carcinoma have focused on children, who were 2 years old or less at the time of Chernobyl accident [23], as the most vulnerable group with the highest risk of developing cancer. Data came from Tronko et al. [24] demonstrating a strong association between 131I and thyroid neoplasia risk including thyroid cancer and follicular adenoma (FA) for individuals who were <18 years old at the time of the accident with an excess odd ratio per Gy of 1.36 and 2.03, respectively. The excess risk is set to persist nearly three decades after exposure and underscore the importance of continued follow-up of this cohort to characterize long term patterns of 131I risk. Finally, lens opacities were observed, particularly among interventional radiologists who may receive substantial lens doses. Evidence for genetic effects among exposed persons was inconsistent [22]. Finland and Sweden were among the countries most heavily affected by the radioactive fallout that spread out after the Chernobyl crisis. Many papers have appeared and claim to analyse the overall cancer incidence in relation to radiation dose from the Chernobyl accident in both the Finnish and Swedish populations [25–27]. Comprehensive cohort analysis did not show variation in the cancer incidence in relation to radiation exposure in any calendar period, or any subgroup by sex or age at the time of the accident. An analogous study failed to distinguish the effect of 137Cs, released from Chernobyl accident, on cancer incidence in Sweden.

The United States carried out numerous nuclear weapon tests (>800 underground and >200 atmospheric atomic detonations) of the over 2,000 nuclear explosions that were conducted worldwide in the five decades from 1945 to 1996. A cohort of 115,329 American veterans has been assembled for the purpose of epidemiological research and compensation. Both red bone marrow and male breast doses have been estimated for approximately a 2,000-person subset of the veteran cohort to perform risk analyses for leukemia and male breast cancer mortality [28] but the results have not yet been published. Approximately two-thirds of participants received a total dose to red bone marrow of 5 mGy with little variability between test site or among military branches. Male breast doses were ~20% higher than those of red bone marrow [29]. These dosimetry results indicate a need to continue close monitoring of this cohort for better understanding and prediction of disease risk following low dose exposures and to develop biologically-based dose response models [30].



OCCUPATIONAL EXPOSURE

Researchers have been trying to estimate the cancer risks of prolonged exposure to very low doses of ionizing radiation, which might be received from medical scans or from nuclear industry related work. Occupational doses from five different job categories are assessed and summarized in Table 1. Developed nuclear programs in USA, UK and France have employed hundred thousand of workers over the past years. The primary quantitative basis for radiation protection standard comes from epidemiological studies of survivors of atomic bombing of Hiroshima and Nagasaki in which people were exposed to varying doses of ionizing radiation. The National Radiological Protection Board (NRPB) defined “low dose” as values below 100 mGy for acute low dose exposures and below 5 mGy per hour for low dose rate. National Registry for Radiation Workers (NRRW-3) reported workers with individual accumulative dose value above 100 mGy, higher than the upper limit for “low dose” delivered acutely because no deviation in the dose-response from linearity has been reported, additionally total individual dose has accumulated over a prolonged time interval.


Table 1. Occupational exposures for various job categories.
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Risks associated with protracted low dose exposure are more relevant to health practitioners and nuclear-industry workers. Many of these workers have received low (an average of 11 mSv/y), above background doses of radiation which itself is about 2.3 mSv/y from sources, such as cosmic rays and radon [3], and their radiation doses have been monitored carefully overtime through the use of personal dosimeters.

The International Nuclear Workers study (INWORKS) was conducted in order to strengthen the scientific basis for protecting people from Low dose protracted or intermittent radiation exposure. This cohort includes workers from USA, UK and France who have received a precisely known dose and have been followed up to 60 years after exposure. The linear increase in the relative rate of cancer with a cumulative dose by 48% per Gy was summarized; of 66,632 known death by the end of fellow-up, 17,957 were due to solid cancer [32]. Strikingly, the cancer risk per unit of radiation dose among radiation workers was similar to the estimate that comes from studies of Japanese atomic bomb survivors [32]. Leuraud et al.'s [33] study confirmed that the risk of leukemia rose with prolonged low dose radiation exposure, although the rise was minuscule. This study provided very strong evidence of positive association between long term low dose radiation exposure and leukemogenesis; the excess relative risk of leukemia mortality excluding chronic lymphocytic leukemia was 2.96 per Gy. The International Commission on Radiological Protection (ICRP) recommendations, which most radiation-protection authorities follow, call for the monitoring of individuals whose annual exposure exceed 6 mSv. They restrict exposure to 20 mSv annually over 5 years, with maximum of 50 mSv in any 1 year [34]. These low dose limits are adopted by ICRP to ascertain that risks and benefits of practices on ionizing radiation are balanced and to provide a border between tolerable and intolerable radiation doses.



SPACE EXPLORATION

On 1992, the Chinese government announced the manned space exploration program and approved the “3 steps” development strategy which planned to end by building a space station to conduct experiments on a large scale with long-term human participation. Between 1999 and 2002, Four preparatory unmanned spacecrafts, SZ-1 to SZ-4, have been successfully launched to test key equipment and technology in the spacecraft and assess the space environment risk on representative living systems, from the cellular level to the whole organism. Exploration activity has dramatically increased over the past 20 years. To date, 11 “Shenzhou” spacecrafts, Tiangong-1 aircraft, and Tiangong-2 Space Laboratory have been successfully launched. A large number of scientific experiments have been carried out smoothly, such as monitoring space radiation doses, assessing radiation health risks, and other exploratory studies which are considered to be a technical platform for the successful establishment of the Chinese Space Station (CSS) in 2022 [35]. There are many destinations for human space exploration, including the moon, low earth orbit (LEO), and Mars. Space radiation, isolation (Psychosocial problems) and microgravity are the main health problems associated with human exploratory missions in outer space [36–38]. Whole body doses of 1–2 mSv per day accumulate in interplanetary space and about 0.5–1 mSv per day on the planetary surface. Effective doses for 6-months space station missions are about 0.08 Sv and could exceed 1 Sv for a Mars mission [39–41]. Different national space agencies have issued specific recommendations for accumulative dose limits for LEO astronauts, such as ISS crew members in order to prevent unacceptable deterministic effects for red blood cells-forming organs, bone marrow, spleen and lymphatic tissue. CSA, ESA and RFSA adopt a single career dose limit of 1 Sv for all genders and ages while NASA and JAXA apply different exposure limitation, summarized in Table 2. The Chinese Space Agency set 0.15 and 0.2 Sv skin dose limits for 3- and 7-days missions and a relatively low limit for 30-days missions, 0.4 Sv compared to 1.5 Sv adopted by ESA and RFSA.


Table 2. The NASA and JAXA career effective dose limits for 1-year mission.
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Space radiation comprises galactic cosmic rays (GCR), solar particle events (SPE), and trapped belt radiation. GCR originate from outside of the solar system and consist of 2% electrons and 98% baryons, which in turn are composed of 87% proton, 12% alpha-particle and 1% of heavy ions with high energy and charge [43]. The energy spectrum of GCR peaks near 1,000 MeV/u. Space flights in low earth orbit, such as missions on space shuttles, are protected by geomagnetic field and solid shielding of the Earth [44]. Thick shielding cannot be regarded as a solution for the issue of radiation in space; the very high energy of cosmic rays and the severe mass constraints in space flight represent a serious hindrance of effective shielding [45]. Radiation in space is substantially different from earth; high energy and charge particles (HZE) dominate the exposure in deep space, whereas γ-rays and low energy alpha-particles are the major contributors on Earth. This difference causes high uncertainty on the estimated radiation health risk [46–48]. Major uncertainties include radiation quality factors, dose-rate modifiers, the transfer of risk from one population to another and uncertainties related to radiation quality dependence of tumor lethality and non-targeted effects [46–48]. Only a few sources of HZE particles are currently available in the world for experimental studies. Ground-based research into space radiation is necessary to improve the understanding of biological effects of densely ionizing heavy ions, which in turn has a useful impact in predicting and reducing health risks for exposed individuals [49].

Chromosomal aberrations in peripheral blood lymphocytes is an important biomarker in predicting space radiation risk, as it provides simultaneous information on dose, and it has been measured extensively in astronauts during the past 10 years. The main contribution of biomarkers to manned space exploration is in reducing risk uncertainties that are estimated to be between 200 and 400% [50]. Upper 95% confidence intervals for cancer fatality could exceed 20% when non-targeted effects are included in risk estimates [51, 52]. Several reports have been published on chromosomal rearrangements in human cells induced by accelerated particles and other types of HZE [49, 53] and further contribute to carcinogenic risk in astronauts [43]. Some investigators have provided clear evidence for development and progression of intestinal tumors [54], hepatocellular carcinoma [55] and lung cancer [56] in response to HZE exposure.

The radiation environment in space is complex and contains mixture of charged particles with a range of energy. It was reported that a low dose of proton protects cells against chromosomal damage induced by subsequent exposure to doses from 1 GeV/u iron ions [57]. This phenomenon is well-known in radiation biology literature as an adaptive response that is classically defined as the ability of low dose radiation exposure to partially ameliorate the effect of subsequent exposure to high challenge doses of radiation. This adaptive response is temporary and does not last for a long time, maximizing within a few hours of exposure and decaying within 48 h. Upregulation of DNA repair, antioxidant status and the immune system are the main contributors for this property. Unirradiated (bystander) cells with which the proton-irradiated cells were co-cultured were also significantly protected from the DNA-damaging effects of the challenge dose. These results show that the protective adaptive responses can spread from cells targeted by low-LET space radiation to bystander cells in their vicinity [58]. However, it is not clear if it will hold up for the lower space doses and dose-rates compared to experimental doses.

Upon traveling to deep space (interplanetary travels), beside HZE particles, astronaut's bodies would also be hit by secondary radiation including neutrons and recoil nuclei produced by nuclear reactions in spacecraft walls. Hu et al. [59] compared the biological effect of an iron beam with a shielded beam of the same average energy on cells in different cell cycle conditions. The conclusion that has been drawn from his study is that the biological effect of secondary particles should be examined for improved shielding design. Exposure of human and mice cells to simulated space radiation to measure the frequency of malignant transformation will aid in developing efficient countermeasures against space radiation-induced adverse effects. For example, Selenomethionine was shown to be a very promising countermeasure against HZE- induced cytotoxicity by enhancing DNA repair machinery in irradiated cells [60]. The oncogenic potential of cosmic rays is the main hindrance to interplanetary travel, ground-based research into space radiation plays a key role in reducing projected cancer risk uncertainty and development of physical (shielding) and biomedical (radioprotectors) countermeasures.



HIGH BACKGROUND RADIATION AREA

High natural radiation background areas (HBRA) have been of special interest as they provide opportunity for the study of biological effects of an environment that resembles the chronic exposure of future space colonists to doses of ionizing radiation of several orders of magnitude higher-than-normal levels [61]. Radionuclides, 232Th, 235U, 238U, and radioisotope of Potassium (40K), are the major sources of outdoor natural radiation. The knowledge of their distribution in soil, sand and rock plays an important role in protecting humans from serious health hazards.

Ramsar, Iran, due to the concentration of 226Ra and its daughters which were brought to the earth's surface by hot springs, also Kerala, in India [62], and certain beaches in Brazil [63], due to radioactive mineral-rich sand, all are examples of regions with higher level of natural radiation (Table 3).


Table 3. Estimated annual effective doses to persons living in areas of high natural radiation background.
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Guarapari region of Brazilian coast is a famous tourist attraction where thousands of people try to cure disease by lying on or cover themselves with black beach sand. Vasconcelos et al. [65] began to determine the reference level of this region using gamma spectrometry and compared their results with internationally accepted values. These authors observed that Areia preta beach in Guarapari has dose rate up to 87 μSv/h; the same dose rate that can be encountered in the 1 km vicinity of the Chernobyl power plant. Areia Preta may therefore has the highest background found in beaches in world, possibly due to activity concentration of 232Th. It has been suggested to get rid of dark-yellow to brown monazite from noxiously radioactive spot to minimize risk of radiation injury and keep the black sand as attraction for tourism; the activity concentrations found in the mainly monazitic (dark yellow) sand fraction are up to 1000 times higher than the normal soil values. High natural radiation environment of Guarapari stimulate researchers to warn visitors from potential health risks at staying longer.

The southwest coastal line of the Kerala state in India is one of such regions known to have elevated levels of background radioactivity mainly due to monazite sand available with a high abundance of thorium. Inhalation, external exposure and ingestion are three main pathways of nature radiation exposure to human beings. It was reported that the inhalation dose varies from 0.1 to 3.53 mSv/y and the inhalation dose imported by indoor radon and its progeny is >50% of the total radiation dose [62]. Even if chromosomal aberrations were seen in the lymphocytes of exposed persons, the carcinogenicity has still not been established. A cohort study conducted in this region, the southwest coastal area of Kerala, during 2006–2009 to assess the role of high level natural radiation (≥0.1 mSv/y) on congenital mental radiation and cleft lip/palate has shown that the prevailing high natural radiation exposure does not increase the risk of these malfunction [66]. However, its widely known that stable translocation aberration is associated with human malignancies; certain types of leukemia are examples of this. Therefore, recent data are necessary to confirm whether high background induced unnatural aberrations activate oncogenes.

On the same hand, Yangjiang in Guangdong province, China, is categorized as a high background radiation area. It was reported that the average annual effective dose to residents in HBRAs of Yangjiang was 6.2 mSv, about three times higher than that of the control area [67–69]. It was reported the annual dose received by the 0–7 age group was the highest among all age groups [70]. The individual cumulative dose to inhabitants living in houses built over 30 years ago was relatively low, compared with those living in houses built more recently [70]. However, this difference was not revealed in the control area. Yong-ling et al. [68] estimated that 88% of total amount of internal radiation dose to the residents in HBRA arose from the inhalation of 222Rn, 220Rn, and their products. An appropriate number of epidemiological studies were carried out to explore the cancer risk associated with low level radiation exposure [67, 70]. These studies did not find any statistically significant differences in all cancer mortality between control and high natural radiation area. Further, the relative cancer incidence risks of stomach, colon, liver, lung, bone, female breast and thyroid in Yangajiang were also not statistically different from the area with normal radiation levels. Thus, the typical level of natural radiation background in Yangjiang is insufficient to trigger a carcinogenesis risk increase in humans, and this conclusion may be partially owing to the enhanced immune function in the human body after long-term exposure in Yangjiang [69].



NUCLEAR MEDICINE AND RADIOTHERAPY

A double-edged sword is considered the best description for the status of ionizing radiation. It is harmful to health from its role as a carcinogen. However, it is beneficial for the use in both diagnostic and therapeutic medical application [71].

Radiotherapy is one of the most common and effective therapeutic modalities for the treatment of cancer. Usually 50% of all patients with localized malignant tumors are treated with radiation. Radiotherapy for cancer allows for the killing of the cancer cells but also presents a risk to the normal tissue surrounding the tumors and forming secondary malignant neoplasms at the same organ or at a distant part of the body. subsequent malignancies risk is the most significant late effect of radiation treatment experienced by cancer survivors [72]. Because of longer life expectancies, younger patients are certainly at greater risk [73, 74]. A large cohort study includes 5,798 Hodgkin's lymphoma patients treated with chemotherapy in Britain from 1963 to 2001—the majority of whom, 3,432, also received radiotherapy—has been conducted to assess secondary malignancy risks. Chemotherapy alone led to a raised risk of second cancer (RR, 2.0). However, this risk is lower and affects fewer anatomic sites than that of combined modalities (RR, 3.9) [74]. de Gonzalez et al. [75] performed a large-scale Surveillance, Epidemiology and End Results (SEER) analysis on cancer survivors who were treated with radiotherapy and documented a small increase in the risk of developing a second cancer. Other treated sites which have been investigated, including breast radiation treatment, again demonstrating the risk of second cancer development. The lungs and heart are likely to receive an amount of stray radiation during radiotherapy to breast cancers as they lie underneath the irradiated area. It has been reported that heart disease and lung cancer risks gradually increased after breast irradiation [76, 77]. Countermeasures are likely to be beneficial for cancer survivors after radiotherapy as they are capable of mitigating radiation-induced biological effects including damage of normal tissue surrounding tumors and radiation-induced secondary malignancies [78].

Many years ago, researchers proposed that accelerated proton and heavy ions could be used for localized cancer therapy based on their depth-dose distribution compared to photon radiation including X-ray and γ-rays [1]. Heavy ions are more effective than X-rays for killing cells as well as other endpoints, such as causing mutation [79]. Sethi et al. [80] published a retrospective review to see the incidence of second malignant neoplasms among retinoblastoma patients who received either photon (31 patients) or proton (55 patients) beams radiation. Cumulative incidence of second malignancies was significantly higher among the photon cohort (14% vs. 0; p = 0.015). Similarly, a retrospective study investigating the risk of secondary malignancies in prostate cancer patients found a lower risk with carbon ion radiotherapy (CIRT) compared to photon-based therapy [81], possibly due to the “Bragg peak” characteristic of particle therapy where low levels of energy are deposited outside of the target volume.

Radiation can induce apoptosis or trigger a DNA repair mechanism. In general, minor DNA damage is thought to temporarily halt the cell cycle to allow effective repair, while more severe damage can induce an apoptotic cell death program [82]. DNA is the quintessential target; the deleterious effects of radiation, mutation and carcinogenesis, are mainly due to irreparable damage to DNA. Wu et al. [83] provided evidence suggesting that extranuclear targets play a role in such damage. His data demonstrated that irradiation of cytoplasm produce gene mutation in nucleus through free radicals. His conclusion was that cytoplasmic traversal by ionizing radiation may be more dangerous than nuclear traversal, because the mutagenicity is accomplished by little or no killing of target cells. Radiation-induced carcinogenesis is a highly modifiable phenomenon by a non-carcinogenic process [84, 85]. The agents include the specific characteristics of the radiation, radiation type, dose rate, dose fractionation, dose distribution, etc., as well as many other contributing elements that are not specific to the radiation exposure, such as animal genetic characteristics, environment of the animal and animal age at exposure, as found from radiation-carcinogenesis studies in animals.



CONCLUSION

In this review, we provide discussion of the cancer risk that may arise following exposure to low dose ionizing radiation. Radiation-related cancer risk in the life span study (LSS) cohort of atomic bombs has been reported to continue raising throughout life. Significant dose response (ERR for all solid cancer) is observed even over 0–0.2 Gy dose range; supporting the hypothesis that there is no threshold below which cancers are not induced. Identification of non-cancer disease risks, psychological consequences of nuclear disaster for instance is one of several important steps to accomplish a comprehensive exposure outcome study. Million Worker Study (MWS) includes many subjects, 12 times higher than Japanese bomb survivors, as well as covering the issues faced today concerning exposures delivered over years, such as medical, occupational and environmental exposure. This large number of cases along with accurate individual exposure information will reduce uncertainty in the calculation of excess relative risk per Gray (ERR/Gy) and thus provide more reliable assessment of the long term effects of radiation exposure.

During low Earth orbit, shuttle crew members experience 90-min light-dark cycles. In addition, light intensity aboard ISS, space radiation, gravity and magnetic field also greatly differ from those on the ground. Numerous ground-based studies into the biological threats of these environmental stressors are needed to predict and reduce health risks for exposed individuals. Benefits from lunar mission and deep-space human exploration to Mars must be balanced between cost and the safety of astronauts.

Data collected so far suggest that particle therapy leads to a lower risk of secondary malignancies than conventional X-ray techniques. Moreover, ion beam therapy characterized by a low therapeutic dose to healthy tissue and a neutron production even lower than from photon therapy. Therefore, it provides a promising tumor treatment choice.
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The specific advantages of ion beams for application in tumor therapy are attributed to their different macroscopic and microscopic energy deposition pattern as compared to conventional photon radiation. On the macroscopic scale, the inverted dose profile with a Bragg peak and small lateral scattering allow a better conformation of the dose to the tumor. On the microscopic scale, the localized energy deposition around the trajectory of the particles leads to an enhanced biological effectiveness, typically expressed in terms of the relative biological effectiveness (RBE). Experimental investigations reveal complex dependencies of RBE on many physical and biological parameters, as e.g., ion species, dose, position in the field and cell or tissue type. In order to complement the experimental work, different approaches are used for the characterization of the specific physical and biological properties of ion beams. In a set of two papers, which are linked by activities within a European HORIZON 2020 project about nuclear science and application (ENSAR2), we describe recent developments in two fields playing a key role in characterizing the increased biological effectiveness. These comprise the biophysical modeling of RBE and the microdosimetric measurements in complex radiation fields. This first paper gives a brief introduction into these fields and then focuses on aspects of biophysical modeling of RBE, specifically on semi-empirical approaches that are currently used in treatment planning for ion beam therapy. It summarizes the status and recent developments of the Local Effect Model (LEM) and its conceptual framework and shows examples of model validation using recent experimental data. The model is compared to other approaches, e.g., to the Microdosimetric-Kinetic Model (MKM), that builds the bridge to the experimental microdosimetric work.
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INTRODUCTION

The main motivation for the application of ion beams in radiotherapy is their advantageous depth dose profile, allowing maximizing the dose to the tumor by simultaneously sparing the surrounding normal tissue as compared to conventional photon radiation [1–3]. Whereas, all ion species share this macroscopic property, in particular heavier ions like carbon ions show an additional advantage with respect to their biological effectiveness. They exhibit an increased biological effectiveness in particular toward lower energies, i.e., in the region where they come to rest when penetrating tissue (the so-called “Bragg peak”) [4–6]. This increased effectiveness is expressed in terms of the relative biological effectiveness (RBE), which is defined by the doses required to achieve a given survival level with photons and ion beams, respectively, under otherwise identical conditions:

[image: image]

A major determinant of the RBE is the linear energy transfer (LET) of the ions, characterizing the energy released to the material surrounding the ion trajectory per unit path length. The LET of monoenergetic beams is represented by a single value and increases with decreasing energy; this generally leads to a corresponding increase of RBE toward the Bragg peak region.

In case of irradiation fields formed by particles of different types and energies, LET is represented by a distribution. However, in order to simplify the representation, typically averaged LET values are considered. There are two frequently applied ways of calculating the average LET, the track average [image: image] and the dose average [image: image] [7], where the [image: image] in general is more closely related to RBE than [image: image] values.

Regarding the biologic effects of radiation, the induced cell killing is a frequently used endpoint to characterize RBE. If cell survival S(D) after irradiation with dose D is described in terms of the linear-quadratic model

[image: image]

the changes of the parameters α and β after ion irradiation as compared to photon irradiation are typically characterized by [8]:

[image: image]

The changes primarily reflect the increase of the linear term α, i.e., the initial slope of the dose response curve. The impact on the quadratic term is less pronounced and subject to larger uncertainties. Overall, this results in more straightened dose response curves for high-LET radiation as compared to photon radiation.

For the dose prescription in ion beam therapy, the increased effectiveness needs to be adequately taken into account. However, although conceptually the definition of RBE is simple, it cannot be represented by a single fixed number in extended radiation fields, but actually depends in a complex way on several physical and biological parameters. Based on in-vitro studies, the fundamental RBE dependencies can be summarized as follows [8–11]:

1. RBE rises with LET up to a certain maximum and drops toward higher LET values.

2. The RBE(LET) curves are shifted toward higher LET values with increasing particle charge, i.e., for heavier particles.

3. RBE decreases with increasing dose and thus decreasing survival level.

4. RBE is higher for cells that are radioresistant against conventional photon radiation as compared to cells that are sensitive against photon radiation.

As a consequence of these relations, RBE values in typical treatment fields for ion beam therapy will vary with position in the target field and depend on the fractionation scheme used. Therefore, there is no single number for conversion of absorbed dose to RBE-weighted dose. To fully exploit the advantageous properties of ion beams, the systematic dependencies of the RBE have to be fully considered in treatment planning in ion beam therapy, allowing taking advantage of the vast experience made with conventional photon therapy.


Role of the Microscopic Energy Deposition Pattern

Careful analysis of the above-mentioned systematic dependencies of RBE clearly indicates that the increased effectiveness of ion beams is largely determined by their specific microscopic patterns of energy deposition: whereas photons deposit their energy by releasing secondary electrons almost randomly distributed within the irradiated volume, ions deposit their energy extremely localized and concentrated along the trajectory of the ion. Qualitatively, this localized higher energy density is expected to lead to more severe biological damages, e.g., clustered DNA damages, which finally result in a higher cell killing effect. The adequate characterization of the microscopic energy deposition patterns is thus a prerequisite for the detailed understanding of their biological effectiveness.

Although there is general agreement in the community about the relevance of the microscopic energy deposition pattern, it is less obvious at which spatial scales these patterns need to be characterized. For example, assuming the DNA within the cell nucleus to be a critical target for radiation damages points to the relevance of the nm scale [12–14]. In addition, analysis of the formation of radiation-induced chromosome aberrations suggests also the micrometer scale as particularly relevant [15]. Finally, early experimental data showed that the cell nucleus represents the gross sensitive target for most radiation effects [16], which points out the potential role of the 10 μm-scale. A recent combined experimental and modeling study further supports the importance of the 10 um-scale [17]. At the same time, this study revealed that the above mentioned three scales are not necessarily exclusive and that the relative importance of the different scales may strongly depend on the LET.

A wide range of experimental as well as theoretical approaches have been developed and discussed in order to address these aspects. Within a set of two papers, we discuss recent results obtained in two related fields: experimental microdosimetry and biophysical modeling. In the following, we briefly introduce some key aspects of both fields and in the main part of this manuscript then focus on recent results obtained with a specific biophysical model – the Local Effect Model.



Experimental Microdosimetry

Experimental microdosimetry aims at the accurate characterization of the energy deposition pattern in micrometer dimensions and particularly also their fluctuations and distributions. Major developments of this field were implemented in the framework of neutron therapy, since neutrons – as ion beams – exhibit an increased effectiveness as compared to conventional photon radiation.

The microdosimetric approach assumes that the quality of the radiation action, namely the biological effect per unit of absorbed dose, merely depends on the energy deposition within micrometer-sized critical target sites within the cell nucleus, so called single-event imparted-energy ε1. The ratio ε1/[image: image], where [image: image] is the biological site mean-chord length of trajectories passing the site, is called lineal energy, y. Radiation fields as typical for ion beam therapy are characterized by a spectrum of y-values, and the distribution depends on the position in the radiation field. The biological effect is expected to be proportional to the dose delivered by each y-component of the spectrum, i.e., in general d(y) is indicative of the biological effect. RBE values can be obtained from the d(y)-spectrum by appropriate convolution with a weighting function r(y) that represents the increased effectiveness as a function of y [18]. A simplified exploitation of microdosimetric measurements is using the mean of the d(y) distribution, defined as: [image: image], or the mean corrected with a saturation function of y, which is called y* (ICRU 36).

Experimental measurements of microdosimetric spectra are frequently obtained using gas filled detectors, which actually have macroscopic sizes in the order of millimeter to centimeter. However, information on the micrometer scale is obtained by appropriate rescaling according to the different densities of gas and water. First microdosimeters were gas proportional counters made with tissue-equivalent plastic and filled with tissue-equivalent gas mixtures and were thus called TEPC (tissue-equivalent proportional-counter). TEPCs have a high detection efficiency, since they can detect also few ionization events thanks to the electron multiplication in the filling gas. However, they cannot operate in very high-intensity radiation fields, as their geometrical size is hardly < 1 mm. More recently, also solid-state detectors became available, made e.g., of silicon semiconductor material or of synthetic diamond. They are actually characterized by much smaller geometrical dimensions as compared to TEPCs; their geometrical size can be as small as 1 μm, making them fit to operate also in very intense radiation fields. However, this advantage has to be balanced with lower detection efficiency. The aspects of experimental microdosimetry will be developed more deeply in the second paper.



Biophysical Modeling

A thorough overview over the broad range of biophysical models addressing the aspects of high-LET radiation, covering extremely detailed so-called mechanistic models as well as semi-empirical and empirical approaches would be beyond the scope of this paper. We thus restrict here to some key aspects relevant for two models actually used in ion beam therapy at present, the Microdosimetric-Kinetic Model (MKM) [19, 20] and the Local Effect Model (LEM) [21–23].

The transition from the initial energy deposition to the final observable biological effect after a radiation insult includes numerous complex biological processes and pathways, from which many are still unknown or at least not yet accurately quantified, and any model thus can represent an approximation to reality only. One of the major challenges of modeling in the framework of treatment planning therefore is to find the right balance between accuracy and model complexity, i.e., number of different processes and mechanisms to be taken into account [24, 25].

Simplifications are made in both models typically with respect to two aspects:

1. Details of the stochastic distribution of energy deposition of ions around their trajectory on the level of individual secondary electrons are neglected.

2. The details of the complex biological processes, like e.g., the DNA damage signaling and repair pathways, and the corresponding uncertainties are “hidden” by making reference to the known photon dose response curve in a type of “black box” approach.

The models therefore do not aim at an ab-initio calculation/prediction of the biological effects of ion beams from first principles, but rather on a translation of what is known from photon radiation to the specific aspects of the microscopic energy deposition pattern of ion traversals through the cell nucleus.

The models mainly differ with respect to the level of detail on which the spatial distribution of energy deposition around the particle trajectory is taken into account. Whereas, e.g., the MKM is strongly linked to the facets of the experimental microdosimetry as described above and thus focuses on the energy deposition features on the micrometer scale, the LEM explicitly considers the impact of track structure on the nanometer, the micrometer and the 10-micrometer level [17].



Link Between Both Fields

The two aspects described above approach the problem of characterizing radiation quality from different directions and are, in a way, complementary. Microdosimetry focuses on the possibility to characterize experimentally the microcoscopic energy deposition in any complex radiation field, as it is typical for the superimposition of ion beams with different primary energies as required to form a spread-out Bragg-peak (SOBP). It is thus suitable to check radiation quality in typical patient plan like dose distributions and thus for quality assurance issues.

The modeling approach in contrast also makes use of some quantities and features of ion beam radiation, which cannot be directly measured in complex radiation fields. Instead, models make use of parametrizations, which are validated independently in specific experiments also under conditions which might even be beyond typical patient treatment conditions, e.g., by using also heavier ions than carbon or a larger energy regime. An advantage of the modeling approach is that it facilitates taking into account aspects of microscopic energy deposition on any spatial level, and thus potentially allows a more accurate description of the underlying mechanisms leading to the increased RBE.




BIOPHYSICAL MODELING: GENERAL ASPECTS

In principle, protons as well as heavier ions exhibit an increased RBE toward the end of their range when penetrating tissue. However, the demand for RBE modeling for treatment planning in ion beam therapy is clearly more relevant in the case of heavier ions than for protons, since RBE values are substantially greater for heavy ions. Nevertheless, it is still under discussion whether a variable RBE instead of using a constant RBE = 1.1 could be beneficial in proton therapy [26–29]. Nonetheless, numerous simplified, empirical models have been proposed which are applicable solely to the case of protons, as they are based on certain simplified assumptions that are not valid for heavier ions [30].

At present, two different models are used in treatment planning for carbon-ion beam therapy: the Microdosimetric-Kinetic Model (MKM) is used in the Japanese facilities, whereas the Local Effect Model (LEM) is used in the European facilities. In both approaches, the characterization of the microscopic energy deposition pattern represents a major ingredient, although the details how this energy deposition pattern is translated into a biological response substantially differ. The characterization of the dose response curve after low-LET radiation represents the second pillar of these models. In the following, we briefly introduce the main concepts of these models. Although modeling results are presented in the results section only for the LEM, understanding the key aspects of the MKM is of relevance for the discussion and with respect to its link to the experimental microdosimetry approach presented in the second paper.



BASIC CONCEPTS OF MODELS


Local Effect Model

The LEM in its original version (LEM I; 21) is used for treatment planning in the European carbon ion facilities. For this first version of the model an accurate representation of the effects of carbon ions was the major focus, and the application to other ion species required corresponding adaptation of input parameters. More recently improved versions of the model have been developed, and the most recent version (LEM IV; [22, 23]) now allows the simultaneous consistent prediction of RBE over a wide range of particles with similar accuracy based on a single set of input parameters. The basic idea of the LEM is to predict effects of high-LET radiation based on the known effects of low-LET radiation in combination with the characterization of the inhomogeneous, localized energy deposition pattern of charged particles. The effect calculation within the LEM IV includes the following major steps:

1. Characterization of the microscopic spatial energy deposition pattern by means of an amorphous track structure approach. This reflects the mean energy deposition (so called local dose) as a function of the distance from the particle trajectory, largely given by D(r) ~ 1/r2.

2. Determination of the spatial distribution of DSB of a single particle traversal through the cell nucleus derived from the amorphous track structure in combination with the known DSB yield of 30 DSB/Gy/nucleus after photon irradiation. Extremely high energy deposition in nanometer dimensions within the center of particle tracks can lead to correspondingly higher yields of DSB as compared to photon radiation by increased clustering of SSB leading to additional DSB.

3. Characterization of the clustering properties of DSB with respect to the giant loop substructure of the chromatin organization, containing typically 2 Mbp DNA and approximated by ~0.5 μm sized subvolumes of the nucleus. Chromatin loops containing just a single DSB are called isolated DSB (iDSB), chromatin loops with 2 or more DSB are called clustered DSB (cDSB).

4. Determination of the trend to form clustered DSB, captured by the cluster index C, which is the ratio of cDSB to the total number of DSB,

[image: image]

5. Determination of the photon dose leading to the same proportion of iDSB and cDSB, i.e., the same cluster index.

6. Calculation of the biological effect for this “iso-complexity” photon dose according to a (modified) LQ-approach.

7. Determination of the effect of ion irradiation from the effect of photons at the dose determined in the previous step by appropriate rescaling of the photon effect according to the total number of DSB induced by photon and ion irradiation, respectively.

LEM IV has been demonstrated to accurately represent experimental data in-vitro over a larger range of different ion species from protons to oxygen ions [22, 31–33]. Furthermore, besides in-vitro experiments also RBE for in-vivo experiments, e.g., the tolerance of the rat spinal cord, can be modeled with LEM IV [34, 35]. Interestingly, the concept of damage classification that has been developed for the LEM IV has been shown to be applicable also to other radiation qualities, and several key aspects like LQ-shape of survival curves, rejoining kinetics, dose rate effects and cell cycle effects are consistently modeled by this approach [36–38].



MKM

The MKM makes use of characterization of energy deposition in micrometer-sized volumes and of concepts implemented in the experimental microdosimetry branch. Its original version has been developed by Hawkins [19, 20], and subsequent further developments have been implemented in the framework of the Japanese heavy ion therapy projects [39, 40].

The key variable on which the MKM is based is the lineal energy y. However, predictions of the increased effectiveness do not use the details of the corresponding microdosimetric spectrum, but rather it's dose weighted mean value [image: image]. The basic assumption of the MKM is, that in a first approximation the shape of the y-distribution can be ignored as long as the value of [image: image] is identical for different distributions. The essential dependence reflecting the increased RBE in terms of the linear-quadratic parameters is then given by [41]:

[image: image]

Here, αIon represents the linear term of the dose response curve after ion irradiation, α0 the corresponding parameter for radiation qualities with LET→0 and d the diameter of the critical sensitive volume. The quantity β denotes the quadratic term of the dose response curves, which is identical to the value for photon radiation according to the MKM approach. Therefore, only the α-term is affected by high-LET radiation as compared to low-LET radiation. In a first approximation, α0 can be identified with the α value obtained after photon reference radiation.

As Equation (2) describes a continuously increasing α with increasing [image: image], it is not compatible with the drop of RBE toward very high LET values which results from the overkill effect. However, a saturation correction has been introduced [40] in order to account for this effect. The correspondingly corrected dose mean lineal energy is denoted by y*, and replacing [image: image] by y* in Equation (2) then reflects the generally observed shape of RBE(LET) curves.

Equation (2) also allows the direct link to experimental microdosimetric measurements, from which [image: image] can be obtained [e.g., 38]. Simulated spectra can be used as well, using e.g., amorphous track structure approaches to derive [image: image] values for the use in conjunction with the MKM [42]. The MKM now serves as a replacement for the former experimentally based approach to characterize cellular RBE in-vitro within SOBPs in the Japanese treatment planning approach.



Other Models

Apart from the LEM and the MKM, other approaches are discussed for potential applications in ion beam therapy, as e.g., reported in [43–45]. However, a conceptual comparison of the models has revealed substantial differences e.g., with respect to the impact of overkill at very high LET and the change of the quadratic component with LET (see e.g., [46]). This underlines the need for a more detailed validation of the models by means of experimental data in order to assess the impact of these model differences on the accuracy of the model prediction.




RECENT RESULTS FOR LEM IV

In the following, we report about recent results obtained with the LEM IV with respect to a broad range of applications, comprising comparisons to experimental data in-vitro and in-vivo. In addition, we illustrate the impact of specific concepts underlying the LEM, highlighting the importance of different spatial scales to explain the systematic dependencies of RBE.



COMPARISON TO EXPERIMENTAL DATA AT INFN-LNS


Brief Description of Experimental Conditions and Simulation With TRiP98

Irradiations of cell samples were performed in Istituto Nazionale di Fisica Nucleare, Laboratori Nazionali del Sud (INFN – LNS), Catania, Italy, with 62 MeV/u carbon ions at the 0° beam line and with 62 MeV therapeutic protons at the CATANA (Centro di AdroTerapia e Applicazioni Nucleari Avanzate) facility for treatment of eye melanoma. Details of the experimental results and the corresponding reference experiments using photon radiation are given elsewhere [47, 48], and here we only briefly report the main experimental conditions relevant for this contribution.

Four different tumor cell lines (CRL5876, HTB140, HTB177, MCF7) have been used, covering a broad range of radiosensitivities. Proton irradiations were performed using a 62 MeV proton beam in the center of a 15 mm SOBP, located at 10–25 mm depth [47]. The corresponding [image: image] was 4.7 keV/μm. Carbon ion irradiations were performed with a 62 MeV/u beam for both a monoenergetic beam as well as a small, about 2 mm wide SOBP, which however does not deliver a homogeneous dose [48]. Details of the corresponding dose distributions are reported in Romano et al. [49] (see also Figure 1). Irradiation of the cells with monoenergetic beams was performed at the proximal side of the Bragg peak, where ~ 50% of the maximum relative dose are deposited (corresponding to 7.6 mm depth as marked in Figure 1 (left) 1; LET: 198 keV/μm). Irradiation under a very narrow, 2 mm SOBP condition was performed at the position where about 98% of the maximum relative dose are reached (corresponding to 5.4 mm as marked in Figure 1 (right); LET: 208 keV/μm). To obtain reliable statistics all irradiations with protons and carbon ions were performed in duplicate in three separate experiments, except those carried out with the monoenergetic carbon ions that were done in duplicate and repeated seven times. The increased repetition of irradiations with pristine carbon ions was necessary because of the delicate experimental conditions (positioning of cell samples) caused by a very narrow Bragg peak.
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FIGURE 1. Depth dose distributions for monoenergetic (left) and SOBP (right) carbon ion irradiation according to TRiP calculations used in this paper as compared to those reported by Romano et al. [49]. Irradiation positions are marked by arrows.


The corresponding depth-dose distributions were simulated using the TRiP98 treatment planning environment [50, 51] (Figure 1). Since this system had been developed for planning under the conditions relevant for the GSI pilot project, i.e., base data are only available for beam energies >80 MeV/u, some approximations had to be used in order to mimic the conditions reflecting the INFN-LNS experiments. First, the lower energies have been mimicked by artificially introducing some bolus material in the treatment planning system. This, however, is not expected to have a large impact on the predicted RBE values, as the contribution of fragments is still low even with the additional bolus material, and the primary C ions will dominate the effectiveness. Therefore, as long as the dose is simulated correctly, also predicted RBE values are close to those expected in the “real” situation. Second, dose and LET values are subject to uncertainties, which are particularly relevant in the case of monoenergetic carbon-ion irradiation conditions due to the pronounced dose and LET gradients at this position in depth. We thus performed the model calculations also for a variation of ± 0.1 mm around the planning position of 7.6 mm depth in order to get some feeling for the corresponding uncertainties of survival curve predictions. Practically, we simulated the error of ± 100 μm in cell samples positioning, based on the 50 μm step width of the mechanical device that was used for sample positioning. For the carbon ion “SOBP” conditions depth dose profiles were simulated using a 2 mm ripple filter [52], which results in a depth-dose profile in reasonable agreement with the profile reported by Romano et al. [49].



Comparison With LEM Predictions

The parameters listed in Table 1 have been used as input for the LEM calculations [48]. For HTB140 cells, two different sets, a and b, have been used for comparison, since this cell line is characterized by an unusual, extreme radiation resistance, and thus very high doses are required to extract a reliable β-parameter. As experiments have been performed with γ-rays over different dose ranges, correspondingly different sets of LQ-parameters have been obtained and are used for the LEM calculations for that cell line.


Table 1. Photon input parameters for the LEM calculations shown in Figure 2.
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Predicted survival curves for the different conditions are shown in Figure 2 in comparison to the experimental data [48]. Surviving fractions are presented as mean values ± standard error of the mean of at least three (seven in the case of monoenergetic carbon ions) separate experiments. In general, standard error of the mean ranges from <5%, which is the case for smaller doses, to somewhat more than 15% for larger doses. This increase is the consequence of the fact that as the number of survived cell colonies falls (with the rise of dose) to 10−2 and further to 10−3 where there are only a few colonies that are counted, thus the statistics considerably deteriorates.


[image: Figure 2]
FIGURE 2. Comparison of LEMIV model calculations (lines) with experimental cell survival data (symbols) obtained at the INFN-LNS beamlines with different cell lines and different radiation qualities. For details see text. Calculations for ± 0.1 and ± 0.15 mm refer to potential positioning inaccuracies as compared to the desired depth.


For protons, measured survival in general is lower than predicted by the LEM.

For the monoenergetic carbon ions, as expected the calculations are very sensitive to the exact depth position; for all cell lines, the curves assuming a depth shift of −0.1 mm as compared to the desired position agree reasonably well with the experimental data. Also, the curves for the SOBP conditions show good agreement with the experimental data, and as expected they are also much less sensitive to the exact position in depth.

HTB140 cells are characterized by two special features: an extremely low sensitivity and an almost linear photon dose response curve. Model calculations have therefore been performed with two different parameter sets HTB140a and HTB140b (see Table 1), assuming either purely linear photon dose response or a small β-term of 0.001 Gy−2 according to Petrovic et al. [53]. As this latter parameter set better reflects the photon dose response curve at higher doses, this dataset also is expected to result in more accurate LEM predictions for high-LET radiation; the corresponding comparison is shown in Figure 2. Although the detailed shape of the experimental dose response curves is not predicted by the LEM, at least the order of magnitude of the spread of sensitivities between photon and high LET radiation is correctly predicted.



Contribution of Different Spatial Scales: DSB-Clustering vs. Increased Yield

The direct comparison of LEM predictions for HTB140 cells based on the two different data sets is shown in Figure 3. For protons, no substantial difference is observed for the different input data sets. In contrast, for carbon ion irradiation, the curves significantly differ, but already for β = 0 a clearly increased RBE is predicted. This can be attributed to the increased DSB yield resulting from the extremely high local doses in the track center of the particle trajectories, i.e., it is a consequence of processes at the nm-scale. This increased yield is in line with predictions of other models like e.g., PARTRAC [54].
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FIGURE 3. Comparison of LEMIV model calculations for cell killing of HTB140 cells using two different input data sets (see Table 1). For carbon ions at high LET, even in the case of βphoton = 0 Gy−2 a substantially increased RBE is predicted, which is further enhanced if βphoton > 0 is assumed.


In that respect, the LEM substantially differs from the MKM which would predict RBE = 1 in the case of β = 0 according to Equation (2). If a small β is assumed, as in the parameter set HTB140b, according to the LEM the RBE is further increased, which then can be attributed to the higher lethality of clustered DSB as compared to isolated DSB. This higher lethality is a direct consequence of β > 0 according to the LEM concept, reflecting processes at the μm scale. In general, RBE is due to contributions from multiple coexisting scales.



Use of Focused Low-LET Proton Beams to Mimic High-LET

The role of the contribution on different spatial scales has been further demonstrated recently using a special irradiation technique based on focused low-LET proton beams [17]. The basic idea of the experimental concept is to mimic high-LET radiation by focusing low-LET radiation to a small spot of about micrometer dimension, which reflects both the size of important biological structures within the cell as well as typical extensions of the radial dose distribution of high LET light ions. The experiments demonstrated that for identical average macroscopic doses, focused low-LET protons show a substantially increased effectiveness as compared to conventional broad beam irradiation. In the framework of the LEM concept, this is attributed to the clustering of DSB within giant loop chromatin compartments of about 0.5 μm size.

However, when comparing to e.g., carbon ions with the same energy deposition per spot, protons are still less effective. This difference arises from the extremely high local doses in the track centers of carbon ions, which lead to additional DSBs. Focusing low-LET protons to micrometer spots, however, is not sufficient to reach these high local doses – it would require to focus the protons on nm-sized spots, which is technically not feasible.

In Figure 4 we show the LEM predictions of RBE for a hypothetic cell line characterized by typical L-Q parameters for the impact of spot size of low LET protons. The figure clearly shows the transition to elevated RBE levels as soon as the spot size is decreased below ~1 μm. The figure also includes the information about the RBE that is expected for carbon ions for the same mean dose (arrow); the difference between the carbon ion and focused proton RBE values at small spot sizes is attributed to the increased DSB yield of C-ions as compared to protons, as explained above.


[image: Figure 4]
FIGURE 4. Expected dependence of RBE for a hypothetic cell line on the spot size of focused high-energy, low-LET protons at a mean dose of 1.0 Gy. For comparison, the RBE for broad beam carbon ion irradiation is shown. Calculations are based on the LEM input parameters: αPhoton = 0.1 Gy−1, βPhoton = 0.05 Gy−2, Dt = 8 Gy, Ep = 19.95 MeV, LETp = 2.67 keV/μm, EC = 4.05 MeV/u, LETC = 338 keV/μm.




Validation in-vivo: Tolerance of the Rat Spinal Cord to Proton Irradiation

Model validation based on in-vitro data as shown e.g. in section Comparison to Experimental Data at INFN-LNS and in Figure 2 is an important first step in testing a model that is considered for application in treatment planning for ion beam therapy. For the close link to the patient treatments, however, the validation by means of in-vivo experimental animal data is indispensable. First tests of the LEM in such preclinical experiments have been performed for carbon-ion irradiation of the skin of minipigs [55]. Larger systematic studies have then been performed based on the analysis of tolerance doses for the rat spinal cord [35, 56]. These studies also clearly demonstrated the better accuracy of the LEM IV as compared to the LEM I in particular in the critical high-dose/high-LET region. In the entrance channel at low LET, however, some systematic underestimation of the RBE by the LEM IV is observed. In order to clarify whether this is a general systematic effect at lower LET values or whether it is ion specific, comparison to data obtained with proton beams is an important pillar for the validation of the LEM.

Figure 5 shows a comparison of the LEM predictions with experimental data reported by Saager et al. for irradiation in typical therapy-like conditions, i.e., using a proton SOBP of 6 cm width located at 7–13 cm depth in water. RBE values were determined at different positions within the SOBP, corresponding to different LET values. LEM predictions are in reasonable agreement with the experimental data, demonstrating that, in general, the LEM IV allows RBE predictions also for lighter ions with correspondingly lower LET, and thus the systematic deviations found for carbon ions at low LET are specific for carbon ions and likely are a consequence of the high energy rather than the low LET itself.
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FIGURE 5. Comparison of LEMIV based RBE predictions for tolerance doses of the rat spinal cord in a 60 mm proton SOBP ranging from 70 to 130 mm water-equivalent depths. Experimental data for 1Fx and 2Fx were taken from [57], corresponding to TD50 values ranging from 21.7 to 19.5 Gy for 1Fx and from 32.3 to 27.9 Gy for 2Fx irradiation. The full green line indicates the expected RBE for lower doses of 2 Gy/Fx, as it is typically used in the therapeutic situation.


Both experimental data and model predictions shown in Figure 5 are in good agreement and support that also for protons at the distal edge of the SOBP elevated RBE values are observed, which are significantly above the RBE value of 1.1 that is currently assumed in treatment planning for proton therapy. Here, it has to be taken into account that the data were obtained for comparably high doses in 1 fraction (Fx) acute and 2Fx split-dose irradiations. Since the RBE is expected to further rise with decreasing doses, we have included in Figure 5 also the LEM IV prediction of RBE for the typical 2 Gy/Fx dose that is frequently used in therapy. Substantially higher RBE values are expected for these lower doses. Experiments with higher fraction number and correspondingly lower doses are currently under way at the Heidelberg ion beam therapy facility HIT, and the results will represent an important data set to further validate the LEM for application to proton irradiation.



Accuracy of [image: image] as Descriptor for RBE

Potentially increased RBE values in proton therapy which are above the standard value of 1.1 that is currently used in treatment planning [58] are under vivid debate now since many years [26–28]. A wide range of models has been developed for taking these increased RBE values into account. In contrast to models like the MKM and LEM these models for proton RBE are mostly empirical and parameterize the increase of RBE as a function of [image: image]. Rorvik et al. have compared 13 of these models, demonstrating that even when starting from identical conditions (i.e., assuming identical αX/βX-ratios for photon radiation) for all models there is a wide spread in the predicted RBE values. This might partially be because different sets of experimental data are used to calibrate the models. One important aspect in that respect is the use of [image: image]as a predictor of RBE. As we have recently shown, [image: image] values are not necessarily a good predictor of RBE, and for conditions resulting in the same [image: image] but based on different actual distributions the expected RBE values might also substantially differ [59]. In order to illustrate this, Figure 6 shows RBE values along a typical SOBP as predicted with the LEM in conjunction with the TRiP98 treatment planning environment for protons and carbon ions in comparison to monoenergetic beams with identical [image: image]. For both particle types the SOBP values differ from those expected for the corresponding monoenergetic beam under track-segment conditions, although in opposite directions. Whereas, for protons higher RBE values are expected in the case of SOBP, for carbon ions these values are lower. This can be explained by the non-linearities of the RBE(LET) relationship under track-segment conditions [59]. The LET values relevant for mixed SOBP fields in the proton case cover the LET region to the left side of the RBE maximum, and thus the non-linear increase of RBE with LET leads to correspondingly higher weights of the high-LET contribution. In contrast, highest LET values in the carbon case are linked to the LET region to the right side of the RBE maximum, where RBE already drops as a result of overkill effects. Therefore, the highest LET components get an effectively lower weight in the energy/LET spectra representative for typical carbon-ion treatment fields, and [image: image] in general cannot be considered as a unique predictor of RBE.


[image: Figure 6]
FIGURE 6. Comparison of predicted RBE10 values for HTB177 cells along a 40 mm proton SOBP (left) and carbon SOBP (right) from 80 to 120 mm with RBE10 values expected for track segment conditions (i.e., monoenergetic beams) at the same dose mean LET. The dashed line in the left panel indicates the RBE of 1.1, which is currently used in treatment planning for proton therapy.





DISCUSSION

In Figure 2 we have demonstrated that the LEM is able to predict the general features of RBE for different cell lines and different radiation qualities. For monoenergetic carbon ions, the predictions significantly depend on the assumed depth position of the cell layer. Within the experimental uncertainties of positioning (estimated to be in the order of +/− 0.1 mm), however, the model predictions agree with the experimental data. Systematic underestimation of RBE has been observed for protons for doses > 2 Gy, whereas for doses ≤ 2 Gy the predicted effectiveness is still compatible with the experimental data. Previous comparisons of the LEM predictions for protons using a larger database have revealed mean deviations of <10% in the LET range up to 8–10 keV/μm [31], although individual experiments can show larger deviations similar to those seen in Figure 2.

Concerning the different cell lines, largest deviations between model prediction and experimental data are observed for the extremely radioresistant cell line HTB140. The experimental data indicate a trend to even negative bending of the dose response curves; this trend is not reflected by the LEM, although the order of magnitude of predicted RBE for the highest LET is compatible with the experimental data. One possible explanation for the somewhat unusual shape of the dose response curve could be the composition of subpopulations with substantially different radiosensitivities, as it occurs e.g., also for mixed oxic and hypoxic populations [60].

Concerning the general systematic dependencies, the results shown in Figures 3, 4 clearly demonstrate the impact of clustering effects on different spatial scales in the LEM; this aspect is particularly relevant for comparison with other models. Since apart from protons the LEM has been shown to also correctly reflect the systematic dependencies for focused carbon ions and lithium ions [17], which further supports the impact of clustering on different spatial scales. The corresponding contributions as a function of LET have been disentangled in more detail in Friedrich et al. [17].

The experiments using focused low-LET proton beams to mimic and explain high-LET effects represent an important pillar for benchmarking effect models and in particular for the validation of the LEM concept. However, although the LEM obviously correctly predicts the fundamental dependencies of RBE, its underlying concept is not necessarily the only possibility to explain the increased effectiveness. It would thus be of particular interest to compare also other models like the MKM or Repair-Misrepair-Fixation (RMF) model to the focused ion beam experiments and to analyze their predictive capacity for these conditions.

Apart from cell killing after acute ion beam radiation, the concept of damage clustering on the nm and μm level have been successfully applied also to other radiation types like high- and low-energy photon radiation [36, 61], to different conditions like e.g., cell cycle dependence of radiosensitivity [38] or the impact of dose rate [62] and to different end points like e.g., rejoining of DSB [37, 63]. As also in these cases in general good agreement between model predictions and experimental data has been found, this is taken as further support for the general concepts on which the LEM IV is based. The independent applicability to multiple endpoints and radiation phenomena within the same model framework using the same model parameters is a strong indication for the validity of the underlying mechanisms.

Modeling the effects of small focused beams might be in general also relevant for novel applications of so-called “spatially fractionated” irradiation like e.g., grid therapy. This therapy is characterized by extremely inhomogeneous lateral dose profiles, where peaks with very high doses are interlaced with valleys of almost zero dose. Both low-LET photon and proton irradiation as well as higher LET ion beam irradiation have been proposed in that respect [64–67]. Although this approach aims at reducing side effects in normal tissue by sparing the valley regions, the complementary higher effectiveness that is expected in the peak region will be relevant for a full characterization of this application. A general understanding of the impact on the biological effectiveness is thus of importance, but will presumably also require including geometrical properties of tissue repair processes that are not included in any RBE radiation effect model nor in any normal tissue complication model so far. This also requires correct modeling of in-vivo experimental systems that are frequently used to investigate the effectiveness of grid therapy [66]. An accurate prediction of biological effects in-vivo using standard broad beam irradiation is therefore a prerequisite for applications to more complex scenarios like grid therapy. Whereas, effects in the SOBP region of carbon ions are predicted by the LEM IV with reasonable accuracy, there is a trend to systematic underestimation of RBE in the entrance channel, i.e., at high energies [35]. Systematic comparison with larger data bases for in-vitro cell kill studies are currently ongoing in order to accurately quantify these deviations and to implement corresponding model improvements.

The correct representation of RBE also in the case of mixed fields, as they typically occur in the patient treatment situation, is of utmost importance in treatment planning. As shown in Figure 6, details of the energy/LET/particle spectrum can affect the RBE predicted by the LEM when compared to the corresponding mean values or single values representing track segment conditions. In that respect, it would be highly interesting to further investigate potential differences that would result from the corresponding microdosimetric concepts. For example, the approach using weighting functions makes use of the detailed y-spectrum, whereas the MKM uses the corresponding dose-mean y-values. Since y essentially represents a 1-dimensional representation of track structure, similar to LET, one would expect here also similar differences as observed in the case of dose-mean LET. A direct comparison and analysis of potential differences between these two approaches could shed light on the impact of the shape of distributions from the microdosimetric perspective.



OUTLOOK

Comparing the two approaches used in the current and the accompanying paper, the major difference is that the modeling approach explicitly considers different spatial scales, whereas the microdosimetric approach focuses on aspects of the micrometer scale. It will thus be of major interest to further analyse the impact and relevance of the different scales for different irradiation scenarios. It would be particularly helpful to use the different approaches to develop hypothesis and specific scenarios that allow discriminating between the different aspects. In that respect, extension / translation of the microdosimetric concepts to the nanometer scale as described e.g., by Grosswendt [68], Selva et al. [69], and Mazzucconi et al. [70] are of further interest for a comparison with the LEM approach.
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Heavy ion therapy can deliver high doses with high precision. However, image guidance is needed to reduce range uncertainty. Radioactive ions are potentially ideal projectiles for radiotherapy because their decay can be used to visualize the beam. Positron-emitting ions that can be visualized with PET imaging were already studied for therapy application during the pilot therapy project at the Lawrence Berkeley Laboratory, and later within the EULIMA EU project, the GSI therapy trial in Germany, MEDICIS at CERN, and at HIMAC in Japan. The results show that radioactive ion beams provide a large improvement in image quality and signal-to-noise ratio compared to stable ions. The main hindrance toward a clinical use of radioactive ions is their challenging production and the low intensities of the beams. New research projects are ongoing in Europe and Japan to assess the advantages of radioactive ion beams for therapy, to develop new detectors, and to build sources of radioactive ions for medical synchrotrons.
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INTRODUCTION

Currently, ~50% of cancer patients in Europe experience radiotherapy, generally by X-rays, as part of their treatment [1]. In recent years, photon radiotherapy has greatly improved its accuracy and safety thanks to image guidance (IGRT) [2]. However, charged particle therapy (CPT) with protons and light ions is rapidly growing all over the world, particularly in Europe [3]. In fact, thanks to the favorable depth-dose distribution, more normal tissue is spared with CPT compared to conventional radiotherapy with X-rays in virtually all sites, leading to high success/toxicity ratios [4]. Using ions heavier than protons, generally carbon ions, the physics advantages are added to the radiobiological properties, being stopping (high-LET) ions in the tumor region more effective than X-rays or protons for cell killing, while in the normal tissue, fast (low-LET) ions induce a toxicity comparable to sparsely ionizing radiation [5]. The experience at the National Institute of Radiological Sciences (NIRS) in Chiba (Japan) [6] and in the European centers [7] demonstrates that the radiobiological and physical rationale is actually translated in improved clinical results for several indications [8].

Yet, CPT remains controversial [9]. The first reason is the higher cost of the CPT facilities [10], especially the expensive heavy ion centers. Even if the cost is still much higher for particle therapy centers compared to linacs for X-rays, it is declining, mostly thanks to superconductive technologies now employed for the construction of the accelerators (cyclotrons, synchro-cyclotrons, or synchrotrons) [11, 12]. However, CPT is also limited in what should be the main advantage, i.e., the high precision made possible by the Bragg peak. CPT is indeed less robust than conventional radiotherapy because of considerable uncertainty on the particle range and poor image guidance [13]. While the lateral penumbra is shallower for protons than for X-rays, making the proton plans robust for misalignments in the direction orthogonal to the beam direction [14], for heavy ions, characterized by sharp dose gradients in all directions and very high doses in the distal ends, range uncertainty is the main physics limitation. Image guidance is essential for CPT, even more so than for X-rays, because a shift in the Bragg peak has a much larger impact on the dose than for photons (Figure 1). For moving targets this also occurs through the interplay effect, causing underdosage to part of the target [15]. In-room CT and cone-beam CT are emerging as the two image guidance methods of choice for CPT, but IGRT using X-rays is more accurate and robust [16] and is quickly improving thanks to the recent introduction of online magnetic resonance imaging (MRI) [17, 18]. Clinically, a substantial margin is added in CPT to the prescribed range in order to ensure tumor coverage, e.g., in proton therapy, this range margin is on the order of 3.5% of the prescribed range [19]. Wide margins jeopardize one of the main advantages of the Bragg peak: the steep dose gradients and the potential high accuracy and precision [20].


[image: Figure 1]
FIGURE 1. Comparison of depth-dose distribution for heavy ions (12C) and photons (X-rays). The Bragg peak gives the physical advantages of CPT. However, the figure shows that a small range shift caused, e.g., by a tissue inhomogeneity has a small impact on the X-ray curve, but in CPT it can significantly shift the Bragg peak from the target into a sensitive organ surrounding the tumor.


To tackle the range uncertainty problem, several methods for range verification have been developed. Imaging in radiology very often uses radioactive tracers, and it was indeed proposed already long ago [21] that radioactive ion beams (RIB) have the potential for simultaneous treatment and beam visualization, similar to theranostics with radioisotopes [22]. We will first describe the current methods for heavy ion beam visualization, and then the past experience is using RIB in cancer therapy. We will then argue that the current efforts for high-intensity accelerators can lead to a more effective use of RIB in therapy, pending experimental proof of the clinical advantages.



RANGE VERIFICATION IN PARTICLE THERAPY

Even if image guidance is less common in CPT compared to conventional radiotherapy, the physics of charged particles offers unique opportunities for in vivo range verification. In proton therapy, there is an increasing use of prompt γ-ray detectors that measure the emission of photons by nuclear reactions and their fast decay shortly before the Bragg peak [23]. The method has been tested also for high-energy C-ions in phantoms [24, 25]. Several other methods have been proposed, such as ionoacoustic measurements [26] or mixed beams [27]. For C-ions, it is also possible to measure secondary charged particles, such as protons emitted at large angles [28, 29]. A combination of different methods is under study for animal irradiators [30] and in clinical settings [31, 32]. Reviews of different methods for in vivo range verification can be found in Refs. [33–36].

The range verification method that has been tested most extensively in clinical practice is positron emission tomography (PET) [37]. PET is a well-known diagnostic imaging method, based on the detection of the two 511 keV photons emitted by annihilation of a positron with an electron in the media. Unlike conventional diagnostic imaging [38], currently PET in particle therapy exploits β+-emitting isotopes produced by the particle beam in the patient's body by nuclear fragmentation [37]. In proton therapy, only target fragments can be used for imaging, while in heavy ion therapy, the projectile fragments provide a large part of the signal with better correlation to the dose. A list of typical radionuclides produced by target fragmentation in proton therapy or potential projectile fragments is provided in Table 1. The radioactive projectile fragments provide a peak in the activity that is not observed in proton therapy (Figure 2) [40]. However, the activity peak invariably occurs upstream of the Bragg peak, because the light isotopes of the projectile have shorter range at the same velocity of the primary ion [13, 39]. Online PET was used for the first time clinically during the 12C-ion pilot therapy project at GSI, Darmstadt, until 2008 [41], and a number of CPT centers are currently using PET for beam verification [32, 42–44], usually offline.


Table 1. Positron-emitting isotopes that are found in proton therapy by target fragmentation and/or that have been considered as projectiles for RIB therapy.
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[image: Figure 2]
FIGURE 2. Measured PET activity in PMMA phantoms irradiated at GSI with carbon or oxygen ions, showing the shift between activity and dose peak (measurements from Ref. [39]).


However, PET in C-ion therapy remains marginal and not really able to reduce range uncertainty as desired. The half-life of the most abundant induced radionuclides is too long for instantaneous feedback (Table 1), and the short-lived radionuclides are produced at a very low rate and exhibit a long positron range [45]. The measured activity is not directly correlated to the Bragg curve in phantoms (Figure 2), and the situation is worsened in vivo by the biological washout [43, 46]. An example comes from recent experiments on heavy-ion treatment of heart arrhythmia in a swine model, where online PET was used for range verification of a C-ion beam [47]. In Figure 3, we compare online to offline PET in a pig heart ventricular target irradiated with 12C-ions. After 20 min, only the signal in the ribs is still visible in PET. The lack of a direct correlation with the dose (Figure 2) and the washout (Figure 3) makes resorting to Monte Carlo (MC) simulations [40] or other analytical calculations [48] currently unavoidable for data analysis. Furthermore, the activity is time-dependent according to the half-lives of the isotopes (Table 1) and the efficiency of the detector system in measuring the activity distribution. All these corrections currently limit the accuracy of PET-based range verification to about 2–5 mm [33, 42, 49].


[image: Figure 3]
FIGURE 3. PET images of a pig heart treated with 12C-ions. The ventricular target is drawn in the treatment planning image overlaid to the CT (Right). Online PET image (Left) was acquired during the treatment at GSI, while the offline (center) was registered 20 min after the treatment. PET imaging obtained with the online PET camera at GSI, courtesy of Helmholtzzentrum Dresden (HZDR); details in Ref. [47].




RIB IN RADIOTHERAPY

The rationale for using RIB in therapy has looked in two directions. On one side, it was assumed that the radioactive decay can increase the dose in the target. This was similar to the rationale for using antiprotons [50] or pions [51] for therapy. Among radioactive isotopes, 9C attracted attention because of its β-delayed decay in low-energy, densely ionizing particles [52]. However, despite some successful in vitro experiments [53], these approaches have been abandoned. The energy released by nuclear reaction in the target is indeed in the order of the nuclear shell energies, and such energy is always very small compared to the electromagnetic energy loss of the particle in the tumor. In fact, simulations show that the putative increase due to nuclear reactions in the target is negligible [54].

On the other hand, RIB can be used for image-guided particle therapy. In fact, the best way to increase the signal intensity in online PET would be the use of β+ emitters for treatment. Using RIB, every primary ion will decay, essentially only at the end of the range, with the decay time always much longer than the travel time in the accelerator and in the patient's body. RIB would improve the count rate ~10 × [55], reduce the shift between measured activity and dose (Figure 2), and mitigate the washout blur of the image (Figure 3) with short-lived isotopes and in-beam acquisition. Heavy ion therapy is nowadays only performed using carbon ions, because with heavier ions, the toxicity in normal tissues can be unacceptable. The Heidelberg Ion Therapy (HIT) center is currently planning to use oxygen ions for radioresistant tumors, and therefore looking at Table 1, one should consider isotopes of C, N, and O as potential projectiles in RIB therapy.

The idea of using RIB in therapy is certainly not new, as the potential advantage in terms of improved precision and accuracy was clear since the beginning of CPT. Below, we will describe past efforts in this direction.


Lawrence Berkeley Laboratory

Cancer therapy using ions heavier than protons was first tested in the pilot project of the Lawrence Berkeley Laboratory (LBL) in USA led by Cornelius A. Tobias. The project started in 1975 and used He, C, Ne, Si, and Ar ions, treating 1,314 patients until the shutdown of the Bevalac accelerator in 1992 [56, 57]. The uncertainty in predicting the correct range of heavy ions from the CT images, produced by X-rays, was soon clear and the LBL physicists explored the possibility of using RIB for range verification [58]. The LBL studies focused on 19Ne (Table 1) and built a modified PET detector (PEBA) consisting of two arrays of 64 BiGe scintillators in an 8 × 8 matrix arrangement, which are separated by a distance of ~1 m (Figure 4). PEBA was already able to demonstrate an accuracy of ~1 mm in range determination in phantoms [21].


[image: Figure 4]
FIGURE 4. PEBA detector developed at LBL for the visualization of 19Ne ion range. Figure from Ref. [58].




Eulima

The European Light Ion Medical Accelerator (EULIMA) project was funded by EU within the 2nd Framework Program in 1989. The project was led by the cyclotron laboratory in Nice, which was already active in proton therapy for eye treatment [59]. The concerted action studied the feasibility of a hospital-based light ion (2 ≤ z ≤ 10) accelerator facility for the treatment of a large number of cancer patients in Europe. The project explored the idea of using a superconducting cyclotron, based on the experience in Nice, and carefully analyzed the option of irradiating the patients with radioactive isotopes of carbon, oxygen, or neon. Cyclotrons have the advantage of high intensity and simplicity of operation. However, superconducting cyclotrons for ions as heavy as carbon requires an intense R&D for magnetic field shaping and high voltage. Synchrotrons are instead flexible machines, energy can be rapidly changed, different ion species can be accelerated, and they are a well-established technology. For these reasons, the EULIMA feasibility study recommended using synchrotrons for heavy-ion therapy [60], and indeed all European ion beam centers are currently using synchrotrons. IBA, the leading company in cyclotrons for proton therapy, is still working on the idea of the superconducting cyclotron for carbon ions (C400) [61], in collaboration with GANIL at Caen (France), but the project is still ongoing.



GSI

The GSI Helmholtz Center for Heavy Ion Research in Darmstadt (Germany) treated the first patient in Europe with ions heavier than protons—carbon ions. The program was led by Gerhard Kraft and treated 440 patients with 12C-ions between 1997 and 2008 [5, 62]. As noted in section Range Verification in Particle Therapy, the pilot project at GSI used for the first time PET online to verify the dose delivery (Figure 5). The group from Helmholtz Center Dresden that worked on the PET system also measured RIB, produced at the GSI fragment separator (FRS) [63]. They used 15O, 17F, and 19Ne for testing the PET camera [64]. All patients in the pilot project were, however, treated with stable 12C ions and PET images exploited mostly the 11C projectile fragment produced by nuclear fragmentation. As shown in Figure 3, the same PET camera was recently used for irradiation of AV nodes and ventricles in swine hearts at GSI [47]. Radiotherapy for treatment of heart arrhythmia is considered a very promising non-invasive alternative to catheter ablation [65], and recent results with stereotactic radiosurgery for ventricular arrhythmia are very encouraging [66]. Charged particles are potentially much more effective for these kinds of treatment [67] because they require single high doses, and with X-rays, this can cause severe toxicity in the normal heart and other surrounding critical structures such as esophagus and lungs. However, the cardiac targets are small and rapidly moving, and therefore PET imaging plays a very important role for applications of heavy ions in non-cancer diseases. The first patient with ventricular arrhythmia has been treated with protons at CNAO (Pavia, Italy) in December 2019 [68].


[image: Figure 5]
FIGURE 5. (A) The PET camera (without housing) installed at the GSI treatment room (cave M) and used during the pilot project, as shown in the clinical case in (B) (prescribed dose according to treatment planning) and (C) (measured activity distribution, modified by the washout).




HIMAC

Certainly, the accelerator facility that has the longest history and success in RIB production and testing for cancer therapy is the HIMAC at NIRS in Chiba, Japan. Following the LBL pilot project, NIRS was the first center to treat patients with ions heavier than protons, specifically carbon ions. NIRS used the flexible and reliable HIMAC synchrotron for patient treatments and research [69], and most of the patients treated worldwide with C-ions were actually irradiated at HIMAC [6]. In over 20 years of clinical operation, NIRS has demonstrated excellent results in many tumor sites with acceptable toxicity, very often in hypofractionation [70]. NIRS has always invested in research and development in heavy ion therapy and has been studying RIB for therapy for 20 years [71]. Considering the low RIB intensity (see section RIB Production), NIRS physicists were trying to use the RIB beam at low intensity as a probe before application of the stable carbon therapeutic beam. The Yamaya laboratory at NIRS has developed a new concept of open-PET [72–74] (Figure 6) to visualize the beam and has applied the system to study the washout of radionuclides in animal targets [75, 76]. Optical beam imaging has also been recently used to visualize RIB at HIMAC [77]. The HIMAC studies demonstrate that RIB have similar radiobiological properties as stable isotopes of the same atomic number but produce far better quality images for range verification, with 5–11-fold improvements in the PET signal/noise ratio [78].


[image: Figure 6]
FIGURE 6. The OpenPET imaging detector developed at NIRS in the Taiga Yamaya laboratory, along with images of a 15O beam in a plastic target. Image from https://www.nirs.qst.go.jp/usr/medical-imaging/imaging-physics/index-en.html, reproduced with permission.





RIB PRODUCTION

The main hindrance to the full exploitation of RIB in cancer therapy is the low intensity. RIB are a very important modern topic in nuclear physics, as they allow to study the properties of nuclear matter far from the stability curve [79]. To produce RIB, two techniques are used at particle accelerators: Isotope-on-line (ISOL) and in-flight [80, 81] (Figure 7). ISOL is based on light-ion (usually 1H or 2H)-induced spallation or fission of thick targets (Ta or U). The radioactive fragments are extracted from the thick target through thermal diffusion at high temperature, effused to an ion source to become singly charged ions and finally accelerated toward a target. RIB production for therapy has so far used the in-flight technique, where RIB are obtained by fragmentation of the stable primary beam in thin targets (usually in C or Be). The reaction fragments, ejected in the forward direction with almost the same speed as that of the incident beam, are magnetically separated and then transferred to the experimental vault. The RIB (A, N-1) intensity is therefore determined by the fragmentation cross section of the primary beam (A, N). As shown in Table 2, the production cross section for light ions at high energy is ~45 mb per one nucleon, and decreases an order of magnitude for every further nucleon. Beam intensity is consequently reduced to < 10−2 for N-1 isotopes and 10−3 for N-2 isotopes. At HIMAC, beams of 11C were produced with intensities ranging 105–106 pps [77, 82], still too low for a therapeutic C-ion treatment that requires 108–109 pps [5, 13].


[image: Figure 7]
FIGURE 7. Schematic drawing of the in-flight and ISOL methods for RIB production.



Table 2. A MOCADI simulation of the RIB intensity at GSI FRS.

[image: Table 2]

An additional problem in the in-flight technique is the large momentum spread. This spread causes a shift between the Bragg peak and activity peak for RIB [83]. Even if this shift is smaller than the one observed using stable ions for treatment and projectile fragments for PET imaging (Figure 2), it increases with the momentum acceptance. Recent measurements at HIMAC shows that for 11C, the shift is around 2 mm at 5% acceptance and is reduced to 0.1 mm at 0.5% momentum acceptance [84]. Momentum spreads can therefore translate in significant range spreads at the site of stopping (Table 2).

In-flight production of RIB would be impractical in current medical synchrotrons. Already at LBL, it was hypothesized to produce the RIB at low energy and then inject them in the high-energy medical accelerator [21]. The idea is to build a small cyclotron that can produce low-energy RIB with an ISOL system, and these ions are then injected in conventional synchrotrons. A source using low-energy electron beams for the production of 11C has been designed and produced at HIMAC [85]. Within the MEDICIS-Promed project [86], CERN has proposed a charge breeding scheme based on an Electron Beam Ion Source for beam preparation of a radioactive 11C beam [87]. The charge breeder is coupled to a medical synchrotron currently used for 12C-ion therapy (such as MedAustron) to treat patients with 11C using the same beam delivery devices of conventional heavy-ion therapy [88].



BARB

GSI-treated cancer patients with 12C-ions accelerated at SIS, a 18 Tm synchrotron where the FRS has been used for many nuclear physics experiments [63]. SIS18 will be the injector of a new accelerator at 100 Tm, currently under construction for the Facility for Anti-protons and Ion Research (FAIR) [89] (Figure 8). A new FRS (super-FRS) will be built at SIS100 [90], to accommodate the ambitious physics program of the NuSTAR collaboration [91]. In addition to the nuclear physics program, FAIR also includes a large applied physics program (APPA) in atomic physics, plasma physics, materials research, and biophysics [92]. The biophysics program at FAIR aims at exploiting the intensity and energy upgrades for therapy and space radiation protection research [93]. While SIS100 is under construction, the FAIR-phase-0 is already ongoing with the main goal of increasing the intensity by a factor of × 10,000 compared to the current values [94]. The intensity upgrade at SIS18 can be exploited to test RIB therapy in the same Cave M (Figure 5) where the pilot project was performed. The project Biomedical Applications of Radioactive ion Beams (BARB) (www.gsi.de/BARB) aims at testing 10, 11C and 14, 15O for simultaneous treatment and imaging at FAIR, with the goal of reaching sub-mm precision in range verification and to demonstrate the potential of RIB therapy in an animal model. BARB is funded by EU within the 2019 ERC Advanced Grant call and is a 5-year project starting in late 2020.


[image: Figure 8]
FIGURE 8. Layout of the FAIR facility under construction in Darmstadt. The blue lines represent the current accelerator, including the SIS18 ring, and the red lines represent the new beam pipes under construction. BARB will work on the SIS18 and its exit beamline in Cave M (indicated by a green square in the map), previously used for the therapy project.



FRS at FAIR

The radioactive ions of interest will be produced by fragmentation (one- or two-neutron removal, respectively) of relativistic primary beams (12C, 16O) in reaction targets (Be, C) placed at the entrance of the SIS18 FRS and separated in-flight [63]. As discussed in section RIB Production, the intensity of the RIB depends on the primary beam current, on the fragmentation cross-sections, and on the transport properties. Table 2 gives the result of a Monte Carlo simulation with the GSI code MOCADI [95] using the intensities expected at SIS18 in FAIR-phase-0. The experimental activity in this task will focus on optimization of the accelerator parameters to reach the maximum intensities. The intensity in Cave M must be verified experimentally and critically depends on the size of the beam to be used for dosimetry and pre-clinical experiments in a mouse model. The MOCADI simulation indicates a range straggling σ/R ~ 2.5% for both light ions in the energy range of interest for therapy. The range straggling is a direct consequence of the momentum spread discussed in section RIB Production. Range straggling will therefore be carefully assessed during BARB in order to reach sub-millimeter precisions. It is also possible to apply methods to produce mono-energetic, pencil-like secondary beams for therapy, e.g., using the energy-focusing method that was developed at the FRS [96].



Hybrid Detector

The second innovative aspect of BARB is the use of a new γ-PET detector that will be designed and built at LMU. Cave M is equipped with an online PET (Figure 5), but even online PET can only register in-between the synchrotron beam spills, because the signal is obscured by the large prompt γ-ray signal during the irradiation [72, 97]. An improved detector should be able to exploit the prompt γ-ray emission [23] during beam extraction, in addition to the PET acquisition (and concomitant third-γ emission in case of 10C and 14O) in-between the synchrotron spills. BARB will build a hybrid detector concept aiming to exploit both the prompt γ-rays emitted in nuclear interactions during the beam-on time of the synchrotron pulsed delivery, and the delayed emission of the (γ-)β+-emitting primary beam (superimposed to a minor contribution of positron emitting projectile and target fragments) in the beam pauses [37]. The new detector concept will be based on an advanced version of the γ-PET design originally proposed at LMU [98] and further developed in the framework of the International Open Laboratory and International Research Initiative between LMU and NIRS (Figure 9). The focus of these joint NIRS-LMU efforts has been on the imaging of nuclear medicine tracers that undergo β+-decay with simultaneous emission of a third prompt photon from the excited daughter nucleus, thus making it possible to achieve improved imaging performances by the intersection of the annihilation photons' line of response (LOR) and the third photon Compton cone [98]. A promising proof of concept of this so-called whole gamma imaging (WGI) [99] approach could be already demonstrated at NIRS in a mouse using 89Zr, which has a β+ and electron capture decay in 89mY with a half-life of 78 h. 89mY finally decays into the stable 89Y by an emission of 909 keV γ-ray and a half-life of 15.7 s [100]. Hybrid PET, Compton, and Compton-PET imaging were obtained relying on the addition of a scatterer ring (94 mm diameter) made of GAGG scintillator crystals inside a full-size (660 mm diameter) PET scanner with depth-of-interaction Zr-doped GSO scintillator detectors already available at NIRS [101, 102]. While nuclear medicine tracer imaging is limited to single-γ energies up to ~1 MeV, the energy of interest of prompt-γ typically lies in the 3–8 MeV interval and is a priori unknown. Hence, recent research at LMU has focused on design studies aiming to upgrade the NIRS detector in terms of enhanced efficiency of Compton imaging at these higher PG energies, without compromising the PET imaging performance. The desired improvements, initially focused on applications to proton therapy [103], could be achieved by increasing the thickness of the scattering layer and decreasing the relative distances between the scatterer and absorber rings (Figure 9D). In the framework of BARB, these efforts will be tailored to RIB and benefit from the reduced fluence of heavy ions compared to protons at the same treatment dose, resulting in relaxed signal processing rate requirements [104]. Moreover, higher resolution detectors tailored to small animal imaging will likely be employed, as currently under development in a joint effort between LMU and NIRS for a novel small animal in-beam PET scanner being realized for the SIRMIO ERC Consolidator Grant [30]. All these optimization design studies largely benefited from the collaboration between LMU and the University of Berkeley, USA (BACATEC; http://www.bacatec.de/) which aimed at developing a powerful simulation and image reconstruction framework, including a machine-learning algorithm for correct identification of the different types of event in the detectors [105]. Construction and detector testing for BARB will be performed in close collaboration between LMU and GSI groups.


[image: Figure 9]
FIGURE 9. WGI prototype at NIRS (A) for combined PET and Compton imaging (B), along with its Compton imaging performance for the measurement of 22Na sources, emitting a positron, and a 1,274 keV photon (C). Corresponding simulation model (D) for optimization of the design [left: same design as (A), right: modified design for improved Compton efficiency] (Source: NIRS and LMU).





CONCLUSIONS

For many years, RIB have been proposed as the ideal bullet for image-guided particle therapy. The main problem has been the production of RIB and the low beam intensity. Research in this field started already at LBL and is currently mostly driven by NIRS in Japan, with interesting results and design of innovative PET detectors. These problems can be overcome by future, high-intensity accelerators, or by injection of RIB in conventional synchrotrons. NIRS and CERN are studying RIB sources that can work with current medical synchrotrons. The practical advantage of RIB therapy compared to conventional stable-ion treatments remains, however, not demonstrated. This is the goal of the BARB project, currently ongoing at FAIR in collaboration with LMU in Germany. BARB will exploit the intensity upgrade in FAIR-phase-0 and a novel γ-PET detector for beam visualization. BARB, NIRS, and CERN results in the coming decade will clarify whether there is a role of RIB in cancer treatment.



AUTHOR CONTRIBUTIONS

Both authors collected the literature and wrote the paper.



FUNDING

This work was supported by ERC grant 883425 BARB.



ACKNOWLEDGMENTS

We thank Taiga Yamaya, Mohammad Safari, and Christian Graeff for providing some figures and for fruitful discussions. We are grateful to Christoph Scheidenberger for the MOCADI simulation in Table 2.



REFERENCES

 1. Lievens Y, Borras JM, Grau C. Provision and use of radiotherapy in Europe. Mol Oncol. (2020) 14:1461–9. doi: 10.1002/1878-0261.12690

 2. Jaffray DA. Image-guided radiotherapy: from current concept to future perspectives. Nat Rev Clin Oncol. (2012) 9:688–99. doi: 10.1038/nrclinonc.2012.194

 3. Grau C, Durante M, Georg D, Langendijk JA, Weber DC. Particle therapy in Europe. Mol Oncol. (2020) 14:1492–9. doi: 10.1002/1878-0261.12677

 4. Durante M, Orecchia R, Loeffler JS. Charged-particle therapy in cancer: clinical uses and future perspectives. Nat Rev Clin Oncol. (2017) 14:483–95. doi: 10.1038/nrclinonc.2017.30

 5. Schardt D, Elsässer T, Schulz-Ertner D. Heavy-ion tumor therapy: physical and radiobiological benefits. Rev Mod Phys. (2010) 82:383–425. doi: 10.1103/RevModPhys.82.383

 6. Tsujii H, Kamada T, Shirai T, Noda K, Tsuji H, Karasawa K editors. Carbon-Ion Radiotherapy. Tokyo: Springer (2014). doi: 10.1007/978-4-431-54457-9

 7. Rackwitz T, Debus J. Clinical applications of proton and carbon ion therapy. Semin Oncol. (2019) 46:226–32. doi: 10.1053/j.seminoncol.2019.07.005

 8. Durante M, Debus J. Heavy charged particles: does improved precision and higher biological effectiveness translate to better outcome in patients? Semin Radiat Oncol. (2018) 28:160–7. doi: 10.1016/j.semradonc.2017.11.004

 9. Bortfeld TR, Loeffler JS. Three ways to make proton therapy affordable. Nature. (2017) 549:451–3. doi: 10.1038/549451a

 10. Verma V, Mishra MV, Mehta MP. A systematic review of the cost and cost-effectiveness studies of proton radiotherapy. Cancer. (2016) 122:1483–501. doi: 10.1002/cncr.29882

 11. Farr JB, Flanz JB, Gerbershagen A, Moyers MF. New horizons in particle therapy systems. Med Phys. (2018) 45:e953–83. doi: 10.1002/mp.13193

 12. Noda K, Furukawa T, Fujisawa T, Iwata Y, Kanai T, Kanazawa M, et al. New accelerator facility for carbon-ion cancer-therapy. J Radiat Res. (2007) 48:A43–54. doi: 10.1269/jrr.48.A43

 13. Durante M, Paganetti H. Nuclear physics in particle therapy : a review. Rep Prog Phys. (2016) 79:096702. doi: 10.1088/0034-4885/79/9/096702

 14. Lomax AJ. Myths and realities of range uncertainty. Br J Radiol. (2020) 93:20190582. doi: 10.1259/bjr.20190582

 15. Bert C, Durante M. Motion in radiotherapy: particle therapy. Phys Med Biol. (2011) 56:R113–44. doi: 10.1088/0031-9155/56/16/R01

 16. Pacelli R, Caroprese M, Palma G, Oliviero C, Clemente S, Cella L, et al. Technological evolution of radiation treatment: implications for clinical applications. Semin Oncol. (2019) 46:193–201. doi: 10.1053/j.seminoncol.2019.07.004

 17. Bayouth JE, Low DA, Zaidi H. MRI-linac systems will replace conventional IGRT systems within 15 years. Med Phys. (2019) 46:3753–6. doi: 10.1002/mp.13657

 18. Noble DJ, Burnet NG. The future of image-guided radiotherapy—is image everything? Br J Radiol. (2018) 91:20170894. doi: 10.1259/bjr.20170894

 19. Paganetti H. Range uncertainties in proton therapy and the role of Monte Carlo simulations. Phys Med Biol. (2012) 57:R99–117. doi: 10.1088/0031-9155/57/11/R99

 20. Durante M, Flanz J. Charged particle beams to cure cancer: Strengths and challenges. Semin Oncol. (2019) 46:219–25. doi: 10.1053/j.seminoncol.2019.07.007

 21. Chu WT, Ludewigt BA, Renner TR. Instrumentation for treatment of cancer using proton and light ion beams. Rev Sci Instrum. (1993) 64:2055–122. doi: 10.1063/1.1143946

 22. Cavaier RF, Haddad F, Sounalet T, Stora T, Zahi I. Terbium radionuclides for theranostics applications: a focus On MEDICIS-PROMED. Phys Procedia. (2017) 90:157–63. doi: 10.1016/j.phpro.2017.09.053

 23. Krimmer J, Dauvergne D, Létang JM, Testa É. Prompt-gamma monitoring in hadrontherapy: a review. Nucl Instruments Methods Phys Res Sect A. (2018) 878:58–73. doi: 10.1016/j.nima.2017.07.063

 24. Mattei I, Battistoni G, Bini F, Collamati F, De Lucia E, Durante M, et al. Prompt-γ production of 220 MeV/u 12C ions interacting with a PMMA target. J Instrum. (2015) 10:P10034. doi: 10.1088/1748-0221/10/10/P10034

 25. Pinto M, Bajard M, Brons S, Chevallier M, Dauvergne D, Dedes G, et al. Absolute prompt-gamma yield measurements for ion beam therapy monitoring. Phys Med Biol. (2015) 60:565–94. doi: 10.1088/0031-9155/60/2/565

 26. Lehrack S, Assmann W, Bertrand D, Henrotin S, Herault J, Heymans V, et al. Submillimeter ionoacoustic range determination for protons in water at a clinical synchrocyclotron. Phys Med Biol. (2017) 62:L20–30. doi: 10.1088/1361-6560/aa81f8

 27. Mazzucconi D, Agosteo S, Ferrarini M, Fontana L, Lante V, Pullia M, et al. Mixed particle beam for simultaneous treatment and online range verification in carbon ion therapy: proof-of-concept study. Med Phys. (2018) 45:5234–43. doi: 10.1002/mp.13219

 28. Piersanti L, Bellini F, Bini F, Collamati F, De Lucia E, Durante M, et al. Measurement of charged particle yields from PMMA irradiated by a 220 MeV/u 12C beam. Phys Med Biol. (2014) 59:1857–72. doi: 10.1088/0031-9155/59/7/1857

 29. Félix-Bautista R, Gehrke T, Ghesquière-Diérickx L, Reimold M, Amato C, Turecek D, et al. Experimental verification of a non-invasive method to monitor the lateral pencil beam position in an anthropomorphic phantom for carbon-ion radiotherapy. Phys Med Biol. (2019) 64:175019. doi: 10.1088/1361-6560/ab2ca3

 30. Parodi K, Assmann W, Belka C, Bortfeldt J, Clevert DA, Dedes G, et al. Towards a novel small animal proton irradiation platform: the SIRMIO project. Acta Oncol. (2019) 58:1470–5. doi: 10.1080/0284186X.2019.1630752

 31. Traini G, Mattei I, Battistoni G, Bisogni MG, De Simoni M, Dong Y, et al. Review and performance of the dose profiler, a particle therapy treatments online monitor. Phys Medica. (2019) 65:84–93. doi: 10.1016/j.ejmp.2019.07.010

 32. Ferrero V, Fiorina E, Morrocchi M, Pennazio F, Baroni G, Battistoni G, et al. Online proton therapy monitoring: clinical test of a Silicon-photodetector-based in-beam PET. Sci Rep. (2018) 8:4100. doi: 10.1038/s41598-018-22325-6

 33. Knopf AC, Lomax A. In vivo proton range verification: a review. Phys Med Biol. (2013) 58:R131–60. doi: 10.1088/0031-9155/58/15/R131

 34. Kraan AC. Range verification methods in particle therapy: underlying physics and monte carlo modeling. Front Oncol. (2015) 5:150. doi: 10.3389/fonc.2015.00150

 35. Parodi K, Polf JC. In vivo range verification in particle therapy. Med Phys. (2018) 45:e1036–50. doi: 10.1002/mp.12960

 36. Parodi K. Latest developments in in-vivo imaging for proton therapy. Br J Radiol. (2020) 93:20190787. doi: 10.1259/bjr.20190787

 37. Parodi K. Vision 20/20: Positron emission tomography in radiation therapy planning, delivery, and monitoring. Med Phys. (2015) 42:7153–68. doi: 10.1118/1.4935869

 38. Gambhir SS. Molecular imaging of cancer with positron emission tomography. Nat Rev Cancer. (2002) 2:683–93. doi: 10.1038/nrc882

 39. Sommerer F, Cerutti F, Parodi K, Ferrari A, Enghardt W, Aiginger H. In-beam PET monitoring of mono-energetic 16 O and 12 C beams: experiments and FLUKA simulations for homogeneous targets. Phys Med Biol. (2009) 54:3979–96. doi: 10.1088/0031-9155/54/13/003

 40. Kraan AC, Battistoni G, Belcari N, Camarlinghi N, Cirrone GAP, Cuttone G, et al. Proton range monitoring with in-beam PET: Monte Carlo activity predictions and comparison with cyclotron data. Phys Medica. (2014) 30:559–69. doi: 10.1016/j.ejmp.2014.04.003

 41. Enghardt W, Parodi K, Crespo P, Fiedler F, Pawelke J, Pönisch F. Dose quantification from in-beam positron emission tomography. Radiother Oncol. (2004) 73:S96–8. doi: 10.1016/S0167-8140(04)80024-0

 42. Handrack J, Tessonnier T, Chen W, Liebl J, Debus J, Bauer J, et al. Sensitivity of post treatment positron emission tomography/computed tomography to detect inter-fractional range variations in scanned ion beam therapy. Acta Oncol. (2017) 56:1451–8. doi: 10.1080/0284186X.2017.1348628

 43. Bauer J, Unholtz D, Sommerer F, Kurz C, Haberer T, Herfarth K, et al. Implementation and initial clinical experience of offline PET/CT-based verification of scanned carbon ion treatment. Radiother Oncol. (2013) 107:218–26. doi: 10.1016/j.radonc.2013.02.018

 44. Nishio T, Miyatake A, Ogino T, Nakagawa K, Saijo N, Esumi H. The development and clinical use of a beam ON-LINE PET system mounted on a rotating gantry port in proton therapy. Int J Radiat Oncol. (2010) 76:277–86. doi: 10.1016/j.ijrobp.2009.05.065

 45. Buitenhuis HJT, Diblen F, Brzezinski KW, Brandenburg S, Dendooven P. Beam-on imaging of short-lived positron emitters during proton therapy. Phys Med Biol. (2017) 62:4654–72. doi: 10.1088/1361-6560/aa6b8c

 46. Ammar C, Frey K, Bauer J, Melzig C, Chiblak S, Hildebrandt M, et al. Comparing the biological washout of β + -activity induced in mice brain after 12 C-ion and proton irradiation. Phys Med Biol. (2014) 59:7229–44. doi: 10.1088/0031-9155/59/23/7229

 47. Lehmann HI, Graeff C, Simoniello P, Constantinescu A, Takami M, Lugenbiel P, et al. Feasibility study on cardiac arrhythmia ablation using high-energy heavy ion beams. Sci Rep. (2016) 6:38895. doi: 10.1038/srep38895

 48. Pinto M, Kroeniger K, Bauer J, Nilsson R, Traneus E, Parodi K. A filtering approach for PET and PG predictions in a proton treatment planning system. Phys Med Biol. (2020) 65:095014. doi: 10.1088/1361-6560/ab8146

 49. Nischwitz SP, Bauer J, Welzel T, Rief H, Jäkel O, Haberer T, et al. Clinical implementation and range evaluation of in vivo PET dosimetry for particle irradiation in patients with primary glioma. Radiother Oncol. (2015) 115:179–85. doi: 10.1016/j.radonc.2015.03.022

 50. Bassler N, Alsner J, Beyer G, DeMarco JJ, Doser M, Hajdukovic D, et al. Antiproton radiotherapy. Radiother Oncol. (2008) 86:14–9. doi: 10.1016/j.radonc.2007.11.028

 51. Bagshaw MA, Li GC, Pistenma DA, Fessenden P, Luxton G, Hoffmann WW. Introduction to the use of negative pi-mesons in radiation therapy: Rutherford 1964, revisited. Int J Radiat Oncol. (1977) 3:287–92. doi: 10.1016/0360-3016(77)90266-8

 52. Li Q, Kanai T, Kitagawa A. The potential application of β-delayed particle decay beam 9 C in cancer therapy. Phys Med Biol. (2004) 49:1817–31. doi: 10.1088/0031-9155/49/9/016

 53. Li Q, Furusawa Y, Kanazawa M, Kanai T, Kitagawa A, Aoki M, et al. Enhanced efficiency in cell killing at the penetration depths around the Bragg peak of a radioactive 9C-ion beam. Int J Radiat Oncol. (2005) 63:1237–44. doi: 10.1016/j.ijrobp.2005.08.006

 54. Mancusi D, Sihver L, Niita K, Li Q, Sato T, Iwase H, et al. Calculation of energy-deposition distributions and microdosimetric estimation of the biological effect of a 9C beam. Radiat Environ Biophys. (2009) 48:135–43. doi: 10.1007/s00411-008-0206-8

 55. Augusto RS, Bauer J, Bouhali O, Cuccagna C, Gianoli C, Kozłowska WS, et al. An overview of recent developments in FLUKA PET tools. Phys Medica. (2018) 54:189–99. doi: 10.1016/j.ejmp.2018.06.636

 56. Castro JR. Results of heavy ion radiotherapy. Radiat Environ Biophys. (1995) 34:45–8. doi: 10.1007/BF01210545

 57. Castro JR, Saunders WM, Tobias CA, Chen GTY, Curtis S, Lyman JT, et al. Treatment of cancer with heavy charged particles. Int J Radiat Oncol Biol Phys. (1982) 8:2191–8. doi: 10.1016/0360-3016(82)90569-7

 58. Llacer J, Chatterjee A, Alpen EL, Saunders W, Andreae S, Jackson HC. Imaging by injection of accelerated radioactive particle beams. IEEE Trans Med Imaging. (1984) 3:80–90. doi: 10.1109/TMI.1984.4307660

 59. Dendale R, Thariat J, Doyen J, Balosso J, Stefan D, Bolle S, et al. État des lieux de la protonthérapie en France en 2019. Cancer/Radiothérapie. (2019) 23:617–24. doi: 10.1016/j.canrad.2019.07.129

 60. Mandrillon P, Farley FJM, Tang JY, Carli C, Cesari G, Fiétier N, et al. Feasibility studies of the EULIMA light ion medical accelerator. In: 3rd European Particle Accelerator Conference. Berlin (1992). p. 179–191. Available online at: http://infoscience.epfl.ch/record/104653

 61. Jongen Y, Abs M, Blondin A, Kleeven W, Zaremba S, Vandeplassche D, et al. Compact superconducting cyclotron C400 for hadron therapy. Nucl Instruments Methods Phys Res Sect A. (2010) 624:47–53. doi: 10.1016/j.nima.2010.09.028

 62. Amaldi U, Kraft G. Radiotherapy with beams of carbon ions. Reports Prog Phys. (2005) 68:1861–82. doi: 10.1088/0034-4885/68/8/R04

 63. Geissel H, Armbruster P, Behr KH, Brünle A, Burkard K, Chen M, et al. The GSI projectile fragment separator (FRS): a versatile magnetic system for relativistic heavy ions. Nucl Instruments Methods Phys Res Sect B. (1992) 70:286–97. doi: 10.1016/0168-583X(92)95944-M

 64. Pawelke J, Byars L, Enghardt W, Fromm WD, Geissel H, Hasch BG, et al. The investigation of different cameras for in-beam PET imaging. Phys Med Biol. (1996) 41:279–96. doi: 10.1088/0031-9155/41/2/006

 65. van der Ree MH, Blanck O, Limpens J, Lee CH, Balgobind BV, Dieleman EMT, et al. ‘Cardiac Radioablation – a Systematic Review’. Hear Rhythm. (2020) 17:P1381–92. doi: 10.1016/j.hrthm.2020.03.013

 66. Cuculich PS, Schill MR, Kashani R, Mutic S, Lang A, Cooper D, et al. Noninvasive cardiac radiation for ablation of ventricular tachycardia. N Engl J Med. (2017) 377:2325–36. doi: 10.1056/NEJMoa1613773

 67. Bert C, Engenhart-Cabillic R, Durante M. Particle therapy for noncancer diseases. Med Phys. (2012) 39:1716–27. doi: 10.1118/1.3691903

 68. Dusi V, Russo G, Forte GI, De Ferrari GM. Non-invasive ablation of cardiac arrhythmia. Is proton radiation therapy a step forward? Int J Cardiol. (2020) 316:64–6. doi: 10.1016/j.ijcard.2020.04.035

 69. Murakami T, Tsujii H, Furusawa Y, Ando K, Kanai T, Yamada S, et al. Medical and other applications of high-energy heavy-ion beams from HIMAC. J Nucl Mater. (1997) 248:360–8. doi: 10.1016/S0022-3115(97)00135-9

 70. Kamada T, Tsujii H, Blakely EA, Debus J, De Neve W, Durante M, et al. Carbon ion radiotherapy in Japan: an assessment of 20 years of clinical experience. Lancet Oncol. (2015) 16:e93–100. doi: 10.1016/S1470-2045(14)70412-7

 71. Kanazawa M, Kitagawa A, Kouda S, Nishio T, Torikoshi M, Noda K, et al. Application of an RI-beam for cancer therapy: In-vivo verification of the ion-beam range by means of positron imaging. Nucl Phys A. (2002) 701:244–52. doi: 10.1016/S0375-9474(01)01592-5

 72. Hirano Y, Yoshida E, Kinouchi S, Nishikido F, Inadma N, Murayama H, et al. Monte Carlo simulation of small OpenPET prototype with 11 C beam irradiation: effects of secondary particles on in-beam imaging. Phys Med Biol. (2014) 59:1623–40. doi: 10.1088/0031-9155/59/7/1623

 73. Sakurai H, Itoh F, Hirano Y, Nitta M, Suzuki K, Kato D, et al. Positron annihilation spectroscopy of biological tissue in 11 C irradiation. Phys Med Biol. (2014) 59:7031–8. doi: 10.1088/0031-9155/59/22/7031

 74. Mohammadi A, Yoshida E, Tashima H, Nishikido F, Inaniwa T, Kitagawa A, et al. Production of an 15 O beam using a stable oxygen ion beam for in-beam PET imaging. Nucl Instruments Methods Phys Res Sect A. (2017) 849:76–82. doi: 10.1016/j.nima.2016.12.028

 75. Hirano Y, Takuwa H, Yoshida E, Nishikido F, Nakajima Y, Wakizaka H, et al. Washout rate in rat brain irradiated by a 11 C beam after acetazolamide loading using a small single-ring OpenPET prototype. Phys Med Biol. (2016) 61:1875–87. doi: 10.1088/0031-9155/61/5/1875

 76. Toramatsu C, Yoshida E, Wakizaka H, Mohammadi A, Ikoma Y, Tashima H, et al. Washout effect in rabbit brain: in-beam PET measurements using 10 C, 11 C and 15 O ion beams. Biomed Phys Eng Express. (2018) 4:035001. doi: 10.1088/2057-1976/aaade7

 77. Kang HG, Yamamoto S, Takyu S, Nishikido F, Mohammadi A, Horita R, et al. Optical imaging for the characterization of radioactive carbon and oxygen ion beams. Phys Med Biol. (2019) 64:115009. doi: 10.1088/1361-6560/ab1ccf

 78. Chacon A, James B, Tran L, Guatelli S, Chartier L, Prokopvich D, et al. Experimental investigation of the characteristics of radioactive beams for heavy ion therapy. Med Phys. (2020) 47:3123–32. doi: 10.1002/mp.14177

 79. Henning WF. Physics with energetic radioactive ion beams. Nucl Instruments Methods Phys Res Sect B. (1997) 126:1–6. doi: 10.1016/S0168-583X(97)00999-3

 80. Raabe R. Making radioactive ion beams - Detecting reaction products. Eur Phys J Plus. (2016) 131:362. doi: 10.1140/epjp/i2016-16362-5

 81. Blumenfeld Y, Nilsson T, Van Duppen P. Facilities and methods for radioactive ion beam production. Phys Scr. (2013) T152:014023. doi: 10.1088/0031-8949/2013/T152/014023

 82. Iseki Y, Kanai T, Kanazawa M, Kitagawa A, Mizuno H, Tomitani T, et al. Range verification system using positron emitting beams for heavy-ion radiotherapy. Phys Med Biol. (2004) 49:3179–95. doi: 10.1088/0031-9155/49/14/012

 83. Mohammadi A, Tashima H, Iwao Y, Takyu S, Akamatsu G, Nishikido F, et al. Range verification of radioactive ion beams of 11C and 15O using in-beam PET imaging. Phys Med Biol. (2019) 64:145014. doi: 10.1088/1361-6560/ab25ce

 84. Mohammadi A, Tashima H, Iwao Y, Takyu S, Akamatsu G, Kang HG, et al. Influence of momentum acceptance on range monitoring of 11C and 15O ion beams using in-beam PET. Phys Med Biol. (2020) 65:125006. doi: 10.1088/1361-6560/ab8059

 85. Katagiri K, Noda A, Nagatsu K, Nakao M, Hojo S, Muramatsu M, et al. A singly charged ion source for radioactive 11 C ion acceleration. Rev Sci Instrum. (2016) 87:02B509. doi: 10.1063/1.4935899

 86. dos Santos Augusto R, Buehler L, Lawson Z, Marzari S, Stachura M, Stora T, et al. CERN-MEDICIS (Medical Isotopes Collected from ISOLDE): a new facility. Appl Sci. (2014) 4:265–81. doi: 10.3390/app4020265

 87. Pitters J, Breitenfeldt M, Pahl H, Pikin A, Wenander F. Summary of charge breeding investigations for a future 11C treatment facility. CERN Acceler Sci. (2018).

 88. Stora T, Wenander F, Pitters J, Cocolios T, Stagemann S, Augusto R, et al. Technical design report for a carbon-11 treatment facility. MEDICIS Promed. (2019). Available online at: https://indico.cern.ch/event/782482/contributions/3396488/attachments/1837112/3010836/TDR_11C_Treatment_Facility-Erice_v1–6.pdf

 89. Durante M, Indelicato P, Jonson B, Koch V, Langanke K, Meißner UG, et al. All the fun of the FAIR: fundamental physics at the facility for antiproton and ion research. Phys Scr. (2019) 94:033001. doi: 10.1088/1402-4896/aaf93f

 90. Winkler M, Geissel H, Weick H, Achenbach B, Behr KH, Boutin D, et al. The status of the super-FRS in-flight facility at FAIR. Nucl Instruments Methods Phys Res Sect B. (2008) 266:4183–7. doi: 10.1016/j.nimb.2008.05.073

 91. Nilsson T. Radioactive ion beams at FAIR-NuSTAR. Eur Phys J Spec Top. (2008) 156:1–12. doi: 10.1140/epjst/e2008-00606-2

 92. Stöhlker T, Bagnoud V, Blaum K, Blazevic A, Bräuning-Demian A, Durante M, et al. APPA at FAIR: from fundamental to applied research. Nucl Instruments Methods Phys Res Sect B. (2015) 365:680–5. doi: 10.1016/j.nimb.2015.07.077

 93. Durante M, Golubev A, Park WY, Trautmann C. Applied nuclear physics at the new high-energy particle accelerator facilities. Phys Rep. (2019) 800:1–37. doi: 10.1016/j.physrep.2019.01.004

 94. Bai M, Adonin A, Appel S, Bär R, Blell U, Bellachioma C, et al. Challenges of FAIR-phase-0. In: 9th International Particle Accelerator Conference. Vancouver, BC: JACoW Publishing (2018). p. 2947–9.

 95. Iwasa N, Weick H, Geissel H. New features of the Monte-Carlo code MOCADI. Nucl Instruments Methods Phys Res Sect B. (2011) 269:752–8. doi: 10.1016/j.nimb.2011.02.007

 96. Scheidenberger C, Geissel H, Maier M, Münzenberg G, Portillo M, Savard G, et al. Energy and range focusing of in-flight separated exotic nuclei – A study for the energy-buncher stage of the low-energy branch of the Super-FRS. Nucl Instruments Methods Phys Res Sect B. (2003) 204:119–23. doi: 10.1016/S0168-583X(02)01898-0

 97. Parodi K, Crespo P, Eickhoff H, Haberer T, Pawelke J, Schardt D, et al. Random coincidences during in-beam PET measurements at microbunched therapeutic ion beams. Nucl Instruments Methods Phys Res Sect A. (2005) 545:446–58. doi: 10.1016/j.nima.2005.02.002

 98. Lang C, Habs D, Parodi K, Thirolf PG. Sub-millimeter nuclear medical imaging with high sensitivity in positron emission tomography using β + γ coincidences. J Instrum. (2014) 9:P01008. doi: 10.1088/1748-0221/9/01/P01008

 99. Yamaya T, Yoshida E, Tashima H, Tsuji A, Nagatsu K, Yamaguchi M, et al. Whole gamma imaging (WGI) concept: simulation study of triple-gamma imaging. J Nucl Med. (2017) 58:152. doi: 10.1088/1361-6560/ab8e89

 100. Deri MA, Zeglis BM, Francesconi LC, Lewis JS. PET imaging with 89Zr: from radiochemistry to the clinic. Nucl Med Biol. (2013) 40:3–14. doi: 10.1016/j.nucmedbio.2012.08.004

 101. Tashima H, Yoshida E, Wakizaka H, Takahashi M, Nagatsu K, Tsuji A, et al. First 89Zr mouse demonstration of whole gamma imaging (WGI). J Nucl Med Med. (2019) 60:196.

 102. Tashima H, Yoshida E, Okumura Y, Suga M, Kawachi N, Kamada K, et al. Whole gamma imaging: demonstration of the β+-γ coincidence. In: 117th Scientific Meeting of the Japan Society of Medical Physics. Yokohama (2019).

 103. Safari M, Zoglausser A, Lovatti G, Anangnostatou V, Nitta M, Tashima H, et al. Performance of a novel hybrid gamma-imaging technique toward future 3D reconstruction of proton beam range. In: IEEE Medical Imaging Conference. Manchester (2019).

 104. Safari M, Dedes G, Thirolf P, Zoglauer A, Yamaya T, Durante M, et al. “Toward hybrid γ-PET imaging of radioactive ion beams at FAIR,” In: GSI Scientific Report. Darmstadt (2019). p. 57.

 105. Safari M, Zoglausser A, Lovatti G, Anangnostatou V, Nitta M, Tashima H, et al. Development of a novel simulation and image reconstruction toolkit for PET and PG. In: European Association of Nuclear Meecine (EANM) Congress. Barcellona (2019).

Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2020 Durante and Parodi. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.












	
	ORIGINAL RESEARCH
published: 31 August 2020
doi: 10.3389/fphy.2020.00337






[image: image2]

Hybrid Active-Passive Space Radiation Simulation Concept for GSI and the Future FAIR Facility

Christoph Schuy1, Uli Weber1 and Marco Durante1,2*


1GSI Helmholzzentrum für Schwerionenforschung, Darmstadt, Germany

2Institut für Festkörperphysik, Technische Universität Darmstadt, Darmstadt, Germany

Edited by:
Udo Jochen Birk, University of Applied Sciences of the Grisons, Switzerland

Reviewed by:
David B. Stout, Independent Researcher, Culver City, United States
 Daniele Margarone, Czech Academy of Sciences, Czechia

*Correspondence: Marco Durante, m.durante@gsi.de

Specialty section: This article was submitted to Medical Physics and Imaging, a section of the journal Frontiers in Physics

Received: 27 May 2020
 Accepted: 20 July 2020
 Published: 31 August 2020

Citation: Schuy C, Weber U and Durante M (2020) Hybrid Active-Passive Space Radiation Simulation Concept for GSI and the Future FAIR Facility. Front. Phys. 8:337. doi: 10.3389/fphy.2020.00337



Space radiation is acknowledged as one of the main health risks for human exploration of the Solar system. Solar particle events (SPE) and the galactic cosmic radiation (GCR) can cause significant early and late morbidity, and damage mission critical microelectronics. Systematic studies of the interaction of energetic heavy ions with biological and electronic systems are typically performed at high-energy particle accelerators with a small subset of ions and energies in an independent and serialized way. This simplification can lead to inaccurate estimations of the harmful radiation effects of the full space radiation environment on man and machine. To mitigate these limitations, NASA has developed an irradiation system at the Brookhaven National Laboratory able to simulate the full GCR spectrum. ESA is also investing in ground-based space radiation studies in Europe, using the current and future facilities at GSI/FAIR in Darmstadt (Germany). We describe here an advanced hybrid active-passive space radiation simulation system to simulate GCR or SPE spectra. A predefined set of different monoenergetic 56Fe beams will be fired on specially designed beam modulators consisting of filigree periodic structures. Their thickness, composition and geometry per used primary beam energy are optimized via 1D-transport calculations in such a way that the superposition of the produced radiation fields at the target position closely simulate the GCR in different scenarios. The highly complex modulators will be built using state-of-the-art manufacturing techniques like 3D-printing and precision casting. A Monte Carlo simulation of the spectrum produced in this setup is reported.

Keywords: galactic cosmic rays, solar particle events, space radiation protection, hybrid beam modulation, complex beam modulators


INTRODUCTION

The radiation environment in space is one of the major obstacles for future manned exploratory missions to the moon and beyond [1, 2]. Without earth's protective atmosphere and magnetosphere, integral structures, electronics and astronauts are bombarded by sporadic bursts of energetic light ions originating from the sun [3] and constantly by a background of highly energetic heavy charged particles originating from deep space [4]. To characterize the composition of the space radiation environment, several probes equipped with sophisticated radiation detectors measured dosimetric and physical quantities of interest in deep space while orbiting the Moon [5] or on the transit to Mars [6] and active detectors on board the international space station continuously measure in low earth orbit [7]. In particular, measurements from the radiation assessment detector of the Mars science laboratory onboard the Curiosity rover could be used to assess the equivalent dose of an astronaut during a Mars mission [8] as well as particle yields and energy distributions [9] in realistic space weather conditions. However, directly linking this physical knowledge to its effects on e.g., complex biological systems is extremely challenging. Epidemiological data, often used to estimate radiation effects on earth, cannot easily be applied due to the vastly different types of radiation prevalent on earth and in space. Direct observations of biological effects based on astronauts are limited by their low number and not directly applicable to prolonged missions in deep space due to the different radiation environments found in low earth orbit and deep space. Therefore, ground-based high energy particle accelerator facilities are used since many years to study the mechanistic effects of high atomic number and energy particles on biological and electronical systems [10]. Typically, a selection of a few monoenergetic beams of different particle species are used in an independent and serialized way as a proxy to estimate the effects of the complex radiation field prevalent in space e.g., [11]. This approach, however, is completely neglecting possible synergistic effects of different particle species and energies impinging on the same target in close proximity in space and time. For example, it was shown that exposure to space relevant fluences of heavy ions can induce ion-species dependent short and long-term deficits in cognitive abilities and behavioral changes [12]. To understand this alarming prospect for manned space flight, a recent study [13] performed a fast sequential irradiation with 3 different ion species interacting with each target, verified detrimental effects and concluded that “based on what is seen with a single ion, it is hard to predict how combined exposures including any given ion might affect brain function.”

Due to the limitations of the typical sequential approach to simulate all relevant physical, chemical and biological effects of the complex radiation field created by the GCR and SPEs [14] an advanced space radiation simulation concept was investigated and implemented at the NASA Space Radiation Laboratory (NSRL) [15–19]. To simulate SPEs the NSRL system employs a monoenergetic proton beam and a passive binary energy degrader to generate reference radiation fields modeled after two SPE events (1972 and 1989). In practice, this concept is similar to the generation of a spread-out Bragg peak in particle therapy. A cell sample is consecutively irradiated with a predefined fluence of proton beams of decreasing energy to reach a close approximation with a given proton energy and dose distribution. To simulate the GCR environment the NSRL system exploits recent upgrades to the BNL accelerators, enabling the acceleration of different ion species with multiple energies and a switching time of < 2 min, to sequentially approximate a complex mixed space radiation reference field. This reference field typically uses predefined fluences of five different heavy ion species (12C, 16O, 28Si, 48Ti, and 56Fe) at several predefined energies each, and additional beams of hydrogen and helium ions in combination with a passive energy degrader. The NSRL beam selection strategy was mainly guided by the relative abundance of ions in the GCR, the energy spectra of protons and helium and the LET spectra of heavier charged particles. The superposition of all beams at the target creates a good approximation of the mixed radiation field prevalent at the blood forming organs behind 20 g/cm2 aluminum shielding during solar minimum. A full simulated GCR exposure using the NSRL system with 500 mGy exposure requires around 75 min. To prepare the accelerator for this kind of irradiation, different ion sources need to be prepared for the injector and every ion and energy combination has to be guided thru the accelerator to reach the specific irradiation site. At GSI existing synchrotron, for example, setting up a new ion species and fine tune the accelerator takes several hours per ion. Each additional energy has to be checked and reoptimized by hand. Even though SIS-18 and FAIR [20, 21] are technically capable to follow the active approach as used at NSRL, the amount of setup time for all needed ion and energy combinations is not realistic for a multi-user experimental accelerator especially during the construction of FAIR with limited available beam time.

To mitigate the technical challenges of the NSRL concept two other simulation approaches exploiting nuclear fragmentation were proposed. A concept purely focusing on the reproduction of protons, neutrons and pions inside a spacecraft or habitat was studied in-silico for the high energy proton beams available at the Joint Institute for Nuclear Research in Dubna [22]. A 12 GeV proton beam interacts with several target stations and the superposition of all produced radiation fields at a specific target position yields a good representation of the proton, neutron and pion abundance and energy distributions found in a spacecraft. This concept fully neglects the deleterious effects of the heavy ion component and its increased biological effectiveness [23]. Another study proposed the use of a single monoenergetic beam of 56Fe and a complex target [24]. The composition and geometry of the complex target was optimized in-silico to reproduce a realistic LET-spectra as found in space and first promising experimental test were performed at BNL [25]. However, the use of a single complex target highly limits the scalability of this approach in view of the extremely high energies available at FAIR.

To mitigate the aforementioned limitation, this work presents the current status of the development of a hybrid active-passive space radiation simulator optimized for GSI and the future FAIR facility. This GCR simulation concept exploits fast energy switching of a single heavy ion species (56Fe) interacting with several energy dependent sets of complex, passive, periodic and multi material beam modulators and can be seen as a combination of the aforementioned active and passive simulation approaches.



MATERIALS AND METHODS

The hybrid active-passive simulation approach designed for GSI and the future FAIR facility employs a combination of geometrically complex, periodic, multi material, passive beam modulators and a number of actively varied energy steps of a single ion species (56Fe for GCR or protons for SPE). The general workflow of the modulator design is based on the optimization of complex 3D modulators for particle therapy [26] and extended to cover heavier ions, higher energies and especially multi material modulators.

Predefined LET-, yield- and energy spectra are subdivided in distinct primary ion energy steps and a set of complex periodic modulation geometries as well as optional additional material to increase scattering or the energy width of the primary beam are optimized by a fast-analytical pre-optimizer per chosen energy. Optimized geometries are semi-automatically converted in 3D computer aided design (CAD)-based geometries, multiplied and scaled to complex modulators and recalculated with Monte Carlo transport calculations. The recalculated modulators can be directly manufactured using a variety of rapid prototyping techniques and the production quality can be validated. Validated modulators are than benchmarked in-beam and characterized by a standard nuclear physics experimental setup and a tissue equivalent proportional counter (TEPC) assessing charge resolved energy distributions and LET spectra at the target position.

The necessary design and development steps are summarized in Figure 1 and described in detail in the following sections.


[image: Figure 1]
FIGURE 1. Simplified schematic overview of the necessary development steps for hybrid active-passive space radiation simulation.



Hybrid Active-Passive Simulation Concept

A monoenergetic particle field of an appropriate size (10*10 cm2 approximately) interacts with one or several complex modulators as shown in Figure 2. Each modulator set is optimized in such a way that it produces pre-defined homogeneous particle- and energy distributions for a given target area at a given target position. After a planned number of particles is delivered, another energy is requested from the accelerator and the modulator set is automatically exchanged. The superposition of all optimized particle and energy distributions deliver LET-, particle- and energy distributions at the target position that approximate the radiation environment prevalent in different deep space mission scenarios or intense solar flares.


[image: Figure 2]
FIGURE 2. Example of a target exposure using hybrid active-passive space radiation simulation. Different sets of complex modulators modulate a predetermined number of monoenergetic 56Fe beams. After each successful irradiation, the beam energy as well as the corresponding complex modulators are automatically exchanged. The modulator geometry as well as their distance to the target area are optimized in such a way, that the superposition of all produced radiation fields approximates a homogeneous space-like radiation field of appropriate size at the target position.




Analytical Pre-optimization

The pre-optimizer is currently under development and follows a constrained, multi-stage optimization approach. The implementation of the software is carried out in C++ for direct interfacing with the Monte Carlo toolkit Geant4 [27–29] and the data analysis framework ROOT [30].

Analytical beam transport is handled similar to GSIs in-house analytical treatment planning system TRiP98 [31, 32]. It uses a library of material-, energy-, and charge dependent pre-simulated datasets. This base data contains the kinetic energy spectra of particles after penetrating a defined thickness z of a target material M:

[image: image]

where E0 is the beam energy, Si0 the ion species (e.g., Z = 26, A = 56) of the incident beam, and E is the free parameter of the spectra. The identifier Si indicates the species of the particles that belongs to the spectrum. These can be either primary particles (Si = Si0) or any other relevant species produced by nuclear fragmentation. Each possible combination of different E0, Si0, Si and z have to be pre-calculated for a given target material M to be analytically optimized. The data sets ΦM are the basis for modeling the analytical beam transport and to perform an optimization of the thicknesses and shapes of the different modulators.

To analytically describe and optimize the radiation field produced by a complex modulation structure fully encompassed by a monoenergetic beam, the modulation structure is subdivided in N steps of different thickness zj (Figure 3). The resulting radiation field behind each substructure depends on the energy (E0) and particle species (S0: = A0, Z0) of the penetrating beam as well as the material composition and thickness zj. The radiation field in any depth can be calculated by the interpolation of the pre-simulated datasets ΦM. The superposition ΦM,tot = ∑j = 1..N wj ΦM(...,zj) of all substructures describes the full resulting radiation field after the modulator and a suitable air gap needed to homogenize the radiation field.


[image: Figure 3]
FIGURE 3. Example of an iteratively optimized energy modulation structure with thickness steps tN and accompanying weights ωN. This concept can be realized for 3D printed structures e.g., pins instead of ridge leaves. Modified after [33].


A radiation field with specific qualities ΦWanted(Si,E) can then be optimized by minimizing the function:

[image: image]

via the weights wj. The χ2 must be summed over all relevant ion species i (primaries and fragments) and all bins k of their energy spectra. To optimize different quantities additional weighting factors can be introduced. The weight wj directly corresponds to the shape of modulator.

Preliminary tests indicated that one modulation material is not sufficient to yield the desired spectra. Therefore, the propagation through two or three modulators with different materials is foreseen. This can be realized by using the same pre-optimization concept, but applying a convolution of multiple data sets ΦM1 and ΦM2 and two different modulator shapes wj1 and wj2. The following formula describes the convoluted spectra after two successive modulators:

[image: image]

To obtain a desired spectrum, the optimization can be performed similar to the χ2-formula above, but both wj1 and wj2 are optimized simultaneously. The method can be extended to three or more modulators in an analogous way.

To minimize the amount of free optimization parameters, limit the accelerator setup time as well as the number of modulator sets, and guarantee modulator designs, which can be manufactured with available production techniques, a number of optimization constraints is applied during the optimization process including a maximum number of allowed energy steps and a material dependent minimum structure size.



Modulator Geometry

Pre-optimized modulation geometries are converted to 3D CAD-based geometries semi-automatically using FreeCAD v0.17 [34] and Python.

Optimized weights wj are translated to constrained areas (SKETCHES) at specific heights. To later cover any given rectangular area, the basic constrained area type can be either quadratic or hexagonal and additional production specific offsets can be applied at this stage if necessary. All constrained areas are then converted to a solid object (LOFT). The created object is multiplied an appropriate number of times to reach the desired dimensions in x- and y direction and combined to the final modulator geometry (UNION). Afterwards additional structures like frames, mounting points as well as alignment structures can be added if necessary.



Monte Carlo Simulations

Monte Carlo transport calculations are used to create base data libraries for the pre-optimizer and to recalculate pre-optimized modulator designs.

The pre-optimizer relies on a library of pre-simulated base data to analytically optimize complex modulation structures. This library essentially contains information on all relevant nuclear interactions that any relevant heavy ion will undergo while interacting with a specific material M of thickness z as charge resolved kinetic energy spectra. These spectra can be obtained by simulating the appropriate ion, energy and material combination and scoring the resulting kinetic energy spectra of all created ions simultaneously at different material depths.

Final modulator geometries are exported as stereolithography files (STL) or as Polygon File Format (PLY) and can be directly used in Geant4 via CADMesh [35, 36]. Typically, the number of vertices as well as the file size of production quality modulator STLs is extremely high compared to standard Monte Carlo geometries. To facilitate the transport calculations lower resolution models are used during all simulations.



Manufacturing and Quality Control

Depending on the needed modulation material and geometry, several different state-of-the-art production techniques with distinct strength and weaknesses are available and need to be reviewed and tested for applicability in modulator fabrication. It is important to note, that no single production method works on different materials spanning the full density range from light polymers up to heavy metals.

Two promising methods for light, polymer-based materials are the additive manufacturing techniques polyjet and stereolithography (SLA), which have shown a good performance to accurately reproduce the filigree structures of complex 3D range modulators for particle therapy [26]. Medium-density materials, like aluminum and steel, can be manufactured in high quality by selective laser melting (SLM) or direct metal laser sintering (DMLS). For high density materials, such as gold or tungsten, precision casting and micro machining are promising production techniques.

Regardless of the chosen production modality, the precise reproduction of the small needle-like geometries or conical holes needed in complex modulator designs are highly challenging for all techniques. Therefore, mechanical quality control with suitable high-resolution measuring techniques like micro-CT or scanning electron microscopy is employed to verify the goodness of all produced modulators.



Experimental Validation

To benchmark the in-beam performance of the produced modulated radiation field and to guaranty the homogeneity of said field over the full target area, standard nuclear physics detectors will be used (Figure 4). The kinetic energy and particle yields will be measured using ΔE-E Telescopes and Time-of-Flight [37], whereas ΔE-Tissue Equivalent Proportional Counters (TEPC) will directly assess the resulting LET-distributions at different positions in the target area [38].


[image: Figure 4]
FIGURE 4. Schematic of the experimental setup to assess modulator performance. The setup is capable of measuring all relevant physical values during a single modulator exposure simultaneously.




Beamline Implementation

The hybrid active-passive space radiation simulator described in this work will be implemented at the experimental site Cave A in GSI. Modulators will be attached to linear drives powered by pressurized air and remotely controlled via a valve terminal using an updated version of the existing Cave A raster scanning control software. This ensures that a modulator exchange can be performed during spill pause of GSIs SIS18 (typically < 2 s) and therefore facilitate the beamtime use. The software continuously monitors the beam intensity, controls the scanning magnets and provides an interface to the accelerator control system for requesting the beam or changing the primary particle energy. The current control system already supports the use of a fluence-controlled binary energy degrader and this functionality will be adapted for the use with the modulator exchange system. Additionally, Cave A allows for a maximum scattering distance between modulators and target area of up to 5 m to homogenize the produced radiation fields.




RESULTS

The technical feasibility of all steps described in section Material and Methods was verified and is presented below. CAD-based modulator design and quality control is exemplarily shown based on previous works on complex modulators for particle therapy, whereas modulator optimization, Monte Carlo recalculation and production was validated by designing and producing a 3D printed modulator reproducing the 1972 SPE [39] in steel. No benchmarking is shown for the experimental validation because the described experimental measurement methods and detection system were already used successfully multiple times before, whereas beamline integration is not yet possible at the current stage of the presented work.


2D Range Modulators for Particle Therapy

The development of complex range modulators for particle therapy faces similar challenges as described in this work and can therefore be directly used for benchmarking within the scope of this work. However, it is important to note that the requirements on dose reproduction of such medical filters and therefore on the production quality of the modulators is extremely high and might be excessive in the context of space radiation simulation.

The CAD-based design workflow of complex needle-like geometries is presented in Figure 5.


[image: Figure 5]
FIGURE 5. Overview of the CAD-based modulator design: A set of weights ω is converted to one corresponding constrained 2D geometry per height (A), lofted (B), and multiplied (C). The given scale is representative for complex modulators, but varies depending on exact use case.


A set of weights ωN at layer height N is converted to one corresponding 2D geometry per height defining an appropriate constrained area (Figure 5A). All resulting areas are lofted to create a solid geometry (Figure 5B). The solid geometry of a singular modulation structure can then be multiplied to obtain a full modulator (Figure 5C) or exported individually.

The importance of quality control of the produced modulation structures is exemplarily shown in Figure 6. The quality of a complex modulation structure printed by a Stratasys Objet 30 Pro was evaluated by a Werth TomoScope (Figure 6A). The small ridges at the base of the needle-like structures (Figure 6B) as well as their tips (Figure 6C) were identified as problematic areas. This specific Objet printer tends to fill small ridges or holes with unwanted material, whereas the tip of fine-detailed structures typically misses material. These production modality specific limitations are directly feed back to CAD-based modulator design and typically can be compensated.


[image: Figure 6]
FIGURE 6. Quality control of a complex 3D printed modulation structure (A). The two problematic areas are the base (B) and the tip (C) and are presented in a zoomed in view. Small ridges in the base tend to receive too much material, whereas material tends to miss in the region of the tips. Picture courtesy of M. Weißer, Messtronik GmbH, Germany.




Generation of a SPE Spectrum

A complex SPE modulator design, reproducing the 1972 SPE, was optimized using a similar but simplified approach as described in section Analytical Pre-optimization, implemented in MATLAB, and produced via 3D SLM printing in steel. The individual steps are showcased in Figure 7. Based on a given kinetic energy spectra a set of weights, representing a single modulation structure, was optimized (Figure 7A) and converted to a full 3D modulator geometry (Figure 7B). After polygon reduction the resulting modulator STL still contained around 185k faces. This geometry was used as geometrical input for the Monte Carlo geometry as well as produced via SLM printing (Figure 7C). It is important to note that the current iteration of the optimized modulator only reproduces the SPE spectrum above 30 MeV. Nevertheless, this limitation is of no consequence for a realistic manned mission scenario due to the minimal shielding always offered by the astronauts space suit [40].


[image: Figure 7]
FIGURE 7. Energy spectra and optimized weights for a modulator reproducing the 1972 SPE (A) were used to design (B) and produce (C) a complex SPE modulator.


The optimized STL was imported to Geant4 via CADMesh, according to section Monte Carlo Simulations, and benchmarked with 220 MeV protons.

The simulation geometry is depicted in Figure 8. A monoenergetic 40 * 40 mm2 220 MeV proton beam was generated at the edge of the air-filled world volume (left) and traversing a 4 cm slab water target, also included in the modulator optimization, before impinging the steel modulator. Particles behind the modulator were scored after a suitable distance (20 cm) to blur out the modulation structures [41] in a 30 * 30 mm2 centered air-filled sensitive detector volume (right) for particle charge, mass, kinetic energy as well as particle intersection point in x and y. The simulations were performed with Geant4 version 10.6 and the QGSP_BIC_EMY reference physics list. A comparison of the optimized proton energy spectra with the predictions of Geant4, both scaled to one, is shown in Figure 9. In general, the Monte Carlo prediction follows the optimized spectra reasonably well over the full energy range of interest. Especially the reproduction of the two overshoots in the high energy region shows the potential of the presented Monte Carlo approach. Deviations in the low and high energy region are mainly due to the not perfectly matching material composition between optimizer base data and Geant4 recalculation as well as the currently non-optimized handling of multiple scattering during the optimization. The structures in the simulated data starting at 40 MeV are most likely artifacts of a too aggressive facet reduction of the modulator STL. As shown in Figure 10, the properties of the radiation field are homogenous within a reasonably large area mainly limited by the size of the modulator, the size of the primary particle field and the available distance between modulator and target area.


[image: Figure 8]
FIGURE 8. Graphical representation of the Geant4 geometry as used in the presented simulation. The created particle traverses a block of water (blue) before interacting with the modulator (gray). Physical quantities are scored (red) after a suitable air gap. Distances are adjusted for easier visualization.



[image: Figure 9]
FIGURE 9. Optimized (blue—dashed) and recalculated (red) normalized proton energy spectra of the 1972 SPE.



[image: Figure 10]
FIGURE 10. Proton frequency per MeV and mm for 50 million primary protons and 20 cm distance between scorer and modulator.





DISCUSSION

Compared to already implemented or proposed space radiation simulation concepts, the hybrid active-passive approach combines the flexibility of active systems, as used at NSRL, and the simplicity of the proposed passive systems. As the heaviest important constituent of the GCR, the use of Fe beams directly permits the creation of a mixed field including both, highly energetic Fe ions as well as all lighter elements through nuclear fragmentation, simultaneously.

Active energy variation permits a more precise shaping of the kinetic energies of especially lighter fragments without increasing the complexity of the accelerator setup or the irradiation time per sample too much, whereas the use of many delicate periodic modulation structures, instead of a single one, allows the creation of a large homogeneous field after a suitable scattering distance in air as needed for radiobiological experiments without compromising the reproduction quality of complex LET-distributions. Currently all elements needed for the implementation of such a system in GSIs Cave A, as presented in section Material and Methods, are under development. Nevertheless, important questions like suitable modulator materials, different production modalities and accompanying quality assurance techniques as well as reasonable GCR reference fields to be simulated are under investigation and will influence the final design and performance of the system.

Most likely, the amount of materials will be limited to plastics, aluminum and steel for complex modulator geometries as well as lead or gold foils to increase scattering or the energy width of the primary beam if needed. The rationale behind this material choice is to limit the amount of base data that needs to be simulated as well as the availability of mature production- and quality assurance methods suitable for the needed modulator dimensions. The large density differences of these three materials, furthermore, should give the pre-optimizer enough freedom to optimize a variety of realistic space radiation environments. A dedicated Monte Carlo study investigating the minimum number of different materials needed for this project is currently ongoing. Reliance on alternative implementation strategies, like the constant rotation of the complex modulators, similar to a modulator wheel as used in medical physics [42], to decrease the reliance on multiple scattering to homogenize the produced fields, seem not to be necessary, due to the comparatively large scattering distance available and the delicate and fine periodic structures of the proposed modulators. However, these alternative options might be investigated in the future especially for the application of the presented system to FAIR energies.

The choice and number of reference radiation fields to be simulated is under discussion and will be decided in the near future. One of the key aspects will be the comparability of data obtained with the NSRL system. Due to the reliance on nuclear fragmentation and the resulting continuous yield- and kinetic energy distributions produced by a hybrid system, the NSRL reference field might not be achievable with such a system. A dedicated in-silico study will be necessary to investigate the possible options and to find a suitable compromise.

Furthermore, the presented deviations of the optimized modulation function and the recalculated SPE modulator must be investigated. The current version of the optimizer is not yet able to propagate the multiple scattering of the proton beam to arbitrary scattering distances and fully relies on the implicit scattering information provided by the geometry used during the simulation of the base data library. The software is currently updated to follow a similar scattering approach as TRiP98. Additionally, a new basic data library, purely based on Geant4, is currently created. The basic data library utilized in this work, shared part of its data with the development of complex range modulators for particle therapy, which relies on a different Monte Carlo transport code. Small deviations between the predictions of these transport codes will directly lead to a degradation of the modulator recalculation.



CONCLUSION

Within the scope of this work a hybrid active-passive space radiation simulation concept was introduced and the feasibility of the workflow was validated with the design and production of a complex modulator able to simulate the full proton energy spectra of the 1972 SPE with only a single primary proton beam energy. The experimental validation of the developed SPE modulator is foreseen in the near future. After successful validation, in theory all clinical particle therapy centers will be able to offer high quality SPE simulation for space radiation protection research employing such a modulator. Furthermore, due to its passive creation, the generated SPE reference radiation field will be highly comparable between different experimental sites. First in-beam tests using high energy 56Fe beam and different optimized modulators for GCR simulation are foreseen to start in 2021 at Cave A.
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In view of the fact that Bragg peak energy cannot be delivered individually to multiple scattered infiltrating tumors or diffuse lesions, the energy of the ion beam could instead be adjusted to traverse the entire body for the selective activation of nanoparticles (NPs) inside the target lesions with an ion fluence comparable to the Bragg peak. This Coulomb stimulation of NPs generates low-energy electrons (LEEs) and characteristic fluorescent X-rays (XFLs) from the NP surface; this effectively transforms inert NPs into nanoradiators, much like the conversion of a prodrug into a drug. In contrast, the relatively small plateau dose absorbed along the beam path ensures that there are minimal effects to normal tissue (NT). This simple but innovative approach enables unprecedented traversing ion beam stimulation therapy (TIBS) for infiltrating tumors or diffuse non-oncological lesions. The theoretical background and efficacy of TIBS has been demonstrated by several proof-of-concept studies with animal disease models and molecular-targeted high-Z NPs.
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INTRODUCTION

A proton or carbon ion beam dissipates energy at a specific depth by forming a Bragg peak during its passage through tissue depending on its energy; this concept has been used to deliver a therapeutic radiation dose to the target in conventional proton or carbon ion therapy. In contrast, traversing ion beam stimulation therapy (TIBS) is performed by a traversing ion beam, whose energy reaches beyond the depth at which a Bragg peak forms in the tissue, to activate high-Z nanoparticles (NPs) that can be either delivered to the pathological lesions by various targeting schemes or intrinsically integrated into the target by a pathological process. The ion fluence decreases gradually during this traversal due to nuclear reaction-mediated ion loss and abruptly reduces to zero at δ while being absorbed in medium with a liberating Bragg peak dose (BPD) [1, 2]. Consequently, the ion fluence passing through the NP-containing target is markedly larger than the number of ions absorbed in the surrounding NT, which can only reach the plateau dose (PD), as shown in Figure 1. Traversing ions selectively facilitate physical Coulomb interactions with high-Z NPs (Pt, Au, Gd, and Fe) in the target tissue, which is achieved by a relatively higher Z number and a higher ion-impact dose on NPs than on tissue elements. TIBS ionizes atoms via inelastic Coulomb scattering with atomic electrons in high-Z NPs, and as they pass, the NPs emit low-energy electrons (LEEs) and fluorescent X-rays (XFLs) via both Auger cascades [3, 4] and interatomic Coulomb decay (ICD) during the de-excitation process [5, 6], termed the Coulomb nanoradiator effect (CNR) [7]. CNR-derived LEEs break up bonding of adjacent biomolecules in the target lesions directly [8, 9], resulting in damage to the lesions. Diffuse and multiple scattered lesions in various intractable cancers and non-oncological conditions, such as neoangiogenesis, atherosclerotic plaques with thrombosis, and neurodegenerative plaques, are excluded from the indications for radiotherapy or surgical treatment. Previously, bare iron-oxide nanoparticles were used for the treatment of either arterial thrombosis or brain glioma. Here, we designed new nanoparticles to target either LDL receptors for BBB crossing and glioma or scavenger receptors of macrophages and active thrombus in atheroma for better targeted delivery and site-specific activation by TIBS. In this work, we present the theoretical background for precise and effective therapeutic proton-TIBS with molecular-targeted high-Z NPs in animal disease models.


[image: Figure 1]
FIGURE 1. Schematic diagram of low-energy electrons (LEEs) and characteristic X-ray fluorescence (XFL) emission from proton-stimulated high-Z nanoparticles in target tissue via Auger cascades and the interatomic Coulomb decay path (right panel). The proton fluence during the traversal of tissues (result of simulation, 2) containing target lesions with nanoparticles abruptly decays to zero at the Bragg peak position, resulting in the deposition of all energy, but the plateau dose is absorbed by the tissue along the beam path, resulting in the stimulation of nanoparticles with a dose comparable to BPD (left panel).




MATERIALS AND METHODS


Synthesis of Molecular-Targeted High-Z Nanoparticles

LDLR-targeting ApoB@AuNPs-Cy5 were synthesized by thiolating the ApoB peptide (3-mercaptopropionic acid-DWLKAFYDKVAEKLKEAFRLTRKRGLKLA-NH2: Anygen, Korea) and SH-PEG5000-Cy5.5 (Intechim, France) to 15 nm gold NPs (Nanoprobe, USA) using the same method described previously [10]. Scavenger receptor-A1 (SR-A1)-targeting PP1@AuNPs-Cy5 or VEGFR-targeting Flt1@AuNPs-Cy5 were also synthesized by thiolating the PP1 peptide (3-mercaptopropionic acid-LSLERFLRCWSDAPA-NH2) or the Flt1 peptide (3-mercaptopropionic acid-GGNQWFI-NH2) and SH-PEG5000-Cy5.5 to 15 nm AuNPs in the same way described above. Briefly, 1 mL stock solution of citrated AuNPs (0.5 mg/mL, 2.538 mM), SH-PEG-Cy5.5 (5 mg/mL, 1 mM) in distilled water, and either Flt1 or PP1 peptide (2.6 mg/mL, 2.863 mM) in dimethyl sulfoxide (DMSO) were prepared. In a typical synthesis of 10 μM Flt1@AuNP-Cy5.5 or PP1@AuNP-Cy5.5 nanocomplexes, 928.56 μL of distilled water was added to a bottle prior to mixing with 50 μL of SH-PEG-Cy5.5 and 17.5 μL of 100 μM each peptide for 5 min while stirring to produce a 1:1 molar ratio of SH-PEG-Cy5.5 to the peptide. Then, 3.94 μL of AuNP solution was added to the mixture of SHPEG-Cy5.5/Flt1 or PP1 peptide, resulting in a 5:1 molar ratio of thiol to gold at pH 7.4. Finally, the mixture of SH-PEG-Cy5.5/Flt1 or PP1/AuNPs was stirred at room temperature for 2 h to allow for the complete formation of gold nanocomplexes. To purify the complex, reactants were centrifuged at 16,000 rpm for 10 min. After decanting the supernatant, the pellet was resuspended in 0.5 or 1 mL of phosphate-buffered saline (PBS).

Thrombus-targeting Fuc@Fe3O4 NPs were synthesized by conjugating aminated fucoidan to citrated iron oxide NPs (ION) using EDC/NHS chemistry. Aminated fucoidan was prepared by reacting epichlorohydrin-treated fucoidan with 30% ammonia water at 40°C for 90 min [11]. Briefly, we prepared 10 ml of ION solution by adding 4 ml citrated ION solution (40 mg) to 6 ml MES buffer (pH 6). A total of 1–10 mg of aminated fucoidan was dissolved in 1 ml PBS buffer. We then added 0.4 mg EDC to the ION solution and stirred for 15 min after adding 1.1 mg sulfo-NHS to ION solution and adjusting pH to 7.0 using sodium bicarbonate (0.7 ml). Then 1 ml of aminated fucoidan was mixed with ION solution containing EDC/NHS and stirred for 2 h. Fucoidan-conjugated ION was condensed with strong magnet to separate unreacted components which was decanted finally after washing PBS several times. The formation of peptide bonding was confirmed by FT-IR spectroscopy.



Animal Models

The procedures used for the laboratory animals were approved by the Institutional Animal Care and Use Committee of Catholic University Hospital of Daegu (approval numbers, DCIAFCR 151007-7-Y and 181029-22Y).


F98 Rat Glioma Model

A total of 2 × 105 F98 glioma cells were implanted in the frontal lobe of Fischer 333 rats by stereotactic surgery as described previously [12]. Briefly, after immobilizing the rats in a rodent stereotactic frame, an incision was made in the skin, and a burr hole was made in the skull. One million tumor cells were injected at a rate of 1–2 microliters/minute using a microsyringe (Hamilton, Reno, NV, US) mounted on a stereotactic frame (Kopf Instruments, Tujunga, CA, US) at coordinates of 1 mm lateral and 1 mm posterior to the bregma and 1.5 mm below the dura. Tumor growth was evaluated with 4.7 T MRI 5 days after implanting the cells. In this study, a total of six rats were divided into two experimental groups for two irradiation doses (10 and 5 Gy) and three rats were left untreated to act as a proton alone control.



Ligated-Artery Mouse Atheroma Model

A partial ligation of the left coronary artery (LCA) was carried out in C57BL/6 mice (n = 6) as previously described [13]. Briefly, three of four caudal branches of the LCA (left external carotid, internal carotid, and occipital artery) were ligated with 6–0 silk sutures, while the superior thyroid artery was left intact. C57Bl/6 mice were continuously fed a high-fat diet post-ligation. After 4 weeks, the mice were monitored by blood flow measurement and surgery to identify atheromatous plaque in the affected vessel. Three mice were treated with TIBS, and the other three were untreated as control.




Proton-TIBS

Proton irradiation was performed at KOMAC TR102 (Kyungju, South Korea). Intraperitoneal injections of 100 mg/kg ketamine and 20 mg/kg xylazine cocktail were administered under anesthesia. A pristine proton transmission beam, with the Bragg-peak behind the body (PS), was irradiated at 24 h after injection of NP, based on results of previous measurement of maximum uptake in tumor [7] or thrombus [14].

The rat or mouse was positioned in an upright position by tying a thread around a tooth in a sample mounter. Then the proton beam traversed through the head of the rat or the neck of the mouse from anterior to posterior. Rats that had grown tumors and mice that had developed obstructed arteries with atheroma were irradiated using a designed collimator and blocks to avoid unnecessary exposure to radiation. The irradiation energy was 100 MeV, which is sufficiently high to traverse the head of the rat or the neck of the mouse, and the single entrance dose was either 10 or 4 Gy, as measured by a TM30013 Farmer chamber (PTW), at the frontal surface of the sample.



Histologic and Imaging Analysis

The flow patency of the ligated atheroma mouse model was evaluated using a Doppler flow meter 7 days after treatment, and the mice were then euthanized. The treated vessels were removed and then subjected to fixation and staining for histologic analysis. The areas of the remaining thrombus from three different cross-sectional planes (middle, proximal, and distal; thickness of 20 μm) in the dissected vessels were measured using default image analysis software with an optical microscope (Axiophot, Zeiss, Germany).

Glioma model rats were killed 7 days after treatment by an overdose injection of sodium pentobarbital. The brains were removed, fixed in 10% formaldehyde, paraffin embedded, and sectioned through the area of irradiation. The 5-μm-thick sections were stained with hematoxylin and eosin, and the tumor was examined microscopically. Fluorescence imaging of extracted brain hemispheres was performed 24 h after IV injection of ApoB@AuNPs-Cy5 in F98 rat glioma models using an in vivo fluorescence imaging system (FOBI, NeoScience Co. Ltd, Korea).

Human retinal microvascular endothelial cells (HRMECs) treated with Flt1@AuNPs-Cy5 were embedded in two-chamber slides (SPL, Korea) using a mounting medium (Dako, Denmark) and examined using an optical microscope or a fluorescence confocal microscope (Nikon confocal microscope A1, Japan).




RESULTS AND DISCUSSION


Theoretical Background of TIBS
 
Therapeutic Beacon of High-Z NPs With CNR

Prior to becoming nanoradiators under TIBS, NPs retain inert prodrug status without cytotoxic effects due to appropriate coating [7, 15, 16]. Therefore, even if non-specific uptake by non-target organs or tissues occurs, the NPs do not exert harmful effects as long as the ion beam is not irradiated incidentally on the area of non-specific NP absorption. Since the locations of lesions associated with cancer or other diseases are normally identified by clinical imaging studies prior to therapy, ion beams can be irradiated specifically to target lesions, generating virtual drugs from high-Z NPs with CNR effects while avoiding the exposure of non-targets. This advantage may resolve the major bottleneck in nanomedicine by avoiding side effects from non-specific uptake of nanoforms of drugs by unwanted organs or tissues, which occurs often after administration, particularly via intravenous injection. Non-specific delivery of NPs is unavoidable and occurs irrespective of conjugating the NPs to targeting marker molecules in the circulatory system [17].

One way to overcome this problem is to design cleavable molecular links between nano-formulated drugs and inhibitor molecules that are cleaved by tissue-specific enzymes overexpressed in the target lesion [18]. Cleavage of the linking molecule by the enzyme liberates the inhibitor and produces the drug effect of the nanodrug. However, this method is limited due to the lack of such lesion/tissue-specific cleaving enzymes. In contrast, TIBS can activate the drug effect from any high-Z NPs delivered to the target site, irrespective of the biochemical status of the lesion.



Comparison of Traversing Ion Beams With X-Ray Photons
 
Depth-dose distribution

Both ion beams and X-ray photons can activate high-Z NPs but have different interaction mechanisms and depth-dose distributions when passing through the tissue. Conventional broad-band X-rays with an energy of MeV yield much larger entrance doses than traversing pristine ion beams; thus, X-ray irradiation should be spatially and temporally fractionated to activate NPs safely by photoelectric absorption. Monochromatic X-ray photons such as 50 or 68–82 KeV photons that excite either Gd or Au NPs show a depth-dose distribution comparable to that of traversing pristine ion beams, but intense beams are only currently available in synchrotron radiation facilities. Traversing pristine ion beams only deposit PDs while passing through the body via multiple Coulomb scattering (MCS), so the majority of the ion fluence is transmitted to and interacts with high-Z NPs by Coulomb scattering, as depicted in Figure 1. Importantly, this property of the traversing ion beam enables selective activation of the high-Z NP prodrug while preserving the surrounding NT, and emerging TIBS is feasible for various diseases that were formerly not indicated for radiotherapy or surgical intervention.



Interaction with high-Z NPs

When an ion beam impacts NPs, it first ionizes compositional atoms of the NPs by inelastic Coulomb scattering, and it then yields CNR effects on both ionized and neutral atoms during the deactivation process. Ionization may occur simultaneously at multiple electronic levels, yielding CNR in multiple levels of a given impact atom and surrounding neutral atoms. X-ray photons ionize the NP atoms mainly through photoelectric absorption, which produces similar nanoradiator effects during deactivation. Monochromatic X-rays induce a nanoradiator effect in resonance on the K-line electrons, while broad-band X-rays potentially induce multiple energy levels through additional Compton scattering but are subject to attenuation and elevated entrance doses. Consistently, a simulation study demonstrated that a monochromatic Au K-line X-ray was more effective in inducing stronger dose enhancement than a MeV X-ray under a given irradiation dose [19].

Under an entrance dose of 10 Gy and the same dose of Gd-oxide NPs, the relative nanoradiator dose from irradiation with a 45 MeV proton stimulation was compared to that from a 50 KeV synchrotron X-ray photon. The proton-derived enhancement was 1.58 times larger than the X-ray-derived enhancement [20].

We tried to compare the therapeutic efficacy of Au-nanoradiators in proton stimulation therapy in a Balb/c tumor model with that of Au-nanoradiators in broad-band X-ray irradiation using gold NPs of the same size for a similar tumor size. Complete tumor regression was achieved either by X-ray-derived photoelectric nanoradiators with tumor uptake of 3.2 mg Au/g tissue or by proton-stimulated nanoradiators with 58–79 μg Au/g tissue in tumors [7, 21]. This suggests that the proton-TIBS is more efficient for producing the same therapeutic effect with a relatively smaller tissue density of AuNPs. Taken together, these results show that producing the nanoradiator effect by Coulomb scattering on multiple inner valence levels or on multiple electrons in the inner shell of an NP atomic cluster from high-energy proton-TIBS has received relatively higher rates of induction compared with X-ray photoelectric nanoradiators based on the resonance of energy matched to a valence level.

In addition, iron oxide NPs can be effectively activated to produce CNR effects by high-energy protons or carbon ion beams, but neither monochromatic 7 keV X-rays (corresponding to Fe-K lines) nor MeV X-rays [19, 22] could produce nanoradiator doses effectively due to either rapid attenuation in deep tissue or inefficient photoelectric absorption and production of Auger and ICD-type electrons from Fe atomic clusters, respectively. However, combining 7 keV X-ray and iron oxide NPs is an effective tool in treating superficial lesions, such as a recurrence of breast cancer on the chest wall or cutaneous lymphomas [23]. Therefore, compared with X-ray photons, TIBS may exploit NPs with a relatively wider range of Z-values to generate nanoradiator doses. Dose-enhancement from the proton-mediated CNR effect was previously reported [24].




Comparison of Traversing Ion Beams With Neutron Beams in BNCT

There was no direct quantitative comparison study between TIBS and BNCT using the same animal model. Neutron beams have a similar depth-dose distribution, including escalation of the entrance dose, with the broad band X-ray photon. Boron compounds in the target can capture neutron beams as X-rays are photoelectrically absorbed in high-Z NPs to enable them to emit electrons. Therefore, the depth-dose is different to that of the ion transmission beam with the Bragg-peak behind the body in which transmission ion fluence is comparable to Bragg-peak and may bring about fundamentally different efficiency and mechanism in interaction with receiving NP to generate dose enhancement. To compare therapeutic efficacy between TIBS and BNCT, it is necessary to prepare the same size of an NP sample in the same disease model under the same irradiation dose. This study will be performed in collaboration with a Japanese group in the near future.

In general, an ion beam is efficient and convenient at delivering to the target due to the charged particles being comparable with neutron particles. Moreover, preparation for molecular targeting of high-Z NP in TIBS is relatively well-established compared with targeting a boron compound in BNCT. However, a specific molecular probe is required for each disease in TIBS. TIBS is just emerging and is subject to repeated study from other groups for further evaluation.




Prospective Medical Application of TIBS With a Targeted High-Z Prodrug

In a clinical setting, ion beam energy is preferred, as it ensures accurate transmission to the target within the body. As proton energy modulates electron emission from NP [24], optimized energy is preferable to maximize dose enhancement at the target.

Because ion beam stimulation selectively activates NPs while saving NT, it is possible to treat multiple pathologic lesions that are mixed with or disseminated into NT, such as infiltrative tumors, multiple cancer metastases, brain cancer in sensitive regions, vulnerable plaque or thrombosis in atherosclerotic blood vessels, neoangiogenesis-derived retinal diseases, and amyloid plaques in neurodegenerative diseases. All these pathologic hallmarks have previously been beyond the indications for conventional radiotherapy, including proton treatment, or surgical intervention. We demonstrated the feasibility of TIBS in animal models of these diseases with successful treatment in prior studies [7, 12, 14, 25] and with the proposed targeted NPs in the present study, as shown in Figures 2–4. In a tumor model [7, 12], we have shown that complete regression of small-sized tumors can be achieved by only proton-TIBS with a 5–10 Gy entrance dose under a given IV injection of iron oxide or gold NPs (100–300 mg/kg) without using BPD. Multiple small nodule-like lesions scattered in NT often have been encountered in various invasive cancers or in recurrences in adjacent critical function organs.


[image: Figure 2]
FIGURE 2. The results of TEER test of ApoB@AuNP. BBB crossing was increased in NP in a dose-dependent manner and enhanced more than two times compared with bare gold nanoparticles, suggesting LDLR-based transcytosis.
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FIGURE 3. Fluorescence imaging of AuNP-Cy5 (A) and ApoB@AuNP-Cy5 (B) that were taken up in glioma target at 24 h after IV injection of 150 mg/BW kg in glioma model. Much larger targeted-NP was taken up in the glioma mass compared with bare NP.
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FIGURE 4. ApoB@AuNPs-Cy5 were synthesized by conjugating a thiolated ApoB peptide and quenching-free SH-PEG5000-Cy5.5 to 10 nm AuNPs (A). Red fluorescence of LDLR-targeting ApoB@AuNPs-Cy5 showed crossing of the BBB and preferential uptake in the main mass (BBB-disrupted, 24 h after iv) (B) and infiltrative microvessel proliferation (MVP) in the BBB-intact control (3 days after iv) (C) in the F98 glioma rat model. Single 10 Gy proton-TIBS demonstrated a reduction in MVP and removal of infiltrated cancer cells along the microvessel (D,E).


In a carotid arterial thrombus mouse model [14], we delivered 100 mg/BW iron oxide NPs via intravenous thrombus-derived obstruction in the affected carotid artery prior to single TIBS with a 2–4 Gy entrance dose.

Flow recovery was observed only in CNR-treated mice, with >50% removal of the thrombus, without damaging the vascular endothelium. A 2.5-fold greater reduction in thrombus-enabled flow recovery was observed in the CNR group than in the proton-only control groups (p < 0.01, 14). In a transgenic AD mouse model [25], we submitted the results of the study to a separate journal for publication. Taken together, the results of the proof-of-concept studies suggest the feasibility of TIBS for overcoming the challenges of treating infiltrative brain tumors, ruptured vulnerable plaques with thrombosis, or diabetic macular edema (DME)-associated retinal vein occlusion (RVO).

In an F98 infiltrative glioma rat model, we administered blood-brain barrier (BBB)-permeable and glioma-targeting LDLR-receptor-binding ApoB@AuNPs-Cy5 intravenously 24 h prior to proton-TIBS. The result of the TEER test demonstrated an enhanced efficiency in BBB crossing of APoB@AuNP compared with bare AuNP as shown in Figure 2. Red fluorescence of cyanine indicated delivery of NPs to both the main mass and infiltrative microvessel proliferation (MVP), as shown in Figures 3, 4B,C, suggesting BBB crossing. Fluorescence imaging of molecular targeted ApoB@AuNPs-Cy5 demonstrated an uptake 11 times larger in the glioma target compared with non-targeted bare gold NP as shown in Figure 2. All rats presented appropriate MVP surrounding the glioma tumor mass. MVP was controlled in a dose-dependent manner; two were completely responsive (CR), and one had partial regression (PR) in 10 Gy-treated rats, in 5 Gy-treated rats, one was CR and two were PR. Proton-TIBS with an entrance dose of 10 Gy yielded an absence of cancer cells along the microvascular endothelium in Figures 4D,E. MVP was distributed in the surrounding NT where the BBB was intact in contrast to areas where the BBB was ruptured in the main tumor mass. Therefore, this result suggested that ApoB@AuNPs-Cy5 crossed the BBB since overexpression of LDLR was observed in both BBB and glioma cells.

Due to the fact that activated macrophages are taken up in vulnerable plaques of atherosclerotic blood vessels, scavenger receptor (SR-A1)-binding PP1-conjugated gold NPs (PP1@AuNPs) (Figure 5A) can be taken up by the plaque in a ligated-artery atheroma mouse model (Figure 5B). We achieved flow recovery from atheromatous obstruction of blood vessels in all three mice by reducing the plaque with 4-Gy proton-TIBS, as demonstrated in Figures 4C,D. Recently, we found thrombolytic fucoidan that activated plasma tPA by binding with the tPA-inhibitor PAI-1, which induced thrombolysis in a thrombosis animal model [26]. We propose thrombus-targeting fucoidan-conjugated iron oxide NPs (TB-fuco@Fe3O4), as shown in Figure 6A, to treat DME with RVO or VEGFR-binding Flt1@AuNPs [10] to treat neoangiogenesis-derived age-related macular degeneration (AMD), or diabetic macular retinopathy, as shown in Figure 5. Because fucoidan is also known to bind selectively to P-selectin overexpressed in active thrombi [27], TB-fuco@Fe3O4 can be potentially targeted to sites of thrombosis in RVO prior to TIBS, which may induce flow recovery by a combined nanoradiator dose and thrombolytic fucoidan. We tested this hypothesis by TIBS after administration of TB-fuco@Fe3O4 in the same artery ligation atheroma model, where atheroma can often be accompanied by a thrombus, as shown in Figure 6B. Proton-TIBS with 4 Gy achieved flow recovery by reducing both the thrombus and atheroma without damaging the normal architecture of the blood vessels, as shown in Figure 6C. We also developed VEGFR-binding Flt1@AuNPs-Cy5 that showed VEGFR binding and transcytosis in HRMECs, as shown in Figures 6D–F. Fluorescence imaging showed binding of Flt1@AuNPs-Cy5 to VEGFR in the membrane (Figure 6E) and subsequent transcytosis (Figure 6F). These NPs were proposed to treat AMD or DMR through the ocular DDS system, as reported previously [28], for the treatment of abnormal angiogenesis and endothelial cells together using TIBS [10].


[image: Figure 5]
FIGURE 5. SR-A1-binding PP1@AuNPs were prepared (A) and delivered via IV in a carotid artery-ligated atheromatous mouse model (B). Proton-TIBS (4 Gy) induced flow recovery by reducing plaque and preserving the normal structure of blood vessels (D) compared with the untreated obstruction control (C). The patency of the blood vessel was checked by a Doppler flow probe [21] and red blood cells were shown due to recovered blood flow in the central part of the treated blood vessel.



[image: Figure 6]
FIGURE 6. A thrombolytic aminated fucoidan, targeting active thrombi, was conjugated to citrated iron oxide NPs (A) and delivered to a carotid artery-ligated and lipid-fed atheromatous mouse model with accompanied thrombosis (B). Next, 4 Gy proton TIBS showed flow recovery and partial removal of both the central thrombus and atheroma (C). Dark materials in (B,C) were clusters of iron oxide NP that were taken up in thrombus. Central red blood cells in (C) indicated flow-recovery after treatment that was checked by a Doppler flow probe. VEGFR1(Flt1)-binding Flt1@AuNPs-Cy5 were prepared (D) and showed receptor binding in the membrane (E) and transcytosis in HRMECs (F) [21]. TIBS using either Fuc@Fe3O4 or Flt1@AuNPs will be applied to DME/RVO or AMD retinal disease models, respectively.


Furthermore, TIBS can be easily implemented with high-dose radiotherapy, such as FLASH or microbeam radiotherapy (MRT), which are known to have NT-preserving effects. This combination may greatly enhance therapeutic precision in addition to selective activation of targeted high-Z nanoparticles by TIBS. Overall, TIBS may provide new precision medicine through the development of targeted high-Z NPs; precision is achieved by nano-to-microscale transport of the CNR, with accompanying ROS generation and selective activation of NPs at the target site.

For further development of treatment planning, we aim to develop methodology to calculate the electron emissions from combined Auger cascades and an ICD path from high-Z nanoparticles under TIBS. This may be put into the treatment planning of TIBS in a clinical setting.
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Since Favaudon's paper of 2014, there has been an increasing interest in FLASH radiotherapy. The FLASH modality could represent a breakthrough in radiation oncology; nevertheless, it brings new scientific and technological challenges. Currently, one of the main limits the scientific community has to cope with is the lack of a common technological platform to experiment with. Considering this framework, the possibility of readapting existing linac platforms to produce a FLASH beam is particularly attractive and different attempts have been already made. The purpose of this article is to illustrate how it is possible to transform a dedicated Intra Operative Radio Therapy (IORT) mobile linac into a FLASH research machine. Compared to the modification required by a standard medical linac, such transformation is easier, does not affect the machine settings and can be rapidly performed by the final user. NOVAC 7 is an IORT linac which can reach a maximum dose-per-pulse up to 13 cGy/pulse (average dose rate 39 Gy/min); such dose rate can be significantly increased by modifying the collimation system.

Four different Source Surface Distance (SSD) can be obtained:

- Clinical reference configuration;

- Upper applicator only (SSD 50 cm);

- Monitor chambers housing only (SSD 7 cm);

- Dismounted monitor chambers (SSD 1.6 cm).

The fourth configuration allows reaching values of dose-per-pulse up to around 18 Gy/pulse and dose rates up to around 500 Gy/s, at a Pulse Repetition Frequency (PRF) of 30 Hz. The other three configurations can be obtained without using any tool and without changing NOVAC settings, until reaching a FLASH dose rate in the third configuration. For FLASH configurations, relative and absolute dosimetric characterization of the beam were performed using radiochromic films EBT3. NOVAC7 transformed in FLASH mode can be used both for dosimetric testing and characterization of detectors and for radiobiological studies on cells and organoids, offering a wide range of dose-per-pulse, from 3 cGy/pulse up to 18 Gy/pulse; dose rates correspondingly change from 3 cGy/s up to 540 Gy/s.

Keywords: FLASH, high dose-per-pulse, electron beam, Novac, IORT


INTRODUCTION

The FLASH effect in radiotherapy is a radiobiological effect characterized by a loss of radiobiological effectiveness (RBE) on healthy tissue and an unaltered therapeutic efficacy on tumor tissue; this effect is obtained by delivering the entire therapeutic dose in a very short time, <100 ms with a dose rate above 40 Gy/s [1, 2]. The experimental evidences of the FLASH effect were obtained in vivo, using 4–6 MeV energy electron beams, and the robustness of these results are validated by the fact that they were reproduced in various animal models (mice, rat, zebrafish, pig, cats), in various organs (lung, skin, gut, brain) and by various radiobiology researchers [1–8]. These evidences aroused considerable interest in the radiotherapy community, due to the possible clinical implications [9, 10].

However, for a possible clinical use of the FLASH effect, several issues must be addressed and understood. The radiobiological mechanism underlying the FLASH effect is still unknown: oxygen consumption has been proposed as a possible solution but other works highlighted how this mechanism, probably, cannot be considered the only one [11–15].

Additionally, the dependence of the FLASH effect on some parameters characterizing the radiation beam are not fully known: only the dependences on the average dose-rate and on the duration of the entire irradiation have been clearly observed so far. The role of dose-per-pulse, instantaneous dose-per-pulse (i.e., dose-per-pulse divided by pulse duration), pulse duration and frequency still remain to be entirely understood [1–3, 9].

Finally, the dosimetric problems related to the response of the on-line dosimeters to these dose-per-pulse values (saturation problems) are important and completely new to scientific community; this aspect causes difficulties in monitoring the stability of the beam output and in the accuracy of the dosimetric measurements. Even though many issues related to FLASH remain to be understood, such effect was observed only for average dose rates above 40 Gy/s. In the following, “FLASH dose rate” or “FLASH beam” will indicate beams with average dose rate above such threshold.

Because of this scenario, it would be important to increase the number of centers where a technology capable of delivering FLASH beam is available and where researchers can study the FLASH mechanisms. Up to now, all experimental data have been obtained either by using re-adapted standard medical linac [16] or using industrial machines [17–19].

This work shows how an accelerator dedicated to IORT (Novac7, SIT, Aprilia, Italy) can be set up to obtain different dose-per-pulse regimes and, consequently, dose-rates; in particular, two of these configurations allow to obtain FLASH beams. Such configurations were characterized by means of Gafchromic EBT3 films [20]. EBT3 were chosen because of their excellent spatial resolution, dose-rate (dose-per-pulse) independence [21–24] and energy independence for photon and electron beams above hundreds of keV [21, 25].

Radiochromic films [20] provide absolute measurements of absorbed dose to water after conversion of the film response by means of an accurate calibration procedure to be determined for any specific radiochromic film dosimetry system, which consists in the combination of the film model and the densitometer, usually a flat-bed scanner, together.

Few studies investigated the dose-rate and dose-per-pulse dependence of radiochromic films [21, 22, 24]; however they all agree in reporting small or negligible dependence in their response with respect to both variables. At the dose-rate values of conventional clinical linacs, with a dose-per-pulse up to 1 × 10−3 Gy/pulse, Borca et al. [21] reported, for EBT3 radiochromic film, a dose-rate dependence in the range of 0.1–0.6 Gy/min within 1% for 6 and 15 MV photon beams. Jaccard et al. [22] reported, for conventional linac electron beams of 4, 8, and 12 MeV and EBT3, negligible variation in the range of 0.6–4.4 Gy/min.

Karsch et al. [23] reported, for a 20 MeV electron beam (5 ps pulse width) from the superconductive linear accelerator ELBE, a EBT radiochromic film dependence with respect to the dose-per-pulse of 2% up to about 2 × 10−2 Gy/pulse and within 5% up to about 7.5 × 10−2 Gy/pulse.

Jaccard et al. [22] also investigated the usability of Gafchromic EBT3 as reference dosimeters for an Oriatron eRT6 electron linac and concluded that EBT3 films are dose-per-pulse independent between about 4 × 10−3 Gy/pulse and 18 Gy/pulse.

Dosimetric and geometric properties of the beams obtained in the two FLASH NOVAC configurations have been evaluated in terms of dose to the build-up, dose at different depths and transversal dose profiles. These results can be useful to all NOVAC7 users, to design radiobiological experiments and/or study the response of the various dosimeters to FLASH dose-rate values. It is interesting to remind that, before the FLASH promises attracted the attention of scientific community, IORT linacs represented a challenge both from the dosimetric [26–31] and radiobiological point of view [32].



MATERIALS AND METHODS


Radiochromic Films Calibration

For calibration purposes, Gafchromic EBT3 film samples of 5 × 5 cm2 were irradiated using a Varian Clinac DHX-S (Varian Medical Systems, Palo Alto, CA), with a 6 MeV electron beam. The electron beam was previously calibrated in water, following the IAEA TRS 398 protocol guidelines [33] using a Roos reference chamber [34] at SSD = 100 cm and an applicator of 20 × 20 cm2. The films were irradiated in the same set-up except for the material, a Plastic Water® phantom, at the equivalent zref depth in Plastic Water®, calculated as suggested by the IAEA TRS 398 protocol [33]. In order to obtain a calibration curve, the films were exposed, as described before, in a dose range from 2 to 20 Gy, with steps of 2 Gy. The post irradiation readings were made after 48 h. A black cardboard template was fitted into the scanner to ensure the reproducibility of the film positioning on the central location of the scan surface. The films were scanned after a 15 min warm-up time of the flatbed scanner and 3 empty scans to stabilize it. Films were acquired in transmission mode with all the image enhancement filters turned off, with a resolution of 127 dpi and at 48-bit RGB (Red, Green, Blue, 16 bits per channel). All of them were scanned in portrait orientation, i.e., the side of the 5 × 5 cm2 film sample corresponding to the long edge of the original film was positioned along the scanning direction. The images were saved in TIFF format.

A 2D Wiener filter was applied to both pre- and post-irradiation images, as suggested in [35]. The aforementioned protocol was used to obtain for each film sample the average net optical density [image: image], which is the difference between the irradiated and unirradiated optical density, over five 6 × 6 mm2 ROI (Region of Interest) positioned around the center of the radiation field. For each film sample the absorbed dose to water, D, measured with the ionization chamber, was plotted vs. the corresponding average [image: image] for the Red channel. The calibration curve was determined by fitting the experimental data through the following equation:

[image: image]

where a, b, and n are the fitting parameters. All the analysis was performed using home-made scripts in MATLAB R2018a environment (MathWorks, Natick, MA, USA). The dose curves fitting procedure was performed in two steps, following the method described in [35], which suggested to fix the parameter n after the first procedure to reduce the fitting uncertainty. Hence, once fixed n, a second fitting procedure was carried out, obtaining new values for the parameters a and b with their corresponding uncertainties.



NOVAC7

FLASH irradiations were performed using the IORT NOVAC7 (SIT, Aprilia, Italy) accelerator [36].

NOVAC7 provides four nominal electron energies (3, 5, 7, and 9 MeV) and the electron beam collimation system is purely passive; NOVAC7 does not use any scattering foil for beam broadening. The collimation system consists of polymethylmethacrylate (PMMA) cylindrical applicators that can be directly attached to the radiant head. The applicator is made of two parts: an upper part called applicator holder or upper applicator—directly mounted to the radiant head- and the terminal part called terminal applicator, which is connected to the upper applicator by means of a ring nut. The PMMA wall of the applicator is 5 mm thick, the internal diameter ranges from 4 to 10 cm and the very end of the terminal can be flat or beveled. The length of the applicators determines the SSD, which is 100 cm for the reference applicator with a diameter of 10 and 80 cm for the others. Thanks to this relatively simple architecture, it is possible to obtain several collimation configurations (Figure 1). Every configuration lead to a different SSD and, consequently, to a different resulting dose-per-pulse. The measurements were performed using the nominal energy of 7 MeV, which is the most used in the clinical practice and the closest to the electron energies for which the experimental FLASH effects were highlighted.


[image: Figure 1]
FIGURE 1. Four collimation configurations obtained acting on Novac7 collimation system architecture.


It is well worth underlying that, in general, the average dose-rate DR generated by a pulsed electron beam is directly proportional to the dose-per-pulse Dp

[image: image]

where PRF is the pulse repetition frequency. The instantaneous dose rate IDR (or dose rate within pulse) is obtained dividing the dose-per-pulse Dp by the pulse length Δt. For the NOVAC Δt is about 2.5 μs, its IDR can be easily calculated as

[image: image]

Due to the relatively low PRF (5 Hz in Clinical mode, up to 30 Hz in Service mode), dose rate is not extremely high; nevertheless, the dose-per-pulse can reach very high values.



Measurements

The different setups were obtained as follows:

(1) Clinical reference configuration: (SSD 100 cm);

(2) Upper applicator connected to the monitor chambers housing (SSD 50 cm);

(3) Monitor chambers housing only (SSD 7 cm);

(4) Dismounted monitor chambers (SSD 1.6 cm).

NOVAC 7 monitor chambers behavior remains unaffected in configurations 1, 2, and 3 (short term stability better than 0.5%); in the fourth configuration instead, NOVAC can be operated only setting the number of pulses to be delivered. In Figure 2 such configurations, together with the possible maximum achievable dose-rates, are detailed. For all four configurations, the maximum dose-per-pulse value on the central axis of the beam in equivalent water phantom was measured, while for the last two configurations, being the only ones reaching FLASH values (called FLASH1 and FLASH2, corresponding to SSD of 7 and 1.6 cm, respectively), depth-dose measurements and dose profiles were also performed. The experimental setup used to characterize the beam in these two operating modes is shown in Figure 3. In order to characterize the beam in terms of dose-per-pulse and depth-dose curve, the radiochromic films were inserted perpendicularly to the electron-beam axis between Plastic Water® slabs at different depths for the first (1) and second (2) FLASH regimen, as reported in Table 1. Then, the accelerator head was put in contact with the first slab (see Figure 3, on the right).


[image: Figure 2]
FIGURE 2. Detail of collimator with the indications of the four SSD and the corresponding possible maximum achievable dose-per-pulse (Dp) and dose rate (DR) for the 7 MeV e-beam.



[image: Figure 3]
FIGURE 3. Schematic view of the experimental set-up. On the left, the set-up with the accelerator head. On the right, the configuration during the irradiation (notice the proximity between beam window exit and the Plastic Water® slabs).



Table 1. Film positions at different depth for the two FLASH configurations.

[image: Table 1]

Given the short distance between the first Plastic Water® layer and the beam exit window, it was possible to center the films manually with great accuracy. Moreover, the instantaneous darkening after the irradiation provided the possibility of an immediate check of the correct positioning.

The dimensions of films (5 × 5 cm2) were suitable to include all the useful beam considering its broadening in depth. All the irradiations were performed using the nominal energy 7 MeV and delivering, for each point of measure, a total dose between 10 and 20 Gy. The total number of pulses delivered was changed according to the specific set-up, ranging from 400 pulses in clinical configuration down to just one pulse in FLASH 2 mode.

The radiochromic films irradiated with FLASH beams were read after 48 h through the same reading procedure adopted for their calibration.

To determine the amount of dose delivered in each image pixel of the films, the netODi for the i-th pixel was calculated [according to Equation (1)], then it was converted in dose using the calibration curve. Thus, the distribution of dose in the transverse plane was obtained at each depth for each FLASH condition.

A series of dose profiles were extracted from the above-mentioned dose maps for each measurement depth. The central region of each map was considered and the dose values of eight consecutive horizontal/vertical lines were averaged pixel by pixel to obtain the final dose profiles along the horizontal/vertical direction (thereinafter x and y).

To provide an estimation of the beam size, the Full Width at Half Maximum (FWHM) of the curves was used. All the profiles were fitted with a Gaussian function (Gaussian fits were performed by using Matlab R2018a fit tools), as shown in Figures 6, 7.

The beam profiles were exploited to choose the ROI size for dose calculation as a compromise between two conflicting requirements: a larger ROI size allows to reduce the statistical error, while a smaller ROI increases the dose distribution uniformity. To preserve such advantages by minimizing the above-mentioned trade-off, ROI sizes variable with depth were adopted. In particular, ROI size was chosen in order to guarantee dose values fluctuation lower than 2% inside. The average dose delivered inside these ROIs is used to calculate the corresponding dose-per-pulse value.

Depth-dose curve was obtained from the depth-dose distribution and the depth corresponding to the 50% of the maximum absorbed dose, R50, was evaluated.




RESULTS


Dose-Response Curves for EBT3 Calibration

The dose values plotted as function of the netOD are shown in Figure 4, together with the fitting curve calculated with the parametrization given in Equation (1). The corresponding fitting parameters are a = 14.07 ± 0.04 Gy, b = 52 ± 2 Gy, and n = 3.45.


[image: Figure 4]
FIGURE 4. Dose-response curve of EBT3 under conventional dose-rate irradiation with 6 MeV electrons in the range 0–20 Gy. The fit curve is plotted as dotted line.




FLASH Beams Characterization

Figure 5 shows the relative dose distributions measured in the two operating modes: FLASH beam 1 on the left and FLASH beam 2 on the right. The dose distribution measured on the film is not uniform in the radial direction.


[image: Figure 5]
FIGURE 5. Transverse dose distribution measured at 6 mm in Plastic Water® slabs—FLASH beam 1 (left), FLASH beam 2 (right).


The profiles measured at each depth are presented in Figure 6 (FLASH beam 1) and in Figure 7 (FLASH beam 2). As confirmed by R2 values reported in the figures, the profiles are well-approximated by a Gaussian curve except for the FLASH beam 2 profiles close to phantom surface (R2 < 0.99).


[image: Figure 6]
FIGURE 6. Comparison between the profiles obtained at different depth with the FLASH beam 1. Image (A) shows the X-profiles while image (B) shows the Y-profiles. The superimposed continuous lines show the fit with a Gaussian function; R2 values are reported for each curve.



[image: Figure 7]
FIGURE 7. Comparison between the profiles obtained at different depth with the FLASH beam 2. Image (A) shows the X-profiles while image (B) shows the Y-profiles. The superimposed continuous lines show the fit with a Gaussian function; R2 values are reported for each curve.


The beam profiles along the x and y axes are reported in Figures 6, 7 as function of the depths. The beam becomes significantly narrower when removing the monitor chamber, providing the smallest FWHM (Figure 7). Furthermore, the beam size increases with increasing depth in both irradiation modes, although the dependency from the measurement depth is not the same for the two cases (Figure 8).


[image: Figure 8]
FIGURE 8. Beam FWHM measured at different depths inside solid water with FLASH beam 1 (blue) and FLASH beam 2 (red), with the corresponding dose-per-pulse.


The different width of the beam in the two configurations is due to both the different distance and the presence/absence of the two monitor chambers. A NOVAC7 monitor chamber basically consists of two aluminum electrodes, each 0.02 mm thick behaving as a thin scattering element [28].

The depth-dose distributions measured in the Plastic Water® phantom are shown in Figure 9 for the two FLASH regimens. The maximum dose-per-pulse values and their relative errors obtained from Figure 9 are presented in Table 2. The highest dose-per-pulse value is reached without monitor chamber (FLASH beam 2). In Table 2, the R50 calculated from the dose deposition curves are presented.


[image: Figure 9]
FIGURE 9. Depth-dose distribution of electrons measured in a plastic phantom with EBT3 in FLASH beam 1 mode (blue) and FLASH beam 2 mode (red).



Table 2. Maximum dose-per-pulse values and R50 obtained for the two irradiation modalities.

[image: Table 2]

The uncertainty associated to dose measurements is 3% at SSD 100 cm, where the dose is measured by means of ionization chamber [26–28, 31] and 5% for all other points, where EBT3 are used. EBT3 tends to underestimate dose deposition when beam energy is below few tenths of keV [25]; therefore a higher uncertainty affects surface dose measurements. However, due to the very limited range of such electrons, this effect can be considered negligible beyond 2–3 mm, and, consequently, it does not affect build-up measurements reported in Table 2.




DISCUSSION AND CONCLUSION

Currently, the two centers that published most of the FLASH results, Marie Curie Institute in Paris and University of Lausanne, adopted Kinetron and Oriatron, respectively, linacs originally designed for industrial use [1–3, 5, 7–9, 17–19].

Another possible solution is described in [16], where a procedure for modifying a standard clinical linac in order to get a FLASH beam is illustrated.

Several research groups are working to build a dedicated FLASH machine; not only electron based machines [37] are considered, but also linacs for X-ray [38] or proton accelerators [39]. The concept of PHASER [38] is particularly interesting, but its feasibility remains extremely challenging both from the clinical and the technological point of view. Clinical difficulties related to “FLASH IMRT” are discussed in [40]; furthermore, the generation of a X-ray beam capable of reaching FLASH dose rate requires at least four times the electron current needed for linac working in electron mode [refer to NIST data [41] for Bremsstrahlung efficiency]. On the other hand, the effective implementation of FLASH with proton is feasible, even though it also poses several technological issues. However, the maximum dose rates achievable are significantly lower respect to electron based linacs, and many issues, in particular those related to real time beam monitoring, remain unsolved (Jolly et al. unpublished).

In this context, the possibility of expanding the number of researchers who can experiment with a FLASH beam may represent a crucial element for speeding up and validating the understanding of all phenomena involved.

This work described a procedure for transforming NOVAC, an IORT linac, into a FLASH machine: two out of four configurations identified reach the FLASH region (dose rate >40 Gy/s).

The geometric and dosimetric characterization of the beams was obtained through the use of Gafchromic EBT3 radiochromic films; EBT3 films were chosen because of their excellent spatial resolution, energy independence above hundreds of keV [25] and dose-per-pulse independence [21, 22, 24]. Good levels of accuracy in measuring absolute dose could also be reached provided that a rigorous protocol is established [35].

The difference between the depth deposition curves in the different configurations, as shown in Figure 9, can be explained by the different electron spectra. The beam exiting the accelerating waveguide has a small but significant low energy tail [28]; such spectral component is entirely absorbed and filtered along the beam optic. In fact, the low energy components have a high spatial divergence and are either absorbed or scattered away. Nevertheless, when measuring the beam at SSD 1.6 cm such component is still present. At SSD 7 cm (after the two monitor chambers) a significant fraction of such low energy electrons has been already absorbed or scattered away and the functional shape of the curve changes accordingly, with an increase of the parameter R50. The advantage of this approach respect to the methods discussed by Lempart et al. [16] consists in its reproducibility and simplicity (no tool is needed and the modification is entirely and easily reversible). Fields sizes achievable are smaller (0.5 vs. 4 cm FWHM) but dose-per-pulse is higher (18 vs. 5 Gy/pulse).

The solution of transforming NOVAC7 IORT linac into a FLASH research machine is straightforward and gives to its users the possibility of investigating mainly the detectors response to the new challenging dose-per-pulse region; any detector with transverse dimensions compatible with the beams produced can be tested (for example, all the dosimetry diodes and small plane parallel chamber such as PTW Adv. Markus).

This aspect is extremely important because passive dosimeters like TLDs, alanine pellets, Fricke gels could be considered suitable with respect to dose-per-pulse (dose-rate) independence also at FLASH regimen, but they all lack of spatial resolution and they do not provide on-line dosimetric information, while most of the active read out dosimeters are apparently affected by significant saturation problems [37].

All the active detector commonly used in radiation therapy dosimetry have a signal collection time shorter than pulses repetition time (from 2 to 10 ms for a typical PRF of a conventional linac ranging from 400 to 100 Hz); consequently, the saturation effect is influenced exclusively by the dose-per-pulse. Even in clinical configuration, NOVAC7 accelerator for IORT, with dose-per-pulse ranging from 3 to 13 cGy/pulse, represents a critical situation in the use of ionization chambers and several solutions have been already proposed to overcome this drawback [26–31].

Nevertheless, due to the small dimensions of the fields where FLASH dose rates are achievable, the only biological experiments that can be performed with NOVAC are cells plate or organoids [42] irradiation.

The possibility of transforming NOVAC into a FLASH device may lead to an increase in the number of researchers who can work with a FLASH beam, investigating and resolving the numerous dosimetric issues in order to set up rigorous radiobiological experiments and clinical trials.
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The emergent FLASH RadioTherapy (RT) uses ultrahigh dose-rate irradiation (up to 107 Gy/s instantaneous dose-rate in each μs pulse) to deliver a single high dose of irradiation in a very short time (<200 ms). Pre-clinical studies at ultrahigh dose-rates recently showed an increased ratio between tumoricidal effect and normal tissue toxicity (therapeutic index), compared to conventional RT at standard Gy/min dose-rates. If confirmed by biological in vivo validations, this could represent a breakthrough in cancer treatment. However, the reliability and the accuracy of experimental studies are nowadays limited by the lack of detectors able to measure online the beam fluence at FLASH dose-rates. The behavior of standard beam monitors (gas-filled ionization chambers) is compromised by the volume recombination caused by the amount of charges created per unit volume and unit time, due to the large dose-rate. Moreover, due to the lack of proper monitoring devices and to the uncertainties of its future applications, very few facilities are able to deliver at present FLASH irradiations. In this contribution, we report about the physical and technological challenges of monitoring high and ultra-high dose-rates with electrons and photon beams, starting from the pre-clinical and clinical constraints for new devices. Based on the extensive experience in silicon detectors for monitoring applications in RT with external beams, the work then investigates silicon sensors as a possible option to tackle such extreme requirements and a rugged thin and large (e.g., 10 × 10 cm2) flat detector (silicon-based sensor + readout electronics) is therefore outlined. This study aims at presenting the FLASH-RT dosimetry problem and analyzing the possibilities for a silicon sensor to be employed as sensing device for several FLASH scenarios, including some ideas on the readout part. However, more detailed simulations and studies are demanded to delineate more precisely the technical choices to be undertaken in order to tackle the clinical accuracy required on the beam fluence, typically a few %, during photon and electron high and ultra-high irradiations, the required minimal perturbation of the beam and the high level of radiation resistance.

Keywords: FLASH RT, electron beams, photon beams, beam monitors, silicon detector


INTRODUCTION

A typical Radiotherapy (RT) treatment delivers a total dose of 20–80 Gy to the target in tens of fractions (generally, 2 Gy per fraction) to fulfill the dose constraints due to normal tissue complications. The irradiation duration depends on the accelerators: present kV and MV sources provide dose-rates ranging from 0.5 to 10 Gy/min.

In parallel, the emergent and highly promising FLASH RT is proposing a completely different dose fractionation, which consists in the delivery of a single irradiation at ultrahigh instantaneous dose-rates (up to 107 Gy/s in each μs pulse) in a very short time (<200 ms) [1, 2].

This technique has recently drawn great attention because of the reduced toxicity at the normal tissue level observed in pre-clinical studies on cells and animals, compared to conventional RT at standard dose-rates [3]. Moreover, at the time of writing, the first patient, affected by a highly resistant skin lymphoma, was treated with FLASH modality, with an impressive early result [4]. If confirmed by ongoing research and biological in vivo validations, this could represent a breakthrough in cancer treatment.

However, biological validations in vivo are mandatory to bring the needed global consensus on FLASH, but the reliability and the accuracy of experimental studies are nowadays limited by the lack of traceable active detectors. Standard beam monitors (gas-filled ionization chambers), in fact, cannot be used for ultrahigh dose-rates, because of the high rate of charge recombination. Additionally, ionization chambers need several tens of μs (30–300 μs for 0.5–5 mm air gap) to collect the ions [5] and are too slow to control a FLASH beam, which delivers tens of Gy in a few μs.

Due to the lack of proper monitoring devices, and the uncertainties of its future applications, very few facilities are able to deliver, at present, ultrahigh dose-rate irradiation, and these mostly provide electron and proton beams [3].

On the other side, a number of advanced devices, mainly based on silicon diodes, have been developed to reliably measure the complex delivered dose-map achievable with modern RT techniques [6]. Starting from the results obtained with these devices, this work aims at studying and defining the characteristics of a rugged, thin and large silicon detector able to monitor the dose during photon and electron FLASH irradiations.

In the following, we report the physical characteristics of FLASH beams, the principles of the online dose delivery, and the requirements for a new beam monitor. The work then describes the results obtained by simulating the behavior of a new silicon detector on ultrahigh dose-rates irradiations and the related open issues.



MATERIALS AND METHODS

In the same way as conventional RT, the FLASH treatment outcome will strongly rely on the dose delivery accuracy, at both the particle accelerator level and the beam shaping and monitoring system, including the detectors for the online measurements of the main beam parameters.

In this section, we present the physical characteristics of FLASH beams, which impose new challenges for the next generation of detectors mandatory to guarantee the patient safety and treatment accuracy with FLASH irradiations. The main features of the existing beam monitors are rapidly reviewed before describing the characteristics of the new silicon detector, assumed as a viable option to tackle the challenging of monitoring FLASH beams.


FLASH Beam Characteristics
 
Dose Rates

X-rays and electrons used in conventional RT are produced by linear accelerators (LINAC) in which radiofrequency (RF) waves periodically accelerate the electrons providing pulsed radiation output.

The pulse duration is controlled by the pulse modulator and ranges from 2 to 6 μs, while the pulse repetition frequency (PRF) is usually adjustable in discrete values, typically from 50 to 1,000 Hz, by the PRF generator [7, 8]. This means that the existing accelerators show duty cycles from 0.01 to 0.6%.

The beam delivery time structure is crucial for FLASH treatments because the requirement of a specific mean dose-rate, typically >40 Gy/s, entails a much higher pulsed dose-rate during the duty cycle of the accelerator. For example, considering a LINAC with pulse duration of 6 μs and PRF of 1,000 Hz, or 1 ms period (see the blue example in Figure 1), a FLASH mean dose-rate of 100 Gy/s can be delivered in 6 μs pulses with instantaneous dose-rates of 16 kG/s. At the other extreme, with a pulse duration of 2 μs and PRF of 50 Hz, the same average dose-rate requires an instantaneous dose-rate 60 times larger. The FLASH instantaneous dose-rates reported in literature range from 103 Gy/s up to 106 Gy/s for photons and even higher (107 Gy/s) for electrons [1, 9].


[image: Figure 1]
FIGURE 1. Flash instantaneous dose-rate for an average dose-rate of 100 Gy/s delivered by a LINAC working at two different PRF: 50 and 1,000 Hz.





Beam Monitors in Conventional Radiotherapy

The beam monitor consists of a set of transmission ionization chambers, covering the whole cross sectional area of the radiation beam, which are designed to monitor the delivered dose and dose-rate, as well as additional operating parameters such as beam flatness and symmetry [10]. During irradiation, the charge collected in each chamber is quantified in terms of Monitor Units (MU), calibrated to correspond to 1 cGy dose in standard reference conditions. Once the pre-set number of MUs has been reached in the primary ionization chamber, the irradiation is terminated. At present, a secondary chamber is required for redundancy: if the primary chamber fails, underestimating the dose, the second one is used to terminate the treatment. To avoid sensitivity changes resulting from fluctuations in temperature and pressure, these chambers may be sealed or vented and are properly calibrated according to the measured gas temperature and pressure. They are thin and use low atomic number materials for their entry and exit windows, to be as transparent as possible to the beam. In addition to being part of all the beam delivery systems in all clinical RT facilities, gas-filled ionization chambers are also used for commissioning of RT LINAC [11] and for Quality Assurance (QA). Because of their limited complexity and simple mechanical construction, they offer several advantages such as robustness, ease of operation, and show no indication of performance degradation due to aging effects, even after several years of irradiation.

FLASH irradiations cause a radical change in the beam characteristics, in the delivery time structure and, above all, in the average and instantaneous dose-rate (see section FLASH Beam Characteristics), which points-out the limits of ionization chambers. Although correction factors have been shown to be effective up to 2 kGy/s [12], nevertheless ionization chambers cannot be used for ultrahigh dose-rates, because of the high rate of recombination. The latter depends on the amount of charges created per unit volume and unit time, i.e. on the dose-rate, which is the quantity to be measured. Although specific models have been recently developed to characterize the saturation and compute the absolute dose, this saturation effect may vary depending on the beam characteristics and irradiation setup, which makes the establishment of the correction factors inaccurate and time-consuming [13]. Additionally, ionization chambers need several tens of μs (30–300 μs for 0.5–5 mm air gap) to collect the charges and are too slow to monitor a FLASH beam, which delivers tens of Gy in a few μs.

This scenario clearly draws the need of new monitoring devices, essential to perform thorough pre-clinical studies on the biological mechanisms underpinning the effectiveness of FLASH therapy, and we here explore silicon detectors as a viable option, among alternative technologies that can be considered.



Silicon Detector

Silicon devices have been early proposed for dosimetry in RT [14], because of the well-developed manufacturing technology, their high sensitivity (tens of thousand times larger than ionization chambers with same active volume) and excellent spatial resolution, and find nowadays application ranging from QA procedures to in vivo dosimetry. Indeed, in the last decades, modern RT techniques started challenging the role of ionization chambers. Tomotherapy, Cyberknife, Intensity Modulated Radiotherapy (IMRT), and Volumetric Modulated Arc Therapy (VMAT) produce radiation closely shaped on the target tumor volume. This is performed by complex radiation fields, characterized by high dose gradients and strong variations in space and time of both dose-rate and beam energy spectrum. Ionization chambers are not recommended for measurements in high dose gradients, as they greatly suffer from both low sensitivity and low spatial resolution. Thus, in recent years, a number of advanced devices, mainly based on silicon diodes, have been developed to reliably measure the delivered dose-map, meeting the requirements of conformal radiation monitoring for clinical RT [6].

On the contrary, thin planar silicon devices have never been used so far as on-line monitoring systems on therapeutic beam lines, as gas-filled ionization chambers currently represent the state-of-the-art for beam monitoring during RT treatments. For beam monitoring of both electrons and photons at ultrahigh dose-rate irradiations the choice of the proper silicon technology (hybrid or monolithic), the design and development of the proper geometry for the silicon sensor in terms of surface and thickness of the single element (pixel/strip) and segmentation (number of elements in the detector) are still to be defined.

The major parameters to be considered in the design regard the instantaneous dose-rates that range from 103 Gy/s up to 107 Gy/s, the final detector size and the distance at which the detector will be positioned with respect to the source. The needed sensitive area is at minimum 10 × 10 cm2 to allow the replacement of the monitor chambers currently used by LINACs, but should be made larger if a larger distance is needed. Indeed, the detector position into the nozzle leads to very different fluence rates, increasing by two orders of magnitude, when the detector is moved from one meter distance from the source to the closest point to the source itself. This implies very different requirements from both silicon detector and electronics point of views, to maintain the same charge collection efficiency, and therefore the same accuracy in the dose-rate measurements.

In this work, the typical FLASH dose-rates were used to simulate the fluence rate of electrons and photons on the silicon sensor surface and the rate of charge generated in a detector element as a function of its sensitive area, sensor thickness and of the particle energy. A substantial number of unknown factors, as for example the onset of plasma conditions within the silicon, which could lead to short-circuit, or the dose-rate dependence represent a big issue. Therefore, the study of the recombination effect, saturation, and sensor linearity with dose-rate, along with possible strategies to correct for those effects and to identify the limits of such corrections, is a fundamental step, which still need to be considered. To tackle the new challenges, detailed simulations and modeling of the detector behavior in such a large flux environment must be done and benchmarked against, for example, passive dosimetry.



Front-End Readout

Given the ultrahigh dose-rates expected in FLASH irradiations, a large segmentation of the sensor is required to limit the current to readout from each channel. Thin pixelated sensors, covering the cross sectional area of the beam, readout by a fully custom front-end ASIC bump bonded to the sensor offer the possibility of combining flux measurement and spatial information in a unique compact detector. The front-end ASIC should be designed to readout the charge in the sensor channel dealing with the high peak pulsed current of FLASH beams, avoiding the amplifier saturation and without dead-time during the beam pulses. Two different approaches are described in the following and their main features are summarized in Table 1.


Table 1. Summary of the main characteristics of two possible read-out architectures.

[image: Table 1]

The natural choice for the front-end is the use of a Charge Sensitive Amplifier (CSA), which integrates the input charge on a feedback capacitor Cf, followed by a shaper and an Analog to Digital Converter (ADC) that digitizes the voltage amplitude at the end of each beam pulse. Assuming a modern Complementary Metal-Oxide Semiconductor (CMOS) technology, the capacity density cannot exceed ~100 fF/μm2 leading to a maximum Cf ranging between 10 and 100 pF, depending on the area available over the pixel surface. Using the typical bias voltage of 1.2 V, a maximum charge between 12 and 120 pC (corresponding to a maximum current of 6 and 60 μA for a pulse of 2 μs duration) could be measured in each pulse before saturation of the amplifier. These limits could be increased at most by a factor 2 by using a larger bias voltage for the analog part of the channel (e.g., 2.5 V), while biasing the digital part with a lower voltage.

Different strategies can be implemented to overcome these limits, at the price of increasing the complexity of the front-end design.

Figure 2 shows the block diagram of a modified version of the circuit described above where the slope of the initial ramp of the signal is also measured. In case of saturation of the CSA, the total charge can be recovered from the measured slope using a calibration curve determined experimentally. The slope can be determined by measuring the time taken by the signal to increase from a lower voltage Vth1 to a higher voltage Vth2, using a Time to Digital Converter (TDC) where the start and stop signals are provided by the lower (Vth1) and upper (Vth2) thresholds of a double threshold discriminator, as shown in the lower branch of Figure 2. Alternatively, an ADC can be used to measure the output voltage after a fixed time delay from the start signal provided by a single threshold discriminator. The overall electronics readout uncertainty should be kept at the level of per mill.


[image: Figure 2]
FIGURE 2. Block diagram of a circuit where an ADC is used to digitize the voltage amplitude at the output of the Charge Sensitive Amplifier (CSA) feedback capacitance, after the entire pulse duration time. The initial slope of the signal is also measured using a TDC and a double threshold discriminator.


A different method, based on a CSA and an active feedback, can be used to limit the amplifier saturation while keeping a dead-time-free front-end readout. This method, based on the recycling integrator architecture, has been applied successfully in several versions of TERA ASICs developed by our group in the last years for particle therapy applications [15]. Referring to Figure 3, when the output of the CSA crosses the discriminator threshold (Vth− for negative and Vth+ for positive input currents), a pulse, generated by the Pulse Generator block, is sent to the Csub capacitor. Two opposite charges, given by the product Csub·(Vpulse+ − Vpulse−) are generated across the capacitor which, with proper synchronization of the two switches shown in the figure, can be used to subtract a constant negative or positive charge quantum, depending on the polarity of the input current, from the charge integrated by the amplifier. With a steady input current, this feedback mechanism prevents data loss caused by the front-end saturation without introducing any deadtime. However, the subtraction mechanism is driven by an external clock and can operate up to a maximum input current, where the maximum subtraction frequency is reached. The number of subtracted charge quanta, stored in a counter, provide a digitized measurement of the input charge. A fast access to the counter may also provide the possibility of monitoring the charge during the pulse, if desired.


[image: Figure 3]
FIGURE 3. Example of recycling integrator functional blocks diagram.


Assuming a maximum subtraction frequency of 100 MHz, a charge quantum of 1 pC, and in the worst scenario of pulses of 2 μs duration, a maximum of 200 pC of charge can be subtracted. This extends by the same amount the charge that can integrated before saturation, as calculated above. With the appropriate choice of the feedback capacitor, charges up to 400 pC per pulse could be measured (i.e., up to 200 μA of current during the pulse).

The choice of the charge quantum determines the charge sensitivity of the front-end and hence the sensitivity to the delivered dose. An average number of subtractions per pulse larger than 100 is needed to achieve a 1% sensitivity in each pulse. Considering the worst scenario of a PRF of 50 Hz this would correspond to a sensitivity of 0.02% for the total treatment. Smaller values of the charge quantum would bring the system closer to saturation whereas larger values would degrade the sensitivity to the dose measurement of each single pulse. The readout should allow for varying the charge quantum in a broad range to adapt to all possible irradiation conditions. This could be achieved both by implementing few parallel capacitors that can be independently added via digital configuration lines to obtain the total capacitance Csub and by varying the Vpulse voltages.

The accuracy of the subtraction mechanism is determined by the accuracy of the voltage difference (Vpulse+ − Vpulse−) and of the capacity Csub; although the former can be made very accurate by using external voltage sources, accuracies of ~10% with channel-by-channel variations up to few % are to be expected for the capacity [16]. An accurate calibration of the charge quantum for each channel using an external current source is therefore mandatory to compensate for this effect.




RESULTS


Rate of Charge Production From Photons and Electrons in Silicon

The rate of charge Q generated in a silicon sensor element at the FLASH ultrahigh dose-rate strongly depends on its active area, on the sensor thickness, on the particle energy and on the dose-rate. It can be derived by the following equation:

[image: image]

where ϕ = N/S · Δt is the rate of electrons/photons hitting the sensor per unit surface (fluence rate), S is the active area of the pixel, [image: image] is the average energy released per particle, W = 3.6 eV is the average energy required to create an electron-hole pair in silicon and e = 1.6 × 10−19 C.

To estimate the average energy released per particle [image: image], Monte Carlo simulations using the Geant4 code with the standard electromagnetic interaction physics package, option three1, were performed. Three cases were considered: a monoenergetic photon beam of 1 MeV energy, a photon beam with the energy spectrum of a 6 MV LINAC and a beam of 6 MeV electrons, representative of the electron beam energies used to treat skin and superficial disease [7, 17]. The detector pixel was modeled as silicon box of 1 mm2 surface in the xy plane, and 100 μm in z, which is a typical silicon wafer thickness, and 109 beam particles were distributed uniformly in the xy plane and directed along z, perpendicularly to the sensor surface, as shown in Figure 4a. The silicon pixel volume was divided into 106 voxels of 10 × 10 × 1 μm3 to record the tridimensional distribution of the energy released by impinging photons, electrons and secondary particles, and the resulting energy was normalized by the total number of particles used in the simulation.


[image: Figure 4]
FIGURE 4. (a) View of the geometry used for the Monte Carlo simulation. (b) Projection in the yz plane of the energy deposited by the 1 MeV photon beam in the sensor. (c) Average deposited energy per photon in 100 μm slices as a function of the depth z in the silicon. Results are shown both for monoenergetic 1 MeV photons and for a photon beam with the energy spectrum of a 6 MV LINAC. The arrows point to the depth where the electronic equilibrium is reached.


Figure 4b shows a projection in the yz plane of the energy deposited by the 1 MeV energy photon beam. The distribution is non-uniform because, given the small thickness of the silicon plane, electrons set in motion by Compton scattered photons lead to an increase of energy deposited with depth, the well-known build-up effect. The build-up occurs within a few millimeters from the surface until electronic equilibrium is reached, as shown in Figure 4c where the simulation was repeated using a thicker silicon absorber to show the effect. It can be observed that the energy deposited in the first 100 μm amounts to <20% of the energy deposited when electronic equilibrium is reached.

Figure 5a shows the average energy deposited in the sensor per photon in 1 μm slices along z, showing the steady increase due to the build-up up to 90 μm, followed by a small decrease due to the lack of the contribution of backscattered particles close to the detector backplane. The corresponding cumulative distribution shown in Figure 5b represents the average energy released per particle ([image: image]) as a function of the detector thickness crossed by the beam. For a 100 μm thick sensor, it amounts to [image: image] for a monoenergetic 1 MeV beam and [image: image] for the 6 MV LINAC beam. However, using the smaller thickness of 20 μm, this quantity can be reduced by more than a factor 10 (4.6eV/phot and 3.5eV/phot, respectively).


[image: Figure 5]
FIGURE 5. (a) Average energy deposited per photon in 1 μm slices along z. (b) Cumulative deposited energy per photon as a function of the traversed thickness. In each subfigure, the two curves refer to a monoenergetic 1 MeV beam and to a 6 MV LINAC beam.


The study was repeated for a 6 MeV electron beam, showing a more uniform energy deposition about three orders of magnitude larger than for photons, ~0.4keV/μm per particle, leading to [image: image] for a 100 μm thick sensor.

Although considering the dependence of the energy loss distribution from the thickness of the silicon sensor [18], we decided to assume a constant energy deposition per unit length of 0.4keV/μm. Thus, we accepted an error of a factor 2 in the worst case, acknowledging that the present work aims at providing an approximated evaluation of the orders of magnitude involved in the FLASH irradiations scenarios.

In order to relate the fluence rate of photons passing through the sensor (ϕ in Equation 1) to the dose-rate ΔD/Δt, a rough estimation can be obtained from the photon intensity attenuation law

[image: image]

where Io is the incident intensity, I the transmitted intensity, μ the linear attenuation coefficient and x the absorber thickness. The intensity variation ΔI = I0 − I thus represents the deposited energy ΔE per unit of time and surface in thickness x. For a small thickness one obtains

[image: image]

where ϕ = N/S · Δt is the fluence rate of photons of energy Eo. The dose-rate, i.e., the deposited energy ΔE per unit of mass and time in thickness x, can be expressed using Equation 3 as

[image: image]

leading to the following relation between particle fluence rate and dose-rate:

[image: image]

As an example, for a photon beam with Eo = 1 MeV, delivering a dose-rate of 1 Gy/s, and using [image: image], the fluence rate would be [image: image].

However, in the medical practice, the dose is defined using a standard procedure because the conversion from dose to particle beam fluence depends on the field parameters and on the procedure used to measure the dose. Indeed, in the standard protocols, the dose is measured at the depth of the dose maximum in a water phantom (with a surface at the isocenter of the machine, i.e., usually at 100 cm from the source) along the axis of a square 10 × 10 cm2 uniform irradiation field [7, 8].

A Monte Carlo simulation using the Geant4 code was performed to estimate the reference dose. Parallel beams of photons with 1 MeV energy, photons with 6 MV LINAC energy spectrum and electrons of 6 MeV were used as sources to deliver a 10 × 10 cm2 uniform field of dose in a 40 × 40 × 40 cm3 water phantom. The phantom was divided into 64,000 voxels of 1 cm3 volume where the average dose was determined as the energy released in the voxel divided by the voxel mass.

In Figure 6, the upper plots show the dose distribution map in the central yz plane obtained with the three simulated beams, whereas the lower plots show the dose as a function of the phantom depth along the central axis of the irradiated field. Following the standard procedure, the dose Dmax is the dose measured at the maximum along the central axis of the irradiation field (lower plot in Figure 6). For each of the three simulations, the number Nsim of particles used is also reported. From these results, the particle fluence rate ϕ for a given dose-rate ΔD/Δt can be expressed as follows

[image: image]

where A = 10 × 10 cm2 represents the field size.


[image: Figure 6]
FIGURE 6. Upper plots: simulated dose distribution maps expressed in Gy, averaged in 1 cm3 voxels, in the central yz plane. Lower plots: dose distributions along the central axis (i.e., along the dotted lines of the upper plots). The results correspond to a 10 × 10 cm2 uniform field in a 40 × 40 × 40 cm3 water phantom irradiated with (A) 1 MeV monoenergetic photons, (B) photons from 6 MV LINAC, and (C) 6 MeV electrons. The number of particles Nsim used in the simulation is reported.


Considering for example a dose-rate of 1 Gy/s, Equation 6 yields the following fluence rates

[image: image]

for the 1 MeV photon beam, for photon beam of a 6 MV LINAC, and for the 6 MeV electron beam, respectively. The fluence rates for photons are found to be in agreement with the rough calculation based on Equation 5.

From these values, weighted with the actual dose-rate, and using Equation 1, the rate of charge production in the silicon can be derived for different beams, dose-rates, sensor area, and thickness.

Table 2 reports the expected rate of charge production in the silicon bulk of the sensor element, together with the total charge produced in a pulse of 5 μs duration, for different scenarios: large (1 mm2) and small (50 × 50 μm2) pixel sizes, normal (100 μm) and very thin (20 μm) sensors, lower and upper limit of the FLASH instantaneous dose-rates as reported in the literature.


Table 2. Rate of charge production and total charge produced in a pulse of 5 μs (in parenthesis) in the detector element for different beams, dose-rates, pixel area, and sensor thickness.

[image: Table 2]




DISCUSSION

FLASH irradiations require the development of new systems for monitoring the beam fluence at the ultrahigh dose-rates. The detectors will have to be compliant with the requirements of the pre-clinics and clinics environments to develop a full system, 100% reliable, able to work within the existing accelerator facilities.

The potentials and limits of silicon detectors, well-known in conventional RT for relative dose verification, are studied in these extremely challenging conditions. According to the preliminary studies reported in this work, the design of a silicon sensor and its readout-electronics requires a remarkable technological effort to allow reading out the charge produced in FLASH beam pulses.

As shown in Table 2, the active thickness of the sensors will need to be reduced down to a few tens of microns. Indeed, it is found that, for photon beams, a reduction of the thickness from 100 to 20 μm lowers the energy released by over a factor 10. In order to limit the charge build-up effect into the sensor, the active area should be exposed to the beam with the minimum of dead material in front of it. Processing technologies which combine back-side reading with thinning procedures via wet etching [19] can be exploited to achieve this goal. Thin sensors have the additional benefit, given the small charge collection time, of reducing the charge recombination probability in the silicon, leading to a better performance, especially at large fluences [20]. Reducing the pixel area allows cutting down the charge produced in each sensor element, but increases the number of readout channels and reduces the area available for the circuit front-end implementation. On the other hand, the readout of an increasing number of pixels would require the implementation of data reduction strategies to avoid transmitting unnecessary information.

In order to find the best compromise and optimize the detector design, each of the above-mentioned aspects must be properly considered, and other effects need to be taken into account with accurate simulations, such as the contribution to the energy deposited in the sensor of backscattered particles.

The data reported in Table 2 also tell that the outlined silicon sensor + readout electronics strategy could plausibly deal with the entire FLASH dose-rate range for photons, but only with the lower limit of the dose-rate range for electrons. Indeed, the enormous flux of incoming electrons would probably generate a plasma condition within the silicon, which could lead to short-circuit. It is worth noticing that we might have overestimated of a factor 2, at worst, the energy deposited per μm of sensor in the case of electrons, since it has been demonstrated that this is dependent on the sensor thickness considered (either 20 or 100 μm in our study) [18]. However, this error doesn't change the general conclusions about electron FLASH irradiations. Interestingly, although nearly all the pre-clinical FLASH studies available so far have been performed using single dose irradiations, first evidence was recently showed about the isoefficacy of hypo-fractionated FLASH regimen. This suggests the possibility to use FLASH RT as a “boost” at the beginning of the treatment with instantaneous dose-rate <106 (photons) and 107 (electrons) Gy/s, being followed by high precision conventional RT [21]. Moreover, the advent of FLASH therapy with electron beams will probably precede the one with photons, as the production of ultrahigh dose rates photon beams has more complications [21]. Therefore, it is worth investigating a new reliable silicon-based detector, starting from tackling unknown but expected conditions like plasma creation within the silicon and saturation.



CONCLUSIONS

In this work, we report about the physical and technological challenges of monitoring high and ultra-high dose-rates with electrons and photon beams, starting from the pre-clinical and clinical constraints for new devices. To this aim, based on the extensive experience in silicon detectors for monitoring applications in RT with external beams, the technological efforts needed to develop a silicon-based device and its readout electronics are delineated. Our preliminary studies found out that this technology could allow monitoring photon beams in their entire FLASH dose-rate range, but could deal only with the lower limit of the dose-rate range for electrons. However, this limitation does not deny that a silicon sensor could be a viable option for monitoring FLASH RT, at least up to the achievable dose-rate scenarios, starting from deepening the knowledge about expected phenomena, such as plasma creation within the silicon.
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The radiation environment in space has severe adverse effects on electronic systems. To evaluate radiation sensitivity, electronics are tested on earth with different types of irradiation sources. Cosmic rays (CR) are the most difficult to simulate on earth, because CR can have energies up to 1020 eV, with a flux maximum of around 1 GeV/n. However, only particles with energies up to several GeV/nucleon are relevant for radiation effect testing of space electronics due to the negligible fluxes beyond. Traditionally single-event effects of these particles were simulated with heavy ions having energies of only a few MeV/n because for “large” devices only the energy loss, often referred to as linear energy transfer (LET), had to be matched. Heavy ions of such high energies can produce secondary particles through nuclear interactions which can induce additional ionization that leads to adverse effects. The need to investigate these effects has grown since electronic devices now incorporate heavier elements (e.g., Cu, W) close to sensitive elements which can have significantly larger nuclear cross sections than in the 1 to 10 MeV/n energy regime. At the moment there is a large trend in the space community to increasingly use commercial off-the-shelf (COTS) electronic devices. One of the reasons is that many challenging space applications can only be met with COTS devices because there are simply no space-qualified devices [often referred to as High Reliability (HiRel)] available with the necessary performance. Another trend in the evolution of Si-based microelectronic integrated circuits is to create 3-dimensional (3D) structures. There are already commercially available 3D NAND-Flash devices [i.e., a type of non-volatile computer memory that uses floating-gate transistors that resembles a NAND (NOT-AND) gate] with several tens of active layers stacked on top of each other. These structures cannot be tested with low energy ions, due to the large depths of the sensitive volumes alone. For radiation tests ion beams are needed that provide constant LET over the whole stack (> 128 layers). In addition, e.g., in systems in a package, one finds several dies stacked on top of each in a single package. To investigate the aforementioned device types, the beam has to be able to penetrate through all the dies.

Keywords: single-event effect, space electronics, radiation effects, satellite systems, heavy ion accelerators, cosmic rays (CR)


INTRODUCTION

The radiation environment in space has severe adverse effects on humans, electronics, and materials. The most challenging part of the environment for our understanding of the effects is related to highly charged, highly energetic (HZE) heavy ions. As with cosmic rays (CRs), these ions can have energies of up to 1,020 eV with a maximum flux at around 1 GeV/n [1].

Only very few facilities in the world are capable of reaching high enough energies to realistically simulate CRs. The only facility in Europe is the GSI Helmholtzzentrum für Schwerionenforschung (GSI) in Darmstadt, Germany, with its heavy ion synchrotron SIS-18, which can reach energies of 1.5 GeV/n. The new heavy ion synchrotron SIS-100 of the Facility for Antiproton and Ion Research (FAIR) will extend this energy beyond 10 GeV/n. With both accelerators a very large part of the CR spectrum will be covered, opening unprecedented research possibilities. The available ion species at FAIR covers antiprotons (for selected experiments) and the whole periodic table from Z = 1 (hydrogen) to Z = 92 (uranium) [2].

Possible space radiation research is foreseen at the BIOMAT cave, operated by the APPA collaboration (Atomic, Plasma Physics, and Applications) [3].

This review looks at the possibilities FAIR offers for research on the effects of galactic cosmic rays on space electronics typically used onboard satellites or future manned space missions. In this review, we conduct an analysis of the open issues in space radiation effects on electronics that would require high energy heavy ions. Finally, some recommendations for a space radiation research program are given.



OPEN ISSUES CONCERNING THE EFFECTS OF GALACTIC COSMIC RAYS IN ELECTRONIC DEVICES

Open issues concerning electronics involving relativistic heavy ions are 2-fold. Firstly there are possible effects in the material that are different for ions of the same LET for higher energy than for lower energy [e.g., single-event effects (SEE) due to nuclear reactions]. Then there are new technologies that simply cannot be tested with low energy ions due to the limited range of the ions.


Dependence of the SEE Cross Sections on Ion Energy
 
Introduction

The radiation environment in space has severe adverse effects on electronic systems. To evaluate radiation sensitivity, electronics are tested on earth with various irradiation sources. Cosmic rays (CR) are the most difficult to simulate on earth. CR can have energies up to 1,020 eV, with a flux maximum at around 1 GeV/n [1]. For reasons of cost effectiveness and availability, the qualification tests on earth are done at accelerators with much lower energies, usually in the 10 MeV/n range, e.g., at the Heavy Ion Facility (HIF) of the Université catholique de Louvain, Belgium1, or the RADiation Effects Facility (RADEF) of the University of Jyväskylä, Finland2.

The lack of accelerators capable of providing relativistic ions has raised concerns about the fidelity of accelerator-based tests for simulating the response of parts to the real high energy ion environment found in space [4]. Early tests compared the single-event upset (SEU) cross section for ions with a few MeV/n and a hundred or more MeV/n with the same surface LET. They showed either no difference [5–7], or a lower cross section for the high energy ions in the threshold region, where direct ionization is sufficient to induce a SEE [8–10]. This lower cross section was explained by the heavy ion track structure [10]. Ions with higher energy will produce secondary electrons, which have themselves higher energy and can therefore travel farther away from the ion track. Thus, the track radius gets larger for ions with higher energy. This means they deposit less charge in the core area and are potentially less effective than the low energy ions.

More recently, another concern regarding high energy heavy ions has been raised, namely, that of nuclear interactions of high energy ions and the semiconductor materials of which the integrated circuits (IC) are made [11]. Here is an example of the results of a measurement campaign concentrating on high fluence measurements below threshold [12]. A 256 kbit static random-access memory (SRAM) was split into 16 blocks with different feedback resistors to produce different threshold LETs. Figure 1 shows the results for block 3 with a threshold for direct ionization-induced SEUs of about 10 MeVcm2/mg. Low-energy heavy ion irradiations were performed using the tandem Van de Graaff at Brookhaven National Laboratory (BNL) with 11 different ions from C to Au, while high energy heavy ion irradiations were performed at the Texas A&M University (TAMU) heavy ion cyclotron with 5 different ions from Ne to Xe at different energies to result in different LETs. Here even the low-energy ions (10 MeV/n, BNL) produced a low cross section tail of SEUs down to an LET of 1.5 MeVcm2/mg, while the high energy ions (40 MeV/n, TAMU) produce a tail with an order of magnitude larger cross section in the region between 3 and 10 MeVcm2/mg of LET. Calculations have shown that the ion beams at both accelerators have enough energy to exceed the Coulomb barrier and produce Si recoil particles with a maximum LET of about 14 MeVcm2/mg [13]. To further test the assumption of nuclear reactions, a data point was taken with a very low energy (1 MeV/n) carbon beam. Although the beam was able to penetrate several microns deep into the sensitive region, it was not able to exceed the Coulomb barrier and produce recoils [13]. No SEUs have been measured for this data point.


[image: Figure 1]
FIGURE 1. Measured SEU cross section for block 3 of the Sandia 256 kbit SRAM taken with low energy (BNL) and high energy (TAMU) heavy ions [12]. Reproduced with permission from IEEE.




Previous Measurements at GSI

To further investigate the possible influence of high energy heavy ions on electronics testing and to get an answer to the question marks in Figure 2, the European Space Agency (ESA) started a project using high energy beams at GSI [14, 15]. The comparisons were done with the ESA SEU Monitor, which was irradiated at GSI with Fe-56, Ni-58, Ni-64, Au-197, and U-238 ions. The irradiations were done in air and the lid of the chip package was removed.


[image: Figure 2]
FIGURE 2. Measured SEU cross section for block 3 of the Sandia 256 kbit SRAM taken with heavy ions having an LET of 5 (MeV cm2/mg) as a function of energy [12]. Reproduced with permission from IEEE.


Figure 3 gives an overview of the results of the irradiations at GSI [14] as well as data taken at RADEF with 6 ions of their standard 9.3 MeV/n cocktail beam [16] and ions of 15 and 25 MeV/n at TAMU [17]. Above the ionization threshold of ca. 4 MeVcm2/mg, there is very good agreement between the GSI (Au-197 and U-238), the TAMU, and the RADEF data. There is no energy effect for ions with similar LET in the range between 10 (RADEF) and 1,000 MeV/n.


[image: Figure 3]
FIGURE 3. Overview of results measured at GSI, TAMU, and RADEF [14].


A more interesting area is below the threshold region. To emphasize this region, we used a logarithmic x-axis. All data points are based on measured events. So even at 10 MeV/n (RADEF), ions below the ionization threshold are able to produce SEUs. The cross section rises further by over an order of magnitude by increasing the energy of the ions to 25 MeV/n (TAMU). The ions used at GSI were Fe-56, Ni-58, and Ni-64 with energies between 150 and 1,500 MeV/n in the sub-threshold region. The cross section is about two orders of magnitude lower than at 10 MeV/n.

Figure 4 shows the energy dependence for the two different LETs 1.8 and 2.4 MeVcm2/mg. There is an initial increase of the SEU cross section for low energies that was noticed previously in [12]. However, a noticeable decrease of the cross section over nearly 3 orders of magnitude was measured at higher energies of a few hundreds of MeV/n. The authors of [12] did not have access to high energy data and hence they questioned how far this increase would go. At least for the SEU Monitor our data show that the cross section will go down to higher energies. The open question remained as to what the worst-case testing energy for a specific type of chip would be.


[image: Figure 4]
FIGURE 4. Comparison of energy dependence at specific LET from [14].


There is also a discrepancy within the high energy data for the GSI measurements in the ionizing threshold area (see Figure 5). The Fe-56 and Ni-58 data were taken by Fraunhofer INT using the same SEU Monitor while the Ni-64 data were taken by V. Ferlet-Cavrois (ESA) using a different SEU Monitor. The Ni-64 data seem to have a steeper threshold curve which is also shifted to higher LETs. This is quite surprising because both measurements use the same element albeit different isotopes. The dosimetry at GSI is usually very precise and there is a very good agreement of all data above and below threshold. This fact rules out dosimetry as a possible systematic effect. This leaves chip to chip variations as a possible systematic effect causing the differences between the Ni-58 and Ni-64 data. There is however also a discrepancy between the Ni-58 and the Fe-56 data around an LET of 3 MeVcm2/mg. These two measurements were done using the same chip. This suggests that the effect is due to physical mechanisms not yet fully understood.


[image: Figure 5]
FIGURE 5. Overview of results measured at GSI, TAMU, and RADEF [14]. The numbers at the data points are the ion energy in MeV/n.




Simulations of the ESA SEU Monitor and New Measurements

As part of their “Radiation to Electronics” (R2E) program, the European Organization for Nuclear Research (CERN) in Geneva, Switzerland investigated energy effects on the SEE cross section of electronics. These investigations also included, in collaboration with ESA, studies on the ESA SEU Monitor [18–21].

They first started with Monte-Carlo simulations, using FLUktuierende KAskade (FLUKA) [21], of the interactions of protons and neutrons (and pions) with the ESA SEU Monitor (see Figure 6) [18–20]. They compared their results of the simulations to the measured cross section at PSI. They found a significant rise of the cross section in the energy range of the protons between 0.3 and 2 GeV. The devices were, as is commonly done in proton irradiations, simulated and irradiated without removing their lid. That means a 420 μm thick layer of Kovar with a gold and nickel plating covered the ESA SEU Monitor.


[image: Figure 6]
FIGURE 6. Simulated proton and neutron SEU cross section of the ESA SEU Monitor compared to experimental proton measurements at PSI [19].


Although high energy hadrons are the main concern to electronics in the LHC environment, there were also FLUKA simulations done regarding the influence of high energy heavy ions on the ESA SEU Monitor [21]. The simulations were compared to the measurements previously done at RADEF, HIF, TAMU, and GSI [14], shown in section Previous Measurements at GSI, as well as to new measurements done at the Center for Advanced Radiation Technology (KVI) in Groningen, The Netherlands. Figure 7 give an overview of the experimental data including the new KVI measurements. On the left, the results are shown as a function of LET and on the right as a function of ion energy.


[image: Figure 7]
FIGURE 7. Summary of heavy ion irradiations of the ESA SEU Monitor as a function of LET (left) and energy (right) [21]. Reproduced with permission from IEEE.


The representation on the right of Figure 7 is especially insightful since the LET of the primary ion is not a relevant quantity for effects based on nuclear reactions, as is the case in sub-threshold SEE. This goes one step further than Figure 4, which still compared the energy dependence of the cross sections only for ions having the same LET.

Figure 7 also shows some very peculiar behavior. While the C-13 and N-15 measurements done at HIF and RADEF at 10 MeV/n are fully compatible, the cross sections of the C-12 and Ne-20, both measured at KVI, show a distinctly opposite behavior. The C-12 cross sections decrease with energy and nicely fit the gap between the 10 MeV/n data and the high energy data taken at GSI. The Ne-22 cross section on the other hand increased with energy. The cross section is also fully compatible with the Ne-22 cross section previously measured at TAMU and with energy of 25 MeV/n.

Figure 8 shows the comparison of Monte Carlo simulations with the previous experimental data. The deposited energy in the sensitive volume is provided by the Monte Carlo (MC) Code [either FLUKA or CRÈME MC [22, 23]] and the probability of having an SEU is calibrated to the measured cross section above the threshold.


[image: Figure 8]
FIGURE 8. Comparison of FLUKA simulations of heavy ion irradiations of the ESA SEU Monitor with experimental data [21]. Reproduced with permission from IEEE.


For the high energy data on the left of Figure 8, the simulations are within reasonable agreement with the iron measurements done at the GSI. The carbon measurements on the right of Figure 8 show the correct trend, while noticeably underestimating the data. The discrepancies are less for higher energies. It is interesting to notice that the FLUKA simulations are closer to the data for carbon while the CRÈME simulations are closer to the data for iron. In particular this stresses the need to use FAIR to improve the simulation codes for the interaction and transport of particles and nuclei in matter in the corresponding energy range.

Figure 9 shows on the left the FLUKA and CRÈME simulations in comparison to the neon data taken at KVI. Here the simulations underestimate the data up to a factor of 400. Also, the unusual trend of an increasing cross section found in the data cannot be reproduced by simulation. The data from KVI are, as already mentioned, in agreement with measurements at TAMU. In addition, pulse height measurements with a pin diode showed no contamination by other ion species or energies. Also, there is published data, where simulations underestimate the data for 40 MeV/n argon ions by the same margin [24]. The authors of [21] discuss several possible reasons:


[image: Figure 9]
FIGURE 9. FLUKA simulations of heavy ion irradiations of the ESA SEU Monitor at TAMU (left) and comparison of the cross sections of ions with LET of 1.8 MeV-cm2/mg (right) [21]. BEOL, back end of line. Reproduced with permission from IEEE.


Firstly there could be a material effect. There is no indication that the SRAMs of the ESA SEU Monitor contain tungsten or other heavy elements that have a significant fission cross section [18]. The inclusion of a 50 nm tungsten slab directly above the sensitive volume showed that there are only effects for LET thresholds above 20 MeVcm2/mg, which is much higher than the ~3 MeVcm2/mg of the ESA SEU Monitor.

Secondly, there could be beam size effects. Size effects refer to energy deposition inside the sensitive volume that comes from the space between the edges of the sensitive volume and the edge of the beam. The simulations were done with a beam size of 40 × 40 μm2. An increase of the beam size to 200 × 200 μm2 showed no difference.

Thirdly, there could also be an effect of the beam elements. To account for this the exit window, air, and degraders have been included in the simulation for Ne. The results are shown in Figure 9 on the right as green squares. As can be seen, the inclusion shifts the points somewhat in the right direction but cannot reproduce the increase in the cross section with energy.

Finally, the simulation code could insufficiently describe the nuclear reactions involved. This was reported for similar simulations with GEANT4 [24]. The authors of [24] reported a serious underestimation of the inelastic fragment production energy for the then available models used in GEANT4. The nuclear models of FLUKA on the other hand are used and have been benchmarked for use in medical physics, where a high precision in fragment production energies is important [25]. This stresses again the need to use FAIR to improve the simulation codes as mentioned before.



Open Issues Concerning Energy Effects

There is a very recent publication by the CERN and ESA showing new cross sections for more modern SRAMs containing tungsten in the energy range of several 10s of MeV/n at KVI [26]. These measurements focus on SEL measurements, which have a higher LET threshold and are therefore more sensitive to the effects of nuclear reactions. The result is a consistent decrease of the sub-LET threshold cross section with energy. The cross sections can also be reproduced more or less satisfactorily with integral rectangular parallelepiped (IRPP) Monte Carlo simulations. The increase of the cross section with energy for the ESA SEU Monitor can still be seen for Ne-20, but not for C-12 and O-16. This increase remains an unsolved challenge.

The authors of [26] also extend their simulations to energies in the GeV/n regime and do rate calculations for a CR environment. They calculate even for their most sensitive component, an SRAM containing tungsten with an LET threshold of 15 MeVcm2/mg, only a sub-LET threshold of below 10%. In addition, they claim the rate to be dominated by protons (85%), mainly due to their much higher fluxes. They admit however that for devices with even higher LET thresholds (e.g., above the iron knee at ~30 MeVcm2/mg) for which the high-Z fragments with larger LET could dominate the overall SEE rate. The same goes for packages that introduce a large amount of high-Z material near the sensitive volume [e.g., gold packages discussed in [27]].

Although these predictions are a relief for the space community regarding the hardness assurance, they are mainly based on simulations. A campaign with high energy protons, as well as ions, is needed to verify these predictions.

So far, all investigations of energy effects have concentrated on Si devices (some containing tungsten near the sensitive volume). So far, no results of investigations have been published with SiC or GaN devices, which are increasingly used in power electronics and high frequency devices.




Experimental Needs for High Energy Ions

Beside the need of high energy accelerators for investigating the contribution of secondary particles to SEE, this kind of accelerator has important experimental advantages compared to a low energy one.

Heavy ions with energies of only a few MeV/n have ranges in silicon of only about 100 μm (see Figure 10). Therefore, all irradiations must be performed inside a vacuum tube at the routinely used low energy accelerators. This needs for example a lot of feedthroughs and different electrical connectors. But for the operation of high-speed electronic devices (in the range of hundreds of Mbit/s or above) like in modern double data rate (DDR) 3 or 4 synchronous dynamic random-access memory (SDRAM) the distance between test instrumentation and device under test (DUT) is limited to a few centimeters (typically <10 cm). This is difficult to guarantee at standard installations. For the testing of high-power devices, an efficient cooling system must be provided, particularly when the irradiation should be performed at different temperatures. And when the DUTs are changed it takes a quarter of an hour to proceed with the test because the chamber must be evacuated again.


[image: Figure 10]
FIGURE 10. Range in silicon vs. effective LET for several European heavy ion accelerators. Also included is the NASA Space Radiation Laboratory (NSRL) at the Brookhaven National Laboratory.


Another problem of using low energy ions is that the LET varies dramatically inside the DUT and so the energy loss inside the sensitive volume is not the same as at the surface of the device. Therefore, one has to know exactly how the device is assembled to calculate the correct LET value. The problem becomes even worse if one tries to tilt the chip in order to increase the LET or has to irradiate the devices from the backside [28]. In most of the cases of irradiating modern devices with low energy heavy ions the experimenter has to open the chip or to thin it down to a few tens of μm because the range of ions in the semiconductor material is typically less than a few hundred μm (at maximum). So even at normal incidence the ions would not reach the sensitive volume because of their short range. Thinning became more difficult with the advent of new chip packages, e.g., ball grid arrays (BGA), and the increasing number of layers and metallization. Thickness non-uniformity can be rather large and make it necessary to calculate the correct LET for each specific point of the device [28].

Irradiations are usually limited to tilt angles of 60–70°, because otherwise there is too much matter between the beam and the sensitive area. But it can be shown that half of the CR flux hits the device at angles larger than 60° [29]. Here the device might be very sensitive to multiple bit upsets (MBU) along the ion track, which can reduce or even negate the effectiveness of error correction codes.

While a lot of the discussed issues make testing at low energy accelerators more and more challenging, recent technologies can make it impossible (see Figure 11) because the penetration depth of these ions is too small by far. A recent study of a state-of-the-art system on a chip (SOC) devices by NASA showed that thermal problems after opening and removing the heat spreader will limit the use of low energy accelerators [30].


[image: Figure 11]
FIGURE 11. Package of a modern SOC device.


These devices are commonly in a flip chip package with a heat spreader covering one side providing the necessary contact with the heat sink (see Figure 11). This heat spreader forms a layer of copper (300 μm for the Freescale P2020 as an example) on top of the chip, impenetrable for ions from low energy accelerators [31]. Removing the heat spreader completely might damage the device. In [31] it is recommended that the heat spreader is only removed over small areas of the die at a time, while attaching a modified heat sink to the remaining portion. It is foreseeable that this approach can use smaller and smaller areas and will fail in the future.

The current trend in the evolution of Si-based microelectronic integrated circuits is to create 3-dimensional structures. There are already commercially available 3D NAND-Flash devices with several tens of active layers stacked on top of each other (see Figure 12). These structures will be impossible to test with low energy ions, due to the large depths of the sensitive volumes alone. For testing ions are needed that provide constant LET over the whole stack [128 layers as of June 2019 [33], continuously growing]. Because of their commercial availability, 3D NAND-Flash devices could serve as representative components to develop general Radiation Hardness Assurance methods for 3D technologies including new failure mechanisms.


[image: Figure 12]
FIGURE 12. Sketch of a modern 3D NAND FLASH structure architecture from Western Digital [32].


It might be commercially more interesting to test whole boards, systems, or even small satellites, than to qualify every part separately. Because of the high range of the beam, it would be feasible to make a campaign, where a large number of devices are tested simultaneously by stacking several boards. Extending the previous point, whole systems or even small satellites could be tested at FAIR with the 10 GeV/n beam to, e.g., test the effectiveness of mitigation techniques on system level.




SUMMARY AND RECOMMENDED RESEARCH

So far there has only been one campaign to compare the effects of heavy ions of several MeV/n to 1 GeV/n. The device, the ESA SEU monitor, was of older design but very thoroughly characterized at different accelerator facilities. There were some unexpected results that could not be completely answered with simulations of the device. Based on this, a preliminary research program for energy effects on modern Si-based microelectronics should include:

• An extension of the measurements with the SEU monitor up to 10 GeV/n. Although the SEU monitor is of older design, its character as a reference device, that was tested at nearly all relevant accelerators for radiation effects in Europe and that was intensively simulated, makes it a must for any research on energy effects.

• A measurement program similar to the SEU monitor with devices having a higher SEU thresholds (hardened) as well as SEL measurements. SEL is an effect with an intrinsic high threshold (the SEU monitor is SEL free). The devices should contain at least tungsten, possibly also other new materials recently used in novel IC designs. A first step would be comparisons of 10–30 MeV/n, e.g., at RADEF and KVI with 100–1,000 MeV/n at SIS-18 in cave A/M. These could later be extended to energies up to 10 GeV/n at SIS-100 and the BIOMAT cave. This program should help to answer the very relevant question of the magnitude of the energy effects under realistic CR conditions and whether it will be necessary to use very high energy heavy ions for qualification in the future.

Other materials are also already used in other areas than digital microelectronics. Wide band gap materials such as SiC and GaN are increasingly applied in power and high-frequency devices. These materials have a wider band gap and higher density then Si-based devices. It is therefore interesting to investigate the possible influences of the ion energy on these devices regarding the track structure.

A contribution of nuclear reactions to effects in devices can also originate from the packaging. Since the sudden occurrence of unexpected destructive events is a major hardness assurance concern, the influence of the micro environment created by the interaction of the packaging and high energy ions should be further investigated.

Other than the effect of the energy regarding interactions of the ions provided by FAIR, the very high penetration depth of these ions has experimental advantages that could be exploited in the following studies:

• There is a strong interest for using state-of-the-art microprocessors or even system on a chip (SoC) devices in space. These devices have high requirements on cooling. Without a heat spreader made out of copper of several hundreds of μm thickness, the device will be damaged during operation because of excessive heat and by no means can be tested with low energy accelerators. A series of interesting COTS devices could be qualified to choose those that can be used in a space environment. The SIS-18 energies will probably suffice for these tests.

• The current trend in the evolution of Si-based microelectronic integrated circuits is to create 3-dimensional structures. There are already commercially available 3D NAND-Flash devices with several tens of active layers stacked on top of each other. These structures will be impossible to test with low energy ions, due to the large depths of the sensitive volumes alone. For testing, ions are needed that provide constant LET over the whole stack (e.g., 128). Because of their commercial availability, 3D NAND-Flash devices could serve as representative components to develop general Radiation Hardness Assurance methods for 3D technologies including new failure mechanisms.

• It might be commercially more interesting to test whole boards or systems than to qualify every part separately. Because of the high penetrations of the beam it would be feasible to make a campaign where a large number of devices are tested simultaneously by stacking several boards in a row. A first study would be a proof of concept of how many devices could be tested in one campaign.

• Extending the previous point, whole systems or even small satellites could be tested at FAIR with the 10 GeV/n beam to, e.g., test the effectiveness of mitigation techniques on a system level.
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The “Laser-hybrid Accelerator for Radiobiological Applications,” LhARA, is conceived as a novel, flexible facility dedicated to the study of radiobiology. The technologies demonstrated in LhARA, which have wide application, will be developed to allow particle-beam therapy to be delivered in a new regimen, combining a variety of ion species in a single treatment fraction and exploiting ultra-high dose rates. LhARA will be a hybrid accelerator system in which laser interactions drive the creation of a large flux of protons or light ions that are captured using a plasma (Gabor) lens and formed into a beam. The laser-driven source allows protons and ions to be captured at energies significantly above those that pertain in conventional facilities, thus evading the current space-charge limit on the instantaneous dose rate that can be delivered. The laser-hybrid approach, therefore, will allow the radiobiology that determines the response of tissue to ionizing radiation to be studied with protons and light ions using a wide variety of time structures, spectral distributions, and spatial configurations at instantaneous dose rates up to and significantly beyond the ultra-high dose-rate “FLASH” regime. It is proposed that LhARA be developed in two stages. In the first stage, a programme of in vitro radiobiology will be served with proton beams with energies between 10 and 15 MeV. In stage two, the beam will be accelerated using a fixed-field alternating-gradient accelerator (FFA). This will allow experiments to be carried out in vitro and in vivo with proton beam energies of up to 127 MeV. In addition, ion beams with energies up to 33.4 MeV per nucleon will be available for in vitro and in vivo experiments. This paper presents the conceptual design for LhARA and the R&D programme by which the LhARA consortium seeks to establish the facility.

Keywords: radiobiology, novel acceleration, proton beam therapy (PBT), ion beam therapy, laser-driven acceleration, plasma lens, fixed-field alternating-gradient acceleration


LAY SUMMARY

It is well-established that radiation therapy (RT) is an effective treatment for many types of cancer. Most treatments are delivered by machines that accelerate electrons which are then used to produce a beam of high-energy photons (X-rays) which are directed at a tumor to kill cancer cells. However, healthy tissue anywhere in the path of the photon beam is also irradiated and so can be damaged. Modern X-ray therapy is able to reduce this damage by using several beams at different angles. Recent years have seen the use of a new type of machine in which protons are accelerated to produce proton beams (rather than photon beams) which are directed at a tumor. These proton beams can be arranged to deposit almost all of their energy in a small volume within a tumor so they cause little damage to healthy tissue; a major advantage over photon beams. But proton machines are large and expensive, so there is a need for the development of proton machines that are smaller, cheaper and more flexible in how they can be used. The LhARA project is aimed at the development of such proton machines using a new approach based on high power lasers. Such new machines could also make it easier to deliver the dose in very short high-intensity pulses and as a group of micro-beams—exciting recent research has shown that this brings improved effectiveness in killing cancer cells while sparing healthy tissue. The technology to be proved in LhARA should enable a course of RT to be delivered in days rather than weeks. Scientifically, there is a need to understand better the basic processes by which radiation interacts with biological matter to kill cancer cells—the investigation of these processes involves physics as well as biology. Thus the most important aim of LhARA is to pursue this radiobiological research in new regimens and from this to develop better treatments. LhARA will also pursue technological research into laser-hybrid accelerators.



1. INTRODUCTION

Cancer is the second most common cause of death globally [1]. In 2018, 18.1 million new cancer cases were diagnosed, 9.6 million people died of cancer-related disease, and 43.8 million people were living with cancer [2, 3]. It is estimated that 26.9 million life-years could be saved in low- and middle-income countries if radiotherapy capacity could be scaled up [4]. Novel techniques incorporated in facilities that are at once robust, automated, efficient, and cost-effective are required to deliver the required scale-up in provision.

Radiation therapy a cornerstone of cancer treatment, is used in over 50% of cancer patients [5]. The most frequently used types of RT employ photon or electron beams with MeV-scale energies. Proton and ion beams offer substantial advantages over X-rays because the bulk of the beam energy is deposited in the Bragg peak. This allows dose to be conformed to the tumor while sparing healthy tissue and organs at risk. The benefits of proton and ion-beam therapy (PBT) are widely recognized. PBT today is routinely delivered in fractions of ~ 2 Gy per day over several weeks; each fraction being delivered at a rate of ≲5 Gy/min deposited uniformly over the target treatment volume. There is evidence of therapeutic benefit when dose is delivered at ultra-high rate, ≳40 Gy/s, in “FLASH” RT [6–10] or when multiple micro-beams with diameter <1 mm distributed over a grid with inter-beam spacing ~ 3 mm are used [11–16]. However, the radiobiological mechanisms by which the therapeutic benefit is generated using these approaches are not entirely understood.

LhARA, the Laser-hybrid Accelerator for Radiobiological Applications, is conceived as the new, highly flexible, source of radiation that is required to explore the mechanisms by which the biological response to ionizing radiation is determined by the physical characteristics of the beam. A high-power pulsed laser will be used to drive the creation of a large flux of protons or ions which are captured and formed into a beam by strong-focusing plasma lenses. The plasma (Gabor) lenses provide the same focusing strength as high-field solenoids at a fraction of the cost. Rapid acceleration will be performed using a fixed-field alternating-gradient accelerator (FFA), thereby preserving the unique flexibility in the time, energy, and spatial structure of the beam afforded by the laser-driven source.

The LhARA facility may be developed in two stages. In the first stage, the laser-driven beam, captured and transported using plasma lenses and bending magnets, will serve a programme of in vitro radiobiology with proton beams of energy of up to 15 MeV. In stage two, the beam will be accelerated using an FFA. This will allow experiments to be carried out in vitro and in vivo with proton-beam energies of up to 127 MeV. Ion beams (including C6+) with energies up to 33.4 MeV per nucleon will also be available.

The laser pulse that initiates the production of protons or ions at LhARA may be triggered at a repetition rate of up to 10 Hz. The time structure of the beam may therefore be varied to interrupt the chemical and biological pathways that determine the biological response to ionizing radiation using 10 ns to 40 ns long proton or ion bunches repeated at intervals as small as 100 ms. The technologies chosen to capture, transport, and accelerate the beam in LhARA ensure that this unique capability is preserved. The LhARA beam may be used to deliver an almost uniform dose distribution over a circular area with a maximum diameter of between 1 and 3 cm. Alternatively, the beam can be focused to a spot with diameter of ~ 1 mm.

The technologies that will be developed in LhARA have the potential to make PBT available to the many. The laser-hybrid approach will allow radiobiological studies and eventually radiotherapy to be carried out in completely new regimens, delivering a variety of ion species in a broad range of time structures, spectral distributions, and spatial configurations at instantaneous dose rates up to and potentially significantly beyond the current ultra-high dose-rate “FLASH” regime.

The “pre Conceptual Design Report” (pre-CDR) for LhARA [17] lays the foundations for the development of full conceptual and technical designs for the facility. The pre-CDR also contains a description of the R&D that is required to demonstrate the feasibility of critical LhARA components and systems. This paper presents a summary of the contents of the pre-CDR and lays out the vision of the LhARA consortium.



2. MOTIVATION

RT delivered using protons and ions, PBT, has the potential to overcome some of the fundamental limitations of X-rays in cancer treatment through the targeted delivery of the radiation dose [18]. The Particle Therapy Co-Operative Group (PTCOG) currently lists 90 proton therapy facilities and 12 carbon ion therapy facilities worldwide, located predominantly in high-income countries [19]. Low- and middle-income countries (LMIC) are relatively poorly served, indeed nearly 70% of cancer patients globally do not have access to RT [5].


2.1. The Case for a Systematic Study of the Radiobiology of Proton and Ion Beams

The efficacy of proton and ion beams is characterized by their relative biological effectiveness (RBE) in comparison to a reference photon beam. The treatment-planning software that is in use in the clinic today assumes an RBE value for protons of 1.1 [20], meaning that, compared to X-rays, a lower dose of protons is needed to produce the same therapeutic effect. However, the rapid rise in the linear energy transfer (LET) at the Bragg peak leads to significant uncertainties in the RBE. Furthermore, it is known that RBE depends strongly on many factors, including particle energy, dose, dose rate, the degree of hypoxia, and tissue type [21]. Indeed, RBE values from 1.1 to over 3 have been derived from in vitro clonogenic-survival assay data following proton irradiation of cultured cell lines derived from different tumors [21–23]. RBE values of ~ 3 are accepted for high-LET carbon-ion irradiation, although higher values have been reported [24]. RBE uncertainties for carbon and other ion species are at least as large as they are for protons. These uncertainties can lead to an incorrect estimation of the dose required to treat a particular tumor. Overestimation can lead to the damage of healthy tissue, while an underestimate can lead to the tumor not being treated sufficiently for it to be eradicated.

The radiotherapeutic effect is caused largely by irreparable damage to the cell's DNA. The spectrum of DNA damage induced within tumor cells changes in response to differences in RBE. Larger RBE values, corresponding to higher LET, can increase the frequency and complexity of DNA damage, in particular causing DNA double-strand breaks (DSB) and complex DNA damage (CDD), where multiple DNA lesions are induced in close proximity [25, 26]. These DNA lesions are a major contributor to radiation-induced cell death as they represent a significant barrier to the cellular DNA-repair machinery [25]. However, a number of other biological factors contribute to varying RBE in specific tumors, including the intrinsic radio-sensitivity of the tissue, the level of oxygenation (hypoxia), the growth and re-population characteristics, and the associated tumor micro-environment. Consequently, there is still significant uncertainty in the precise radiobiological mechanisms that arise and how these mechanisms determine the impact of PBT. Detailed systematic studies of the biophysical effects of the interaction of protons and ions, under different physical conditions, with different tissue types will provide important information on RBE variation and could enable enhanced patient treatment-planning algorithms to be devised. In addition, studies examining the impact of combination therapies with PBT (e.g., targeting the DNA damage response, hypoxia signaling mechanisms and also the tumor micro-environment) are currently sparse; performing these studies will therefore provide input vital to the development of future personalized patient-therapy strategies using PBT.



2.2. The Case for Novel Beams for Radiobiology

Extending the range of beam characteristics used in PBT delivery may have significant therapeutic benefits. Delivery of RT at high dose rates has led to noticeably reduced lung fibrosis in mice, reduced skin toxicity in mini-pigs, and reduced side-effects in cats with nasal squamous-cell carcinoma, effects currently thought to be mediated via local oxygen depletion [10, 27]. In fact, the first patient with CD30+ T-cell cutaneous lymphoma has been safely treated with electrons delivered at FLASH dose rates [28]. In addition, therapeutic benefit has been demonstrated with the use of multiple micro-beams [12]. However, there is still significant uncertainty regarding the thresholds and the radiobiological mechanisms underlying these effects. Extensive further study both in vitro and in appropriate in vivo models is required.

The LhARA facility will provide access to proton and stable ion beams, provide a wide variety of temporal, spatial, and spectral fractionation schemes, and deliver reliable and reproducible biological data with fewer constraints than at current clinical centers. LhARA will allow direct radiobiological comparisons of the effects of different charged particles at different energies and dose rates and enable unique mechanistic studies (e.g., examination of the oxygen depletion hypothesis for FLASH). In addition, LhARA will enable exhaustive evaluations of RBE using more complex end-points (e.g., angiogenesis and inflammation) in addition to routine survival measurements. The ability to evaluate charged particles in conjunction with other therapies (immunotherapy and chemotherapy) and to perform in vivo experiments with the appropriate animal models is of great importance given the current lack of evidence in these areas. LhARA therefore has the potential to provide the radiobiological data required to improve clinical practice.

The simulations of LhARA presented in this document have been used to estimate the dose delivered as a function of energy for protons and carbon ions. These simulations, described in sections 3.3 and 3.4, show instantaneous particle rates of the order of 109 particles per shot can be achieved, corresponding to average dose rates of up to ≳120 Gy/s for protons and ≳700 Gy/s for carbon ions. These estimates are based on the baseline specifications for LhARA.



2.3. Laser-Hybrid Beams for Radiobiology and Clinical Application

High-power lasers have previously been proposed as an alternative to conventional proton and carbon-ion facilities for radiotherapy [29–32]. Laser-driven sources have also been proposed as the basis for electron, proton and ion-beams for radiobiology [33–40]. While a number of cell irradiation experiments have been conducted with laser-accelerated ions [37, 38, 41, 42], these have been limited in scope to a single-shot configuration. More recent projects (e.g., A-SAIL [43], ELI [44], and SCAPA [45]) will also investigate radiobiological effects using laser-driven ion beams. These studies will also address various technological issues [42, 46–49].

A beam line to provide ion-driven beams for multi-disciplinary applications, ELIMAIA (ELI Multidisciplinary Applications of laser-Ion Acceleration) is being brought into operation at the Extreme Light Infrastructure (ELI) [50, 51]. This beam line will include the “ELI MEDical and multidisciplinary applications” (ELIMED) beam line which will allow radiobiological investigations to be carried out [46, 50, 52–55]. LhARA is distinguished from this facility in that the energy at which the beam will be captured has been chosen to maximize the shot-to-shot stability of the particle flux.

Protons and ions at conventional facilities are captured at energies of several tens of keV. At such low energies, the mutual repulsion of the particles, the “space-charge effect,” limits the maximum instantaneous dose rate. The laser-driven source allows protons and ions to be captured at significantly higher energies, thus evading the current space-charge limit. Rapid acceleration will be performed using a fixed-field alternating-gradient accelerator (FFA), thereby preserving the unique flexibility in the time, energy, and spatial structure of the beam afforded by the laser-driven source. Modern lasers are capable of delivering a Joule of energy in pulses that are tens of femtoseconds in length at repetition rates of ≳10 Hz. Laser-driven ion sources create beams that are highly divergent, have a large energy spread, and an intensity that can vary by up to 25% pulse-to-pulse [56]. These issues are addressed in the LhARA conceptual design through the use of Gabor lenses to provide strong focusing and to allow energy selection. In addition, sophisticated instrumentation will be used in a fast feedback-and-control system to ensure that the dose delivered is both accurate and reproducible. This approach will allow multiple ion species, from proton to carbon, to be produced from a single laser by varying the target foil and particle-capture optics.

LhARA will prove the principle of the novel technologies required for the development of future therapy facilities. The legacy of the LhARA programme will therefore be: a unique facility dedicated to the development of a deep understanding of the radiobiology of proton and ion beams; and the demonstration in operation of technologies that will allow PBT to be delivered in completely new regimens.




3. THE LHARA FACILITY

The LhARA facility, shown schematically in Figure 1, has been designed to serve two end stations for in vitro radiobiology and one end station for in vivo studies. The principle components of Stage 1 of the LhARA accelerator are: the laser-driven proton and ion source; the matching and energy selection section; beam delivery to the low-energy in vitro end station; and the low-energy abort line. Stage 2 is formed by the injection line for the fixed-field alternating-gradient accelerator (FFA); the FFA; the extraction line; the high-energy abort line; beam delivery to the high-energy in vitro end station; and the transfer line to the in vivo end station. Proton beams with energies of between 10 and 15 MeV will be delivered directly from the laser-driven source to the low-energy in vitro end station via a transfer line. The high-energy in vitro end station and the in vivo end station will be served by proton beams with energy between 15 and 127 MeV and by ion beams, including C6+ with energies up to 33.4 MeV/u. The design parameters for the various components of LhARA are given in Tables 1, 2. The design of the LhARA facility is described in the sections that follow.


[image: Figure 1]
FIGURE 1. Schematic diagram of the LhARA beam lines. The particle flux from the laser-driven source is shown by the red arrow. The “Capture” section is followed by the “Matching and energy selection” sections, the beam is directed either into the 90° bend that takes it to the low-energy in vitro end station, toward the FFA injection line, or to the low-energy beam dump. Post-acceleration is performed using the FFA, on extraction from which the beam is directed either to the high-energy in vitro end station, the in vivo end station, or the high-energy beam dump. Gabor lenses are shown as orange cylinders, RF cavities as gray cylinders, octupole magnets as green discs, collimators as dark-green bars, dipole magnets are shown in blue, quadrupole magnets are shown in red, beam dumps (black rectangles) and kicker magnets are also shown.



Table 1. Design parameters of the components of the LhARA facility.
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Table 2. Design parameters of the components of the LhARA facility.
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3.1. Laser-Driven Proton and Ion Source

A novel solution for proton and ion acceleration is to use a compact, flexible laser-driven source coupled to a state-of-the-art beam-transport line. This allows an accelerating gradient of ≳10 GV/m to be exploited at the laser-driven source. We propose to operate in the laser-driven sheath-acceleration regime [57–60] for ion generation. An intense, short laser pulse will be focused onto a target. The intense electric field generated on the front surface of the target accelerates the surface electrons, driving them into the material. Electrons which gain sufficient energy traverse the target, ionising the material as they go. A strong space-charge electric field, the “sheath,” is created as the accelerated electrons exit the rear surface of the target. This field in turn accelerates protons and ions present as contaminants on the surface. The sheath-acceleration scheme has been shown to produce ion energies >40 MeV/u at the highest laser intensities [56]. The maximum proton energy (Ep) scales with laser intensity (I) as, [image: image]. The laser required to deliver a significant proton flux at 15 MeV is commercially available.

The distribution of proton and ion energies observed in laser-driven beams exhibits a sharp cut-off at the maximum energy and, historically, the flux of laser-accelerated ion beams has varied significantly shot-to-shot. To reduce these variations, the choice has been made to select particles from the plateau of the two-temperature energy spectrum of the laser-accelerated ion beam [61, 62]. This should enhance ion-beam stability and allow reproducible measurements to be carried out at ultra-high dose rates using a small number of fractions. To create the flux required in the plateau region, it is proposed that a 100 TW laser system is used. A number of commercial lasers are available that are capable of delivering > 2.5 J in pulses of duration < 25 fs, at 10 Hz with contrast better than 1010:1. Shot-to-shot stability of < 1% is promised, an important feature for stable ion-beam production.


3.1.1. Target

Key to the operation of this configuration is a system that refreshes the target material at high repetition-rate in a reproducible manner. A number of schemes have been proposed for such studies, including high-pressure gases [63–65], cryogenic hydrogen ribbons [66–68], liquid sheets [69], and tape drives [70]. For LhARA, a tape drive based on the system developed at Imperial College London is proposed [56]. This system is capable of reliable operation at target thicknesses down to 5 μm, using aluminium or steel foils, and down to 18 μm using plastic tapes. Such tape-drive targets can be operated at high charge (up to 100 pC at 15 ± 1 MeV, i.e., > 109 protons per shot) and can deliver high-quality proton and ion fluxes at repetition rates of up to 10 Hz or greater.

The careful control of the tension of the tape in a tape-drive target is critical for reproducible operation. The tape must be stretched enough to flatten the surface, but not enough to cause plastic deformations. Surface flatness is important for a number of reasons. Rippling of the front surface modifies the laser absorption dramatically; uncharacterised rippling can make shot-to-shot variations significant and unpredictable [70]. Similarly, rear surface perturbations can modify the sheath field, resulting in spatial non-uniformities of the proton beam or suppression of the achievable peak energies. Tape drives with torsion control and monitoring to maintain a high-quality tape surface have been designed and operated in experiments at Imperial College London. The development of these targets continues with a view to the production of new, thinner tapes for improved ion generation and the creation of ion species other than protons and carbon. This is an active area of R&D that will continue with the development of LhARA.




3.2. Proton and Ion Capture

The use of an electron cloud as a focusing element for charged-particle beams was first proposed by Gabor [71]. The electron cloud is confined within the lens using a long cylindrical anode placed within a uniform solenoid field (see Figure 2). Such a configuration is commonly known as a “Penning trap” and has found wide application in many fields [72]. Variations on the Penning trap where axial apertures in the cathodes are introduced, such as the Penning-Malmberg trap [73, 74] are attractive for beam-based applications due to the excellent access provided to the plasma column.


[image: Figure 2]
FIGURE 2. Schematic diagram of a Penning-Malmberg trap of the type proposed for use in the Gabor lenses to be used in LhARA. The solenoid coils, and the direction of current flow, are indicated by the red circles (the central dots indicate current emerging from the picture, crosses current entering it). The confining electrostatic potential is provided using a central cylindrical anode and two cylindrical negative end electrodes. The ion beam enters on-axis from the left and the electron cloud is indicated by the green shaded area.


The focal length of a Gabor lens of length l is given in terms of the electron number density by [76]:

[image: image]

where e is the magnitude of the electric charge of the electron, ne is the number density of the electrons confined within the lens, ϵ0 the permittivity of free space, and U the kinetic energy of the particle beam. The desired focusing strength determines ne which in turn allows the anode voltage and magnetic-field strength to be calculated [75, 76]. The focal lengths required to capture the proton and ion beams at LhARA have been chosen such that the necessary electron number densities lie well within the range achieved in published experiments.

For a given focal length, the magnetic field strength required in the Gabor lens is smaller than that of a solenoid that would give equivalent focusing. In the non-relativistic approximation, the relationship between the magnetic field strength in the Gabor lens, BGBL, and the equivalent solenoid, Bsol, is given by [76]:

[image: image]

where Z is the charge state of the ions. In the case of a proton beam, the reduction factor is 43. This means the cost of the solenoid for a Gabor lens can be significantly lower than the cost of a solenoid of equivalent focusing strength.

Instability of the electron cloud is a concern in the experimental operation of a Gabor lens; azimuthal beam disruption due to the diocotron instability has been observed and described theoretically [77]. Theory indicates that the diocotron instability is most problematic under well-defined geometric conditions. The reliable operation of a Gabor lens in a regime free from this instability has yet to be demonstrated. Gabor lenses promise very strong focusing, simple construction, and low magnetic field, all attractive features for LhARA. However, these attractive features come at the cost of relatively high voltage operation (≳50 kV) and possible vulnerability to instability.

With reliable operation of Gabor lenses as yet unproven, we plan a two-part experimental and theoretical programme of research to investigate their suitability. Initial work will include: the theoretical study of lens stability using a full 3D particle-in-cell code, such as VSIM [78]; and the development of electron-density diagnostics based on interferometric measurement of the resulting refractive-index change. A test Gabor lens will be constructed to allow validation of both the simulation results and a new diagnostic tool using an alpha emitter as a proxy for the LhARA beam. In addition, the initial investigation will include the design of an injection system to fill the lens with the required electron cloud. Should it prove impossible to produce a suitable Gabor lens, it will be necessary to use high-field solenoids to produce the equivalent focusing effect.



3.3. Beam Transport and Delivery to the Low-Energy in vitro End Station

The beam transport line to the low-energy in vitro end station must produce a uniform dose distribution at the cell layer. Beam losses must be minimized for radiation safety and to maximize the dose that can be delivered in a single shot. The transport line has been designed to minimize regions in which the beam is brought to a focus to reduce the impact of space-charge forces on the beam phase-space. An optical solution was initially developed using Beamoptics [79] and MADX [80]. Accurate estimation of the performance of the beam line requires the inclusion of space-charge forces and particle-matter interactions. Performance estimation was therefore performed using Monte Carlo particle-tracking from the ion source to the end station. BDSIM [81], which is based on the GEANT4 toolkit, was used for the simulation of energy deposition arising from beam interactions with the material in the accelerator and the end station. GPT [82] was used for evaluating the full 3D impact of space-charge effects.

An idealized Gaussian beam was generated with a spot size of 4 μm FWHM, an angular divergence of 50 mrad, 35 fs FWHM bunch length, and an energy spread of 1 × 10−6 MeV. The maximum estimated bunch charge is 1 × 109 protons. The presence of a substantial electron flux produced from the laser target compensates the high proton charge density in the vicinity of the ion-production point. To approximate the partial space-charge compensation in this region, it was assumed that co-propagating electrons would fully compensate the space-charge forces over the first 5 cm of beam propagation. Beyond this, the proton beam was assumed to have separated from the co-propagating electrons sufficiently for space-charge to become a significant effect and cause emittance growth. Therefore, a further 5 cm drift was simulated including space-charge forces. At a distance of 10 cm from the ion source, the beam is at the exit of the laser-target vessel. The kinematic distributions of ions in the beam were stored at this point and passed to the relevant BDSIM and GPT simulations of the downstream beam line.

The Stage 1 beam line, shown schematically in Figure 3, is composed of five sections: beam capture; matching and energy selection; beam shaping; vertical arc matching; and an abort line. The capture section uses two Gabor lenses to minimize the transverse momentum of particles in the beam. Beyond the capture section, an RF cavity permits control of the bunch length and manipulation of the longitudinal phase-space. A third Gabor lens then focuses the bunch to a small spot size after which a second RF cavity is located to provide further longitudinal phase-space manipulation. Two further Gabor lenses ensure the beam is again parallel before it enters the vertical 90° arc. All Gabor lenses have an inner radius of 3.65 cm and an effective length of 0.857 m. All lenses operate at a cathode voltage of <65 kV.


[image: Figure 3]
FIGURE 3. Beam transport for Stage 1 of LhARA visualized in BDSIM, showing five machine sections. The capture section is composed of two Gabor lenses (orange cylinders). The matching and energy selection section includes three Gabor lenses, two RF cavities (gray cylinders) and an octupole magnet (green disc). The beam shaping and extraction section includes a second octupole and a collimator (vertical dark-green bar). The vertical matching arc directs the beam into the low-energy in vitro end station and is composed of two 45° dipoles (blue and brown) and six quadrupoles (red). The total length of this beam line is 17.3 m.


The parallel beam that emerges from the final Gabor lens, provides significant flexibility for the inclusion of beam shaping and extraction systems. Beam uniformity will be achieved using octupole magnets to provide third-order focusing to perturb the first-order focusing of the Gabor lenses. Such schemes have been demonstrated in magnetic lattices in a number of facilities [83–85]. A suitable position for the first octupole was identified to be after the final Gabor lens where the beam is large; its effect on the beam is expected to be significant. Octupoles were only modeled in BDSIM as GPT does not have a standard component with an octupolar field. The typical rectangular transverse distribution resulting from octupolar focusing requires collimation to match the circular aperture through which the beam enters the end station. A collimator is therefore positioned at the start of the vertical arc. Further simulations are required to determine the optimum position of the second octupole and to evaluate the performance of the octopoles. The switching dipole which directs the beam to the injection line of the FFA in Stage 2 will be located between the second octupole and the collimator, requiring the octupole to be ramped down for Stage 2 operation.

The vertical arc uses transparent optics in an achromat matching section to ensure that the first-order transfer map through the arc is equivalent to the identity transformation and that any dispersive effects are canceled. A 2 m drift tube is added after the arc to penetrate the concrete shielding of the end station floor and to bring the beam to bench height. The abort line consists of a drift space followed by a beam dump. Ramping down the first vertical dipole causes the beam to enter the dump and prevents particle transportation to the end station.

The underlying physics of plasma-lens operation cannot be simulated in BDSIM or GPT. It can, however, be approximated using solenoid magnets of equivalent strength. RF cavity fields were not simulated.

To produce the results shown here, 10,000 particles were simulated, corresponding to the estimated maximum bunch charge of 1 × 109 protons. Figure 4 shows excellent agreement between horizontal and vertical transverse beam sizes in BDSIM and MADX, verifying the beam line's performance in the absence of space-charge effects. Reasonable agreement between BDSIM and GPT is also seen when space-charge forces are included in GPT. Emittance growth is observed prior to the first solenoid, affecting the optical parameters throughout the machine. However, the resulting beam dimensions at the cell layer of 1.38 cm horizontally and 1.47 cm vertically are not significantly different from those in BDSIM. If needed, further adjustments of the Gabor lens and arc-quadrupole strengths may compensate for any space-charge effects. The transmission efficiency of the beam line is ~100%.
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FIGURE 4. Horizontal (solid lines) and vertical (dashed lines) beam sizes through the in vitro beam transport, simulated including space-charge effects in GPT (green), and without space-charge in MADX (red) and BDSIM (blue).


The small bunch dimensions in both transverse planes at the focus after the third Gabor lens, where the energy selection collimator will be placed, could be of concern if the effect of space-charge has been underestimated. Similar bunch dimensions are achieved in the vertical arc. Here, however, quadrupolar focusing is confined to a single plane to mitigate possible further emittance growth.

To investigate beam uniformity, BDSIM simulations with and without octupoles and collimation for beam shaping were conducted. Each octopole was assumed to have a magnetic length of 0.1 m and pole-tip radius of 5 cm. The strength parameter, k3, of each octupole was arbitrarily set to 6, 000. A 2 cm thick iron collimator with a 40 mm diameter aperture was positioned 1.5 m downstream of the octupole. Figure 5 shows the beam phase-space and particle distributions at the Stage 1 end station for the transverse and longitudinal axes with and without beam shaping. Without octupoles, the spatial profile is Gaussian, as expected. Inclusion of the octupoles and collimation system improves beam uniformity. The total beam width is 3.58 cm horizontally and 3.46 cm vertically, which is sufficient to irradiate one well in a six-well cell-culture plate. Further optimization is required to improve uniformity whilst optimizing beam-line transmission, which is ~70% for the results presented in Figure 5.
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FIGURE 5. Beam phase space distributions at the end-station in the transverse plane, (X, Y); X′ and Y′ give the slope relative to the Z axis. The transverse phase space is shown in (A,B) for simulations without octupolar focusing and collimation, with the kinetic energy distribution shown in (C). The same phase space distributions simulated with the effect of octupoles and collimation are in figures (D–F).


An aberration can be seen in both transverse planes with and without beam shaping. This effect originates upstream of the octupoles in the solenoids used to approximate the Gabor lenses, and persists to the end station. The aberration is a concern, but is likely to change when the solenoids are replaced by full electromagnetic simulation of the Gabor lenses, at which point it will be further investigated.

The non-Gaussian energy distribution without beam shaping is a result of space-charge forces at the ion source; the distribution persists to the end station as no components which affect the longitudinal phase space were simulated. The Gaussian distribution seen with beam shaping reflects the effects of the collimation.

The proposed design is capable of delivering beams of the desired size to the in vitro end station. Space-charge effects affect the beam-transport performance but it is believed that these can be mitigated with minor adjustments to the Gabor lenses in the capture section. Initial studies indicate that a uniform beam can be delivered with further optimization of the octupoles and collimator.


3.3.1. Alternative Design

To mitigate potential emittance growth from space-charge forces, an alternative beam line design was developed in which the final two Gabor lenses in the matching and energy selection section are replaced by four quadrupoles, limiting any bunch focusing to one plane at a time. The resulting machine is reduced in length to 15.4 m. Without space-charge effects, a beam width of 2.5 mm at the end station can be achieved. With space-charge, emittance growth prior to the first solenoid is once again observed leading to an increased beam size at the entrance of the first quadrupole, resulting in a spatially asymmetric and divergent beam at the end station. It is believed that the space-charge effects can be compensated by applying the same Gabor lens optimization as in the baseline design and adjusting the quadrupole settings to deliver beam parameters similar to those achieved in the absence of space charge. The alternative design provides a solution that is more resilient to space-charge effects than the baseline, however, only the lower bound on the desired beam size has been achieved so far. For this design, further optimization is required not only to improve optical performance but also to optimize octupole settings and to determine whether a beam with the desired uniformity can be delivered to the end station.




3.4. Post-acceleration and Beam Delivery to the in vitro and in vivo End Stations

A fixed-field alternating-gradient accelerator (FFA), based on the spiral scaling principle [86–89], will be used to accelerate the beam in LhARA Stage 2 to obtain energies greater than the 15 MeV protons and 4 MeV/u carbon (C6+) ions delivered by the laser-driven source. FFAs have many advantages for both medical and radiobiological applications, such as: the capability to deliver high and variable dose; rapid cycling with repetition rates ranging from 10 to 100 Hz or beyond; and the ability to deliver various beam energies without the use of energy degraders. An FFA is relatively compact due to the use of combined function magnets, which lowers the overall cost compared to conventional accelerators capable of delivering beams at a variety of energies such as synchrotrons. Extraction can be both simple and efficient and it is possible for multiple extraction ports to be provided. Furthermore, FFAs can accelerate multiple ion species, which is very important for radiobiological experiments and typically very difficult to achieve with cyclotrons.

A typical FFA is able to increase the beam momentum by a factor of three, though a greater factor may be achieved. For LhARA, this translates to a maximum proton-beam energy of 127 MeV from an injected beam of 15 MeV. For carbon ions (C6+) with the same rigidity, a maximum energy of ~33.4 MeV/u can be produced.

The energy at injection into the FFA determines the beam energy at extraction. The injection energy will be changed by varying the focusing strengths in the Stage 1 beam line from the capture section through to the extraction line and the FFA ring. Appropriate adjustments to the frequency and phase of the RF in the FFA ring will also be made. This will allow the required energy slice from the broad spectrum produced at the laser-driven source to be captured and transported to the FFA. The FFA will then accelerate the beam, acting as a 3-fold momentum multiplier. This scheme simplifies the injection and extraction systems since their geometry and location can be kept constant.

A second, “high-energy,” in vitro end station will be served by proton beams with a kinetic energy in the range 15–127 MeV and carbon-ion beams with energies up to 33.4 MeV/u. The extraction line from the FFA leads to a 90° vertical arc to send the beam to the high-energy in vitro end station. If the first dipole of the arc is not energized, the beam will be sent to the in vivo end station. The extraction line of the FFA includes a switching dipole that will send the beam to the high-energy-beam dump if it is not energized. The detailed design of the high-energy abort line, taking into account the requirement that stray radiation does not enter the end stations, will be performed as part of the LhARA R&D programme.


3.4.1. Injection Line

In order to inject the beam into the FFA, the settings of the Stage 1 beam line need to be adjusted to reduce the Twiss β function. The required Stage 1 optical parameters are shown in Figure 6. The beam is diverted by a switching dipole into the injection line which transports the beam to the injection septum magnet. The injection line matches the Twiss β functions in both transverse planes and the dispersion of the beam to the values dictated by the periodic conditions in the FFA cell (Figure 6). The presence of dispersion in the injection line allows a collimator to be installed for momentum selection before injection. The beam is injected from the inside of the ring, which requires that the injection line crosses one of the straight sections between the FFA magnets (see Figure 7).
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FIGURE 6. Twiss βx and βy functions and dispersion in the beam line consisting of the modified Stage 1 lattice and the transfer line allowing injection of the beam into the FFA ring. The distance s runs from the laser target to the exit of the injection septum.
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FIGURE 7. The layout of the injection line from the switching dipole to the injection septum together with the FFA ring, some of its subsystems and the first part of the extraction line.




3.4.2. FFA Ring

The magnetic field, By, in the median plane of a scaling spiral FFA is given by [86–88]:
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where B0 is the magnetic field at radius R0, k is the field index, ζ corresponds to the spiral angle and F is the “flutter function.” This field law defines a zero-chromaticity condition, which means the working point of the machine is independent of energy (up to field errors and alignment imperfections). This avoids the need to cross any resonances, which would reduce the beam quality and could lead to beam loss.

Table 2 gives the main design parameters of the FFA ring. The ring consists of ten symmetric cells, each containing a single combined-function spiral magnet. The choice of the number of cells is a compromise between the size of the orbit excursion, which dictates the radial extent of the magnet, and the length of the straight sections required to accommodate the injection and extraction systems.

The betatron functions and dispersion in one lattice cell at injection are shown in Figure 8A. The tune diagram, showing the position of the working point of the machine in relation to the main resonance lines, is shown in Figure 8B. Tracking studies were performed using a step-wise tracking code in which the magnetic field is integrated using a Runge-Kutta algorithm [90]. The magnetic field in the median plane was obtained using the ideal scaling law (Equation 3). Enge functions were used to give the fringe fields. The field out of the median plane was obtained using Maxwell's equations and a 6th-order Taylor expansion of the field. The dynamic acceptance for 100 turns, shown for the horizontal and vertical planes in Figures 8C,D, respectively, is significantly larger than the beam emittance. This statement holds even for the pessimistic scenario in which the emittance is assumed to be ten times larger than nominal. These results confirm that a good machine working point has been chosen.
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FIGURE 8. Beam optics and tracking in the FFA. Twiss βh (blue), βv (purple) functions, and dispersion (green) in one lattice cell of the FFA ring (A). The working point of the FFA ring at (2.83, 1.22) on the tune diagram (B). The results of the horizontal (C) and vertical (D) dynamical acceptance study in the FFA ring, where a 1 mm offset is assumed in the vertical and horizontal planes, respectively.


A full aperture, fast injection of the beam will be performed using a magnetic septum, installed on the inside of the ring, followed by a kicker magnet situated in a consecutive lattice cell, as shown in Figure 7. The specifications of the injection system are dictated by the parameters of the beam at injection, which are summarized for the nominal proton beam in Table 3. The beam at injection has a relatively small emittance and short bunch length, which limits the intensity accepted by the ring due to the space-charge effect. An intensity of ~ 109 protons will be accepted by the ring assuming the nominal beam parameters. Space-charge effects will be severe immediately after injection, but will quickly be reduced due to the debunching of the beam. Fast extraction of the beam over the full aperture will be performed using a kicker magnet followed by a magnetic septum installed in a consecutive lattice cell close to the extraction orbit.


Table 3. Summary of the main parameters for the proton beam at the injection to the FFA ring.
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Acceleration of the beam to 127 MeV will be done using an RF system operating at harmonic number h = 1 with an RF frequency range from 2.89 to 6.48 MHz. The RF voltage required for 10 Hz operation is 0.5 kV. However, at this relatively low voltage the energy acceptance at injection is ±0.7%. Operating with a voltage of 4 kV increases the energy acceptance to ±2%. This voltage can be achieved with one cavity [91]. Here, two cavities are proposed to provide greater operational stability. Normal conducting spiral-scaling FFA magnets, similar to the ones needed for LhARA, have been successfully constructed [89, 92] using either distributed, individually-powered coils on a flat pole piece or using a conventional gap-shaping technique. For the LhARA FFA, we propose a variation of the coil-dominated design recently proposed at the Rutherford Appleton Laboratory in R&D studies for the upgrade of the ISIS neutron and muon source. In this case, the nominal scaling field is achieved using a distribution of single-powered windings on a flat pole piece. The parameter k can then be tuned using up to three additional independently-powered windings. The extent of the fringe field across the radius of the magnet must be carefully controlled using a “field clamp” to achieve zero chromaticity. An active clamp, in which additional windings are placed around one end of the magnet, may be used to control the flutter function and thereby vary independently the vertical tune of the FFA ring. The FFA is required to deliver beams over a range of energy; each energy requiring a particular setting for the ring magnets. Therefore, a laminated magnet design may be required to reduce the time needed to change the field. The magnet gap of 4.7 cm given in Table 2 is estimated assuming a flat-pole design for the magnet.



3.4.3. Extraction Line

Substantial margins in the beam parameters were assumed in the design of the extraction line from the FFA due to uncertainties in the beam distributions originating from the Stage 1 beam transport, the FFA injection line, and potential distortions introduced by the presence of space-charge effects during acceleration in the ring. The beam emittance was therefore allowed to be as large as a factor of 10 greater than the nominal value, which was derived by assuming that the normalized emittance is conserved from the source, through the Stage 1 beam line, and in the FFA ring. In the nominal case, the physical emittance of the beam is affected by adiabatic damping only. Substantial flexibility in the optics of the extraction line is required, as the extraction line must accommodate a wide spectrum of beam conditions to serve the in vitro and in vivo end-stations.

Detailed studies were carried out for proton beams with kinetic energies of 40 and 127 MeV. Table 4 gives the Twiss β values for different beam sizes for the 40 and 127 MeV proton-beam energies assuming a Gaussian beam distribution. The optics and geometric acceptance of the system is approximately the same for the 40 and 127 MeV beams, justifying the working hypothesis that beam emittance is approximately the same for both beam energies. This assumption will be revised as soon as space-charge simulations for the entire system are available.


Table 4. Beam emittance values and target β values for different beam sizes for 40 and 127 MeV beams.
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The first two dipoles and four quadrupoles of the extraction line bend the beam coming from the extraction septum of the FFA such that it is parallel to the low-energy beam line while ensuring that dispersion is closed. Closing the dispersion is critical, as off-momentum particles will follow trajectories different to those followed by particles with the design momentum and therefore impact the size and shape of the beam downstream. The second part of the extraction line consists of four quadrupoles which transport the beam either to the first dipole of the vertical arc that serves the high-energy in vitro end station or to the in vivo end station if this dipole is not energized. These quadrupoles provide the flexibility required to produce the different beam sizes for the in vitro end station, as specified in Table 4.



3.4.4. High-Energy in vitro Beam Line

The high-energy in vitro beam line transports the beam from the extraction line to the high-energy in vitro end station. The 90° vertical bend is a scaled version of the low-energy vertical arc, following the same design principles, and also consists of two bending dipole magnets and six quadrupole magnets. To accommodate the higher beam energies, the lengths of the magnets were scaled in order to ensure that peak magnetic fields were below the saturation limits of normal conducting magnets. The bending dipole magnet lengths were increased to 1.2 m each and the quadrupole lengths were tripled to 0.3 m. The overall length of the arc then becomes 6 m, compared to 4.6 m for the low energy in vitro arc. This difference in arc length means the high-energy in vitro arc finishes about 0.9 m higher than the low-energy one. This difference can easily be accommodated by adjusting the final drift lengths.

The quadrupole strengths for the scaled high-energy in vitro arc were obtained using MADX calculations, tracking simulations using BDSIM show good agreement with these (see Figure 9). The input beam distribution used in BDSIM was assumed to be Gaussian with Twiss β = 46, which gives a beam size of about 10 mm. Small deviations from the BDSIM results were observed in GPT simulations due to space-charge effects.
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FIGURE 9. Comparison of MADX and BDSIM simulation of 40 MeV (left) and a nominal 127 MeV (right) proton beam passing through the high energy in vitro arc simulated with 104 particles (in BDSIM).




3.4.5. In vivo Beam Line

To facilitate efficient small-animal handling, the end station dedicated to in vivo experiments will be positioned adjacent to the principle road access to the facility. If the first dipole of the high-energy in vitro arc is not energized, the beam is sent to the in vivo end station. From the end of the extraction line, 7.7 m of drift is necessary to clear the first bending dipole of the in vitro arc, to provide space for the five RF cavities needed for longitudinal phase-space manipulation and to allow space for diagnostic devices. Following this drift is a further 6.6 m of beam line that includes four quadrupoles, each of length 0.4 m, which are used to perform the final focusing adjustments of the beam delivered to the in vivo end station. A final 1.5 m drift length is reserved for scanning magnets so spot scanning can be performed and to allow for penetration of the shielding of the in vivo end station. In total, the in vivo beam line is 15.6 m in length.

The flexible design can match the various βx,y values given in Table 4, but not the smallest target value of βx,y = 0.039 m for the pessimistic scenario, which is very challenging. To verify that the optics design can provide the required beam sizes, simulations were performed with BDSIM using an input Gaussian beam generated with the Twiss β values given in Table 4. Figure 10 shows the results for a 40 MeV proton beam and a nominal emittance 127 MeV proton beam matched in order to obtain beam sizes of 1, 10, and 30 mm.
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FIGURE 10. MADX and BDSIM simulations of the in vivo beam line for a 40 MeV proton beam (top row) and a nominal 127 MeV proton beam (bottom row) with quadrupoles matched to obtain βx,y = 0.46 m (left), βx,y = 46 m (middle), and βx,y = 410 m (right) at the end of the beam line for 104 particles.





3.5. Instrumentation

Commercial off-the-shelf (COTS) instrumentation will be used for Stages 1 and 2 of LhARA wherever possible. However, the characteristics of the beam (e.g., very high charge-per-bunch, low-to-moderate energy) will require that some custom solutions be developed. The authors are developing two concepts, termed SciWire and SmartPhantom, for the low- and high-energy in vitro end stations, respectively. These detectors can also be used for beam diagnostics and may find application at other facilities. Instrumentation for the detection of secondary particles arising from the interaction of the beam with tissue is not discussed here but is an important area that will be studied in the future.


3.5.1. SciWire

For the Stage 1 beam, the maximum proton energy is 15 MeV. Shot-to-shot characterization of the beam is essential and requires the use of a very thin detector with a fast response. The SciWire [93] is being developed to provide energy and intensity profile measurements for low-energy ion beams. A single SciWire plane consists of two layers of 250 μm square-section scintillating fibers, with the fiber directions in the two layers orthogonal to each other. A series of back-to-back planes provides a homogeneous volume of scintillator. If there are enough planes to stop the beam, the depth of penetration will allow the beam energy to be inferred. This is a destructive measurement so would only be performed when experiments are not running. A single plane, however, can be used for 2D beam-profile measurements while the beam is being delivered for experiments. Light from the SciWire fibers may be detected using a CMOS camera or photodiodes. If the instrumentation is sufficiently fast, the SciWire can be used to derive feedback signals for beam tuning.



3.5.2. SmartPhantom

To study the dose profile of Stage 2 beams in real time, the SmartPhantom [94] is being developed. This is a water-filled phantom, instrumented with planes of scintillating fibers, used to infer the dose distribution with distance. The detection elements of the SmartPhantom are 250 μm diameter, round scintillating fibers. Each fiber station consists of two planes of fibers, in which the fiber directions are orthogonal. Five fiber stations are arranged in the phantom in front of the cell-culture flask. The fibers may be coupled to photodiodes, or a CMOS camera. Simulations in GEANT4 are being used to develop analysis techniques to determine the position of the Bragg peak shot-by-shot. The beam profile and dose delivered can then be calculated in real time.



3.5.3. Beam Line Instrumentation

The requirement for instrumentation begins with the Ti:Sapphire laser. The laser focal spot will be characterized using a camera-based system and high-speed wavefront measurements [95] from COTS vendors.

For the Stage 1 beam line, beam position monitors (BPMs) will be needed for beam steering. Because of the low beam energy, non-intercepting BPMs using capacitive pickup buttons will be used. Custom pickups will be needed to match the beam pipe geometry, but COTS electronics are available. The beam current will be monitored near the end of each beam line, using integrating current toroids (ICT), backed up with the option of insertable multi-layer Faraday cups (MLFC) to give absolute beam current and energy measurements. Beam profiles could be measured by secondary emission monitor (SEM) grids on both Stage 1 and Stage 2 beam lines. For Stage 1, these monitors will be mounted on pneumatic actuators to avoid scattering. Each end station could be equipped with insertable “pepper-pot” emittance monitors and a transverse deflection cavity with fluorescent screen could be provided for bunch shape measurements.

The BPMs on the FFA will require pickup designs suitable for the unusual, wide and shallow vacuum vessel. The FFA at the KURNS facility in Kyoto has a similar layout [96] and uses a kicker and capacitive pickup to perform tune measurements in each transverse direction. A minimum of one BPM every second cell will be used in the FFA so that the beam orbit can be measured. BPMs will also be required close to the injection and extraction septa. The BPM system may be able to use COTS electronics, but the pickups will be based on the KURNS design of multiple electrodes arranged across the vacuum vessel width.

The data acquisition system needs to be able to store calibration data and apply corrections in real time. It is necessary to be able to find the beam center from a profile, even when the profile may be non-Gaussian and possibly asymmetric. Field programmable gate arrays (FPGAs) can be used to perform fast fitting and pattern recognition of beam profiles. The instrumentation will be integrated with the accelerator control system and will provide fast feedback and adjustment of the beam parameters in real time.




3.6. Biological End Stations

In order to deliver a successful radiobiological research programme, high-end and fully equipped in vitro and in vivo end-stations will be housed within the LhARA facility. The two in vitro end-stations (high and low energy) will contain vertically-delivered beam lines which will be used for the irradiation of 2D monolayer and 3D-cell systems (spheroids and patient-derived organoids) in culture. The beam line within the end-stations will be housed in sealed units that will be directly sourced with appropriate gases (carbon dioxide and nitrogen), allowing the cells within culture plates to be incubated for a short time in stable conditions prior to and during irradiation. This will also enable the chamber to act, where necessary, as a hypoxia unit (e.g. 0.1–5% oxygen concentration). Furthermore, these sealed units will contain robotics to enable the numerous cell culture plates housed within to be placed into and taken out of the beam.

The in vitro end-stations will be located within a research laboratory equipped with state-of-the-art facilities. The laboratory will include all the necessary equipment for bench-top science, sample processing and analysis (e.g., refrigerated centrifuges and light/fluorescent microscopes), along with the equipment required for contaminant-free cell culture (e.g., humidified CO2 cell culture incubators, Class II biological safety cabinets), and for the storage of biological samples and specimens (e.g., −20 and −80°C freezers and fridges). The laboratory will also house an X-ray irradiator (allowing direct RBE comparisons between conventional photon irradiation, and the proton and carbon ions delivered by the accelerator), a hypoxia chamber (for long-term hypoxia studies), a robotic workstation (for handling and processing of large sample numbers, aiding high-throughput screening experiments), and an ultra-pure-water delivery system. These facilities will enable a myriad of biological end-points to be investigated in both normal- and tumor-cell models not only from routine clonogenic survival and growth assays, but also from significantly more complex end-points (e.g., inflammation, angiogenesis, senescence, and autophagy).

The in vivo end-station will be served with relatively high-energy proton and carbon ions capable of penetrating deeper into tissues allowing the irradiation of whole animals. The ability to perform in vivo pre-clinical studies is vital for the future effective translation of the research into human cancer patients where optimum treatment strategies and the reduction of side-effects are crucial. The in vivo end-station will allow the irradiation of a number of small-animal models (e.g., xenograft mouse and rat models) which can further promote an examination of particular ions on the appropriate biological end-points (e.g., tumor growth and normal tissue responses). The end-station will contain a small-animal handling area which will allow for the anaesthetization of animals prior to irradiation. To enable the irradiation of small target volumes with a high level of precision and accuracy, an image guidance system (e.g., computed tomography) will be available. The animals will subsequently be placed in temperature-controlled holder tubes enabling the correct positioning of the relevant irradiation area in front of the beam line. The beam size is sufficient to give flexibility in the different irradiation conditions, in particular through passive scattering, pencil-beam scanning, and micro-beam irradiation, to be investigated at both conventional and FLASH dose rates. It is envisaged that the animals will be taken off-site post-irradiation to a nearby animal-holding facility for a follow-up period where biological measurements will be conducted.



3.7. Infrastructure and Integration

The LhARA facility will encompass two floors of roughly 42 m in length and 18 m in width. The ground floor will contain the laser, accelerator, and in vivo end station while the first floor will house the laboratory area and the two in vitro end stations. The entire facility will require radiation protection in the form of concrete shielding. There will be three principal areas: a radiation controlled-access area, a laser controlled-access area, and a laboratory limited-access area.

For a facility such as LhARA, laser, radiation and biological safety are primary concerns. It is envisaged that LhARA will be built at a national laboratory or equivalent research institute which has an established safety-management system and culture in place.

The infrastructure and integration of the LhARA facility will require R&D in four key areas: risk analysis (project risks), risk assessments (safety risks), radiation simulations, and controls development. The risk analysis will cover all aspects of the facility, such as funding and resource availability, not just technical risks. A safety-risk assessment will be performed to describe and control all potential safety risks in the facility. The safety-risk assessment will, to a reasonable degree, identify all pieces of equipment that require safety mitigations and identify control measures that must be put in place. Coupled closely with the safety-risk assessment, radiation simulations will be developed to characterize the radiation hazards in and around the LhARA facility. The last area to require R&D will be the control systems. It is expected that the facility will use the Experimental Physics and Industrial Control System [97], which can be further developed at this stage.




4. PERFORMANCE

The dose distributions delivered to the end stations were evaluated using BDSIM. Figure 11 shows the energy lost by the beam as it enters the low-energy in vitro end station. The beam passes through the vacuum window, a layer of scintillating fiber, and a 5 mm air gap. The beam then enters the cell-sample container, assumed to be polystyrene, which supports a 30 μm thick layer of cells, modeled using the GEANT4 material “G4_SKIN_ICRP” [98]. The transverse momentum of protons in the beam was assumed to follow a Gaussian distribution, with a lateral spread small enough for the beam to be fully contained within the required spot size of 3 cm. Figure 11 shows that a proton beam with 10 MeV kinetic energy does not reach the cell layer. The Bragg peak of a 12 MeV proton beam is located close to the cell layer, while a 15 MeV beam, the maximum energy specified for delivery to the low-energy in vitro end station, has a Bragg peak located beyond the cell layer. LhARA's ability to deliver various beam energies will allow the investigation of the radiobiological effects of irradiation using different parts of the Bragg peak, effectively varying the LET across the sample. RF cavities are placed in both the stage 1 and the stage 2 beam lines to allow the manipulation of the energy of the bunch as a function of time. This facility will allow the study of the impact of a “spread-out Bragg peak” (SOBP).
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FIGURE 11. Energy loss as a function of depth in the low-energy in vitro end station for three mono-energetic proton energies: 10, 12, and 15 MeV. Each beam was simulated using 104 particles at the start of the end station. The material through which the beam passes is indicated above the figure. The vacuum window is plotted at a depth value of 0 m. The beam deposits energy in the vacuum window and the layer of scintillating fiber before passing through an air gap and entering the sample container.


The maximum dose that can be delivered was evaluated for a variety of beam energies. In order for the dose to be reported in units of Gray it is necessary to define the volume within which the energy deposition is to be integrated. Therefore, the dose was estimated from simulations by calculating the energy deposited in a volume of water corresponding in size to the sensitive volume of a PTW 23343 Markus ion chamber [99] placed at the position of the Bragg peak in each case. This choice allows the doses and dose-rates reported here to be compared to those of operating facilities. The cylindrical sensitive volume of the ion chamber has a radius of 2.65 mm and a depth of 2 mm, giving a volume of about 4.4 × 10−8 m3. The total energy deposited within the chamber was recorded and converted into dose in units of Gray.

For the low-energy in vitro end station, the minimum spot size has a diameter of 10 mm, which is larger than the area of the chamber. A single shot of 109 protons at 12 MeV with this spot size deposits 3.1 × 10−4 J in the chamber volume, corresponding to a dose of 7.1 Gy. For this simulation, the thickness of the sample container was reduced so that the Bragg peak could be positioned within the chamber volume. For the bunch length of 7.0 ns, the maximum instantaneous dose rate is 1.0 × 109 Gy/s and the average dose rate is 71 Gy/s, assuming a repetition rate of 10 Hz. A single shot of 109 protons at 15 MeV deposits 5.6 × 10−4 J in the chamber volume, corresponding to a dose of 12.8 Gy. This gives an instantaneous dose rate of 1.8 × 109 Gy/s and an average dose rate of 128 Gy/s assuming the same bunch length and repetition rate as for the 12 MeV case.

For the high-energy in vitro end station, a similar design to the low-energy end station was used, but the air gap was increased from 5 mm to 5 cm and a water phantom was placed at the end of the air gap instead of a cell culture plate. The water phantom used in the simulation was based upon the PTC T41023 water phantom [100]. In addition, the smaller minimum design beam size of 1 mm was used. A single shot of 109 protons at 127 MeV deposits 6.9 × 10−4 J in the chamber at the pristine Bragg peak depth, corresponding to a dose of 15.6 Gy, an instantaneous dose rate of 3.8 × 108 Gy/s and an average dose rate of 156 Gy/s. The end-station design assumed for a 33.4 MeV/u carbon beam was the same as that used for the low-energy in vitro end station due to the limited range in water of the carbon beam. The intensity of the beam is assumed to be a factor of 12 less than that for protons in order to preserve the same strength of the space-charge effect at injection into the FFA with the same beam parameters because the incoherent space charge tune shift is proportional to q2/A and inversely proportional to β2γ3, where q is the particle charge, A its mass number, and β and γ its relativistic parameters. A single pulse of 8.3 × 107 ions deposits 3.2 × 10−3 J at the depth of the pristine Bragg peak, leading to an instantaneous dose rate of 9.7 × 108 Gy/s and a maximum average dose rate of 730 Gy/s.

The expected maximum dose rates are summarized in Table 5. The instantaneous dose rates depend on the bunch length which differs depending on the energies. For the low-energy in vitro line, a 7 ns bunch length is assumed for all energies. For the higher energies, a 127 MeV proton beam is delivered with a bunch length of 41.5 ns, and a bunch length of 75.2 ns for a 33.4 MeV/u carbon beam. The same repetition rate of 10 Hz was used for all energies. The minimum beam size at the start of the end station for the 12 and 15 MeV proton-beam simulations was 1 cm. A 1 mm beam size was used for the 127 MeV proton beam and 33.4 MeV/u carbon-ion beam simulations.


Table 5. Summary of expected maximum dose per pulse and dose rates that LhARA can deliver for minimum beam sizes.

[image: Table 5]



5. CONCLUSIONS

The initial conceptual design of LhARA, the Laser-hybrid Accelerator for Radiobiological Applications, has been described and its performance evaluated in simulations that take into account the key features of the facility. LhARA uses a laser-driven source to create a large flux of protons or light ions which are captured and formed into a beam by strong-focusing plasma lenses, thus evading prevalent space-charge limits on the instantaneous dose rate that can be delivered. Acceleration, performed using a fixed-field alternating-gradient accelerator, preserves the unique flexibility in the time, spectral, and spatial structure of the beam afforded by the laser-driven source. The ability to trigger the laser pulse that initiates the production of protons or ions at LhARA will allow the time structure of the beam to be varied to interrupt the chemical and biological pathways that determine the biological response to ionizing radiation. The almost parallel beam that LhARA will deliver can be varied to illuminate a circular area with a maximum diameter of between 1 and 3 cm with an almost uniform dose, or focused to a spot with diameter of ~ 1 mm. These features will allow radiobiological studies to be carried out in completely new regimens, delivering a variety of ion species in a broad range of time structures and spatial configurations at instantaneous dose rates up to and potentially significantly beyond the current ultra-high dose-rate “FLASH” regime.

The enhanced understanding these studies will provide, may in turn result in new approaches to radiotherapy, decreasing the radio-toxicity for normal tissue while maintaining or enhancing the tumor-control probability. Further, by developing a triggerable system that incorporates dose-deposition imaging in a fast feedback-and-control system, in the long term LhARA has the potential to remove the requirement for a large gantry for proton and ion therapy, laying the foundations for “best in class” treatments to be made available to the many by reducing the footprint of future particle-beam therapy systems.

The radiobiology programme in combination with the demonstration in operation of the laser-hybrid technique means that the LhARA programme has the potential to drive a step-change in the clinical practice of proton- and ion-beam therapy.
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Precise and reliable monitoring of the particle rate is of great importance at accelerator facilities worldwide. In this article we describe the standard beam monitor calibration currently employed at the multi-purpose experimental sites Cave A and Cave M at GSI, where intense highly energetic ion beams are routinely used for a wide variety of experiments. An absolute dose-to-water measurement is performed with an air-filled ionization chamber and transferred into a calibration per primary particle. This is necessary for the raster scanning system used to enable the irradiation of extended fields, required for biophysical experiments in the research fields of particle therapy or space radiation protection. The main focus of this work is to understand through Monte Carlo simulations whether the currently used dosimetry procedure is valid for all the ion species and energies that are provided at GSI Cave A and Cave M by the SIS18 synchrotron and that will be provided by the SIS100 at FAIR. With this aim the detailed geometry of the PTW 30013 Farmer ionization chamber currently used at GSI was implemented in the transport code FLUKA and the beam quality correction factor kQ for different energies and ion species was calculated. Further details about the robustness of the calibration are investigated as well, e.g., appropriate irradiation depth of biological samples. Evidence is presented that for ions above 1 GeV/u the kQ factor decreases due to the density effect, which modifies the water-to-air stopping power ratio at relativistic energies. These findings are of particular importance for future biophysics experiments with ion beams from the SIS100 in the framework of the FAIR project. For energies in the regime of several GeV/u the constant kQ value as used in common practice should be replaced with the energy-dependent correction factor provided in this work.
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1. INTRODUCTION

The majority of radiation biophysics experiments require a beam application systems that can apply a defined and reliable absorbed dose. This is valid both for nuclear physics experiments and irradiations of biological samples. The accuracy of the dosimetry and of the absolute calibration of the beam application system directly translates into that of the experiment.

Radiobiological experiments typically aim on studying and understanding dose-response relationships for different radiation qualities and for various biological endpoints. At GSI, irradiations of biological samples in the research fields of particle therapy or space radiation protection are performed with high-energy heavy ions from the SIS18 synchrotron in Caves A and M, which are equipped with a magnetic scanning system that can deflect ion beams in horizontal and vertical directions. This so-called intensity modulated raster scanning method was developed at GSI as part of the carbon ion therapy pilot project [1]. When homogenous dose distributions are irradiated, the absorbed dose depends on the distance of the scan spots and the number of particles applied per spot. A large area parallel plate ionization chamber is typically used to monitor the beam intensity during the irradiation and to trigger the scanning control system for steering the beam to the next spot when the required particle number is reached. Optionally, especially when performing experiments related to radiotherapy, a position sensitive detector such as a multi wire proportional chamber is used to control the lateral beam position [2].

The beam monitor ionization chamber must be calibrated in terms of the number of primary particles. Adapted from ion-beam therapy, this calibration is typically performed indirectly via an absorbed dose-to-water measurement with an air-filled ionization chamber under defined reference conditions (field size, measurement depth). The calibration in terms of the absorbed dose can be transferred into a calibration in terms of primary particle via the primary fluence obtained by a radiation transport calculation [3, 4].

This beam monitor calibration method is very robust but bares some potential for systematic errors. The reason is that the procedure was developed for carbon ions in the energy range used in radiotherapy, i.e., 70 to 430 MeV/u, while radiobiological experiments performed in Cave A also make use of much heavier ions (typically up to 56Fe) and much higher energies, i.e., up to 1 GeV/u. Therefore, it is necessary to quantify the uncertainty that can result from this variation of the measurement conditions. Systematic errors in dose delivery can also occur if the samples are irradiated at a depth different from the reference depth used for the beam monitor calibration. Even a small difference between the two points can actually make a difference because the entrance channel of the depth dose distributions for heavy ions are not flat.

The aims of the present work are to quantify the accuracy of the beam monitor calibration currently performed at GSI and to investigate with Monte Carlo simulations if the method can be adapted to future radiobiological experiments at the FAIR facility, which will provide heavy ion beams with energies up to 10 GeV/u [5].



2. METHODS AND MATERIALS


2.1. Raster Scanning System in GSI Caves A and M

In GSI Caves A and M a raster scanning system is used to irradiate samples with a defined fluence or dose, which can be delivered homogenously to a well-defined arbitrary area. The raster scanning system is used for both irradiation of biological samples and physics experiments, e.g., nuclear physics measurements or detector tests. The heavy ion pencil beams used for irradiations have an approximately Gaussian lateral profile with a FWHM (full-width-half-maximum) that typically ranges from about 4 to about 12 mm, depending on the ion species, their kinetic energy, the beam exit window and the magnet setting used. When samples are irradiated with the raster scanning system, the area is divided into a raster of scan spots having a typical distance of a few millimeters. When a homogenous field is irradiated, the scan spot distance must be smaller than the [image: image] of the pencil beam to ensure that the Gaussian beam spots can add up to a homogeneous distribution. Once the irradiation is completed, the dose is homogeneous in the center of the irradiated area and falls off with a Gaussian-like profile at the edges. The homogeneous dose at the center of the field results from a homogeneous fluence Φ which can be calculated from Equation (1)

[image: image]

where N is the number of particles per scan spot and dscan is the scan spot distance. The scanning area has to be much larger than the width of the scan spot. It is recommended to keep the scan area 10-20 times larger than the beam FWHM, in order to avoid the outer halo-contributions of the pencil beam spot getting lost in the superposition of the beam spots [6]. For a free-in-air irradiation, assuming a monoenergetic ion beam and neglecting δ electron effects, the absorbed dose to water Dw (the typical dosimetric quantity in radiotherapy and radiobiology) can be estimated according to Equation (2)

[image: image]

where ρw is the density of water and S is the stopping power (energy loss per path length) of water for the ion used for the irradiation. If the irradiation is not done free-in-air, S must be calculated for the particle spectrum at the irradiation depth. However, this is not straightforward due to the complexity of the nuclear fragmentation reactions generating the mixed radiation field.

Since the beam is delivered in spills and the beam intensity is subject to statistical fluctuations coming from the slow extraction of the synchrotron, the delivery time for the required particle number N can vary from spot to spot. The number of ions delivered to the sample is monitored continuously and as soon as the number of ions required for one spot is reached, the beam is moved to the next spot by the scanning magnets. A large area parallel plate ionization chamber positioned in front of the beam exit window is typically used as beam monitor. Depending on the intensity, also a plastic scintillator for low particle rates or a secondary electron monitor (SEETRAM) for high rates can be used. The ionization chamber output signal is transferred into a current-to-frequency converter (IFC), which is an amplifier converting the current output from the parallel plate ionization chamber into digital pulses. One pulse corresponds to a certain charge quantum (e.g., 1 pC) depending on the set sensitivity range. The pulses are continuously generated, so that the output frequency is proportional to the current output from the ionization chamber, which is in turn proportional to the particle rate of the incoming beam. The IFC output is connected to the scanner control unit, which counts the number of pulses and moves the beam from spot to spot when the number of pulses corresponding to the number of particles per spot N is reached. The measurement chain is shown in Figure 1.


[image: Figure 1]
FIGURE 1. Schematic of the setup used in GSI cave A for the calibration of the beam monitor in terms of primary particles via an absolute dose measurement with a Farmer type ionization chamber in a water equivalent plastic phantom. Vertical and horizontal scanning magnets controlled by the scanner control unit deflect a pencil beam to scan over the irradiated sample. The scanner control unit gets an input signal from a current-to-frequency converter (IFC) coupled to the beam monitor, which in GSI Caves A and M is typically a large area parallel plate ionization chamber. The beam monitor measures the number of particles applied per spot, which is used to control the raster scanning system. The schematic is not to scale.


The system needs to be calibrated in terms of number of IFC pulses per number of ions transmitted through the monitor ionization chamber.



2.2. Beam Monitor Calibration

The monitor calibration factor has to be determined experimentally for every ion species at different energies and should be checked daily before the irradiations. Checking the monitor calibration is an important quality assurance task in particle therapy facilities [7, 8]. In principle the beam monitor can be calibrated with different methods [9]. Since the calibration is done in terms of the primary particle number, it could be performed by cross calibration with a particle counter or on basis of a charge or fluence measurement. The first method has the problem that the working intensity ranges of particle counters like plastic scintillators and the monitor ionization chamber are very different, while it is preferable to perform the calibration with the intensity actually used for irradiation of the samples. An instrument that is well-suited to measure the integral charge in an ion beam pulse is the Faraday cup. Some proton therapy centers use Faraday cups as the dosimetric standard for absolute calibration of the beam monitors [9–12]. A Faraday cup does not provide a dose information but directly the primary particle number if the beam is pure. However, Faraday cup measurements are rather sensitive to delta electrons, either scattered inside the collection volume from outside or vice versa. Those perturbations can be prevented e.g., by guard rings and magnetic fields [12] but for high energy beams they get more pronounced due to the increasing delta electron energies. Furthermore, for heavy ion beams there are some additional practical limitations concerning the use of Faraday cups, in particular due to the long range of secondary fragments created in nuclear reactions that would require very thick copper volumes to collect the entire charge carried by the beam. A calibration of the beam monitor can also be performed on basis of a fluence measurement using nuclear track etching detectors like CR39 [13] or fluorescent nuclear track detectors [14]. Before starting up the carbon ion therapy project at GSI, most radiobiological irradiations at Caves A and M were actually based on CR39. The monitor calibration for irradiations with low energy heavy ions at the GSI UNILAC is still being performed like this. However, for high energy heavy ion beams the CR39 etching technique has turned out to be not accurate enough. The main problems lie in the less pronounced tracks at high energy and in the track overlapping at high fluences.

The particle fluence is directly related to the absorbed dose (see Equation 2), therefore an absolute dose measurement can serve as an alternative method to calibrate the beam monitor in terms of primary particle number. Ionization chambers are stable to operate and give more reliable and reproducible measurement results than e.g., nuclear track detectors, especially at high particle beam rates (> 108 ions/s). Therefore, when the carbon therapy project at GSI was started, absolute dosimetry in terms of absorbed dose to water using thimble ionization chambers was established as the standard for ion beam therapy irradiations of patients and biological samples with high energy heavy ions [3, 4].

The IAEA TRS-398 code of practice gives basic recommendations on how to perform absolute dosimetry in terms of absorbed dose to water with air-filled ionization chambers for all kinds of radiotherapy beams [15]. Especially for protons, there have been a lot of recent investigations to further improve the proposed techniques and to establish a common standard [12, 16]. The method developed for carbon therapy at GSI (also applied almost identically at the clinical ion-beam therapy centers in Heidelberg and Marburg) makes use of a Farmer-type ionization chamber (PTW Farmer 30013) positioned at a low depth in a water-equivalent plastic (RW3) phantom [3, 4]. The signal of the Farmer chamber is read out with a high precision electrometer. At GSI Caves A and M a UNIDOS E universal dosimeter is used. The Farmer chamber is inserted into a 2 cm thick phantom made of water equivalent plastic (RW3) [3, 4]. The effective water equivalent measurement depth of the Farmer chamber in the phantom is 4.8 mm, to which the beam exit window, monitor chamber and air gap (typically about 2 mm of water equivalent depth) must be added. This depth is large enough to ensure δ electron equilibrium (the depth dose profile shows a build-up effect due to δ electrons in the first millimeters) but also low enough to approximate the beam as pure (with increasing depth more and more primary ions fragment into lighter ions). For the calibration measurements, the reference chamber is irradiated by a large scanned field (at least 5 × 5 cm2) which should preferably be re-scanned multiple times to achieve a homogeneous dose distribution. The absorbed dose to water at the reference depth per primary fluence has to be known to calibrate the beam monitor in terms of primary particle number (see Equation 2). The most precise way to obtain this relation is the calculation with a suitable radiation transport code (e.g., Monte Carlo codes like Geant4 [17] or FLUKA [18–20]), considering all materials in the beam line (vacuum exit window, beam monitors, air gaps, RW3 phantom).

Notably, systematic discrepancies, in the order of a few percent, between fluence measurements and absorbed dose to water measurements based on air-filled ionization chambers, have been reported [12–14]. Those deviations have not been fully explained yet. However, in GSI Caves A and M they rely on the usage of ionization chambers as it is the standard method in particle therapy, which is the main background of the research activities performed. In addition, recent water calorimetry experiments have shown good agreement with the ionization chamber concept [21, 22].



2.3. Dose Measurement and Correction Factors

The Farmer ionization chamber is a commonly used ionization chamber type for absolute dose measurements in radiotherapy. The one used in Caves A and M is a PTW TM30013 Farmer chamber, which consists of a vented cylindrical-shaped air volume (nominal volume 0.6 cm3) with a central electrode and is surrounded by a graphite electrode within a waterproof plastic housing. Further details about the Farmer chamber can be found in [15]. The ionization chamber is read out with a PTW UNIDOS E universal electrometer.

The following basic dosimetric equation describes how to determine the absorbed dose to water using an air-filled ionization chamber:

[image: image]

ND,w is the calibration factor in terms of absorbed dose to water provided by the manufacturer (converting the measured charge to absorbed dose to water), determined with 60Co photons at a water depth of 5 cm. ND,w is tracable to the secondary standard 60Co source of the PTW dosimetry company. kQ is the beam quality correction factor, which takes into account the different responses of the ionization chamber to the operational beam quality Q (e.g., heavy ions) and to the calibration quality Q0 (60Co photons). zref is the reference depth in water used for the beam monitor calibration. If a cylindrical ionization chamber is used for the dose measurement, not the reference point of the ionization chamber (central electrode) but the effective point of measurement has to be positioned at the reference depth. For proton and heavy ion dosimetry with cylindrical ionization chambers the effective point of measurement is located 0.75·r upstream of the reference point where r is the inner radius of the chamber [15]. Taking the effective point of measurement into account is of particular importance for the beam monitor calibration if the depth dose profile has a gradient at the measurement depth. Mcorr is the electrometer charge reading from the ionization chamber corrected for changes in air density, incomplete saturation and polarity effects. Details on those corrections are found in the existing dosimetry protocols (e.g., TRS-398 [15] or DIN-6801-1 [23]).



2.4. Dosimetry in GSI Caves A and M

In GSI Caves A and M on a daily basis, before the absolute dose measurement, the kTP correction factor accounting for changes in air density is determined. It takes into account differences in temperature and pressure between the air filling conditions in the cave and those during the calibration of the ionization chamber. kTP is determined according to the TRS-398 dosimetry potocol [15].

An irradiation plan for a certain dose is prepared assuming a theoretical calibration factor fe, which is then corrected according to the difference between the planned dose and the dose read out with the electrometer. This is how the beam monitor calibration is performed at GSI Caves A and M.

In the absence of calculations performed with a suitable radiation transport code, an estimation of the monitor calibration factor fe (beam particles per monitor pulse) can be obtained by:

[image: image]

F is the conversion factor of the current-to-frequency converter (charge per pulse from the IFC, e.g., 1 pF/pulse. E is the average energy deposited by a single beam particle in the active volume of the parallel plate ionization chamber [24], which can be estimated multiplying the linear energy transfer of the particle in the gas filling of the chamber by the thickness of the active volume of the chamber. The W-value is the mean energy required to form an ion pair in the detector gas [15], and e is the elementary charge. Examples of W-values given in the literature [25, 26] can be found in Table 1. In general, the W-value is specific for different detector gases and depends on the radiation quality, i.e., radiation type and energy. However, empirical observations show that for protons and heavy ions the W-value is rather independent of the ion type and energy at the high energies treated in this work [3, 27]. The values given for the gas mixture 80% argon and 20% carbon dioxide (volume percentages), which is the typical detector gas mixture used in the GSI beam monitor chambers, were obtained through the formula [image: image] [28], where Ci are the mass concentrations of the gas components in the mixture.


Table 1. Examples of recommended W-values for protons and heavy ions in the gas mixtures typically filling the ionization chambers used at GSI Caves A and M.

[image: Table 1]

Once the monitor calibration factor fe is determined, the free-in-air absorbed dose to water Dw can be related to the primary fluence through the following approximation:

[image: image]

n being the number of accumulated IFC pulses per beam spot before switching to the next spot.



2.5. Beam Quality Correction Factor kQ

The kQ correction factor is specific for the ionization chamber model and depends on the beam quality. In the TRS-398 dosimetry protocol [15] a table of recommended (theoretical) heavy ion kQ values for different ionization chamber types is given, however, it is not distinguished between different heavy ions due to the lack of data at the time of publication. For the PTW Farmer 30013 ionization chamber, a kQ = 1.032 is recommended. This is the value used for the monitor calibration that is performed before all radiobiological experiments at GSI Caves A and M. Since the kQ values given in TRS-398 are stated valid only for ions between 4He and 40Ar at energies between 100 and 450 MeV/u, but GSI also delivers heavier ions (e.g., 56Fe) with higher energies (up to 1 GeV/u), the validity of the kQ value requires further attention. Especially in view of the future FAIR facility where energies of up to 10 GeV/u will be available for radiobiological experiments, it is necessary to further investigate the assumption of an energy and ion independent kQ. In the TRS-398 protocol kQ is derived by Equation (6)

[image: image]

where Sw, air denotes the water-to-air stopping power ratio at the operational beam quality Q and at the calibration beam quality Q0 (60Co photons). Wair is the mean energy required to form an ion pair in air and p is the perturbation factor of the ionization chamber that accounts for its deviation from being an ideal Bragg-Gray detector [15]. For protons and heavy ions, TRS-398 assumes the detector perturbation to be negligible (pQ = 1).

Today advanced computational methods, in particular powerful Monte Carlo codes, are available to study the response of ionization chambers in different radiation fields [29–32]. The calculation of kQ factors by means of Monte Carlo simulation can be also described by Equation (7) [33, 34]:

[image: image]

where Dw is the absorbed dose scored in a small water voxel at the effective point of measurement of the ionization chamber and [image: image] is the absorbed dose scored in the active air volume of the ionization chamber (modeled in full geometrical detail). The ratio of the Wair values is the same as in Equation (6) and must be obtained from experiments or from literature (in this work the values from the recent ICRU 90 publication [25] were used, see also Table 1).

Recently, a high precision measurement of the kQ value of the PTW 30013 Farmer chamber for 383 MeV/u 12C ions by means of water calorimetry has been performed at HIT, Heidelberg [21]. It is in good agreement with the TRS-398 recommended value.



2.6. Monte Carlo Simulations

Monte Carlo simulations using the FLUKA code (version 2011.2x.5) were performed to obtain [image: image] ratios to calculate kQ correction factors according to Equation (7). Simulations were carried out for different ion species (1H, 4He, 12C, 40Ar, 56Fe) at different energies (350 MeV/u, 1 GeV/u, 4 GeV/u, 10 GeV/u) for a field size of 5 × 5 cm2. The geometry of the PTW 30013 Farmer chamber was modeled according to blueprints from the manufacturer (geometry with delta electron tracks shown in Figure 2) and it was positioned with the effective point of measurement at a water depth of 7 mm, a typical measurement depth at GSI Cave A (4.8 mm phantom depth plus about 2 mm vacuum window, monitor chamber and air gap). The mean dose in the active volume [image: image] was scored in the air volume inside the chamber. The absorbed dose to water at the reference point Dw was obtained in a separate simulation where a small scoring voxel (0.2 cm3) made of water was positioned at the measurement depth.


[image: Figure 2]
FIGURE 2. FLUKA simulation of the irradiation of a PTW 30013 Farmer ionization chamber in a water phantom with 1 GeV/u 56Fe ions. The tracks of the δ electrons produced by interaction of the primary ions with the phantom material are shown.


In FLUKA, charged particles can be transported down to 1 keV and their energy loss is treated with a condensed history approach. Single Coulomb scattering events are condensed in a multiple scattering algorithm. Hadron–nucleus collisions are treated via the PEANUT model while nucleus-nucleus collisions are treated via the BME for kinetic energies below 125 MeV/u and via the RQMD model for higher energies.

The transport settings were chosen to be the same as reported by Baumann et al. [33] because they were optimized specifically for ionization chamber calculations with heavy charged particles. All simulations were performed with full electromagnetic transport (photon and electron transport down to 1 keV) and with the physics models set to the highest precision level (e.g., full Rayleigh and Coulomb scatter corrections, heavy fragment evaporation and coalescence). Recently, a Fano cavity test performed by Lourenco et al. [35] showed that the FLUKA code passes the test within 0.15% if the step size in the multiple Coulomb scattering algorithm is set small enough compared to the dimensions of the cavity of interest. Therefore, in order to maximize the transport precision for the simulations of the energy deposition in the small cavities, the multiple Coulomb scattering was suppressed in these regions by adding the MULSOPT card to the FLUKA input file. Using this card, the minimum step length for multiple Coulomb scattering was increased by a factor of 10000 and single scattering was activated.

The material definitions of air, graphite and water were defined according to the ICRU 90 recommendations [25] (details reported by Baumann et al. [33]). For the other materials (e.g., PMMA, aluminum), the standard FLUKA definitions were used.

The most recent Wair values for heavy ions and 60Co photons from the ICRU 90 report [25] (34.71 eV±1.5% for heavy ions and 33.97 eV±0.35% for 60Co photons) were used instead of the values given in TRS-398 [15]. The PTW 30013 Farmer chamber [image: image] ratio for 60Co photons was taken from [34] as 1.112 ± 0.1%.

For an independent calculation of kQ according to the original definition using Equation (6), the energy-dependent water-to-air stopping power ratios (Sw,air)Q were extracted from FLUKA for the different ions by using the DELTARAY card. The heavy ion perturbation factors were assumed to be negligible (pQ = 1 as recommended in TRS-398 [15]). The product of the stopping power ratio and the perturbation factor (Sw,air)Q0·pQ0 = 1.112 for 60Co photons were also taken from TRS-398 [15]. The Wair values used for the calculations were the same as stated above (taken from the ICRU 90 report [25]).

Simulations of the laterally integrated depth dose profiles for 1H, 12C, and 56Fe ions in water at two different energies were performed with the aim of evaluating the error in the dose delivery due to an eventual difference between the reference depth of the beam monitor calibration (4.8 mm) and the actual depth of the irradiated samples. These simulations were performed in a water phantom (50 × 50 cm2) and the elements of the beamline were simplified as 1 mm water slab followed by 1 m of air.




3. RESULTS AND DISCUSSION


3.1. Energy and Ion Dependence of the Water-to-Air Stopping Power Ratio

The FLUKA code allows an extraction of stopping power tables. From the tables for water and air, the water-to-air stopping power ratio Sw,air as a function of energy for different ions was obtained. The results are shown in Figure 3 and are in accordance with recent data reported by other authors [36].


[image: Figure 3]
FIGURE 3. Unrestricted water-to-air stopping power ratio Sw,air as a function of energy for 1H, 4He, 12C, 40Ar, and 56Fe ions extracted from the FLUKA Monte Carlo code. The energy ranges provided by the heavy ion accelerators SIS18 and SIS100 are indicated.


It can be observed that the water-to-air stopping power ratio is independent of the ion species for energies above 100 MeV/u, which justifies the assumption of a kQ value independent of the ion species if ion type specific detector perturbations and variations of the Wair value are neglected. The (Wair)Q term of Equation (6) is indeed assumed to be ion independent within a 1.5% uncertainty [25]. Concerning the pQ term, ion specific variations in the level of permille or even percent can be expected, however, there are no reliable experimental data on heavy ion perturbation factors and their calculation would require very realistic and well benchmarked transport codes. New precision measurements of all dosimetric key data for heavy ions, especially the Wair value, would be useful to decrease the overall uncertainty of the kQ value.

From Figure 3 it can also be observed that above 1 GeV/u, when the ions get highly relativistic, the stopping power ratio is not constant anymore, but drops down steeply. This decrease is due to the density effect, which causes a reduction of the stopping power of water for high-energy ions while it does not affect the stopping power of air as its density is about 1, 000 times lower than the density of water. Therefore, air-filled ionization chambers show an over-response to high energetic ions if applied for absorbed dose to water measurements. This has to be taken into account within the beam quality correction. This effect is well-known for dosimetry in high energy photon therapy [37], but it is a novelty in the scope of ion beam dosimetry for the unique high energy heavy ion beams that will be available at FAIR. The assumption of an energy-independent kQ value seems therefore reasonable in the kinetic energy range 100 MeV/u to 1 GeV/u, which are the energies provided by the current GSI SIS18 accelerator, while for ions with greater energies, which will be available with the future SIS100 synchrotron at FAIR, an energy-specific kQ value should be used instead.



3.2. Energy and Ion Dependence of the PTW 30013 Farmer Chamber Beam Quality Correction Factor kQ

[image: image] ratios for 1H, 4He, 12C, 40Ar, and 56Fe ions were obtained with FLUKA radiation transport simulations through a geometrical model of the PTW Farmer chamber and a water geometry with a small scoring voxel at the effective measurement position of the chamber. From these dose ratios, beam quality correction factors kQ were obtained for the ions listed above over a wide span of energies using Equation (7). The results are reported in Table 2.


Table 2. Beam quality correction factors kQ for the PTW 30013 Farmer ionization chamber positioned with the effective point of measurement at a water depth of 7 mm for 1H, 4He, 12C, 40Ar, and 56Fe calculated with the FLUKA code for kinetic energies of 350 MeV/u, 1 GeV/u, 4 GeV/u, and 10 GeV/u.

[image: Table 2]

In Figure 4 they are compared with the constant value kQ = 1.032, which is recommended for heavy ions by the TRS-398 protocol [15] and currently used for the beam monitor calibration at GSI Cave A and M. Additionally, they are compared with an energy-dependent calculation based on the formalism from TRS-398 (Equation 6) using as input for the term (Sw,air)Q the energy-dependent water-to-air stopping power ratios from FLUKA (Figure 3). Also the kQ value measured for 383 MeV/u 12C by means of calorimetry [21] is reported.


[image: Figure 4]
FIGURE 4. Beam quality correction factor kQ for the PTW 30013 Farmer ionization chamber positioned with the effective point of measurement at a water depth of 7 mm for 1H, 4He, 12C, 40Ar, and 56Fe calculated using [image: image] from FLUKA simulations as inputs for Equation (7) (symbols) are compared with the constant heavy ion kQ recommended in the TRS-398 dosimetry protocol [15] (dashed line) and an energy-dependent calculation using the water-to-air stopping power ratio for protons extracted from the FLUKA code in Equation (6) (solid line). For comparison a 12C kQ value measured by means of water calorimetry [21] is shown. The energy ranges provided by the heavy ion accelerators SIS18 and SIS100 are indicated.


The error bars of the FLUKA data points contain the statistical uncertainty of the Monte Carlo simulation and the systematic uncertainties of the other input parameters of Equation (7). The uncertainties are discussed in detail in section 3.4. It can be seen that the kQ value for 350 MeV/u 12C ions calculated with FLUKA and the value measured by Osinga-Blaettermann [21] at the 12C ion therapy facility HIT in Heidelberg by means of water calorimetry, are in good agreement. This is a confirmation of the validity of the FLUKA simulations performed within this study. By comparing the FLUKA simulation results with the constant kQ value given in the TRS-398 protocol (dashed line) it can be observed that the value recommended in the protocol is perfectly suited for 12C ions at therapeutic energies. However, it also shows that a constant kQ should only be used for energies lower than 1 GeV/u. The kQ calculated using the energy-dependent water-to-air stopping power ratio for protons from FLUKA (above 100 MeV/u it is practically independent of the ion species) as input for Equation (6) (solid line) reflects well the trend of the single kQ values obtained by detailed ionization chamber simulation. At energies between 100 MeV/u and 1 GeV/u it is practically identical to the constant value (dashed line). The same drop as in Figure 3 due to the density effect above 1 GeV/u can be observed. The agreement of the single data points and the solid line is within 2.5%. The deviations of the data points from the solid line and the differences between the various ion species can be ascribed to the perturbation factors pQ (see Equation 6), which are neglected in the simplified calculation (assumption: pQ = 1) but considered by the full Monte Carlo calculation.

Figures 3, 4 indicate that the assumption of an energy-independent kQ value is reasonable for energies below 1 GeV/u, which is the energy range currently used at GSI Cave A, but not appropriate for higher energies, which will be available at FAIR. Indeed, not taking into account the energy dependence of the correction factor kQ would lead to a systematic error in absolute dosimetry of up to 7.5% at energies of 10 GeV/u. This error would directly translate into the absolute calibration of the dose application system and needs to be avoided. The variation of the kQ factor for different ion species due to different detector perturbations is in the order of 2.5%, which is in the same order as the systematic uncertainty of the calculated kQ values. Those different detector perturbations for different ions might be negligible in view of the accuracy needed for radiobiological experiments.

TRS-398 recommends to use the residual range as beam quality specifier for proton beams, while for heavy ions no unique specifier is given. Figure 4 shows that the (residual) energy per nucleon could be used as a reasonable index of the beam quality for dose measurements in the entrance channel of high energy heavy ion beams. Therefore, for practical use we recommend to apply the energy-dependent kQ value calculated according to the TRS-398 formalism (solid line in Figure 4) for absolute dosimetry and beam monitor calibration in future radiobiological experiments at FAIR.



3.3. Heavy Ion Depth Dose Profiles: Robustness of the Dose Delivery

The depth dose profile at low depth is determined by the interplay of four different effects: (1) in the first millimeters of the target, there is a steep dose build-up until a δ electron equilibrium is reached [38, 39]. Its extension depends on the maximum δ electron energy and therefore on the velocity of the primary ions. (2) The energy loss of the primary ions in the target leads to an increase of their energy loss with depth and therefore to an increase of the dose. On the other hand, fragmentation reactions can (3) decrease or (4) increase the mean energy loss. The decrease is due to removal of primary ions and the increase to the build-up of secondary fragments, which is partly overlaid by the δ electron build-up. How these effects superimpose is not trivial and depends on many factors. Figure 5 shows calculated depth dose profiles in water for 1H, 12C, and 56Fe ions at different energies. As the measurement of the absolute dose is performed with the Farmer chamber at a water depth of 4.8 mm, this is the only depth where the absolute dose is accurately determined. For this reason the dose is normalized to a water depth of 4.8 mm with the aim of studying the robustness of the dose delivery if the actual depth of the irradiated samples deviates from the reference depth.


[image: Figure 5]
FIGURE 5. Depth dose profiles for 1H, 12C, and 56Fe ions at two different energies obtained with FLUKA simulations: one energy corresponds to a penetration depth of about 25 cm in water and the other is the maximum energy provided by SIS100 (10 GeV/u). The dose is normalized to a water depth of 4.8 mm, which is the reference depth for the beam monitor calibration. It is the only depth where the absolute dose is accurately determined. In the left panel the profiles up to a water depth of 30 cm are reported, while in the right panel the depth dose profiles are shown with a zoom into the entrance channel.


Figure 5 shows that the entrance channel of the depth dose profile is not a plateau for most heavy ion beams. Therefore irradiations of radiobiological samples should preferably be performed at the reference depth. If the sample is irradiated at a different depth, the dose might vary significantly, even if the shift is only a few millimeters. For this reason, the relative dose profile should be calculated using a reliable radiation transport code that considers all relevant physical effects. From the calculated depth dose profile normalized to the reference depth (like the profiles shown in Figure 5) and from the nominal dose measured by the beam monitor, the dose at the actual irradiation depth can be obtained.



3.4. Uncertainty Analysis

Table 3 breaks down the uncertainty of calculated kQ values obtained by means of Monte Carlo simulations according to Equation (7) (uncertainties in Table 2 and Figure 4) in its components. All stated uncertainties describe 1σ of the confidence interval.


Table 3. Contributions to the uncertainty of heavy ion kQ values obtained by Monte Carlo simulations.
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The type A uncertainty of Monte Carlo simulations due to the limited number of particle histories can be calculated as the standard deviation of the output from individual simulation runs using different random number seeds. They are considerably larger for the heavy ion simulations than for the 60Co photons because photon simulations are more efficient in terms of calculation time.

The type B uncertainty of Monte Carlo calculated [image: image] ratios (due to uncertainties in the radiation physics and transport models, geometry, etc.) were estimated to be 0.5% based on an intercode comparison by Baumann et al. [33] and a benchmark experiment by Renner et al. [40]. The corresponding type B uncertainty of the [image: image] ratios from FLUKA simulations is more difficult to estimate but certainly larger than the uncertainty for 60Co photons. The water-to-air stopping power ratios in FLUKA (shown in Figure 3) can be considered realistic, however, inaccuracies in the physics models (in particular those describing nuclear reactions) or simplifications in the detector geometry model can lead to uncertainties in the predictions of detector perturbations. The type B uncertainty of the [image: image] ratio was estimated to be about 1−2% and probably depends on the ion species and energy since the FLUKA code is for some ions better benchmarked than for others. Especially for 12C ions in the therapeutic energy range its transport and physics models are well-developed [41] which reflects in the good agreement of the Monte Carlo result and the water calorimetry measurement (see Figure 4).

Since the Wair values are required as input in Equation (7) also their uncertainties have to be considered for calculated kQ values. While the uncertainty of the 60Co literature value [image: image] is rather low, the corresponding (Wair)heavy ion = 34.71±1.5% value has a considerably larger uncertainty. A reduction of this uncertainty by new measurements would increase the accuracy of calculations in heavy ion dosimetry. Even if the stated uncertainty is lower, the (Wair)proton = 34.44±0.4% value shown in Table 1 was not used for the kQ calculations, because it was optimized specifically for protons in the therapeutic energy range (50−250 MeV/u) while the proton simulations in this work were done for 350 MeV and above.

Aside from the kQ value, also other factors contribute to the overall uncertainty of an absolute dose measurement and beam monitor calibration in terms of primary particle number. In Table 4 estimated uncertainties of the input quantities of Equation (3) and the conversion into primary fluence are listed.


Table 4. Uncertainties of beam monitor calibration in terms of primary particle number.

[image: Table 4]

The uncertainty of the calibration factor ND,w determined with 60Co photons can differ slightly between individual chamber models and is typically listed in the calibration sheet (0.55% for the PTW 30013 Farmer used at GSI). The estimated typical value of 0.5% is in accordance with a recent dosimetry intercomparison between different proton therapy centers where an agreement on that scale was described [42]. The uncertainty of ND,w could in principle be further reduced by calibration at a primary standard dosimetry laboratory instead of using a secondary standard 60Co source which is the common procedure for instance at the company PTW. However, as pointed out in TRS-398 [15] the overall improvement is only marginal while the effort would increase strongly.

For 12C ions a precise calorimetric measurement of kQ with an uncertainty <1% is available, while for other ions such experimental kQ values are missing. Therefore, Monte Carlo calculated kQ values for different ions with uncertainties around 2−3% are provided in this work for the energy range that will be available for radiobiological experiments at the FAIR facility.

Another important quantity for the calibration of the beam monitor in terms of primary particle numbers is the absorbed dose to water at the reference depth per primary fluence Dw(zref)/Φ which is typically obtained by Monte Carlo simulation. Its uncertainty can be considered to be low for well-characterized particles like protons or 12C ions at therapeutic energies (in the order of 1% [43]) but is estimated up to 5% for more exotic ions and energies. As for the [image: image] ratios, the main uncertainty in the Monte Carlo simulation are the nuclear reaction models. An inaccurate modeling of the attenuation or build-up effects (see Figure 5) leads to uncertainties in the absorbed dose to water at the reference depth. For radiobiological irradiations where the quantity of interest is typically absorbed dose, the uncertainty of Dw(zref)/Φ is of minor importance. However, in some experiments an accurate determination of the primary particle number is required. An example are recent attempts to measure absolute nuclear reaction cross sections by means of activation where the determination of the primary particle number represented a major source of uncertainty [44, 45].

In summary the estimated uncertainties, considering that they are independent, add up to values between 1.5% (lower values) and 5.9% (upper values) for the absolute monitor calibration in terms of primary particle number. The lower uncertainty can be reached for the well-characterized protons and 12C ions in the therapeutic energy range while for other ion species the calibration will be less accurate. Improvements in accuracy can be reached by further development and benchmarking of Monte Carlo transport models against experimental data, but also by new measurements of dosimetric key data like heavy ion Wair values or direct measurement of kQ values by means of water calorimetry.




4. CONCLUSIONS

The absolute dosimetry and beam monitor calibration procedure as currently applied at GSI Cave A and M were explained in detail and an uncertainty analysis was performed. The accuracy of the beam quality correction factor kQ to be applied for the PTW 30013 Farmer ionization chamber was studied in detail as it is a main contributor to the overall accuracy of the calibration procedure and subsequent dose delivery. The Monte Carlo study performed within the present work showed that the assumption of kQ being ion independent is valid within an uncertainty of 2.5%, while the assumption of kQ being energy independent is valid only up to energies of 1 GeV/u. Therefore, the constant value kQ = 1.032 recommended for the PTW 30013 chamber and heavy ions by the TRS-398 protocol [15] and currently used for the beam monitor calibration at GSI Caves A and M, is suitable for the experiments currently performed. However, for experiments at FAIR, in which the energy of the accelerated ions will reach up to 10 GeV/u, the constant kQ value should be replaced with the energy-dependent correction factor provided in this work. The reason for the need of an energy-dependent beam quality correction factor has been identified as the density effect on the water-to-air stopping power ratio.

In addition, it is recommended to irradiate biological samples at the reference depth of 4.8 mm. If a sample has a lower depth by itself, for instance cell flasks with a typical wall thickness of 1 mm, it is recommended to introduce a bolus preferably consisting of water-equivalent material (e.g., PMMA or RW3).
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Cognitive dysfunction induced by ionizing radiation remains a major concern in radiation therapy as well as in space mission projects. Both fields require sophisticated approaches to improve protection of the brain and its neuronal circuits. Radiation therapy related research focusses on advanced techniques imposing maximal effect on the tumor while minimizing toxicity to the surrounding tissue. Research for example has led to the revival of spatially fractionated radiation therapy (SFRT) and the advent of FLASH radiotherapy. To investigate the influence of the space radiation environment on brain cells, low dose, high LET radiation in addition to simulated microgravity have to be studied. Both research areas, however, call for cutting-edge cellular systems that faithfully resemble the architecture of the human brain, its development and its regeneration to understand the mechanisms of radiation-induced neurotoxicity and their prevention. In this review, we discuss the proposed mechanisms of neurotoxicity such as the loss of complexity within the neuronal networks, vascular changes, or neuroinflammation. We compare the current in vivo and in vitro studies of neurotoxicity including animal models, animal and human neural stem cells, and neurosphere models. Particularly, we will address the new and promising technique of generating human brain organoids and their potential use in radiation biology.
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INTRODUCTION

Humans are unavoidably exposed to ionizing radiation (IR) from environmental and artificial sources [1]. The severity of radiation effects on the human organism depends on the dose and quality of radiation. High-LET (linear energy transfer) charged particles like carbon (12C) ions lead, due to densely ionization events, to more severe damage compared to sparsely ionizing low-LET radiation, e.g., X- and γ-rays [2]. Regarding radiation impacts, the human brain is divided into different sub-structures at risk [3], but the effects of IR on the brain are still poorly understood. Thus, additional research is required in the fields of radiation therapy and space research for adapted risk assessment and for the development of adequate shielding methods [4, 5]. Cell [6] and animal models [7] provided first insights into the mechanisms underlying radiation-induced neurotoxicity such as impaired connectivity and neuronal function that govern cognitive capabilities. However, these models lack the unique and complex architecture of the human brain, e.g., expanded neuronal cell diversity of millions of neurons organized in distinct functional regions, allowing higher cognitive abilities in humans [8]. So-called cerebral brain organoids exhibit several key features of the in vivo brain architecture and cell complexity and thus offer a more realistic microenvironment to investigate the impact of different noxae on the human brain [9]. This innovative model may improve our understanding of the mechanisms of radiation-induced late effects and enable the development of adequate countermeasures. Furthermore, brain organoids could be helpful to test the impact of novel irradiation modalities like SFRT and FLASH therapy before they are applied to the clinics.



NEUROTOXIC EFFECTS OF IONIZING RADIATION ON THE HUMAN BRAIN

The present knowledge of IR effects on the human brain is based primarily on data from epidemiological studies, particularly on Japanese atomic bomb survivors, as well as on cancer patients treated with radiotherapy. However, the affected persons were exposed at different ages and to different radiation qualities that influenced the varying outcomes of the radiation impacts [10, 11].

Epidemiological studies of prenatally exposed atomic-bomb survivors of Hiroshima and Nagasaki demonstrate that IR has, dependent on the dose and developmental stage, adverse effects on the developing brain. These manifest themselves in reduced head volumes in ~42 % of the children irradiated in utero with doses from 0.5 to 0.99 Gy at gestational weeks 8–15 [12]. Additionally, exposure to 0.5–0.99 Gy negatively affected the neurocognition, shown in a decline in school performances in 38 % [13] and a reduction of 21–29 points in intelligence quotient (IQ)-tests per 1 Gy absorbed dose for individuals irradiated at gestational weeks 8–15 [14]. These studies demonstrate the harmful effects of IR on the developing brain, particularly at critical stages of neocortical development, such as gestational weeks 8–15. Furthermore, a cohort study of children that underwent conventional photon-radiotherapy with doses of 0.01–2.8 Gy during infancy (<18 months) due to cutaneous hemangioma, displayed cognitive impairments at the age of 18/19 years. These effects were noticeable as a decrease in high school attendance at doses greater than 0.1 Gy as well as a dose-response relation for cognitive performance measured by cognitive tests aimed at learning ability, and logical reasoning [15]. IR-induced long-term effects also have been reported for pediatric and adult patients with primary or metastatic brain tumors receiving 4–65 Gy cranial photon-radiotherapy [11]. Adverse effects become apparent ≥6 month after treatment and manifest themselves in progressive impairments, which are comparable with Alzheimer's disease, such as deficits in memory, executive function, sustained attention, processing speed and learning, leading to a reduction of the patient's quality of life [11, 16, 17]. The extend of the radiation damage depends on age at irradiation, total dose, fractionation, and field size and the combination with other noxae, e.g., chemotherapeutics [11, 17]. Children are more strongly affected than adults due to the higher radio-sensitivities of the developing brain and a longer lifespan. It was shown that children that received 20–55 Gy of craniospinal photon radiotherapy due to central nervous system (CNS) malignancies at the age of ≤ 3 years displayed intellectual disability (Ø = −1.34 IQ-points per year) compared to non-irradiated children (Ø = + 0.91 IQ-points per year) [18]. This phenomenon was observable after the completion of therapy and during the follow-up time of ~7.5 years. Also, photon irradiation of adult patients with primary, supratentorial brain tumors verifiably led to radiation-induced cognitive deficits, measured by worse results in experimental memory tests after fractionated radiotherapy with a total dose to the tumor of about 46–63 Gy [19]. Altogether, these studies confirm conventional treatment related impairments at any age of patients. Even though photon-based radiotherapy has been continually improved and still remains the standard modality for the treatment of brain tumors, particle-based radiotherapy that mostly relies on protons and carbon ions and enables a more efficient treatment of brain cancer patients, came into focus [20]. In contrast to photons, particle irradiation exhibits an advantageous dose distribution due to a unique absorption profile in the tissue with lower entrance doses and well-defined depth range with maximum dose deposition and increasing relative biological effectiveness (RBE) at the end of their range, called Bragg Peak. This depth-dose profile enables precise irradiation of deep-seated tumors while sparing the surrounding healthy tissue [21]. The use of protons and heavy ions to treat cancer was invented by researchers of the Lawrence Berkeley Laboratory, CA, USA in 1958 (Berkeley “synchrocyclotron”) [22]. However, it was first implemented clinically in Japan, in 1994, using the Heavy Ion Medical Accelerator in Chiba (HIMAC) [23]. In Europe, a patient pilot study (1997–2008) with 12C-ions at the Heavy Ion Synchrotron (SIS18) at GSI Helmholtz Center for Heavy Ion Research, Darmstadt (Germany), showed a promising outcome of tumor control and minimal toxicity for irradiation of skull base chordomas and chondrosarcomas [21, 24]. It led to the transfer of particle radiotherapy from physics laboratories to the Heidelberg Ion-Beam Therapy (HIT) Center that was opened in 2009. Due to a decreased neurotoxicity and increased success rate of particle therapy, the number of facilities and thus the number of patients treated with protons and 12C-ions steadily increased in recent years1. Meanwhile, 104 particle therapy facilities are in clinical operation worldwide2. For protons, reduced neurotoxic effect compared to photons was demonstrated by the studies of Kahalley et al. [25, 26]. Pediatric patients treated for brain tumors with protons showed less neuropsychological impairments in terms of intelligence, perceptual reasoning, processing speed, and working memory than those treated with X-rays [25, 26]. However, considering that continuously improved diagnostics and radiation treatments lead to an increased number of patients with longer lifespan and thus a higher risk for developing treatment-related late effects, the need for adequate model systems and suitable irradiation modalities arises.

Cognitive deficits are also a major concern in long-term space mission beyond the shielding of the Earth's magnetosphere as reviewed by Cucinotta et al. [27]. Radiation-induced neurotoxicity is of particular interest, because the radiation environment in space differs significantly from the terrestrial. Terrestrial radiation exposure result mainly from radon-emitted, low energy alpha particles, and sparsely ionizing radiations, i.e., X-, β-, or γ-rays, while in deep space high-energy protons, helium, and heavier ions predominate. Therefore, space radiation induced biological damages can differ from those experienced on Earth. Moreover, effects of other spaceflight relevant factors, such as microgravity or disturbed circadian rhythm, may synergistically impair brain function. During long-term space missions the estimated total body equivalent dose for astronauts amounts to 1–2 mSv per day [28]. Potential CNS risks are reduced motor functions, neurocognitive deficits, probability of the occurrence of Alzheimer's disease and premature aging [27]. As an example, a NASA study on identical twins indicates the potentially harmful effects of galactic cosmic radiation on the human brain. The space-twin, that participated in a one-year mission, demonstrated a post-flight decline in cognitive performance and speed, which persisted during the whole observation time of 6 months, compared to the twin that stayed on Earth [29]. These risks may compromise astronauts' behavior under emergency conditions in deep space and justify the need of improved shielding methods. As the space radiation field and its effects are rather complex, it is difficult to predict the consequences for astronauts. Innovative accelerator facilities such as those available at FAIR/GSI can be used to simulate this mixed radiation field allowing a deeper insight into the CNS risk associated with cosmic radiation as well as the development of improved shielding methods. In summary, studying the effects of IR on the human brain is highly relevant, not only in context of risk assessment in radiotherapy, but also in terms of space research with a focus on shielding technologies.


Conventional Model Systems Used to Investigate IR-Induced Neurotoxic Effects

Because the molecular and cellular mechanisms underlying IR-induced neurocognitive deficits are still largely unknown, in vitro or in vivo models of the brain's neurophysiology were developed to address this topic.

One of the earliest neuronal cell types are so-called neural stem cells (NSCs). These multipotent, dividing stem cells exist in the developing, embryonic brain as well as in the adult brain of mammalian organisms and represent the early precursors of the CNS-generating neurons and glia cells (astrocytes and oligodendrocytes) [30]. In rodents, two special niches of high-density cell division have been identified: the subventricular zone (SVZ) lining the lateral forebrain ventricles and the subgranular layer of the dentate gyrus (DG) in the hippocampus. In both sites of the rodent brain lifelong neurogenesis, i.e., differentiation of self-renewing NSCs into neurons and glia, takes place. These newly born neurons and glia cells then mature and migrate into the cortical, neuronal circuits to participate in cognitive functions like learning and memory [31, 32]. Whether and how adult human neurogenesis takes part, is highly debated and a challenging research topic [33, 34]. De novo formation of human neurons has been analyzed using doublecortin (DCX) or PSA-NCAM as markers for intermediate progenitor cells and early immature neurons (often dubbed “neuroblasts”). However, the source of these cells may not be embryonic-like NSCs but rather astrocytic cells [35]. Thus, human NSCs derived from embryonic/pluripotent stem cells may not reflect adult neurogenesis and its radiosensitivity, yet, they exhibit features of cancer stem cells [36] and therefore still contribute significantly to the radiation biology field. Consequently, mammalian NSCs were isolated from fetal or adult brain or differentiated from pluripotent stem cells, cultured as two-dimensional (2D) monolayers and used as in vitro models for radiation effects on neurogenesis [37]. Likewise, the more mature neurons can be isolated from human brain or can be differentiated in vitro from human NSCs. By applying various differentiation and growth factors, neurons of distinct subtypes including GABAergic, dopaminergic, and motor neurons were already generated and successfully used for studying neuronal functionality, synaptic plasticity, and injury [38]. However, these 2D-cell cultures do not consider the three-dimensionality of brain tissue. As a more realistic model system, neurospheres (NS), i.e., three-dimensional (3D) aggregates of several neural and neuronal progenitor types, derived from NSCs in suspension, were established. Within the NS, neural cells are able to self-renew, generate various neuronal and glial subtypes at different stages of maturation [39] and display neuronal function in the form of spontaneously generated action potentials [40]. An organ-like microenvironment with some degree of structural or organizational integrity can be achieved, as shown by Merz et al. [41], by culturing rodent and human tissue slices of about 300 μm at an air-liquid interface. These slices even display the tissues' natural 3D-architecture up to 6 months. Finally, animal models, especially rodents, are used to investigate the radiation effects on the brain. The advantages of using animals as model organisms include, besides physiological similarity to humans, the entire vascularization and the complex biochemical and biomechanical microenvironment of the whole mammalian brain [7, 42].



IR-Induced Neurotoxic Effects

As seen from Table 1, several studies focused on the potential effects of sparsely IR on hippocampal neurogenesis. The observed radiation effects include a dose-dependent loss of NSCs [43, 44, 46, 47], a decreased proliferation rate of surviving NSCs [41, 43, 46–48, 53], impairments in the differentiation capability into neuronal and glial cells [44] and morphological changes in dendritic structure and neurite length [45, 50] leading to changes in synaptic transmission and therefore to a disturbed neuronal plasticity. Interestingly, these effects already occur at doses of about 1–2 Gy. This is of particular interest, because fractionated radiotherapy is usually performed with 1–3 Gy per fraction [68]. As seen from studies by Isono et al. [47], Morini et al. [48], and Yokota et al. [46], the effects on the NSCs were enhanced when irradiation was performed with particles, e.g., 12C-ions. These results verify the high radiation-sensitivity of non-differentiated neural stem and progenitor cells and correlate with the radiation-sensitive stage of early embryonic neurogenesis. Despite differences in neurogenesis between humans and rodents, as discussed above, there are some similarities in the radiation response, e.g., activation of microglia [51, 52, 56, 58]. Astrocyte and endothelium mediated secondary vascular abnormalities and the subsequent disruption of the blood brain barrier cause this activation of microglia, the phagocytic cells of the CNS. This induces chronic neuroinflammation via the release of pro-inflammatory cytokines, which also leads to degenerative changes in the white matter [51, 56, 57, 69]. In vitro and in vivo studies have shown that IR can further lead to an increase of oxidative stress producing DNA-damage and causes apoptotic cell death in neuronal, glial, and endothelial cell types in NSCs and NS [44, 49] as well as in rats [59]. In rodents, the radiation-induced loss of glial oligodendrocyte progenitor cells followed by demyelination of neurons ends up with white matter necrosis [59], which is also seen in humans [70]. These impacts on mammalian brains may contribute to impairments in behavior and to memory deficits as assessed by the Barnes maze [55, 60] and visual discrimination tests [54] and may also mirror cognitive defects seen in humans.


Table 1. Data collection of in vitro and in vivo studies on the effects of IR.
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Studies analyzing the effects of space-relevant 56Fe-ions on rodents (see Table 1) have shown that doses <1 Gy impair neurogenesis as well as neuronal function [62, 63] and can cause cognitive deficits. The irradiated animals exhibit persistent hippocampal and cortical based performance decrements in memory and behavioral tests [60, 61, 64, 65]. Comparative studies demonstrated that even exposure to 0.2 Gy 56Fe (1 GeV/u) resulted in cognitive impairments whereas X-ray exposure did not result in memory deficits until doses > 10 Gy indicating a high effectiveness of Fe (estimated RBE ~ 50) [60]. Additionally, mice that were exposed to protons with doses as low as 0.1–0.5 Gy also showed a decreased hippocampal cell proliferation and deficits in neurogenesis and synaptic plasticity [66]. These findings demonstrate the stronger effect of particle irradiation compared to photons and strengthen concerns about potential cognitive changes after space mission. However, the animal studies have been performed predominantly with 56Fe-ions and therefore do neither represent the full complexity of the space radiation environment, nor the continuous irradiation over several weeks and months in space.

In summary, these findings demonstrate the complex and dynamic effects of radiation on multiple cell types of the brain, including NSCs, oligodendrocytes, astrocytes, microglia, and neurons as well as vascular endothelial cells (Figure 1). Furthermore, comparative studies demonstrated the greater effectiveness of space relevant 56Fe-ions on CNS cells in comparison to photons. These radiation mediated impacts may contribute to diverse brain damages and neurodegenerative diseases, even though the detailed mechanisms of cognitive impairments remain largely unknown.
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FIGURE 1. Schematic illustration of IR-sources and possible radiation effects on the human brain.




Limitations of Conventional Model Systems

The model systems listed above, particularly the in vitro ones, have disadvantages. Despite the progress that has been made in understanding the hallmarks of brain development and neurogenesis as well as in investigating the neurotoxicity of IR using of 2D-cell cultures, these cell systems display distinct differences in morphology, metabolism, and differentiation compared to the in vivo situation [6]. Specifically, the NSC monolayer system only allows investigating IR effects on the very early and primitive neurogenesis as discussed above. Therefore, they neither address processes in the adult brain nor are they capable of reflecting the complex cell-layering and diversity seen in the human brain's architecture. The same applies to neurons cultivated in vitro as monolayers. In contrast, 3D-neurospheres contain cells at multiple stages of differentiation but lack cell-organization and hierarchical complexity found in the human brain in vivo [71]. A more relevant model is presented by human brain slice cultures from postmortem tissue or resected tissue from operations [72]. In vitro, their morphology and physiological characteristics can be partly preserved for up to 50 days [73]. However, there are striking differences between postmortem and resected slices in the processing of slices and transfer to the in vitro conditions, neuronal survival has to be sustained by elaborate culture conditions and finally procurement of human brain slices is challenging and impedes larger studies. In radiation biology, rodent studies are frequently used allowing first insights into the molecular mechanisms underlying cognitive dysfunction. However, apart from the ethical discussions on the use of animals in research, mice, and humans display species-specific differences, that speak against the use of animals as a model [42]. In addition to obvious differences in brain size and architecture due to the folding of the human brain, particularly the existence of neural stem cells, called outer radial glia, residing in the outer subventricular zone, and a greater diversity in neuronal cell types [74–76] sets the human brain apart from other mammalian ones. Notably, even between homologous human and mouse cell types, single-nucleus RNA-sequencing analyses verified significant differences in gene expression [8]. All these main features of the human brain allow for higher cognitive functions, but also justify the need for a more adapted and adequate brain model to investigate the molecular and functional effects of radiation in various brain regions and cell types. Some of the disadvantages of the discussed models can be overcome by human brain organoids that will be discussed in the following chapter.




ORGANOIDS AS NOVEL IN VITRO TOOL FOR THE HUMAN BRAIN

In recent years, so-called brain or cerebral organoids, differentiated from human embryonic stem cells (hESCs) or patient-relevant induced pluripotent stem cells (iPSCs), came into focus as a novel in vitro tool in regenerative medicine/disease modeling [77], whereas the potential for radiation biology is not yet exploited. Organoids are 3D spontaneously self-organized, organ-like structures that are able to develop into various interdependent brain regions containing different organ-specific cell types arranged in distinct layers (Figure 2). In contrast to rodent models, these organoids exhibit several key features of the human in vivo brain organogenesis like an independent progenitor layer with the unique neural stem cells called outer radial glia. In addition, it has already been reported that animal models failed to recapitulate the symptoms of human neurological diseases, such as micro- and macrocephaly while human organoids have this ability. Therefore, they provide a novel predictive preclinical tool to investigate the detailed molecular mechanisms underlying congenital, cognitive diseases and the effects of potential neuro-therapeutics in functional human tissues [78]. Brain organoids thus provide the opportunity to model unique features of early human brain development, as well as human neurogenesis and neuro-regeneration [9, 79], and may allow a better understanding of the mechanisms underlying ionizing radiation-induced cognitive impairments and disease.
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FIGURE 2. Immunocytochemical staining of a cerebral organoid slice showing human brain-like hierarchical organization with the radial glia marker PAX6 (Paired box 6, red) in the inner ventricular layer of the brain lobes. Nuclei stained with Hoechst 33342 (blue). Scale bar: 200 μm.


Mimicking in vivo patterning by supplementing external patterning factors, organoids of diverse functional brain regions, including organoids of the ventral forebrain [80, 81], midbrain [82, 83], hypothalamus [84], cerebellum [85], and pituitary [86] were generated in suspension. Culture conditions were improved by using spinning reactors and orbital shakers at moderate throw and speed, which provide enhanced nutrient and oxygen supply and culture time without causing adverse shear stress. Such sustained suspension culture leads to an enhanced differentiation process of neurons compared to those derived in 2D-monolayers and the formation of active neuronal networks [84, 87–89]. In addition, different region-specific spheroids, such as cortical spheroids of the dorsal and ventral forebrain, can be fused to generate so-called “assembloids” (Figure 3). Consequently, migration of interneurons and the interactions between different brain regions or different cell types can be tracked [90–93]. Other studies demonstrated the incorporation of microglia as the brains innate immune cells into the organoid-model [94, 95]. This allows investigating the effects of combined therapies, e.g., radio- and immunotherapy, on the human CNS. Another approach is the generation of brain tumors in normal organoids as a realistic microenvironment [96] that will permit a better understanding of tumor and normal tissue interaction in response to IR. Yet, radiobiological studies using brain organoids have not been published. However, brain organoids were recently implemented in ground-based experiments investigating the effects of microgravity on neural progenitor cell fate [97]. They showed an altered gene expression of rostral-caudal and cortical markers that may influence brain structure and physiology, indicating the usability of brain organoids in space radiation research to identify the mechanisms affecting brain function and, e.g., in the development of new shielding methods to protect the brain's neuronal circuits. In our own studies, we were able to reproducibly show radiation impacts such as apoptosis and necrosis changing the structure and composition of cerebral organoids (unpublished data).


[image: Figure 3]
FIGURE 3. Pluripotent, embryonic stem cell (ESCs) -based 2D-, 3D cell- and organoid systems as in vitro tools for studying the effects of ionizing radiation on the human brain.


But even if organoids currently are viewed as state-of-the-art in vitro models of the human brain, there are still challenges to be overcome. Because of the lack of endothelial cells and thus vascularization, organoids will develop a necrotic core and terminal maturation and differentiation is limited. Therefore, Giandomenico et al. [98] chose an alternative approach for an improved oxygen supply cultivating organoid slices at an air-liquid interface. These organoid slices demonstrated an increased survival rate and an extensive axon outgrowth reminiscent of nerve tracts. Another issue is the lack or scarcity of glial cell populations. A new differentiation approach uses more complex differentiation factors to generate mature oligodendrocytes in brain organoids [99]. Nevertheless, the batch variations and thus heterogeneity of the generated organoids still poses a problem for statistically significant and expressive results, although there are new methods for generating more homogeneous organoids by using microfilaments as floating scaffolds [100]. Despite these improvements, it is technically very challenging to obtain homogeneous batches and the organoids show statistical variabilities also seen in animal experiments; therefore, more sophisticated bioengineering techniques are presently explored. One approach is the use of 3D bio printing technologies to produce consistent scaffolds as a basis of organoid formation. A further challenge is the adaptation of standardized analytical protocols such as immunochemical staining procedures to 3D-brain organoids. In the same line, single-cell mRNA sequencing [88] techniques have been proven more meaningful than standard polymerase chain reactions (PCR). Despite these challenges, brain organoids represent a versatile model system allowing a variety of studies that will improve the understanding of radiation impacts on the human brain at any stage of development and regeneration.



IMPROVING PARTICLE THERAPY AND RADIATION RISK ASSESSMENT USING BRAIN ORGANOIDS AT STATE OF THE ART ACCELERATOR FACILITIES

New accelerators such as the Facility for Antiproton and Ion Research (FAIR) in Darmstadt, Germany, that is to be completed in 2025, can produce heavy ion beams up to around 10 GeV/n as compared to 1 GeV/n with the current setting (reviewed in [101]). This is particularly relevant for ground-based studies of possible galactic cosmic radiation (GCR) effects, as part of the particle flux in the GCR exceeds 1 GeV/n [102]. However, very few studies to date have addressed high-energy ranges > 1 GeV/n. Meaningful risk assessment specifically of interplanetary missions therefore will rely on those state of the art accelerator facilities and brain organoids can serve as a high throughput biological risk model. While astronauts are subject to chronic irradiation, accelerator-based experiments normally use acute exposure due to beamtime constraints, even though long-term experiments are technically feasible. High beam intensities, delivered by facilities like FAIR, are also of interest for the use of ultra-high dose rate (FLASH) radiotherapy with protons or potentially heavy ions such as carbon. This experimental radiation modality can reduce neurotoxic effects in the healthy tissue by increasing the dose rate to ≥40 Gy/s. Even though the detailed mechanisms underlying the greater radioresistance are still unknown, acute oxygen depletion within the irradiated tissue or chromatin remodeling is discussed as possible cause for the increased effectiveness [103]. Here again, organoids serve as ideal models due to their innate oxygen gradient within their various layers from the hypoxic core to the normoxic outer layer of the cortical plate. An initial study of a first patient with subcutaneous T-cell lymphoma confirmed the benefits of FLASH radiation by demonstrating a complete response of the tumor and minimal normal tissue toxicities [104]. However, the remaining studies focus mainly on animal models, e.g. Montay-Gruel et al. [205] demonstrated that spatial memory of mice is preserved after 10 Gy FLASH-whole-brain irradiation with mean dose rates above 100 Gy/s, whereas 10 Gy whole-brain irradiation at a conventional dose rate (0.1 Gy/s) impairs spatial memory [105]. Due to the limited number of suitable accelerator facilities providing the necessary technology to perform FLASH irradiations [106] and the lack of suitable human biological models, studies regarding FLASH radiotherapy are rare and translation to the clinics remains a challenge. High throughput, organoid based studies could shed light on the molecular mechanisms of the observed effects, particularly the contribution of hypoxia, and overcome these challenges.

Of particular interest in radiation therapy is also the use of ions other than protons and carbon. Helium ions for instance are discussed to be more suitable than protons due to an improved RBE in the Bragg-Peak region and an improved oxygen enhancement ratio [107] and therefore may be especially beneficial for pediatric patients [108] in terms of long-term side effects particularly to the brain. Research accelerator facilities offer the possibility to test these rarely used ions and mixed ion modalities (proton, helium, oxygen, carbon) on their neurotoxic behavior and to ensure risk-free implementation into the clinics.

Another approach to improve radiotherapy outcome is the so-called spatially fractionated radiotherapy (SFRT), the inhomogeneous irradiation with a stack or grid of small radiation beams. Depending on the beam spot size, these are known as spatially fractionated mini- or microbeam SFRT. Photon SFRT with a spot size in the mm range was first introduced more than a century ago to reduce skin necrosis and is used clinically (in combination with conventional radiotherapy) for many years [109]. In contrast, microbeam SFRT is still in a pre-clinical stage. In animal models, extremely high doses of hundreds of Gy delivered by microbeam photon SFRT were tolerated well e.g., by rat brain [110] and spinal cord [111], raising hopes that spatially fractionated radiotherapy allows dose escalation and thus improved tumor control without severe normal tissue complications. Compared to photon SFRT, SFRT with protons, and potentially heavier accelerated ions, combines the advantages of SFRT and particle therapy (reviewed in [112]) and is well tolerated by brain tissue in a rat animal model [113]. Recent clinical proof-of-concept studies and constant technical improvements enable the transition of proton SFRT to clinical application [114–116]. Photon SFRT and especially proton or heavy ion SFRT have great therapeutic potential, allowing tumor dose escalation with good normal tissue tolerance. However, the biological mechanisms behind SFRT are not fully understood. In this rapidly developing field, human brain organoids, combining the advantages of a human brain architecture and a reliable in vitro system, can be a useful tool both in the exploration of new SFRT techniques as well as in the discovery of the biological mechanisms underlying SFRT.



CONCLUSION

Despite remaining challenges, brain organoids present the most realistic human in vitro brain model so far and have enormous potential to pave the way for new research findings in the field of radiation research. These model systems will allow meaningful research and improvements in the fields of cancer therapy (acute high dose exposure) and space radiation (chronic low dose exposure) protection while partly replacing and streamlining time-consuming and ethically controversial animal studies. Furthermore, in contrast to the clinical facilities, new research facilities such as FAIR offer the implementation of varying and more complex experimental designs due to more flexible changes in irradiation conditions. Combining both, state of the art biological models and state of the art accelerators will enable us to address issues in radiation biology in an unprecedented fashion.
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A better understanding of the combined impact of different space stressors on human health is urgently warranted, considering the upcoming long-duration missions beyond lower Earth orbit. Therefore, a growing number of particle accelerator facilities implement ground-based set-ups to study the effect of simulated space radiation with simulated psychological or physical stressors. The immune system is highly sensitive to these types of stressors and limited information is currently available on the impact of the complex space radiation environment on the astronauts' immune function. This pilot study presents a first step in the implementation of a ground-based set-up with neutron irradiation, which is considered to be an important secondary component in space radiation fields. The effect of dose rate on immune alterations was studied using the in vitro cytokine release assay. Whole blood samples (n = 8) were exposed to 0.125 or 1 Gy of neutron irradiation (fluence-weighted average energy: 29.8 MeV) at a lower dose rate (LDR) of 0.015 Gy/min and a higher dose rate (HDR) of 0.400 Gy/min. Immediately post-irradiation, blood samples were stimulated with lipopolysaccharide (LPS), heat-killed Listeria monocytogenes (HKLM) or lectin pokeweed mitogen (PWM), and incubated for 24 h. Cell-mediated immunity was examined by analysing interleukin-2 (IL-2), interferon-gamma (IFN-γ), tumour necrosis factor-alpha (TNF-α), and interleukin-10 (IL-10) plasma levels. Stimulants significantly increased all cytokine levels except IL-2, where only PWM induced a significant increase. In general, no statistically significant changes were observed in IL-2, IFN-γ, and TNF-α concentrations at different neutron doses and dose rates when compared to their stimulated, sham-irradiated controls. After PWM-stimulation, IL-10 levels were significantly increased at 0.125 Gy HDR and 1 Gy LDR. In a pooled analysis, the HDR significantly increased IL-2 titres (under PWM-stimulation) and IFN-γ titres (with all stimulants), but significantly decreased TNF-α secretion in unstimulated cultures. Due to the limited sample number, no strong conclusions could be made in this pilot study on the effect of neutron radiation as a single stressor on cytokine secretion in response to different stimuli. However, some interesting trends and dose rate effects were observed, which pave the way for future investigations on the synergistic effects of multiple space stressors on immune cell function.

Keywords: radiation in space, immune system, space radiobiology, terrestrial analog, cytokine release assay in vitro, dose rate effect, astronaut health, neutron radiation


INTRODUCTION

Space travel comprises a unique and complex stress model composed of both physical (cosmic radiation and microgravity) and psychological stress factors, known to induce a large variety of systemic physiological effects that are proven to be detrimental to astronaut's health [1–3]. Of the observed outcomes, a dysfunctional immune system remains a major concern for future manned exploration beyond lower Earth orbit (LEO) or to Mars [4]. Recent studies confirm that immunological changes are an in-flight phenomenon, observed throughout short-duration Space Shuttle missions or a long-duration stay on the International Space Station (ISS) [5–8]. During interplanetary missions, crewmembers will spend an unprecedented amount of time in space, where the synergy of the elevated radiation exposure coupled with persisting immune alterations could potentially increase the cancer incidence, jeopardising astronaut's health and mission success [7, 9–12]. For this reason, the potential impact of space radiation on the dysregulation of normal immune function will be the focus of this pilot study [13, 14].

The innate and adaptive immunity form the pillars of the human immune system and work on both the humoral and cell-mediated level. Humoral immunity has been less extensively studied in astronauts leading to rather inconsistent results [15, 16], while the impairment of cell-mediated immunity has been confirmed during and after spaceflights [4]. NASA's analysis of cell-mediated immunity in the Twin Study, revealed that 50 of the 62 studied cytokines were differentially abundant pre-, in-, and post-flight, between the spaceflight and ground-based subject [8]. Cytokines are produced by virtually all innate and adaptive immune cells, but especially by T-helper (Th) lymphocytes. The measurement of plasma cytokine concentrations in the mitogen-stimulated blood of astronauts has been used to monitor immune function and specific alterations in lymphocyte subpopulations [17]. A cells inability to produce specific cytokines is indicative of a potentially significant immune alteration that could reduce immune defences during spaceflight [18]. Important for effective cell-mediated immunity are the pro-inflammatory interleukin-2 (IL-2), interferon gamma (IFN-γ), and tumour necrosis factor alpha (TNF-α) cytokines, and the anti-inflammatory cytokine interleukin-10 (IL-10). However, these cytokines are not easily classed since they could be capable of inducing both pro-and-anti-inflammatory effects [19].

Mechanisms that produce immune system dysregulation during spaceflight have not been clearly identified, mainly due to the high costs of spaceflight experiments, the scarcity of missions and experimental variations between flights [20]. Terrestrial spaceflight analogues are a more accessible alternative to study spaceflight-related health effects, their causative factors and to test potential countermeasures [21]. For example, several ground-based studies could clearly demonstrate the dramatic impact of microgravity on the immune system [21–28]. However, during space travel, radiation and psychological stress factors (e.g., isolation, sleep deprivation, and heavy workload) may have a significant synergistic or antagonistic effect on human immunity [29, 30]. Here, terrestrial analogues offer not only financial and repeatability advantages but also the opportunity to determine the relative contribution of the individual space stressors to the observed health effect by simulating them both individually and in combination.

Space radiation has been recognized as a major health risk for astronauts as current estimates suggest a round-trip to Mars would result in >0.6 Sv or 60% of an astronaut's career dose [31, 32]. However, uncertainties on the existing biological data limit the risk assessments for manned, deep space mission [33]. To improve the current radiation risk estimation models, a growing number of particle accelerator facilities configure ground-based analogues for biology experiments [34, 35]. The iThemba Laboratory for Accelerator Based Sciences (LABS) is such a particle accelerator facility in South Africa, with a rather unique, well-characterized quasi-monoenergetic neutron beam line, covering an energy range from 30 up to 200 MeV for metrology purposes, with great potential for space radiobiology studies [36]. The space radiation environment is a complex mixture of particles of galactic (galactic cosmic rays or GCR) and solar (solar particle events or SPEs) origin, as well as their secondaries (such as neutrons), that are produced by interactions with the spacecraft materials and astronaut's bodies. Secondary neutrons may cover a complete energy range from thermal neutrons (0.5–1 MeV) up to several GeV and are considered to be highly carcinogenic and far more effective to induce biological damage than low linear energy transfer (LET) radiation [37–40]. Unique patterns of DNA damage, gene expression, repair proteins mobilization, cytokine activation, and cellular microenvironment remodelling are observed following exposure to high-LET radiation.

Particle accelerators are the only facilities where the health risks of high energy neutrons (>20 MeV) can be studied [41]. Therefore, limited information is currently available on the impact of higher energy neutron irradiation on human health, which has been identified as a particular concern for civil aviation [42–44]. During long-term manned missions, both the magnitude and duration of space radiation exposure will increase, subjecting the flight crew to chronic, low doses and low dose rates of secondary neutrons, for which there is limited biological data pertaining to the immune impact. Recently, there has been a growing interest to study the interaction between high-LET radiation and human immunity, to explore the combined use of particle therapy and immunotherapy in cancer treatments [45, 46]. However, the exposure conditions in space and particle therapy are quite different. During particle therapy, an acute, high and localized radiation dose will be delivered to the tumour. In contrast, the space radiation environment is characterised by a chronic, low dose and dose rate of high-LET particles that impact the astronauts whole body and could adversely affect their immune system [10].

New insights and radiobiology data on high-LET radiation effects at low dose rates will improve current risk projections for space exploration and hopefully aid in the development and evaluation of possible countermeasures [47]. With this goal, the “Optimization and validation of a unique ground-based in vitro model to study space health effects” (INVEST) project was launched, which aims to implement a ground-based in vitro model to study space health effects at iThemba LABS, with a specific emphasis on neutrons at low doses and low dose rates. The focus of this first pilot study was to optimize the in vitro cytokine-release assay in collaboration with the project partner SCK CEN, to investigate the impact of low dose rate neutrons on cell-mediated immunity. For this pilot experiment, the clinical fast neutron therapy beam line was used to irradiate whole blood samples of healthy adult volunteers, at a lower dose rate (LDR) or a higher (or normal clinical) dose rate (HDR).

Recall antigens and mitogens were used in this study to assess the impact of neutron irradiation on the cytokine production capacity of activated lymphocytes. A previous study observed no increase in any adaptive immunity cytokines in astronauts 6 months aboard the ISS, suggesting that the astronauts were simply free from infectious diseases while in flight [48]. A potential alternative explanation for this observation is the diminished T lymphocyte function and reduced activation in astronauts due to the spaceflight, which will hinder their cytokine response [49]. Here, the lymphocytes were intentionally stimulated ex vivo to mimic a challenged immune scenario, to monitor the disruptive effect of neutron dose and dose rate on the cytokine release profile. This method has been extensively used to study immune system dysregulation in several ex vivo studies related to short and long duration spaceflights and in terrestrial analogues [13, 29, 50, 51].



MATERIALS AND METHODS


Sample Collection

Ethical approval was obtained from the South African Human Sciences Research Council (protocol number REC 3/23/10/19) in accordance with the 1975 Declaration of Helsinki, as revised in 2000. Participants were recruited via an institution-wide email addressed to iThemba LABS employees, in Cape Town, South Africa. Written, informed consent was obtained from non-smoking, non-medicating, male volunteers with no diagnosed history of chronic illness (n = 8; age range: 22–63 years). Due to the known variability in cytokine response between individual subjects and the small sample size of this pilot study, the study was restricted to male adult volunteers to limit the potential influence of gender on the circulating cytokines levels in baseline samples [52]. Peripheral blood samples were collected into heparin-treated vacutainers (Becton Dickinson Company, New Jersey, USA) and stored at room temperature before irradiation.



In vitro Irradiation

Whole blood samples were retained at room temperature for ~24 h before being exposed to a clinical fast neutron beam generated by bombarding 66 MeV protons on a Beryllium target (p + 9Be → n + 9B-1.85 MeV, plus several breakup reactions) [53] in sterile 2.0 mL cryogenic vials (NEST Biotechnology Co., Ltd., Wuxi, China). A hydrogenous filter reduced the contribution of thermal and epithermal neutrons. This results in a neutron spectrum with a fluence-weighted average energy of ~29.8 MeV for the 290 mm × 290 mm field that was used for the irradiations [53]. The source-to-phantom surface distance was 1,500 mm and irradiations were carried out at a gantry angle of 270°, resulting in a horizontal beam directed on the water tank containing the blood samples at 37°C. Two radiation doses of 0.125 or 1 Gy were administered at two different dose rates: a lower dose rate (LDR) of 0.015 Gy/min and a higher dose rate (HDR) of 0.400 Gy/min. Sham-irradiated samples were retained in the control room, receiving only ambient radiation. The output factor (1.097 Gy/Monitor Unit) was measured with an Exradin T2 thimble ionization chamber placed at the same position as the blood samples (at a depth of 52 mm in the water tank). The wall of this chamber is made from A-150 tissue-equivalent (TE) plastic and the 0.53 cm3 active chamber volume was filled with a propane-based TE gas. Calibrations were performed according to the neutron dosimetry protocol of the ICRU Report 45 [54].



Whole Blood Immune Cell Stimulation

The in vitro cytokine release assay is a modified version of the methods described by Feuerecker et al. [51] and Van Walleghem et al. [22]. Post-exposure, irradiated whole blood was distributed equally amongst culture tubes and diluted 1 to 1 in 750 μl Roswell Park Memorial Institute (RPMI) medium (Gibco, Massachusetts, USA), supplemented with 10% foetal calf serum (Lonza, Basel, Switzerland), 1% penicillin and streptomycin (Lonza), with-or-without an immune cell stimulant, in sterile 2.0 ml cryovials. Pokeweed mitogen (PWM) (Sigma-Aldrich, Missouri, USA), heat-killed Listeria monocytogenes (HKLM) (InvivoGen, Toulouse, France), or lipopolysaccharide (LPS) (Sigma-Aldrich) were used as immune stimulants at final concentrations of 0.5, 5, and 5 μg/ml, respectively, as previously optimized [21]. Unstimulated samples were included to provide a baseline control condition for every stimulated sample and to confirm that the stimulation achieved the desired effect. Post-irradiation and stimulation (or sham-irradiation and no stimulation, in the case of controls), whole blood cultures were maintained at 37°C for 24 h and the plasma was separated by 1,500 g centrifugation for 15 min before the supernatant was transferred to cryovials and stored at −80°C. The complete experiment is outlined in Figure 1.
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FIGURE 1. Overview of experimental methodology. This schematic template illustrates the study process from blood sample collection, irradiation and stimulation, up to Luminex analysis.




Luminex Measurement of Cytokine Concentrations

For this pilot study, four key cell-mediated immunity cytokines, IFN-γ, IL-10, IL-2, and TNF-α were quantified down to their respective assay limits of 0.4, 1.6, 1.8, and 1.2 pg/ml. The R&D systems (Minnesota, USA) Luminex assay was conducted exactly to the manufacturer's instructions as described elsewhere [29] with two exceptions: only four cytokines were analysed here and the Luminex assays were performed on a MAGPIX® system (Luminex Corp., Texas, USA). A further 1 to 1 dilution of the plasma in assay diluent was performed to render analyte concentrations within the assay's linear range.



Data Analysis
 
Statistics

Statistical analysis was conducted using IBM SPSS Statistics 19 (New York, USA) while figures were plotted using GraphPad Prism version 8.0 (California, USA). Cytokine data was presented as grouped subject data with means and standard error of the mean (SEM). In cases where the cytokine concentration could not be confidently extrapolated from the standard curve, the MAGPIX® system reported an “out of range” value. In these instances, the assay's minimum detection limit value was substituted for the “out of range” samples to enable statistical analysis. To ensure normal distribution, data was log10-transformed and verified by a Shapiro Wilk test (data not shown). A repeated measures one-way ANOVA was used to identify significant relationships between the unstimulated and stimulated, irradiated and sham-irradiated samples as well as the relationships between HDR and LDR irradiated samples. An overall dose effect was determined using repeated measures one-way ANOVA analysis on the pooled data of all irradiated samples (0, 0.125, or 1 Gy total dose) for each cytokine-stimulant pair. This elucidates the effect of a specific dose on cytokine secretion compared to the sham-irradiated control, disregarding the dose rate. Similarly, the dose rate effect was determined using the same analysis on the pooled dose rate results within each cytokine-stimulant pair, regardless of the administered radiation dose. Relationships were deemed significant when P < 0.05.



Effect Size Calculations

Due to the small sample size of this study and the resulting low power to test statistical significance, effect size (ES) values were calculated to determine the size by which the experimental group varies from the control groups, expressed as the number of standard deviations. A negative ES value specifies that the experimental group mean is “x” amount of standard deviations below the control mean, while a positive value indicates the contrary. The ES assists in describing trends and relationships between groups and is defined by the formula:
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In the present study, the ES was calculated to identify the effect of various neutron doses in reference to the sham-irradiated control. However, in order to determine the effect of neutron dose rate, the lower, 0.015 Gy/min dose rate was compared to the standard higher, 0.400 Gy/min dose rate, so the HDR group is used as the “control” in the formula above.





RESULTS


Validation of the Cytokine Release Assay

Cytokines are soluble molecules which play a key role in innate and adaptive immune responses. To validate the in vitro cytokine release assay used for this pilot study, cytokine titres in the unstimulated (baseline) samples were compared to the stimulated samples. With a few exceptions, only minimal detectable cytokine concentrations were observed at baseline for all donors and the majority of the basal IL-2 and IFN-γ cytokine levels were even below the detection limit for most donors (Figure 2). Based on previous studies, it was expected that the different stimuli would up-regulate plasma cytokine levels in whole blood cultures [55]. This was indeed observed for three of the four measured cytokines (IFN-γ, IL-10, and TNF-α), irrespective of the stimulant used for lymphocyte activation (Figure 2). IL-2 concentrations deviated from this trend. For some of the donors, the measured values were still below the assay detection limit of 1.8 pg/ml after 24 h of stimulation and out of the normal physiological range for healthy adults (9.4–15.9 pg/ml) [56]. Minor, non-significant increases in IL-2 concentration were observed after 24-h stimulation with HKLM or LPS for 50 and 25% of the donors, respectively. PWM-stimulation on the contrary, induced a significant IL-2 increase for all donors compared to the basal levels (P < 0.001; Figure 2C).


[image: Figure 2]
FIGURE 2. Cytokine release assay validation—recall antigen and mitogen stimulation of whole blood samples. The graphs display the increase in log10-transformed, cytokine titres between the unstimulated (Basal) and the recall antigen- or mitogen-stimulated (PWM, HKLM, or LPS) samples. The dots represent the measurements of the individual participants and the horizontal lines denote means. The asterisks indicate various levels of significant difference (***P < 0.001 and *P < 0.05). (A) All three stimuli significantly increased IFN-γ secretion. (B) All three stimuli result in a significant increase of IL-10 secretion compared to the basal level. (C) Only PWM significantly increased IL-2 titres. (D) All three stimuli resulted in a significant increase in TNF-α levels.




Impact of Neutron Dose and Dose Rate on Cytokine Release

In most cases, neutron irradiation had no statistically significant impact on cytokine secretion in stimulated and unstimulated whole blood cultures, as depicted by the comparison of group means in Figure 3. Under PWM-stimulation however, exceptions to the norm were observed when the measured IL-10 concentration in the sham-irradiated cultures was compared to the concentration in either the 1 Gy LDR-treated group, or the 0.125 Gy HDR-treated group (P < 0.05; Figure 3E). The lack of statistical significance under the other stimulant or neutron treatment conditions might be attributable to the low participant numbers, resulting in a lack of statistical power to test the hypothesis. Nonetheless, some interesting but non-significant trends were observed, that allude to response patterns.
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FIGURE 3. The log10-transformed mean cytokine concentrations. The above figures display the mean IFN-γ, IL-10, IL-2, and TNF-α titres in the stimulated (n = 8) and unstimulated (n = 6), irradiated and sham-irradiated groups, with error bars indicating the SEM. When stimulated with PWM, 0.125 Gy neutrons given at the higher dose rate and 1 Gy given at the lower dose rate, significantly increase IL-10 secretion (*P < 0.05) when compared to the sham-irradiated control (Graph E). Graphs (A) to (D) and (F) to (P) display no significant relationships.


To independently monitor the effect of individual neutron doses and dose rates on cell-mediated immunity parameters, cytokine concentrations from various groups were pooled by disregarding either the dose rate (for dose comparisons) or the dose (for dose rate comparisons), within each stimulant and cytokine group. Table 1 presents the observations from these pooled comparisons. Again, a significant increase was observed in IL-10 secretion in PWM-stimulated samples compared to the stimulated control group concentration, for both the low and higher neutron dose of 0.125 (P < 0.05) and 1 Gy (P < 0.01). Moreover, the pooled comparison between the LDR and HDR highlights significantly suppressed IFN-γ secretion after HDR exposure in all stimulated cultures (P < 0.01) and a significantly suppressed IL-2 secretion in PWM-stimulated cultures (P < 0.05; Table 1). A “native” response to HDR neutron treatment was observed by a significant increase in TNF-α in unstimulated cultures (P < 0.01; Table 1).


Table 1. Summary of significant observations from pooled dose and dose rate comparison.

[image: Table 1]



Effect Size

Effect size (ES) calculations were an eloquent solution to highlight trends between normally distributed groups, in light of the limited sample size and the large intra-participant cytokine response variation (Table 2). To see the influence of the neutron radiation dose and dose rate on in vitro cytokine secretion, the data analysis strategy detailed in the Effect Size Calculations section, was employed.


Table 2. Effect size.
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Dose Effect Size

“Dose ES” calculations revealed a downregulation of IL-2 secretion compared to the unirradiated samples for most stimuli conditions, except for LPS, after both the 0.125 and 1 Gy dose, delivered at the HDR. This effect was most pronounced for PWM-stimulated cultures and it is advisable to only focus on the PWM results since IL-2 levels in LPS and HKLM stimulated cultures were below the detection limit in most cases (Figure 2). There was a general increase in IL-10 concentration in all irradiated conditions compared to the unirradiated samples, regardless of the stimulant used. However, the LDR minimally suppressed IL-10 secretion in the unchallenged immune system at 0.125 Gy (Figure 3H).

Considering the IFN-γ ES data, the HDR seemed to have a more pronounced impact on the cytokine secretion levels at both 0.125 and 1 Gy, regardless of the stimulant employed (Table 2). The LDR-treated samples typically showed higher, slight increases in IFN-γ plasma levels at 0.125 and 1 Gy. Unfortunately, no ES could be identified for unstimulated (basal) samples since IFN-γ baseline values were below the detectable limit of the assay. Neutron treatment had minimal impact on the TNF-α concentrations except in the unstimulated groups where the 0.125 Gy LDR marginally reduced TNF-α secretion in comparison to the same HDR dose point.



Dose Rate Effect

While Tables 1, 2 mainly focus on the statistical significance of the observed effects and the size of the shifts in cytokine levels between the LDR and HDR, it is advisable to consult (Figure 3) which illustrates the potential decrease or increase of the observed trend. The “Dose rate ES” analysis indicates consistently higher IL-2 and IL-10 levels at the 1 Gy neutron dose in the LDR treatment arm compared to HDR arm for all stimuli. For IL-2, the combination of the LDR-0.125 Gy and PWM-stimulation resulted in higher cytokine levels compared to the HDR-0.125 Gy condition, while the opposite effect on IL-10 levels. The most reliable IL-2 conclusions can be drawn on the PWM stimulation, which suggest a dose rate effect, whereas the effects on IL-10 levels seem to be dose-specific with no conclusive dose rate effect. ES calculations confirmed the pooled statistical analysis of IFN-γ measurements as there was a clear trend in dose rate effect (Table 2), where the HDR exposures gave rise to a decrease in IFN-γ secretion for the three different stimuli at both neutron doses (Figures 3A–C) when compared to the LDR treatment group and the unirradiated control samples. Considering TNF-α dose rate ES data, the LDR seems to reduce cytokine secretion in the unchallenged immune system but the dose rate had marginal impact on the cytokine levels in stimulated cultures.





DISCUSSION

Although it is well-known that dysregulation of the immune function occurs and persists during spaceflight, the exact nature of the immunological changes and their specific cause has not yet been fully elucidated. Therefore, the present study used the in vitro cytokine release assay to monitor alterations in the plasma levels of pro- (IFN-γ, IL-2, and TNF-α) and anti-inflammatory (IL-10) cytokines induced by low (0.125 Gy) or high (1 Gy) neutron doses administered at two different dose rates (0.400 or 0.015 Gy/min). The cytokine response of the immune cells was measured after 24 h of stimulation with mitogens or recall antigens. To the best of our knowledge, this is the first study measuring the effect of neutron irradiation and potential dose rate effects on the cytokine release capacity of immune cells, to address the knowledge gap on chronic exposure to neutrons in light of the anticipated interplanetary travel and exploration of the Martian surface [57–59]. In general, this pilot study did not reveal statistically significant changes in cytokine release after neutron irradiation. However, some first trends after neutron exposure were observed depending on the cytokine and the stimuli used.

During the in vitro cytokine release assay, whole blood samples were supplemented with recall antigens or mitogens (PWM, HKLM, and LPS). The addition of the stimuli resulted in an expected upregulation of plasma cytokine levels (Figure 2) in line with previous observations, confirming the efficacy of the assay [55]. Basal IL-2 and IFN-γ concentrations were below the assay detection limit, indicating that the study population was indeed healthy and there was no sign of infection [56]. In a previous study, IL-2 secretion was only increased for 50% of the subjects after exposure to LPS [22]. We observed an increase for only 25% of the donors after LPS stimulation. Moreover, the only statistically significant increase in IL-2 concentration was observed after PWM stimulation. IL-2 acts by priming CD8+ T cells to eliminate virus-infected cells. The low IL-2 secretion following stimulation with HKLM and LPS are possibly due to these mitogens mimicking a bacterial, rather than a viral challenge.

At the unstimulated baseline, TNF-α concentrations were within the expected normal physiological range with one participant showing a titre roughly 50% higher than the other study participants. Studies conducted to investigate cytokine levels in healthy subjects have established differing “normal” baseline cytokine profiles based on the characteristics of their study populations and the method of cytokine measurement [19, 60]. Based on the great variation in baseline cytokine levels amongst donors and the limited availability of comparative study data, it was decided that none of the donors could be excluded from the statistical analysis in this study based on a literature comparison alone. In addition, a large intra-individual variation was also observed in the exposed samples which is reflected by the relatively broad error bars in Figure 3. While no conclusive results could be obtained in the present study, it might be valuable to investigate cytokines responses at individual level after irradiation exposure in future studies.

Evidence suggests that IL-2 stimulation during the primary immune response is critical for secretion of CD8+ T lymphocytes to combat viral infections [61]. During an infection, a co-ordinated action by pro-inflammatory cytokines must guarantee the clearing of the invading pathogen. Once this is achieved, they are downregulated by anti-inflammatory cytokines such as IL-10, before tissue damage or pathology occurs. A timely and dynamic balance exists between pro- and anti-inflammatory cytokines to ensure an infection is resolved [62]. In this study, only the effects of neutron irradiation on the PWM-induced IL-2 secretion can be taken in consideration, since all the other stimulation conditions produced IL-2 concentrations that were below the assay detection limit (Figure 2). A non-statistically significant trend was observed for the dose rate in the PWM-stimulated group, where the HDR suppressed IL-2 secretion compared to LDR exposure for both 0.125 and 1 Gy (Figure 3I). In a challenged immune system, a potential neutron-induced IL-2 suppression could give rise to reduced primary and secondary antigen-specific CD8+ expansion and an inefficient immune response [63].

IL-10 is described as a pleiotropic cytokine, since it acts in both innate and adaptive immunity as an anti-inflammatory molecule [64] and is involved in the prevention and limitation of immune reactions [65]. A significant increase was observed in IL-10 secretion under PWM-stimulation and neutron treatment at LDR 1 Gy and HDR 0.125 Gy (Figure 3E). IL-10 was the only anti-inflammatory cytokine included in this study and the only cytokine that showed a consistent, but not statistically significant upregulation after neutron irradiation and stimulation (Table 2—left side). These results indicate that neutron irradiation could induce anti-inflammatory activity, independent of the dose rate.

Previous research conducted on rats flown on the US Space Shuttle revealed that the animals had suppressed IFN-γ levels which could be associated with a heightened risk to viral infections [66]. IFN-γ plays an essential role in the innate and adaptive immune response against pathogens and tumour development but unregulated IFN-γ secretion can cause pathological inflammatory conditions [67]. The grouped dose rate analysis highlighted an inverse relationship between IFN-γ levels and dose rate, suggesting that the LDR may facilitate a competent immune response to viral challenge, while the HDR resulted in a non-statistically significant downregulation after stimulation. This trend, which can be observed in Figures 3A–C, and was confirmed by the effect size calculations that showed a suppression of the IFN-γ secretion after HDR irradiation in response to stimulation (Table 2—left side).

TNF-α is an important factor for T lymphocyte signalling and activation to induce an appropriate response from initiation to pathogen elimination and has a well-defined role in the defence against several bacterial pathogens [68, 69]. In this study, TNF-α is the only cytokine for which no real trends could be observed in the stimulated, irradiated whole blood cultures. However, the upregulation of IL-10 secretion might have antagonised the TNF-α levels in the stimulated cultures. An interesting yet not statistically significant response was observed in the unstimulated group, where LDR neutrons downregulated the TNF-α secretion after 0.125 Gy compared to the HDR (Figure 3P). This suggests that, even before mitogen stimulation, a dose rate-dependent response is visible and LDR neutron radiation might induce a suppressed ability to mount an effective immune response.

Significant reductions in mitogen-stimulated production of different cytokines was observed in peripheral blood mononuclear cells isolated from whole blood samples, that were collected during long-duration spaceflight [7]. The inability of the dysregulated immune system to respond and clear infections or pre-cancerous cells is concerning in light of the confined living condition and radiation-rich environment that astronauts will inhabit during interplanetary trips. While most of the observed immune alterations up to now have been linked and attributed to microgravity conditions in ground-based set-up, some components of the immune system are among the most radiosensitive tissues in the body. Unfortunately, results on the effect of cosmic radiation on the immune system remain limited [10, 20]. Most evidence for the effects of space radiation exposures in humans has been derived from epidemiological studies on the atomic-bomb survivors, radiotherapy patients, and occupationally exposed workers. While these studies provide valuable insights, our knowledge on the true risks from low dose rate exposure to high-LET radiation relevant to space is limited and remains one of the main challenges to predict space radiation health risks for exploration astronauts [70]. Currently, NASA's most advanced GCR simulators provides some insight into the effect of GCR on biological systems [70]. A recent study by Moreno-Villanueva and colleagues examined the combined and individual effects of γ-radiation (radiation source undefined), simulated microgravity and physiological stress on isolated, unstimulated, peripheral blood mononuclear cells [29]. They concluded that radiation significantly influenced cytokine secretion but only under simulated microgravity conditions. In addition, pre-exposure to simulated psychological stress mitigated the effects of microgravity. These important findings suggest possible synergistic effects that may offer some level of protective compensation during spaceflight. Since no additional space stressors were used in the current pilot study, this could also be one of the reasons why almost no significant effects on cytokine secretion could be observed with neutron irradiation alone.

When astronauts go beyond LEO, they are exposed to high doses of space radiation, consisting of protons and heavy charged nuclei, as well as secondary neutrons of a wide spectrum of energies produced by interaction of the charge particles with the human body, spacecraft and other material surroundings [71]. Most existing studies on neutron radiation focus on their carcinogenic risks and are primarily based on experiments with exposures to neutron energies below 20 MeV, while simulation and dosimetry studies illustrate that neutron energies in space environment go up to much higher energies [58]. In addition, measurements on the Martian surface show that neutrons will be a significant contributor to measured absorbed dose and it is estimated that they contribute ~15% toward the intravehicular dose to astronauts [57, 58, 72]. Though the immune impact of neutron irradiation is poorly studied, a gene expression study by Broustas et al. illustrated a clear suppression of immune cell function after 1 Gy neutron irradiation and downregulation of genes that were related to the immune system response and B and T cell physiology [73].

This pilot study has several limitations, where the small study population presented one of the main constraints to draw statistically significant conclusions. However, it is a first illustration of the size of variation, which can form the basis for appropriate sample sizes calculation and to test the feasibility of future experiments [74, 75]. The LDR in the current study is still much higher than the expected intravehicular dose rate during cosmic travel, which is estimated be 0.3–0.6 mGy per day or 2.08 × 10−4 to 4.17 × 10−4 mGy/min [58]. The measured dose rate for the Martian neutron spectrum ranges from 8 to 740 MeV was 0.014 ± 0.004 mGy/day [57, 59]. We were unfortunately limited to a dose rate of 0.015 Gy/min due to the detection limits of the electronics of the clinical neutron therapy beam line that was used in this study. However, this 25-time reduction in dose rate compared to the HDR of 0.400 Gy/min, was considered to be sufficient for this proof-of-principle study. Moreover, we were able to demonstrate a neutron dose rate effect on DNA double strand break induction as early as 30 min after irradiation with the same irradiation set-up [50]. It should also be noted that an absorbed neutron dose of 1 Gy as used in this pilot study is not trivial and is possibly much higher than the expected absorbed neutron doses for astronauts on a Mars mission. However, since this was a pilot study, it was decided to include a low (0.125 Gy) and high (1 Gy) neutron dose in order to evaluate the effect of the dose in this first step of the project. Neutron exposures of this magnitude are expected to induce apoptosis in a substantial proportion of the lymphocyte population and the lack of viability or apoptosis data can be seen as a limitation in this study.

Despite the limited number of study participants, the results demonstrate some first trends in certain cytokine secretions after irradiation with fast neutrons, where dose rate only seems to have an impact on the IFN-γ and IL-2 secretion after specific stimulation. However, the majority of these observations were not statistically significant. Another important limitation of this pilot study is the use of whole blood samples and not highly purified subpopulations. Therefore, this method does not provide the ability to identify the specific population of cells responsible for the observed increase or decrease in cytokine secretion. The use of whole blood may also be advantageous because it can display differences in cytokine secretion due to complex cell–cell interactions and the plasma, thereby better reflecting the in vivo environment. Notwithstanding these limitations and with great caution taken to not generalise the effects from a finite sample population, we can conclude that there is future scope for these types of experiments.

An important objective for future experiments is to take the additional layers of spaceflight complexity into consideration by mimicking the synergistic effect of multiple space stressors in a ground-based experiment, as outlined by Moreno-Villanueva et al. [29]. In addition, the future goal should also include in vivo experiments with neutrons and other high-LET radiation qualities relevant to the space radiation environment, with special emphasis for spaceflight-relevant low dose rates. Moreover, future studies should include cell viability and cell cycle assessments in order to take into consideration the starting concentration of cells in each sample, which can have a significant effect on the cytokine measurements. Unfortunately, lower dose rates remain technically challenging to administer to biological samples and beam time limitations at accelerator facilities might hinder the administration of the ultra-low dose rates observed in space. In spite of these limitations, the INVEST collaboration endeavours to further ground-based space research in Africa and to examine the individual and combined effects of spaceflight stressors (radiation, physiological stress, and microgravity) on the human immune system. Given the intended future of human spaceflight and the rapid expansion of the capabilities for human missions to the moon and Mars, there is a pressing need to improve the understanding of the space radiation risk, predict likely clinical outcomes of interplanetary radiation exposure, and develop appropriate and effective mitigation strategies for future missions [70]. The current study on low dose and dose rate neutron irradiation presents a first small step toward the giant leap still needed to achieve this goal.
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Particle therapy is a growing cancer treatment modality worldwide. However, there still remains a number of unanswered questions considering differences in the biological response between particles and photons. These questions, and probing of biological mechanisms in general, necessitate experimental investigation. The “Infrastructure in Proton International Research” (INSPIRE) project was created to provide an infrastructure for European research, unify research efforts on the topic of proton and ion therapy across Europe, and to facilitate the sharing of information and resources. This work highlights the radiobiological capabilities of the INSPIRE partners, providing details of physics (available particle types and energies), biology (sample preparation and post-irradiation analysis), and researcher access (the process of applying for beam time). The collection of information reported here is designed to provide researchers both in Europe and worldwide with the tools required to select the optimal center for their research needs. We also highlight areas of redundancy in capabilities and suggest areas for future investment.

Keywords: proton therapy, radiotherapy, radiobiology, beamline, irradiation


INTRODUCTION

There is a growing investment in proton and heavy ion therapy worldwide, with 89 proton centers and 12 carbon centers currently in clinical operation [according to the Particle Therapy Co-Operation Group (PTCOG)] [1]. Of these worldwide facilities, 31 proton centers (~35%) and four carbon centers (~33%) are located in Europe [2]. Despite the increasing adoption of particle therapy there remains a number of unanswered questions about this relatively new treatment modality [3]. These questions range widely in scope and include physical (e.g., range uncertainties or organ motion), biological (e.g., uncertainties in relative biological effectiveness and lack of clinically relevant in vivo data), and societal aspects (e.g., cost-effectiveness and radiotherapy demand) [4]. Many clinical centers offer beam time for research activities to address some of these questions [5]. However, access and utilization of this beam time can be difficult due to a lack of supply and/or funding. Rectifying this situation requires targeted efforts from both researchers and funders alike.

The European project “Infrastructure in Proton International Research” (INSPIRE) was created to allow researchers across Europe access to “state-of-the-art” research capabilities in centers for proton therapy. In addition, multi-ion research centers (research facility of UMCG, Groningen, the Netherlands; GSI, Darmstadt, Germany) augment the particle research portfolio. INSPIRE aims to integrate research activities in protons (and heavy ions) across Europe through eight objectives:

1) Developing new infrastructure by bringing together clinical, academic, and industrial research activities.

2) Enabling access to research infrastructure for researchers in both the public and private sector.

3) Providing training for the next generation of researchers in the field.

4) Facilitating knowledge exchange to promote best research practices throughout Europe.

5) Developing joint research activities (JRAs) that will improve the facilities available within the infrastructure.

6) Developing JRAs in fields where technological challenges exist to improve European competitiveness.

7) Developing an innovation pipeline to translate research into clinical practice and industrial products.

8) To conduct research within the principles of responsible research and innovation.

The project is comprised of 17 European partners, 11 of which offer beam time through transnational access (TNA) (Table 1); a complete list of the INSPIRE partners can be found at https://protonsinspire.eu/. Further to the partners discussed in this work, the University of Namur (Belgium) is also an INSPIRE partner taking part in radiobiological research, but with their nearby partner center under development does not offer TNA through INSPIRE. However, once operational their resources will be available outside of the current INSPIRE project. Most of these partners are either clinical centers or have very close connections to clinical centers (Figure 1), for example the radiobiological capabilities of CHRISTIE and UNIMAN are shared. A close clinical link is essential to aid the design of the research at inception and to ensure its relevance and future translation to the clinic.


Table 1. The INSPIRE partners offering equipment and support for radiobiological experiments through transnational access.
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FIGURE 1. European clinical proton therapy centers (closed triangle, 26 centers), carbon therapy centers (closed circle, 4 centers), and INSPIRE partners offering radiobiological TNA (closed squares, 11 centers—there is some overlap between centers). Open symbols show centers currently in the planning stage or under construction. Information is from the PTCOG website [1].


Further to the information hosted by each institute's website, and the information presented in this work, the following references give more information and available setups for Institut Curie [6–8], TUD [9–16], IFJ PAN [17], UMCG [18–24], and GSI [25–31].

Through INSPIRE we are able to investigate important research questions together and benefit from cross-validation. An immediate example is the variability in data for proton relative biological effectiveness (RBE) that has been seen in the literature over the years [32–35]. A coordinated effort amongst the INSPIRE partners is allowing this variability to be investigated both computationally and experimentally, and the results made available to researchers across Europe through INSPIRE's experimental and modeling JRA. This systematic and coordinated approach will highlight factors leading to variation and propose mitigation strategies for future studies. These mitigation strategies will help to develop best practices for proton radiobiology research and build upon previous work on the topic [36]. Alongside coordinated research INSPIRE also seeks to improve the infrastructure available to European researchers through its TNA. Many research centers have invested significantly to develop their research, constructing accelerators, beamlines, and purchasing experimental equipment. INSPIRE also continually upgrades its research capabilities by taking research developed through JRA and making it available to the wider research community via TNA. This means that INSPIRE is able to offer the very latest technology and capabilities.

TNA provides researchers an opportunity to access beam time and funding for experiments at INSPIRE partners. The beam time is offered to all researchers and is not limited to INSPIRE partners. Furthermore, whilst the beam time is largely accessible for European researchers, up to 30% of the hours are available to researchers outside the EU. The application process is managed through the INSPIRE website (https://protonsinspire.eu). Prior to submitting the application through the online form, the researchers are advised to contact the representative of the relevant partner site to discuss the technical details of their proposed experiment. Before being transferred to an independent international user selection panel (USP), the refined application, submitted via the online form, is first assessed to ensure that the requested TNA site has the capacity and infrastructure to perform the experiment. Afterwards, the application is evaluated by at least two members of the USP for its technical and scientific excellence, as well as future potential and impact. Priority is given to users who have not had access to the TNA before. The INSPIRE website contains details about each center, links to websites, and contact information for general enquiries aimed to aid the potential researcher.

The information provided in this paper acts as a corollary to the INSPIRE website, where up-to-date information is maintained. Here, we provide details of the TNA radiobiology capabilities of each INSPIRE partner. Similar information, at least in terms of the physics capabilities, has previously been presented by the European Particle Therapy Network [37] and can be used alongside this work. Planning of a radiobiological experiment requires the knowledge of not only the beamline for the sample irradiation, but also of the available equipment and capabilities of the biological laboratories on site. The latter are essential for the sample preparation and post-processing. In this work, we aim to provide comprehensive information on the facilities available across INSPIRE. We specify details of the “physics,” including location, beamlines, particle types, energies, and field sizes. We specify details of the “logistics,” including details of sample types, positioning, and automation. We specify details of the “biology,” including the available equipment for sample preparation and post-irradiation processing. Finally, we discuss future perspectives for ongoing development and further investment. The details provided here act as a resource for the potential researcher to select the optimal center for their experimental needs. However, it should be noted that there is often flexibility in many of the aspects we report. As such the information we provide should be used as a guide and more specific details can be obtained through communication with a specific partner or through INSPIRE's help desk. It is apparent that the capabilities, at least in terms of “physics,” between many partners are similar. This level of redundancy is desirable, enabling repetition to ensure scientific rigor, however, establishing these centers requires a large investment and through INSPIRE they are able to work effectively together to ensure optimum utilization.



PHYSICS – LOCATION, BEAMLINES, PARTICLES, ENERGIES, AND FIELDS

A researcher often faces large heterogeneity when performing experiments between centers, with differences in protocol, setup, irradiation, and sample processing. Despite this there are a number of overlaps in beam properties and possible experiments between centers. Figure 2 shows a summary of capabilities for the INSPIRE TNA partners.
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FIGURE 2. INSPIRE partners offering radiobiological investigation with particles. The quoted energies are as extracted from the beamlines, lower energies are available with beam degraders. Centers offering both in vitro and in vivo experiments are marked with orange circles, while those offering only in vitro experiments are shown as blue squares. Protons, Helium, Carbon, and Oxygen ions are available at the research facility of UMCG. Protons and ions up to Uranium ions are available at GSI.


TNA providers mainly cover central and northern Europe, with a similar distribution to clinical centers (Figure 1). Geographic positioning of centers is an important factor to minimize both travel expenses and logistics. A new initiative with the South East European International Institute for Sustainable Technologies (SEEIST) [38, 39] aims to enable researchers from the south east of Europe to access INSPIRE's capabilities while they are developing their own facilities.

All of the TNA providers can supply protons, with two centers, GSI and the research facility of UMCG, additionally offering other ion types of clinical interest, such as carbon, helium, or oxygen. As can be seen from Figure 3, in general, the energies available from the accelerator are similar between providers. The most overlapping energy region is between 120 and 190 MeV—experiments at this energy can be done at all of the partner centers. The highest possible energies can be achieved at GSI, reaching up to 1 GeV/u for heavy ions and 4.5 GeV/u for protons, with relevance to proton radiography [40] experiments, while most of the other institutes are limited to a maximum of 230–240 MeV/u. The lowest possible proton energies are offered at the research facility of UMCG (15 MeV) and Institut Curie (20 MeV). Energies can be further degraded before the sample to investigate increased proton linear energy transfer, with a relevance for end of range effects. Access to even lower energies can be obtained through the EU project RADIATE [41].
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FIGURE 3. Proton energies available at INSPIRE partners as extracted from the accelerator. The highest proton energy is available at GSI (up to 4.5 GeV). The lowest energies are available at the UMCG research facility (15 MeV) and Institut Curie (20 MeV). The overlapping region (shaded area) is between 120 and 190 MeV. Energies can be further degraded in front of the sample.


Eight TNA providers have a dedicated research room. This can be useful for studies that require longer irradiations and/or longer follow-up, it also gives more freedom to experiments that require a complex or non-standard sample setup. However, the cost of such studies should always be considered. Whilst the sample may be able to remain in the room post-irradiation this will often inactivate the room using valuable resources. A shared room has the downside of limited usage, due to clinical commitments, although it has the added benefit of rigorous quality assurance to a clinical standard. However, it should be noted that all partners undertake measures to ensure dosimetry and quality of beam delivery in their research rooms.

Figure 4 shows examples of beamlines for the CHRISTIE + UNIMAN, Skandion, the research facility of UMCG, TUD, GSI, and Institut Curie partners.


[image: Figure 4]
FIGURE 4. Beamline setup for (A) UNIMAN + CHRISTIE, (B) Skandion, (C) the research facility of UMCG, (D) TUD, (E) GSI, and (F) Institut Curie. UNIMAN has a beamline leading to a Varian scanning nozzle, samples are placed in front of the nozzle (pictured is a hypoxia cabinet). Skandion has a beamline leading to an IBA scanning nozzle, samples are placed on an adjustable table in front of the nozzle. The research facility of UMCG has a flexible beamline setup using optical benches; picture shows a study on the effect of magnetic fields in combination to proton irradiation [23]. TUD has two beamlines in the dedicated experimental room, one with a pencil beam scanning nozzle (left) and one static beamline (right). In the picture, setups with water tank and beam dump at the scanning beamline and passive double scattering setup for radiobiological experiments at the static beamline are shown. GSI shows the beamline setup for “Cave A,” equipped with the robotic system for sample exchange. Institut Curie shows three irradiation rooms; “Room Y1” —horizontal beam up to 201 MeV (left), “Room Y2” —horizontal beam up to 76 MeV (right), and “IBA Room” —gantry up to 230 MeV (bottom).


There is a range of maximum available scanned field sizes across the INSPIRE partners, shown in Figure 5. Six partners, PSI, Skandion, NPI-CAS, IFJ PAN, AU, and Institut Curie, offer the same field size (30 × 40 cm2). TUD and CHRISTIE + UNIMAN offer the same field size but in the landscape orientation (40 × 30 cm2). All partners offer a field size large enough to irradiate most in vitro sample types, such as tissue culture flasks or microplates. The field size may become a limitation for larger non-standard samples, or simultaneous irradiation of multiple samples. Though in some cases the field size may be increased by introducing scatterers.


[image: Figure 5]
FIGURE 5. Maximum available scanned field sizes of the INSPIRE partners, ranging from 10 × 10 cm2 to 30 × 40 cm2. Larger field sizes may be available by introducing scatterers.


Choice of reference radiation is an important aspect in general for radiobiology. The biological effects of protons are often quoted relative to the more familiar photon case, most notably the relative biological effectiveness for cell kill. A variety of reference photon qualities are used between the INSPIRE partners. Several partners have the possibility to choose between clinical LINACs and kilovoltage X-ray machines (CHRISTIE + UNIMAN, TUD, NPI-CAS, Institut Curie, UMCG), whilst the capabilities of others are more limited. The difference in reference radiation may lead to slight differences in relative effect measurements, making inter-center comparisons more complicated. However, it should be noted that this is a problem for radiobiology in general and is not limited to INSPIRE partners [42].



LOGISTICS – SAMPLES, POSITIONING, AND AUTOMATION

The mode of sample irradiation is an important consideration, including sample orientation and possibility of automated handling. Monolayers of cells, grown in a flask or microplate, should not be free from media for a long duration of time to avoid drying. As such, several centers, particularly with horizontal beamlines, employ automated sample handling. Here, the sample can remain in a horizontal orientation and is lifted up only when presented to the beam for irradiation. Automated sample handling also has the added benefits of improving repeatability and minimizing access to the irradiation room, increasing sample throughput. Four centers employ automated sample handling. All the centers have the capability of a horizontal beamline, though four can additionally offer a vertical beam direction, and six offer more irradiating angles by using gantries. The sample type that can be irradiated is a limitation defined by the system. Most centers have flexibility here, with all capable of irradiating at least flasks and well-plates. The sample type capability may go beyond this (as long as it can be fixed in front of the beam and meet the safety regulations of the experimental room) and should be further discussed with the partner institute. Table 2 shows a summary of these details.


Table 2. Beamline and radiobiological sample details of the INSPIRE partners.

[image: Table 2]

Figure 6 shows examples of sample presentation to the beam at Christie + UNIMAN, the research facility of UMCG, Institut Curie, GSI, and AU. The system at CHRISTIE + UNIMAN (Figure 6A) employs a 6-axis robot mounted inside a hypoxia end station. The space limitations of the hypoxia cabinet mean that at most a mix of up to 36 samples can be housed at a time. The fingers of the robot are designed for T75 flasks or 96-well-plates, limiting the sample type. However, other samples can be used so long as they have the same footprint as a 96-well-plate or through use of customized sample holders, alternatively a large range of samples can be used without the robot. Similar to the CHRISTIE + UNIMAN system, the GSI system (Figure 6D) holds samples in the horizontal position lifting them to the beam for irradiation. This change in orientation minimizes the time that cells are free from media, ensuring a good cellular environment and avoiding sample drying. Alternatively, samples can be prepared so that the culture vessel is full of cell media, which is the case for the research facility of UMCG (Figure 6B) and Institut Curie (Figure 6C).


[image: Figure 6]
FIGURE 6. Setup for sample irradiation at (A) CHRISTIE + UNIMAN, (B) UMCG research facility, (C) Institut Curie, (D) GSI, and (E) AU. The CHRISTIE + UNIMAN system is a 6-axis robotic arm mounted in a hypoxia cabinet, allowing irradiation at different oxygen tensions from 0.1 to 20%. The robot picks samples from a “hotel” and holds them in front of a beam window within the cabinet, before either replacing the sample to the hotel or moving to an automated fixation system (left). The hotel can house up to 36 samples, a mix of T75 flasks or 96-well-plates (right). The system of the UMCG research facility shows the sequential irradiation of three 12-well-plates. Wells are filled with cell media and sealed with parafilm. The Institut Curie system shows sequential irradiation of six in vitro samples (left), and immobilized in vivo irradiation (right). The GSI system allows for sequential irradiation of 16 tissue culture flasks. The flasks remain in the horizontal position whilst not being irradiated (left), preventing the cell layer inside from drying. The robotic system lifts the sample and presents it to the beam (right), replacing it when irradiation is complete. The AU system shows an in vivo setup for mouse leg irradiation.




BIOLOGY – SAMPLE PREPARATION AND PROCESSING

Alongside the physics capabilities, the biological equipment available at a center will often define the type and complexity of experiments that are possible. This impacts both the pre-irradiation sample preparation and post-irradiation analysis. For some experiments it is not possible to prepare samples prior to transport to the irradiating center. Similarly, it is not always possible to fix samples following irradiation ready for transport to the home institute. Table 3 gives details of the in vitro biological equipment available at INSPIRE partners. In most cases the equipment detailed in Table 3 is shared between the INSPIRE partner and other groups at the same institute. Therefore, these details should be used as a guide for maximum available equipment. Similarly, extra resources may be available at a partner's sister institute. Researchers requiring the use of any of this equipment should discuss their needs with the relevant partner.


Table 3. In vitro biological analysis equipment available at the INSPIRE partners.
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Common amongst all centers is the availability of flow hoods and incubators, with TUD offering the largest capacity for sample preparation and storage. At the moment, only one center, UNIMAN, has a hypoxia station for irradiation of samples under variable oxygen tension. This offers the capability for studying the oxygen enhancement ratio and probing new fields such as the FLASH effect under strictly controlled conditions. The hypoxia station at UNIMAN is positioned directly at the beam nozzle, which prevents O2 fluctuations in the sample while it is being transported from the laboratory to the irradiation facility. Additionally, the irradiation in hypoxic conditions is possible at AU and GSI, where the samples can be gassed inside specially designed containers prior the transportation to the experimental room. The availability of more sophisticated post-irradiation analysis, such as flow cytometry, FACS, mass spectrometry, PCR, and sequencing is varied amongst the partners. Similarly, the advanced microscopy available amongst the partners is varied, though the majority have fluorescent and confocal microscopes available.

While all the INSPIRE TNA partners mentioned in this work offer the environment for in vitro studies, the in vivo capabilities are slightly more limited, as seen in Figure 2. Despite the data from cell experiments being a valuable preliminary tool for studying the effects of proton beams, all of the physiological processes and their complex interplay cannot be reproduced in vitro, and thus the clinical treatments must first be simulated using animal models before moving onto human trials. Table 4 shows the in vivo capabilities of the INSPIRE TNA providers.


Table 4. In vivo capabilities available at the INSPIRE partners.
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In vivo experiments bring the added complexity of ethical review. INSPIRE has a well-established ethics platform for both its TNA and JRA, which is overseen by an ethics panel comprised of international experts in the field. The partners must also follow both the official regulations of their country/state as well as those of the TNA provider. Moreover, these regulations might vary from one state to another within the same country (for example, in Germany). Ethics applications in EU generally require a FELASA (Federation of European Laboratory Animal Science Associations) certification for participating scientists that cover the duration of the relevant research. In addition to that, country-specific licenses might be required. In the latter case, exceptions can be made when the guest scientists are only irradiating the animals without leaving them at the TNA facility. The application for the ethical approval is normally done well in advance, as the review procedure can last up to several months. All of the paperwork relating to ethical approval is retained by the partner and made available to the EU upon request. In addition, for some experiments the EU requires copies of the ethical permissions prior to any experiment taking place.



FUTURE PERSPECTIVES

As has been shown, the resources available within the INSPIRE network are state-of-the-art. Further to this a number of new centers are under development and will soon be accessible to the research community. For example, the Proteus ONE IBA center at Charleroi (Belgium) will offer both in vitro and in vivo capabilities complete with a basic in vitro lab and animal facility on site, with researcher access offered through partnership with Namur. Belgium is also developing a center at Leuven, which will also offer in vitro and in vivo research capabilities. Furthermore, the European project SEEIST [38, 43] will develop capabilities in South-eastern Europe, filling in some geographical gaps shown in Figure 1. As well as developing a new heavy ion center the SEEIST project will have access to resources provided by INSPIRE.

There is a growing European interest into studying the effectiveness of heavy ions, with four operational carbon centers and two new centers under construction. A 2019 meeting of UK clinicians, scientists, engineers, and stakeholders began the process of considering future UK development of heavy ion therapy. There are also ongoing investigations into the clinical utilization of other particle types. For example, Helium has been seen as an intermediate between protons and carbon [44–46]. Other studies investigate the possibilities of combining multiple beams within one treatment plan to ensure a more uniform RBE distribution [47], or better treatment of hypoxic tumors [48]. The INSPIRE network is well-placed for the associated radiobiological investigations here, in particular with the partner institutes GSI and UMCG.

There has been a worldwide renewed interest in radiotherapy delivery techniques and improved normal tissue sparing. For example, spatially fractionated proton therapy [49–52] and ultra-high dose rate (FLASH) [53–56]. In these cases, the radiobiological mechanism driving the effect remains elusive. In particular, the differences between photon and particle therapy requires further investigation. Alongside this, the combination of particle therapy with immunotherapy [57, 58] is an exciting treatment that requires mechanistic understanding. Again, the INSPIRE network provides resources for investigation here, particularly through in vivo work, with results being directly useful for clinical adoption.

In vivo radiobiological research is a crucial step along the path to clinical implementation. Seven of the 11 partners discussed in this work are currently performing in vivo research (AU, GSI, IFJ PAN, Institut Curie, PSI, TUD, UMCG). Further to this, CHRISTIE + UNIMAN are beginning development of a second beamline for in vivo work. Skandion are also in the early stages of planning future in vivo work. This added capacity, and the currently available capacity, is sure to aid in the clinical efficacy of proton therapy.

The connection between research activities and clinically relevant questions must be made stronger. There are close links between many INSPIRE partners and clinical centers, which aids in this connection. However, it is important that the clinical community become more involved with research at inception. With a limited amount of finances this will ensure prioritization of the most pertinent research and advance clinical translation, all for the benefit of the patient.



CONCLUSION

In this work we have given details about the radiobiological capabilities of partners involved in the INSPIRE project, including how the resources can be accessed. It is clear that whilst there are a number of differences between the partners there are also a number of similarities. This allows for investigations into the cause of variance in published radiobiological data, such as the planned joint experiment of the INSPIRE partners. However, establishing these research centers requires significant investment and, as can be seen, many of the capabilities are already in place. More effort must be made to develop and utilize the resources currently available to us. Efforts are being made to further increase in vivo capabilities, whilst in vitro research is invaluable for identifying and probing mechanisms, in vivo research is crucial for clinical adoption. Also required here is a closer relationship with clinical partners, ensuring a good direction for future research. With a renewed interest in radiotherapy delivery techniques, and the unknown biological mechanisms, now is certainly and exciting time for particle radiobiology. Mechanisms that the INSPIRE network is well-placed to address.
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Real-time range verification of particle beams is important for optimal exploitation of the tissue-sparing advantages of particle therapy. Positron Emission Tomography (PET) of the beam-induced positron emitters such as 15O (T1/2 = 122 s) and 11C (T1/2 = 1223 s) has been used for monitoring of therapy in both clinical and preclinical studies. However, the half-lives of these nuclides preclude prompt feedback, i.e., on a sub-second timescale, on dose delivery. The in vivo verification technique relying on the in-beam PET imaging of very short-lived positron emitters such as 12N (T1/2 = 11 ms), recently proposed and investigated in feasibility experiments with a proton beam, provides millimeter precision in range measurement a few tens of milliseconds after the start of an irradiation. With the increasing interest in helium therapy, it becomes relevant to study the feasibility of prompt feedback using PET also for helium beams. A recent study has demonstrated the production of very short-lived nuclides (T1/2 = 10 ms attributed to 12N and/or 13O) during irradiation of water and graphite with helium ions. This work is aimed at investigating the range verification potential of imaging these very short-lived nuclides. PMMA targets were irradiated with a 90 AMeV 4He pencil beam consisting of a series of pulses of 10 ms beam-on and 90 ms beam-off. Two modules of a modified Siemens Biograph mCT PET scanner (21 × 21 cm2), installed 25 cm apart, were used to image the beam-induced PET activity during the beam-off periods. For the irradiation of PMMA, we identify the very short-lived activity earlier observed to be 12N (T1/2 = 11.0 ms). The range precision determined from the 12N activity profile that is measured after just one beam pulse was found to be 9.0 and 4.1 mm (1σ) with 1.3 × 107 4He ions per pulse and 6.6 × 107 4He ions per pulse, respectively. When considering 4.0 × 107 4He ions, which is about the intensity of the most intense distal layer spot in a helium therapy plan, a range verification precision in PMMA of 5.7 mm (1σ) can be realized. The range precision scales approximately with the inverse square root of the number of 4He ions, i.e., the relative statistical accuracy of the number of coincidence events. Thus, when summing data over about 10 distal layer spots, this study shows good prospects for obtaining 1.8 mm (1σ) precision in range verification, within 50 ms after the start of a helium irradiation by in-beam PET imaging (scanner 29% solid angle) of 12N.

Keywords: helium ion therapy, range uncertainties, N-12 production, imaging, dose delivery verification


INTRODUCTION

Charged particles (in particular protons and carbon ions) are increasingly used for radiotherapy of cancers. The main rationale for their use, compared to irradiation with photons, is their favorable dose distribution: a reduced integral dose and an energy-dependent depth for the dose maximum (so called Bragg peak). Such dose distributions fulfill the therapeutic goal of having a sufficient dose in the tumor while minimizing the dose to co-irradiated healthy tissues. While protons and carbon ions remain the main charged particles used in cancer therapy, a renewed interest in therapy with helium ions has developed in recent years [1–5], with implementation planned for centers such as the Heidelberg Ion Beam Therapy Center (HIT) [6–8]. In pioneering clinical trials at the Lawrence Berkeley Laboratory, around 2,000 patients were treated with helium ions [9–11]. The rising interest in helium ions is driven by their advantages over protons and carbon ions: a smaller lateral penumbra compared to protons (see e.g., [4, 12]); and factors related to their lesser fragmentation [13] and potentially cheaper implementation cost relative to carbon ions.

In spite of the theoretical benefits attributed to the precise dose deposition of charged particles, the practical realization is hampered by the enhanced sensitivity of particle beams to differences between the data and models on which treatment plans are based and the actual situation during patient irradiation. These deviations originate, among others, from range uncertainties due to factors such as inaccuracies in the patient model (CT imaging and conversion to stopping power required for dose calculation), patient motion, setup errors and anatomical changes [14, 15]. Consequently, mitigation strategies including the use of larger safety margins [15, 16], robust optimization ([17–21], and review [22]) and sub-optimal beam directions [23] are adopted to provide robustness against these effects. Such strategies ensure tumor coverage at the expense of a larger dose to healthy tissue/organs at risk (OAR), and thus sub-optimally exploit the inherent dosimetric benefit of charged particle therapy. Motivated by the need to fully exploit these benefits, dual energy CT ([24, 25] and review by [26]) and proton imaging [27–29], which provide better information on the relative stopping power and thus lead to less range uncertainties, are being investigated. In addition to these imaging techniques, in vivo range verification techniques have been introduced and are being investigated as quality assurance tools for monitoring of the accuracy of dose delivery (see e.g., reviews [23, 30, 31]). A treatment protocol employing such a technique could enable the use of smaller range margins during treatment planning and/or the use of more optimal beam directions, i.e., also stopping the beam in close vicinity of OARs, effectively reducing the volume of irradiated healthy tissue. This contributes to minimizing the probability of complications, which increases the quality of life and reduces follow-up health care costs.

Given the absence in particle therapy of primary radiation exiting the patient body, in vivo verification techniques rely on the detection of secondary emissions resulting from particle interactions in the body: annihilation photons ([32–36] among others; review papers [37–39]), prompt gamma rays ([40–48] among others and review [49]), other secondary particles [50–52], and iono-acoustic waves [53–57].

Positron Emission Tomography (PET) imaging is the pioneering technique for in vivo range verification [32]. The technique relies on the imaging of the photons originating from the annihilation of positrons emitted in the radioactive decay of beam-induced radionuclides. An advantage of the PET technique is that it is based on a well-established nuclear medicine imaging technology and thus requires less effort in translation to routine clinical use. Three main strategies have been proposed for clinical implementation: “In-beam” imaging during the irradiation with a scanner integrated into the beam delivery nozzle [36, 58, 59]; “in-room” imaging after completion of the irradiation with a PET scanner installed in the treatment room and starting within about 2 min after the irradiation [35, 60, 61]; and offline imaging after completion of the irradiation with a PET scanner installed outside the treatment room and starting more than 5 min after irradiation [62–65]. The delayed data acquisition with respect to the irradiation, in the in-room and offline implementations, presents an advantage for the PET in vivo verification technique. For these implementations, the PET signal is essentially free of background signal interference from other beam-induced signals (neutrons, prompt photons and other secondary particles). Handling such interference is possible with the in-beam PET implementation. Its realization depends on the width and period of the beam pulses; coincidence window and time resolution of the scanner and may require pile-up rejection. A simulation study evaluating the performance of these strategies in terms of achievable count statistics (not including very-short lived positron emitters), image quality, cost of integration and impact on the treatment workflow is presented in [66]. Although, according to [66], the in-beam strategy gives the best performance, it faces a foremost challenge of a high integration cost. Consequently, the authors recommend the in-room strategy as a compromise between the high cost of integration of in-beam PET and the loss of count statistics as well as workflow impediments associated with the offline strategy.

The retrieval of prompt feedback (i.e., on a sub-second timescale) on dose delivery by individual irradiation spots requires the collection of sufficient counting statistics within a short period. The in-beam PET implementation, previously investigated at synchrocyclotrons, are incapable of providing such statistics due to the imaging of positron emitting nuclides with half-lives between 2 and 20 min during the irradiation pauses. For example, Pennazio et al. [59] reach a 1–2 mm range precision 190 s after the start of the irradiation. Thus, the absence of prompt feedback precludes the intra-fraction initiation of corrective actions to improve the dose delivery accuracy. We have shown that in addition to these longer-lived nuclides, very short-lived nuclides such as 12N (T1/2 = 11 ms) are copiously produced during proton irradiation of carbon-rich tissues [67, 68]. Based on this finding, Buitenhuis et al. [69] and Ozoemelam et al. [70] performed experiments on the potential of imaging 12N for range verification. A drawback of 12N imaging is the positron range blurring, due to the high positron endpoint energy of 16.4 MeV, which will impact the retrieval of range information. Despite the large 12N positron range, millimeter precision range measurements can be performed when imaging the 12N produced by 5 × 108 protons on both graphite and PMMA targets [69, 70].

As treatment with helium ions regains new interest, the optimal use of this ion would also benefit from an in-vivo verification technique. In contrast to protons and other therapeutic ions, there is a paucity of studies on PET monitoring of helium beam therapy. Early investigations [32] show that positron emitting isotopes [15O (T1/2 = 2.05 min) and 11C (T1/2 =20.3 min)] are produced on carbon-rich materials and soft tissues, and could potentially indicate the range of helium beams, provided that technical limitations of the prevalent imaging hardware could be resolved. The limitations experienced at that time include the unavailability of on-line detection systems which allow the detection of short-lived nuclides and reduce biological washout of the nuclides; signal deterioration by background radiation; poor detector spatial resolution and sensitivity. Several decades after this investigation, most of these limitations have received significant attention and detection systems for on-line monitoring with improved detector resolution and sensitivity [35, 36, 59, 69–73] and methods for suppressing background radiation [69, 74] have been developed. More recent investigations into the feasibility of in-beam PET for therapeutic 3He beams [75] and off-line PET with 4He beams [76] provide a quantitative estimation of the production rates of the relevant radionuclides mentioned in Ref. [32], and highlight significant reduction in measured activity levels, especially in oxygen-rich materials, when changing from an in-beam detection to off-line strategies. As the imaging of the longer-lived nuclides, presented in these studies, does not provide prompt feedback on beam-delivery, alternative approaches based on the detection of prompt gamma photons have been investigated [77, 78].

The production of a very short-lived activity with a half-life of about 10 ms, attributed to 12N and/or 13O, was observed during irradiation of both carbon-rich and oxygen-rich targets with helium ions [79]. This activity could potentially be used to obtain prompt feedback on dose delivery. In this paper, we investigate the near-real time range verification capabilities, especially the precision, in helium beam radiotherapy by PET imaging of this very short-lived activity.



MATERIALS AND METHODS


Irradiation Setup

The experiment was performed at the AGOR cyclotron of the KVI-Center for Advanced Radiation Technology (KVI-CART), University of Groningen. Figure 1 shows the experimental setup. A beam of 90 AMeV 4He ions was used to irradiate PMMA targets (see section Target and PET Scanner Setup). The beam was delivered through a horizontal beam line to the experimental area. The intensity of the beam was monitored with an air ionization chamber [beam intensity monitor (BIM)] placed after the exit window of the beam line. A paddle-shaped (100 × 100 mm2 area and 1 cm thick) NE102A plastic scintillation detector, capable of counting each 4He ion at low beam intensity, was used to calibrate the BIM in terms of beam intensity. The width of the beam at the target position was 6.5 mm FWHM in both vertical and horizontal direction, as measured using a harp-type (wire grid) beam profiler. To allow imaging of the short-lived PET nuclides without interference from the prompt radiation associated with the beam pulses, the 4He beam was delivered in pulses consisting of 10 ms beam on and 90 ms beam off. The beam pulsing was realized with an electrostatic beam chopper in the injection line of the cyclotron. The chopper was controlled by a pulse generator that was also used to switch the detectors on and off. Two beam intensities were used: 1.3 × 107 and 6.6 × 107 4He ions per 10 ms pulse. After switching the beam on, the full beam intensity is reached within about 0.5 ms. Switching off the beam is slower: the intensity drops to 3% of its value after 3.0 ms. The targets were irradiated for 600 cycles (60 s) with data acquired during the beam pauses and an additional 70 s, while still pulsing the detectors, after the end of the irradiation. The data from the first second of irradiation are used to determine the range precision using the very short-lived activity (see section Range Verification Using 12N). The longer irradiation time enables to compare the number of counts from the very short-lived and the longer-lived activities (see section Time Spectrum of Activity).


[image: Figure 1]
FIGURE 1. Setup for imaging beam-induced positron activity. The 4He beam direction is indicated by the red arrow. The beam bombards PMMA targets installed in-between two modules of a Siemens Biograph mCT PET Scanner, Scanner head A, and B. The beam intensity monitor (BIM) is indicated.




Target and PET Scanner Setup

The dimensions of the PMMA targets (width × height × length) were 120 × 120 × 100 mm3. The targets were installed with their short side parallel to the beam direction. As the ion range in PMMA calculated using SRIM [80] is 55 mm, the target thickness was sufficient to completely stop the ion beam and the positrons emitted by 12N/13O. Table 1 shows the threshold for production of 12N/13O and other short-lived positron emitters during irradiation of carbon and oxygen with 4He. Only the reaction channels with the lowest threshold energy are shown. The lowest threshold energy, for the production of 18Ne on 16O, of 29.7 MeV represents a helium range in water of 0.7 mm. The other reactions have threshold energies from 50.6 to 75.4 MeV, corresponding to a helium range in water from 1.9 to 3.9 mm. Thus, the distal edge of the activity profile is located few mm proximal to the ion range. Compared to protons, the proximal shift of the activity distal edge relative to the range is smaller because of the higher stopping power of helium.


Table 1. Reaction threshold energies for the production of very short-lived positron emitters produced by 4He on carbon and oxygen (from https://www.nndc.bnl.gov/qcalc/index.jsp).

[image: Table 1]

The target was mounted such that the center of the field of view (FoV) of the scanner corresponded to a depth of 55 mm in the target. The central axes of the target and the scanner FoV were aligned with the beam direction. The distance between the centers of the two scanner modules was 252 mm. To investigate the range verification performance, PET data was acquired for the following target configurations: nominal and insertion of 1.9 ± 0.1, 3.0 ± 0.1, 4.9 ± 0.1, and 9.4 ± 0.3 mm PMMA range shifters at the proximal surface of the targets.



PET System

The PET system used in this experiment is 1/6 of a Siemens Biograph mCT clinical scanner with custom-modified detectors. Two detector panels were installed opposite each other for PET imaging of the beam-induced positron activity. Each panel has an area 210 × 210 mm2 and is composed of a 4 × 4 array of block detectors. A block detector comprises a 13 × 13 array of 4 × 4 × 20 mm3 LSO scintillation crystals read out by 4 photomultiplier tubes (PMTs). The energy signals are transmitted through Ethernet cables (CAT 6A twisted pair cables with RJ-45 jacks) to two Detector Electronics Assemblies (DEA) which encode position, energy and time of arrival of the photons. A coincidence unit receives the processed signals from the DEA, determines valid coincidence events and transmits the data to a data acquisition computer. A coincidence time window of 4 ns and an energy discrimination window of 435–650 keV were used. The panels were installed such that they curve around the vertical axis with a radius of curvature of 42 cm (see Figure 1).

Custom modifications were implemented to ensure good detector performance under the high radiation levels present during the helium beam irradiation. As each block detector is exposed to a γ-ray flux of around 108 s−1, estimated from [81], during the beam-on periods, which exceeds the capacity of the PMTs, the PMT voltage dividers were modified such that the detectors can be effectively switched off during the beam-on periods. The detector pulsing is controlled by a TTL signal that is synchronized with the beam pulsing. After the detector is switched on, a period of 300 μs is required for the detector to become operational, while a shorter time of 130 μs is required to switch the PMT off. Despite the short time required to switch the PMT on, a longer delay of the start of the data acquisition after switching off the beam was used. An optimum delay of 3 ms was experimentally determined and applied as a compromise between exposure of the detector to prompt radiation resulting from the tail of the beam-on pulse and early detection of the beam-induced PET counts. Although the PMT becomes operational within 300 μs, a temporarily lowering of the PMT gain with a recovery time of about 25 ms was observed. This effect was investigated and quantified with 68Ge radioactive sources in a coincidence setup with 2 block detectors as well as with data from part of the post-irradiation period (50–70 s after end of irradiation) using the complete scanner. In this period, the PET activity is due to the decay of long-lived positron emitters, thus the time spectrum should have a constant activity within the 90 ms detector-on period. The time spectrum of coincidence events from both these investigations is shown in Figure 2. A period of about 5 ms is required to attain 90% of the maximum count rate in the 435–650 keV pulse height window used. We compared the detector recovery for irradiation with the two beam intensities applied in this study. No significant difference was observed for the intensity range used here. It cannot be excluded that an intensity dependence exists over a larger intensity range. The time spectra have been corrected with a time dependent normalization factor as shown in Figure 2 to take the PMT gain recovery into account. Applying this correction on the data collected 30–50 s after the completion of the 60 s irradiation results in a constant count rate in the detector-on period, correctly reflecting the constant PET activity.


[image: Figure 2]
FIGURE 2. Time spectrum of coincidence events after switching-on the PMTs. Spectrum for acquisition using radioactive lab sources (red) and 50–70 s post-irradiation measurement (black). The blue line represents a corrected spectrum of the 30–50 s post-irradiation data using the 50–70 s post-irradiation data as a normalization factor.




Image Reconstruction

The images of the beam-induced activity were reconstructed using the algorithm introduced in Ref. [69] and further described in Ref [70]. The reconstruction algorithm creates a 2D histogram of the intersection of the Lines of Response (LoR) with the plane coinciding with the helium pencil beam (i.e., the beam central axis). The Depth of Interaction (DoI) in the detector was set to a depth of 8 mm. Although more sophisticated algorithms such as the 3D maximum-likelihood expectation-maximization [82] provide a more accurate depiction of the activity distribution, these require high count statistics and a significant processing time. As the imaging of the short-lived nuclides is aimed at near real-time feedback using the relatively small short-lived positron activity and also given the accurate knowledge of the position of the pencil beam, the image reconstruction algorithm used here is considered sufficient for this purpose. A reconstruction grid over an area of 208 × 208 with 8 × 8 mm2 pixel was used.

The LoR is determined from the IDs of the two coincident crystals. This information and the time tags of the coincidence events were recorded in a list-mode data file by the PET system. Time tags were inserted into the data stream at 1 ms intervals. The inclusion of the time tags was necessary to ensure proper identification of the short-lived nuclide activity contribution (See section Reconstruction of the Short-Lived Positron Emitter Contribution). The time tag values were inserted relative to the beginning of data acquisition. The beam pulsing was synchronized with the detector switching, but could not be synchronized with the start of the PET data acquisition. Irradiation was started shortly after the start of the data acquisition of the scanner. Due to the asynchronous start of data acquisition and irradiation, the exact start of the irradiation with respect to the time tags was determined through an analysis of the variations in the event rate. The data acquisition generally starts with a low pre-irradiation count rate followed by a marked increase in the coincidence rate due to beam-induced activity. As targets with no measurable initial activity were used in all measurement runs, the clear gradient in the count rate, seen in the acquired data, was used to identify the first beam-off period which served as reference for the subsequent pulses, which were identified by adding 100 ms time tag intervals.

The recovery of the coincidence rate (section PET System) was taken into account during the image reconstruction by weighting each LoR by a factor equal to the inverse of the coincidence recovery factor associated with the time bin of the LoR. Further to this correction, the 2D images were corrected for the non-uniform sensitivity of the PET system determined through measurements with calibrated 68Ge line sources crossing the center of the scanner FoV. The absolute sensitivity of the scanner, measured with a calibrated 68Ge point source (activity accuracy 0.6% 1σ) in the center of the FoV, was 2.2%.



Reconstruction of the Short-Lived Positron Emitter Contribution

The beam-induced positron emitters are indistinguishable on the basis of the 511 keV annihilation photons. To reconstruct the distribution of the short-lived nuclides, a weighted subtraction of images reconstructed for two different time windows in the beam-off period was performed. The first image, also referred to as the early image, was reconstructed using events from the time period 1–59 ms and contains contributions from both 12N and longer-lived nuclides. The second image, referred to as the late image, was reconstructed using events from the period 60–86 ms and contains only counts from longer-lived nuclides. A weighting factor of 2.19, corresponding to the ratio of the duration of the early to late time windows, was used to scale the late image before the image subtraction step.



Detection of Range Shifts

To determine the shift in the range of the 4He ions due to changes in target configuration, 1D activity profiles, with bin width of 8 mm, along the direction of the ion beam were obtained from the 2D images reconstructed using the method described in section Reconstruction of the Short-Lived Positron Emitter Contribution. The 1D activity profile is a projection of the 2D image on the horizontal axis. The algorithm for detection of the range shift follows that used in Ref. [83] where the points in a given profile are shifted in the x-direction and compared to a reference profile to obtain the shift which minimizes the summed absolute difference between the two profiles. In this work, the activity profiles were normalized to their respective maximum and linearly interpolated in 0.08 mm bin widths and shifted in 0.08 mm steps relative to a reference profile. For each shift δthe root mean square difference between the profiles was calculated as
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where i is the index of the reference (Aref) and range-shifted (Ashift) activity profiles; T is the number of bins in the profile. Indices in the activity profiles, starting from 500 bins (i.e., 40 mm) from the downstream edge of the FoV (depth bin = 0) to the 80% activity level on the proximal slope of the activity peak, were included in the comparison. The proximal slope represents the edge of the target where the beam enters the target. Figure 3 shows the Region of Interest (RoI) used for profile comparison. Because of potentially non-overlapping ROIs, the bin offset between the proximal edges of the ROIs, δo, was determined. For a proximal shift of the profile as depicted in Figure 3, δo bins with zero counts were appended to the left side of the profile with a corresponding number of bins removed from the right side of the profile. For a distal shift, the appendage and clipping of bins was performed on the range-shifted profile. The range shift in mm was found as

[image: image]


[image: Figure 3]
FIGURE 3. Definition of regions of interest (RoIs) for comparing a shifted 12N profile (Red line) to a reference 12N profile (blue line). The corresponding colored horizontal bars indicate the extent of the RoIs. The lower level of both RoIs are the same and correspond to 500 bins (bin width = 0.08 mm) from the downstream edge of the field-of-view (depth bin = 0). The beam direction is indicated by the leftward arrow.





RESULTS


Time Spectrum of Activity

Figure 4 (left) shows the time spectrum of the beam-off periods of the first five pulses summed over ten irradiations with 6.6 × 107 4He ions per pulse. Each irradiation was performed with a fresh target. The decay of a short-lived contribution on top of a longer-lived contribution is clearly seen. A fit of the first pulse, as shown in Figure 4 (right), gives a contribution with a half-life of 11.1 ± 0.3 ms. This fit value is consistent with 12N and thus resolves the 12N/13O ambiguity in our previous study [79]. In the subsequent text we will therefore refer to the very short lived contribution as being due to 12N. Figure 5 shows the evolution of the longer-lived activity contributions within the first 10 s of a single irradiation. Shown are the total counts from long-lived contributions in the time window 1–59 ms, as well as the ratio of the long-to-total counts. At the start of the irradiation, 71% of the total count is due to 12N. However, this fraction reduces to only 9% by 10 s into the irradiation due to a build-up of relatively fast decaying longer-lived nuclides. To identify and retrieve the fractions of these nuclides, the spectrum was fitted with a three-component exponential growth-in function:

[image: image]

with F1, F2, F3, and C representing the contributions of three components and a constant. The decay constants of the components are represented by λ1, λ2and λ3. The combination of components consisting of 9C (T1/2 = 127 ms), 8B (T1/2 = 770 ms), 18Ne (T1/2 = 1.7 s), and a constant due to contributions of longer-lived nuclides [10C (T1/2 = 19.3 s), (17F (T1/2 = 64.8 s), 14O (T1/2 = 70.6 s), 15O (T1/2 = 122 s),13N (T1/2 = 598 s),11C (T1/2 = 1223 s), and 18F (T1/2 = 6586 s)], as expected from the measurements presented in ref. [79], was found to give the best fit to data.


[image: Figure 4]
FIGURE 4. Time spectrum of beam-induced activity. Left: Coincidence counts vs. time for the first five beam periods. The data shown are summed over 10 irradiations with 6.6 × 107 4He ions per pulse. The beam-on periods during which the detectors are switched off are easily recognized. Right: Fit of the corrected data after the first irradiation pulse with a single decay contribution and a constant. The fit considers data in the interval 2–86 ms.



[image: Figure 5]
FIGURE 5. The contribution of long-lived nuclides vs. time, during the first 10 s of the irradiation. Blue data, left vertical axis: total counts from long-lived contributions in the time window 1–59 ms of each beam-off period, with a fit to the data using Equation (3); red data, right vertical axis (indicated by the rightward arrow): ratio of the long-lived to total counts. The respective contributions of the indicated nuclides and the longer-lived nuclides are represented with the dashed lines.




Imaging of 12N

The reconstructed images after corrections for the detector coincidence recovery and scanner sensitivity, as described in section Image Reconstruction, are displayed in Figure 6. The images were reconstructed from events arising from the first pulse (left column) and the sum of the first 10 pulses (right column) during the irradiation of PMMA with pencil beams of 1.3 × 107 4He ions per pulse. The 12N images were reconstructed with ~200 and 2,000 counts (without corrections for scanner uniformity and detector recovery) due to the decay of 12N, respectively. A higher variance in pixel values and also pixels with negative values are seen in the 12N images due to the weighted subtraction of the late image from the early image. Figure 7 shows 1-dimensional profiles perpendicular to the beam of an image reconstructed following irradiation with 6.6 × 109 4He ions (sum of the first 10 pulses of 10 datasets obtained from irradiations with 6.6 × 107 4He ions per pulse). The broader lateral width of the 12N profile is caused by the much larger 12N positron range.


[image: Figure 6]
FIGURE 6. 1-dimensional profiles of the beam-induced activity. Profiles along the scanner axis perpendicular to the beam are shown for the late (red) and 12N (blue) images. The lines are included to guide the eyes.



[image: Figure 7]
FIGURE 7. 2D reconstructed PET images of the first pulse (left column) and the sum of the first 10 pulses (right column) for irradiation of PMMA with 1.3 × 107 4He ions per pulse. The beam direction is indicated by the leftward arrow. The images in the top and middle row were reconstructed using events occurring between beam-off time 1–59 ms (early image) and 60–86 ms (late image), respectively. The images were corrected for the scanner sensitivity and the coincidence recovery. The bottom row shows the 12N image after the scaled subtraction of the late images from the early images.




Range Verification Using 12N

The range verification performance of imaging 12N was assessed through irradiation of PMMA targets in various configurations. The pixel values of 2D images were summed along the vertical axis into 1D activity profiles. To minimize the effect of the rather quick build-up of the long-lived nuclides as an irradiation progresses (see Figures 4, 5) which increases the statistical uncertainty in the 12N profiles, only data obtained from the first second of an irradiation, containing 10 4He ion pulses, were evaluated. In the first second of irradiation, the fractional contribution of the long-lived nuclides to the total count is smallest and varies between 29% in the first pulse to 68% in the 10th pulse (mean value = 0.58 ± 0.14). Nevertheless, the count variation is averaged out in the analysis that follows and we thus consider the 12N profiles from the 10 pulses in the first second as nominally identical.

The range shift relative to a nominal (reference) target configuration was determined by comparing the 1-dimensional range-shifted profile of the modified target configuration with the reference profile. The best matching shift was retrieved as described in section Detection of Range Shifts. The reference profile was obtained from the average of 2 independently measured profiles and corresponds to a statistics of 1.32 × 109 4He ions. The independently measured profiles were obtained as follows

a. The count data of 100 pulses were randomly sampled with replacement (the randomly sampled data can be re-used) from the first second (10 pulses) of irradiation with 6.60 × 107 4He ions per pulse, giving a data set equivalent to the sum of 10 pulses or 6.60 × 108 4He ions.

b. The sampled count data were summed and reconstructed into 1-dimensional profiles.

The range shifts for the range-shifted target configurations when irradiating the targets with the experimentally applied 4He beam intensities (1.34 × 107 and 6.60 × 107 4He ions per pulse) were determined as the mean of the shifts of the 10 profiles reconstructed from the first second of irradiation. The uncertainties associated with the measured range shifts were determined from the standard deviation of the shifts.

As clinical applications may involve irradiations using beam intensities other than 1.34 × 107 and 6.60 × 107 4 He ions per pulse, a bootstrap sampling technique [84] was used to generate quasi-independent samples. Sampling from the first 10 pulses of an irradiation was performed to combine counts from multiples pulses, thus providing 12N counts consistent with an irradiation with a higher number of 4He ions per pulse. Samples having statistics corresponding to irradiations with (2.68, 6.71, 10.7, and 13.4) × 107 4He ions were generated by summing the counts from two, five, eight and ten pulses of 1.34 × 107 4He ions randomly sampled with replacement from the first second of the irradiation. The same sampling was performed for irradiations with 6.60 × 107 4He ions per pulse to obtain statistics corresponding to irradiations with (1.32, 3.3, 5.28, and 6.60) × 108 4He ions. To get good quality estimators (the mean and standard deviation) while approaching statistical independence, 500 bootstrapped samples were generated. After the bootstrapped sampling, the 1-dimensional profiles for each of these samples were constructed and the range shift determined using the procedure described in section Detection of Range Shifts.

In Figure 8, the 12N profiles are shown for the nominal target configuration and with PMMA range shifters of 1.9 ± 0.1, 4.9 ± 0.1, and 9.4 ± 0.3 mm directly upstream of the target. The 12N profiles displayed were obtained for statistics corresponding to an irradiation with 6.6 × 108 4He ions (realized by bootstrap sampling with replacement from 10 pulses of irradiation with 6.6 × 107 4He ions per pulse, as described above). Four out of the 500 bootstrapped sample profiles are shown alongside the reference profile for each case. As seen in Figure 8, the introduction of range shifters upstream of the target moves the profiles upstream with respect to the reference profile.


[image: Figure 8]
FIGURE 8. 1-dimensional 12N activity profiles (4 bootstrapped samples) of modified target configurations (red dashed lines) contrasted with the reference profile obtained in the nominal configuration (black line). The expected range shift for all four profiles is indicated by the label values. The helium ion range is indicated by the dashed vertical black lines. The activity profiles for the modified targets were reconstructed from the counts following an irradiation with 6.6 × 108 4He ions (10 pulses of irradiations with 6.6 × 107 4He ions per pulse sampled with replacement from the first second of irradiation). The profiles have been normalized to their respective maximum activity. The beam direction is indicated by the arrow.


The distribution of the range shifts obtained from the bootstrapped samples is shown in Figure 9 for two values of the number of 4He ions per pulse. The mean value of the shifts of the sampled profiles is taken as the measured range shift due to the change in the target configuration. The measured range shifts for different configurations are summarized in Table 2. The precision of the measured range shifts was determined as the standard deviation of the range shifts from the 500 bootstrapped samples. The weighted mean deviations from the pre-set shifts are also given in Table 2. The weighted mean deviations indicate that the pre-set shifts are reproduced within the error bars for the respective number of ions.


[image: Figure 9]
FIGURE 9. Histograms of the measured range shifts for target configurations with 1.9 mm (A,B), 4.9 mm (C,D), and 9.4 mm (E,F) PMMA affixed to the PMMA target proximal surface. The shifts obtained using datasets equivalent to an irradiation of a PMMA target with 1.3 × 108 and 6.6 × 108 4He ions are shown in the left and the right column, respectively. The histograms are fitted with a Gaussian with the mean values indicated by the blue dotted line.



Table 2. Precision of range verification for various configurations of PMMA targets and number of 4He ions.
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The precision in the range shift measurement using 12N profiles as function of the number of 4He ions is shown in Figure 10. The data points represent the mean precision of the different configurations. The data points were then fitted with a power law function of the form: BN−0.5, where N is the number of 4He ions, the exponent 0.5 representing the effect of counting statistics. The fit parameter is: B = (363.2 ± 9.3) × 102. The higher precision as the number of 4He ions increases is clearly seen and conforms quite well to the fitting function. It shows that non-statistical contributions, for e.g., scanner spatial resolution, to the precision are very small. Using this fitting model and parameters, we estimate that the precision on the measured range shifts when irradiating PMMA with 4.0 × 107 (a single distal layer spot), 1.2 × 108 (3 distal layer spots), and 4.0 × 108 (10 distal layer spots) 4He ions is 5.7 mm (1σ), 3.3 mm (1σ), and 1.8 mm(1σ), respectively.


[image: Figure 10]
FIGURE 10. Precision in range shift measurement as a function of the number of 4He ions irradiating a PMMA target. The solid line is a power law (BN−0.5) fit to the data.





DISCUSSION

Although PET-based range verification can be implemented through the imaging of longer-lived positron emitters such as 15O (T1/2 = 122 s) and 11C (T1/2 = 1218 s) during irradiations with 3He ions [75] and 4He ions [32, 76], the realization of a fast feedback on the ion range is hampered by the half-lives of the positron emitters which necessitate rather long data acquisition periods. We present, in this current study, the performance of a PET-based near real time range verification technique for helium beam radiotherapy which relies on the imaging of the short-lived positron emitter 12N with half-life of 11 ms.

A PET scanner consisting of two modified PMT-based detector modules from a Siemens Biograph mCT PET scanner was used to monitor the beam-induced activity following irradiation with 4He ions. As mentioned in section PET System, the PMTs were switched off during the beam-on as a protective measure against the high radiation flux during the beam-on periods. Despite the fast recovery of the PMT signal of about 300 μs, it was observed that recovery of the coincidence count rate took 20–30 ms. Further investigations into the origin of this effect showed it to be due to a time-dependent gain shift of the PMTs. This recovery has been accounted for in the data analysis through the time-dependent efficiency correction factor. For future applications, a PMT gain shift correction could be implemented in either hardware or software, leading to 30% more coincidence counts and thus about 15% better precision in range measurement as the precision is largely determined by the counting statistics.

Analysis of the time spectrum of the coincidence events (Figure 4) shows that a very short-lived contribution with half-life of 11.1 ± 0.3 ms is produced, confirming our previous study [79]. Whereas, our previous study makes no specific claims as to which combination of the short-lived nuclides 12N (T1/2 = 11.000 ± 0.016 ms) and 13O (T1/2 = 8.58 ± 0.05 ms) is produced, the half-life of the activity contribution seen here strongly suggests that almost exclusively 12N is produced on PMMA.

The images of the activity contributions were reconstructed using the intersection of the LoR with the vertical plane containing the beam central axis. A weighted subtraction of two images, reconstructed using data acquired early and late into the beam-off period, was adopted to disentangle the 12N contribution from the longer-lived ones. This approach, however, impacts the uncertainties in the 12N distribution and the precision of the range measurement. A potentially more robust approach, that would be worth further study, for retrieval of the short-lived contribution could involve a half-life analysis of the pixel values of dynamic images acquired during the beam-off period as implemented for dual-isotope imaging in standard PET imaging [85]. Such analysis can also be performed on the 1D profiles. A suitable model would comprise two components: a single exponential term for the 12N contribution and a constant for longer lived contributions. A foremost challenge, however, foreseen in this approach is its susceptibility to the low counting statistics observed during irradiation.

With the image subtraction technique used in this work, we measured the shifts in the activity profiles relative to a reference profile for range shifters of different thickness. The observed mean deviations from the ground truth are consistent with the precision for the respective number of 4He ions per pulse. The precision, as a function of the number of 4He ions per pulse, for measuring range shifts was evaluated by calculating the standard deviation of the measured shifts for several profiles using bootstrap sampling. It is clear from Figure 10 that increasing the number of helium ions per pulse results, as expected, in a better precision of the range shift measurement. The precision of the range measurement should be ideally better than 2 mm in order for it to be clinically relevant [86, 87]. For the delivery of a dose of 1 Gy during irradiations with protons, the most intense distal layer spot contains about 2 × 108 protons [43]. Given the 4 times higher stopping power of 4He ions, the delivery of the same dose would require a conservative estimate of 4 × 107 4He ions in the highest weight distal layer spot. As such, the corresponding precision of 5.7 mm (1σ) for a single spot in this layer is poorer than the desired value of 2 mm. One approach to reach better statistics is to group neighboring spots together. By aggregating 10 distal layer spots, all containing a total of 4 × 108 4He ions, we calculate that the precision of range shift measurement using 12N, in an optimized irradiation condition, is 1.8 mm (1σ). For a precision of 2 mm to be clinically useful, the range accuracy (difference between measured dose range and dose range in the treatment plan) needs to be smaller than the precision.

The experimental results presented in this work apply to a scanner with a solid angle coverage of 29% and a pulsed irradiation with a beam pulse duration of 10 ms and a 3 ms delay between irradiation and data acquisition. We envision that in future clinical deployment, the range verification precision could be further improved by increasing the solid angle coverage of the scanner, reducing the pulse duration and minimizing the delay before data acquisition starts as much as possible. Table 3 shows the realizable precision for various scanner geometries, scanner panel separation distances and beam delivery and data acquisition time structures. The values given in Table 3 have been estimated using the inverse dependence of the precision on [image: image], where R represents the ratio of the 12N counts for the extrapolated system and the one used here. The ratio of the 12N counts seen by two different scanner geometries depends mainly on the solid angle coverage of the system provided that other factors are the same. These factors include the amount of beam-induced activity, intrinsic detector efficiency, the amount of attenuation in the target and the 511 keV net peak fraction. The values in Table 3 are thus valid for a 12-cm thick PMMA target (equivalent to 15 cm of water). Additional factors in precision of 1.15, 1.13, and 1.10 account for the additional count rate for (1) an optimal system with no PMT gain shift, (2) a reduction of the pulse duration from 10 to 3 ms and (3) elimination of the 3 ms delay before the start of the data acquisition, respectively. As seen in Table 3, for the highest weighted distal layer spot, a gain in precision by a factor of 2 is expected when imaging with a scanner having 56% solid angle coverage, optimized irradiation pulse duration and prompt data acquisition. Using such a scanner with an aggregation of 10 highly weighted distal layer spots, a precision of 0.9 mm (1σ) can be realized.


Table 3. Estimation of the precision for helium ion range measurement using various scanner geometries and time structures of beam delivery and data acquisition.
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For in vivo verification purposes, the measured 12N activity range needs to be connected to the dose range, the clinically relevant quantity. The minimum distance between the edges of a positron emitter activity and the dose is the range of a helium beam with an energy equal to the threshold energy of the nuclear reaction leading to the positron emitter. The thresholds for the very short-lived positron emitters observed in this work (see Figure 5) are given in Table 2. Only the reaction channels with the lowest threshold energy are given. The lowest threshold energy, for the production of 18Ne on 16O, of 29.7 MeV represents a helium range in water of 0.7 mm. The other reactions have threshold energies from 50.6 to 75.4 MeV, corresponding to a helium range in water from 1.9 to 3.9 mm. The thresholds for production of 12N on 12C and 16O correspond to a helium range of 1.9–2.3 mm in water. When implementing 12N imaging in clinical practice, the distance between the activity and beam ranges will need to be determined with an accuracy and precision that is better than the 12N activity range uncertainty such that the overall beam range uncertainty is dominated by the experimental uncertainty in the 12N activity range. The uncertainty in the distance between the 12N activity range and beam range depends on the shape and the definition of the location of the distal edge of both the 12N activity and the dose profile. This requires that the shape of the reaction cross section at low energy is known. The shape of the dose distal edge, determined by the initial beam energy spread and the amount of energy straggling, follows from the treatment planning system (TPS) and will be as accurate as the dose calculation of the TPS. The way to implement this in clinical practice is to incorporate the energy dependence of the cross section with sufficient detail into the TPS and that way determine the relationship between the 12N activity range (which is measured) and the dose range (which is the clinically relevant quantity). To this end, the production cross sections of the relevant very short-lived positron emitters need to be determined in future work.

Clinical implementation of range verification based on 12N imaging will require a modification of the standard pencil beam delivery scheme in which beam spots are delivered as fast as possible in order to minimize the overall duration of the irradiation. 12N imaging of individual spots as we present in this work needs a beam pause of about 50 ms between spots. Having such pauses throughout a full irradiation would extend the duration too much. However, such a pause only makes sense for spots (or accumulation of some neighboring spots) that have sufficient intensity to give sufficiently accurate range information. This limits the introduction of beam pauses between spots to at most the few most distal layers. The extension of an irradiation can be further limited by introducing beam pauses only between distal layer spots located in carefully selected critical regions. This strategy of using so-called probe beams has in recent years been proposed by several authors [88–90]. It is expected that information from these spots can be used to assess the accuracy of the remaining spots in the treatment plan. The delivery scheme may thus be planned such that the beam is first delivered to these critical regions with sufficient beam-off time to measure the 12N decay. Depending on the outcome of this initial range verification, a decision can then be reached on the continuation of beam delivery or the implementation of corrective actions.

Imaging making use of the PET events from both the short and long-lived activities will enhance the count statistics and the range measurement precision. However, as an irradiation progresses, the events from the long-lived activities created during previously irradiated spots, layers and treatment fields, make real-time feedback impossible. Real-time feedback including the longer-lived activities shown in Figure 5, when using the image reconstruction method adopted in this study, works only in the very beginning of an irradiation. The 2D image reconstruction method is unable to discriminate positron annihilation events that originate from different lateral positions along the direction between the scanner panels. One way to disentangle these is event selection using a Time-of-Flight (ToF) system with a Coincidence Resolving Time (CRT) of at least 130 ps (given the 20 mm RMS 12N positron range) and verifying the spots or group of spots separated laterally by this distance. The use of PET scanners with significantly better CRT than the 550 ps of our present scanner is being considered to investigate the utility of ToF in the reconstruction.



CONCLUSION

The proof-of-principle of real-time range verification using short-lived positron emitters has been demonstrated for helium beam radiotherapy by irradiating PMMA targets. We showed that monitoring an irradiation on the basis of 12N activity imaging, at clinical beam intensity, is feasible and that near real-time feedback can be retrieved within 50 ms (i.e., 5 half-lives of 12N) into an irradiation. The attainable precision of range measurements was found to be promising for future clinical application. The range measurement precision with the most intense distal pencil beam spot of 4 × 107 ions, using a scanner with a sensitivity of 2.2% at the center of the FoV and solid angle coverage of 29%, is 5.7 mm (1σ). By aggregating counts from 10 distal layer spots, further improvement by a factor of 3.2 [1.8 mm (1σ)] can be achieved. Aggregated imaging of 10 distal layer spots with a scanner of 56% solid angle coverage and beam spot durations much shorter than 10 ms will lead to a precision gain by a factor of 6.3 [0.9 mm (1σ)]. The increase of long-lived positron emitter activity as an irradiation progresses decreases the precision of real-time feedback via 12N imaging. In future studies, methods to reduce the effect of the long-lived nuclides will be explored. Furthermore, given the characteristic timescales of the fast component of biological washout in tissues occurring within several tens of seconds after production [91], the very short-lived nuclides utilized in this work are not susceptible to the washout effect.
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A large body of literature has demonstrated that the mechanical properties of microenvironment have a key role in regulating cancer cell adhesion, motility, and invasion. In this work, we have introduced two additional parameters, named cell trajectory extension and area traveled by cell, to describe the tendency of normal tissue and metastatic cancer cells to move in a directional way when they interact with physio-pathological substrates, characterized by stiffnesses of 1–13 kPa, before and after treatment with 2 doses of X-rays (2 and 10 Gy). We interpreted these data by evaluating also the impact of substrate stiffness on 2 morphological parameters which indicate not only the state of cell adhesion, but also cell polarization, prerequisite to directional movement, and the formation of protrusions over cell perimeters. We believe that a so wide analysis can give an efficient and easily readable overview of effects of radiation therapy on cell-ECM crosstalk when used as therapeutic agent.

Keywords: breast cancer, mechanobiology, cell motility analysis, extracellular matrix stiffness, radiotherapy


INTRODUCTION

Cells have continuous interactions with surrounding environments and the relative mechanical dynamics are today recognized as powerful conditioning factors for cells' behavior [1–5]. The healthy functioning of many human tissues, indeed, originates from the correct interactions between cell cytoskeleton and extracellular matrix (ECM). When altered by genetic or environmental factors, they have a determinant contribution in many diseases' occurrence and progression [6–11]. In case of tumors, where the ECM may represent up to half of the entire mass, higher level fibrillar constituents (collagen, fibronectin, etc.) and specific molecular expression profiles are found. Such modification in architecture and composition gives rise to a negative loop that induces a compromised feedback between cells and the surroundings matrix. The composition and mechanical identity of ECM, for instance, can regulate the cell epithelial-mesenchymal transition (EMT), a metastases precursor process in which cells acquire a more stem-like character. To promote migration, in fact, cancer cells have to activate differentiating genes, and degrade cell-cell junction by the downregulation of the associated proteins and the upregulation of those appointed to adhere and/or lyse the matrix [12–16]. It has been reported that in breast tumors the stiffness can induce the nuclear translocation of transcription factors as YAP or TWIST1, both related to the EMT process [17–20], thus suggesting a very close relationship between ECM mechanical properties and tumor metastatic potential. One of the most consolidated therapeutic strategy adopted this day to contrast tumor progression is the radiotherapy (RT). Although its direct and well-established cytotoxic effect on cancer cells by DNA damage, different reports in literature suggested that in some cases hypoxia, typical of different tumors, can reduce the efficacy of RT, influencing the outcome of treatment of tumor, and leading to high recurrence and increased distant metastases [21]. On the other hand, there is a large evidence that the dose heterogeneity across normal tissue (dose gradient) and the modification of normal tissue tolerance to dose when irradiated volume changes (volume effects) have an important impact on the problem concerning second cancer risks [22, 23]. The dose-volume question is principally related to conventional and 3D conformal radiation therapy, whereas modern techniques and, in particular, intensity modulated radiation therapy (IMRT) seems to reduce the risks of second cancer risks [24]. Several mechanisms that promote this counterproductive effect have been identified, including vascular damage, EMT, and cytokine production [25]. The clinical significance of these findings is still largely unknown and new cell biophysical parameters have to be identified in order to assess how RT treatments can promote increased cell migration [26, 27] and enhanced growth of distant metastases [25, 28] as well as reduction of cell migration [29, 30] and inhibition of distant tumor growth, also known as the abscopal effect [31]. Along this path, we proposed here a continuation of our previous work [29] by the introduction of new biophysical parameters that can be used by different researcher interested into basic and clinical translation of mechanobiology investigation. In particular, in this study we focused our attention on breast cancer, a consolidated model used to understand cancer progression and metastasis and generally treated with RT from stages I to III to reduce the risk of recurrence after surgery. In details, we have investigated the behavior of a normal epithelial cell line (MCF10A) and a highly aggressive and invasive adenocarcinoma cell line (MDA-MB-231) through a migration experimental campaign on polyacrylamide (PAAm) substrates mimicking pathophysiological stiffness (1–13 kPa). Study was conducted in control conditions and 72 h after the exposure to two different doses of X-rays, 2 and 10 Gy, which represent the daily dose in radiotherapy treatment and the single maximum dose for the treatment of metastasis. In order to obtain a more detailed comparison of the cells' responses to RT to ECM stiffness simulating pathophysiological microenvironments, two biophysical parameters and the mean square displacement (MSD) of the cells were derived from the analysis of the trajectory. The single and combined evaluation of these parameters, together with the analysis of cell morphological features, gives more insights into the effects of RT on cell-ECM crosstalk when used as therapeutic agent.



MATERIALS AND METHODS


Substrate Preparation and Functionalization

PAAm substrates with two different mechanical properties were produced by using two solutions of acrylamide and methylene-bis-acrylamide (4% acrylamide/0.15% methylene-bis-acrylamide and 10% acrylamide/0.1% methylene-bis-acrylamide corresponding to 1.3 and 13 kPa, respectively) and then functionalized with bovine collagen type I. More detailed information can be found in [32].



Cell Culture and Irradiation

MCF10A cells were grown in Lonza mammary epithelium-based medium (MEBM), supplemented with bovine pituitary extract (BPE), human epidermal growth factor (hEGF) (0.1%), insulin (0.1%), hydrocortisone (0.1%), gentamicin–amphotericin (GA-1000; 0.1%).

MDA-MB-231 cells were grown in Lonza Dulbecco's modified Eagle medium (DMEM/F-12) supplemented with 10% fetal bovine serum (FBS, Gibco, Eggenstein, Germany), 1% L-glutamine (Sigma, St. Louis, MO, USA), and 1% penicillin–streptomycin (Sigma, St. Louis, MO, USA).

24 h after cell culture, MCF10A and MDA-MB-231 cells were exposed to two different doses of X-rays, 2 and 10 Gy, with a dose rate equal to 5 Gy/min, using a 6MeV energy beam, at the National Cancer Institute “PASCALE” of Naples. Additional information can be found in [29].



Migration Parameters

MCF10A and MDA-MB-231 cells were cultured on PAAm substrates at a final density of 1,000 cells/cm2, to guarantee a sparse-cell condition also 72 h after irradiation (time of analysis), necessary to avoid the formation of cell-cell contacts that could override the effect of substrate stiffness. Cell migration experiment were performed as previously reported [29]. Briefly, images of cells were acquired every 10 min for a total duration of 24 h. Single cell trajectories were determined using ImageJ and Manual Tracking plugin (http://rsweb.nih.gov/ij/). Their orientation was calculated by using the ellipse-fitting function in ImageJ and, then, cell trajectories were rigidly rotated around the starting point P(x(0), y(0)) by using the rotation matrix as represented in Figure 1. After the coordinate transformation, we obtained the new coordinates x′(t) and y′(t) at every time t and the principal direction of the rotated trajectory results to be aligned to y′-axis. Once rotated, the net displacements traveled along x′- and y′-directions were calculated as follows
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where x′/[image: image] and x′/[image: image] are the maximum ad the minimum values of the rotated coordinates x′ and y′.


[image: Figure 1]
FIGURE 1. Examples of cell trajectories (A–D) in the reference system. Their orientations α and β are calculated using the fitting-ellipse function in Image J (B–E) and then the rotation matrices Rα and Rβ rotate the trajectories in the new reference system x′-y′ (C–F). Here, we calculate TER parameter as indicated in formulas (1)–(3). TER1 approaches to 0 (elongated trajectory), whereas TER2 is close to 1 (round/random trajectory).


The trajectory extension ratio (TER) and the area traveled (AT) were calculated with the following expressions
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MSD on x′- and y′- directions (MSDx and MSDy) were calculated, starting from rotated trajectories, using the following formula:
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where x′ (t) and y′(t) are the rotated coordinates of cell at time t, τ is the lag time and < > indicated the temporal mean.



Cell Morphological Parameters

MCF10A and MDA-MB-231 cells were cultured on PAAm substrates at a final density of 1,000 cells/cm2. Cells were fixed and stained for the evaluation of morphological parameters in control condition and 72 h after irradiation. Actin cytoskeleton and nuclei were stained with Alexa 488 phalloidin and Hoechst 33342, respectively. More detailed information on staining protocol can be found in [29]. Images of stained cells were acquired with Olympus IX81 inverted microscope equipped with a 10 × objective. Images were imported into ImageJ software (NIH, Bethesda, MD, USA) for quantification of cell morphological parameters. We used nuclei to locate isolated cells. Individual cells, identified by visualization of single nuclei, were outlined and changes in cell shape in control and irradiated conditions were quantified by two morphological parameters, the shape factor (SF) and circularity index (CI), defined as follows:
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where A and P are the area and the perimeter of cells calculated by using the “Measure” command in ImageJ, whereas axismajor and axisminor are the major and the minor axis of the best-fitting ellipse determined by using the ellipse-fitting function in ImageJ.



Statistical Analysis

Statistical comparisons were performed with a Student's unpaired test. P-values of < 0.05 denote statistically significant differences.




RESULTS


Migration Parameters

Time-lapse video analysis was performed to compare the motility of mammary epithelial and adenocarcinoma cells on polyacrylamide substrates with different stiffness's, 1.3 and 13 kPa, in response to irradiation with 2 doses of X-rays (2 and 10 Gy). In order to describe the ability of cells to move and their tendency to do it in a directional way, we introduced two additional parameters defined in Materials and Methods section: TER and AT by the cells. In particular, to individuate the principal direction of displacement, the trajectories were rotated by the orientation angle calculated using the fitting-ellipse function in ImageJ (Figures 1B–E) and, then, TER was calculated as indicated in formula 3. Analyzing the definition, TER can vary between 0 and 1 and is inversely related to the directionality of cells: values close to 1 indicate random trajectories, whereas when TER approaches to 0 the trajectories are approximated with a straight line (Figure 1). It is also important to highlight that in our analysis, we did not consider the values of orientation angles, because our substrates are homogeneous and no chemical or topographic pattern is present on them; consequently, the orientation angles are homogeneously distributed (data not shown). TER of both normal and cancer cell lines was strongly affected by substrate stiffness. In particular, TER of MCF10A cells decreased of 27% (Figure 2A), whereas that of MDA-MB-231 cells of 14% when substrate stiffness increased, indicating that the directionality of cell trajectories was greater on stiffer substrates mimicking pathological environment (Figure 2B). By a deep analysis of these data, it is possible to observe that, even though the stiffness affected the directionality of both cell lines, this effect was more relevant for normal cells than for tumor ones: on soft substrate, TER of MDA-MB-231 cells is 19 and 5% lower than that of MCF10A cells, respectively, on soft and stiff substrates, but the difference is significant only on 1.3 kPa polyacrylamide (t-test, P = 1.5 × 10−5, Figures 2A,B). Results demonstrated that the stiffness of the microenvironment by itself could enhance cell directionality, but at the same time the tumor metastatic phenotype confers on cells properties that are critical for invasion. Besides TER, we analyzed also two other parameters, the displacement along the principal direction y′ and AT. MCF10A cells moved along y′ in a not dependent way from substrate stiffness (Figure 2C, Table 1), whereas their AT decreased of 28% in a significant way (Figure 2E, Table 1) when they adhere on stiff substrate. On the contrary, both displacement along y′ and AT of MDA-MB-231 exhibited a significant increase of 27 and 38% when cells are cultured on stiff substrate rather than on soft one (Figures 2D–F, Table 1). After the evaluation of cell response to substrate stiffness in control condition, we investigated the effects of two different doses of X-rays, 2 and 10 Gy, on the migration parameters. Seventy-two hours after irradiation, MCF10A cells cultured on soft substrate responded to irradiation by reducing all the parameters in a very significant way in an independent manner from the delivered dose: TER decreased of 47%, the principal displacement of 21% and AT of 68% when cells were irradiated with the lower dose of 2 Gy; whereas TER, the principal displacement and AT decreased of 43%, 22 and 66% in the case of the dose of 10 Gy (Figures 2A–E, Table 1). On stiff substrate, the dose of 2 Gy had no effects, whereas cells responded to the higher dose of X-rays by reducing their migration parameters also in this case, even though in a less pronounced way compared to cells adhering on 1.3 kPa polyacrylamide (TER, the principal displacement and AT reduced of 15, 10, and 30%, respectively) (Figures 2A–E, Table 1). Metastatic cancer cells resulted to be more sensitive to irradiation, in particular on stiff substrate. Only TER was more significantly reduced when cells adhered on soft substrate: it decreased of 27 and 12% after irradiation with doses of 2 and 10 Gy, respectively, reaching values close or lower than that of control cells on stiff substrate (Figure 2B, Table 1). However, the reduction of TER, that is associated to a greater directionality during migration, was also accompanied by a significant decrease of the principal displacement (26 and 20% after irradiation with 2 and 10 Gy, respectively) and AT (61 and 45% after irradiation with 2 and 10 Gy, respectively) (Figures 2D–F, Table 1). On stiff substrate, TER reduced only when cells were irradiation with the lower dose (reduction of 12%), whereas the principal displacement diminished by 42 and 46% and AT by 69 and 66% after irradiation with 2 and 10 Gy, respectively (Figures 2B–F, Table 1).
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FIGURE 2. Box plots (mean, median, interquartile range, and outliers) of TER (A,B), y-displacement (C,D) and AT (E,F) parameters of MCF10A (A–E) and MDA-MB-231 cells (B–F) in control condition (blue) and 72 h after irradiation with doses of 2 Gy (red) and 10 Gy (green). n > 58 for MCF10A cells, n > 82 for MDA-MB-231 cells.



Table 1. Statistical analysis for trajectories data.
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In order to interpret our data in relation with previous results concerning cell velocity and reported in [29], we performed also a correlation analysis between TER and velocity data. In the case of normal tissue cells, TER and velocity resulted to be not or negatively correlated in control condition (correlations are equal to −0.11 and close to 0 on soft and stiff substrates, respectively), whereas we observed a weak positive correlation for cells irradiated with the dose of 2 Gy (0.11 on soft substrate and 0.15 on the stiff one) and a moderate positive correlation after irradiation with the dose of 10 Gy (0.26 on soft substrate and 0.24 on the stiff one). TER and velocity of metastatic cancer cells exhibited low or absent correlation on soft substrate (0.09 in control condition and ~0 after irradiation with both doses), indicating that their directional behavior is weakly affected by the velocity (as also indicated by the high values of persistence time evaluated in [29] in all conditions and also when their velocities are reduced in a drastic way. When metastatic cells were cultured on stiff substrates, the correlation increases passing by 0.05 in control condition to 0.19 and 0.17 after irradiation with 2 and 10 Gy, exhibiting a behavior similar to that of normal tissue cells.



Mean Square Displacements

In our analysis, we decomposed the MSD in the two components calculated along directions x and y after rotation, MSDx and MSDy, and reported them in a log-log plot (log(MSDx/y) on the y-axis and log(Lag Time) on the x-axis (Figure 3). The slope α of these plots is a suitable indicator for cell directionality: log-log curve with slope α = 1 indicates a random migration, whereas we describe as subdiffusive cell motion characterized from α <1 and superdiffusive a MSD with 1 < α < 2 (α = 2 for cells that move along a straight line); log(MSDx/y) curve showing a slope close to zero indicates a random caged migration.


[image: Figure 3]
FIGURE 3. Log-log plot of MSDs along x′- (solid line) and y′- (dotted lines) directions of MCF10A (A,B) and MDA-MB-231 cells' (C,D) trajectories on soft (A–C) and stiff (B–D) PAAm substrates, in control condition (blue) and 72 h after irradiation with doses of 2 Gy (red) and 10 Gy (green).


In control condition, MCF10A cells on soft substrate exhibited MSD with similar amplitude along the two directions (the MSDx/MSDy ratio was comprised between 0.8 and 1 at all lag times) and slopes very close to 1 (α = 0.945, R2 = 0.9804 and α = 1.002, R2 = 0.986 on 1.3 and 13 kPa, respectively), indicating that there was not a preferential direction during migration, in agreement with TER data (Figure 3). When cells were cultured in control condition on stiff substrate, the log-log plot of x-component of MSD was not well-fitted with a linear equation (α = 0.4529, R2 = 0.6576), because cell migration showed two different regimes: in the first 4 h log(MSDx) exhibited a slope close to 1 (α = 0.9902, R2 = 0.9737), whereas in the rest of investigated time the curve flattened and the slope approached zero, indicating a caged migration (Figure 3). On the contrary, the log-log plot of y-component of MSD exhibited a slope close to 1.2 (α = 1.1752, R2 = 0.9737) and its amplitude increased up to 1,400% compared to MSDx, meaning that cells move preferentially along y-axis as also indicated by TER parameter (Figure 2). Metastatic cells denoted a behavior, in terms of MSD, more similar to normal tissue cells on stiff substrate. In fact, independently of substrate stiffness, their MSDx showed a subdiffusive behavior with slopes equal to 0.7314 (R2 = 0.8562) and 0.794 (R2 = 0.8645) on 1.3 and 13 kPa substrates, respectively. However, also in these cases it is possible to observe two different regimes: in the first 4 h both log-log plots slopes were close to 1.2 (α = 1.2282, R2 = 0.9992 and α = 1.1578, R2 = 0.9975 on 1.3 and 13 kPa, respectively), whereas they approached to zero successively, indicating again a caged migration (Figure 3). The log-log plot of y-component of MSD exhibited slopes higher than 1 (α = 1.3864, R2 = 0.998 and α = 1.526, R2 = 0.990 on 1.3 and 13 kPa, respectively) and their amplitudes increased up to 1,400 and 2,100% compared to MSDx on 1.3 and 13 kPa substrates. These findings support the results obtained in terms of TER: MDA-MB-231 cells were characterized by a more directional movement compared to MCF10A and this characteristic was particularly relevant on stiff substrate (Figure 3D), as also indicated by higher persistence time evaluated in our previous work [29]. Seventy-two hours after irradiation, the significant reduction of TER of normal tissue cells was accompanied by a change of mode of migration, as evidenced by the analysis of MSD. On soft substrate, the slope of MSDx was sensitively lower than 1 for both doses (α = 0.3737, R2 = 0.7826 and α = 0.6392, R2 = 0.9155 for cells irradiated with 2 and 10 Gy, respectively), but as in control condition on stiff substrate, it is possible to individuate two different regimes: cells irradiated with lower dose exhibited log(MSDx) with a slope equal to 0.7039 (R2 = 0.9726) until 4 h, whereas this value decreased to 0 successively (caged migration); cells irradiated with 10 Gy showed a pure diffusive motion until 4 h (α = 0.9479, R2 = 0.9926) and then a subdiffusive migration (α = 0.2799, R2 = 0.9143). On the other side, log(MSDy) exhibited a slope slightly higher than 1 (α = 1.0501, R2 = 0.9883 and α = 1.069, R2 = 0.994 for cells irradiated with 2 and 10 Gy, respectively) and MSDy amplitude enhanced to values 100 and 14 higher than those of MSDx of cells irradiated with 2 and 10 Gy. This finding indicates that irradiation had a more important effect on cells exposed to 2 Gy, as also attested by the lower values of TER, but also that, in any case, normal tissue cells continued to preserve their less motile and directional motion on soft substrate (Figures 2, 3). MCF10A cells cultured on stiff substrate exhibited a subdiffusive migration on x-direction after irradiation, in fact the slopes of log-log plots resulted to be sensitively lower than 1 and equal to 0.492 (R2 = 0.8205) and 0.5273 (R2 = 0.8274) after that doses of 2 and 10 Gy had been administered. However, also in these cases the slopes of the curves changed after the first 4 h, passing from ~0.8 (α = 0.7538, R2 = 0.9948 and α = 1.069, R2 = 0.994 for cells irradiated with 2 and 10 Gy, respectively) to 0 (Figure 3). On the y-direction the mode of migration was not importantly affected by the irradiation, in fact the slopes remained close to 1.2, but the maximum value of MSDy/MSDx ratio increased slightly after irradiation with the low dose and in a more relevant way when cells were treated with the high dose (the ratio passed from 14 in control condition to 18 and 24 after irradiation with 2 and 10 Gy). The behavior of MDA-MB-231 cells was not affected in a strong way by irradiation. In particular, the slope of log(MSDx) was lower than 1 (α = 0.724, R2 = 0.8701 and α = 0.7545, R2 = 0.8946 for cells cultured on soft substrate and irradiated with 2 and 10 Gy, respectively, α = 0.779, R2 = 0.827 and α = 0.7579, R2 = 0.9157 for cells cultured on stiff substrate and irradiated with 2 and 10 Gy, respectively), even though the dynamics motion continued to be slightly superdiffusive until 4 h (α = 1.1097, R2 = 0.9981 and α = 1.09151, R2 = 0.9986 for cells cultured on soft substrate and irradiated with 2 and 10 Gy, α = 1.1279, R2 = 0.9995 and α = 1.073, R2 = 0.9984 for cells cultured on soft substrate and irradiated with 2 and 10 Gy, respectively) and entrapped at succeeding lag times. The slope of log(MSDy) increased slightly compared to control condition passing from 1.3864 to 1.4297 (R2 = 0.9991) and 1.4499 (R2 = 0.9996), whereas the maximum value of MSDy/MSDx ratio increased from 14 to 26 and 32 after irradiation with 2 and 10 Gy, when cells were attached to soft polyacrylamide. On stiff substrate, the slope of log(MSDy) slightly decreased passing from 1.526 in control condition to 1.491 (R2 = 0.9984) and 1.4093 (R2 = 0.9988) and the maximum value of MSDy/MSDx ratio increased from 21 to 28 and 23 after irradiation with 2 and 10 Gy.



Morphological Parameters

It is extensively known that mode of cell migration is strictly correlated to cell adhesion and morphology and, for this reason, we used two additional morphological parameters, SF and CI (see Materials and Methods section), to describe the role of substrate stiffness and the effects of irradiation on these parameters. Both parameters can change between 0 and 1, where the upper bound connotes a perfect circular cell, whereas the lower bound indicates, in the case of SF, a cell with very pronounced border roughness (from a mathematical point of view we can say that the cell is characterized by a high fractal dimension), and, in the case of CI, a cell that can be approximated with a straight line. Normal cells exhibited low values of SF not dependent on substrate stiffness (0.23 and 0.22 on 1.3 and 13 kPa substrates, respectively), whereas their CI enhanced by 19% when cells are cultured on stiff substrate, indicating a more flattened and round shape (Figures 5A–C, Table 2). On the contrary, metastatic cancer cells exhibited a significantly lower SF on stiff polyacrylamide (0.28 and 0.22 on 1.3 and 13 kPa substrates, respectively) and a CI close to that of MCF10A on soft substrate and not dependent on substrate stiffness (0.46 and 0.49 on 1.3 and 13 kPa substrates, respectively) (Figures 5B–D, Table 2). 72 h after irradiation with 2 and 10 Gy, normal cells on soft substrate reduced their SF of 18 and 14%, whereas on stiff substrate SF increased by 16% when cells were irradiated with a dose of 2 Gy and decreased by 21% when the dose administered was equal to 10 Gy (Figure 5A, Table 2). The effects on CI were more relevant: MCF10A cells decreased their CI of 53 and 43% on soft substrate and of 42 and 36% on stiff substrate (Figure 5C, Table 2). The effects of X-rays on MDA-MB-231 were not significant, except for two cases: on soft substrate SF of cells irradiated with a dose of 2 Gy increased by 12%, whereas on stiff substrate SF of cells irradiated with a dose of 10 Gy increased by 36% (Figures 5B–D, Table 2). Furthermore, we analyzed in which way irradiation affected the degree to which individual morphological data deviate from the average deviation of data points from the mean by calculate the percent deviation PD [image: image], where SD is the standard of the mean and μ is the mean value of the data. In the following, we refer to PD of SF and PD of CI as PDSF and PDCI. We observed that in normal tissue cells, both PDSF and PDCI increased after irradiation: on soft substrate, PDSF enhanced passing from 39% in control condition to 46 and 48% after irradiation with 2 and 10 Gy, respectively. PDCI on soft substrate was not affected by irradiation with low dose, whereas increased from 43% in control condition to 69% when the dose of 10 Gy was administered. On stiff substrate, both doses significantly increased PDCI, which passed from 37% in control condition to 61 and 57% after irradiation with 2 and 10 Gy, respectively. The effects of irradiation on PDSF and PDCI of MDA-MB-231 were less important, but not absent: on soft substrate PDSF in control condition is equal to 44% and increased up to 46 and 48% after irradiation with 2 and 10 Gy, whereas on stiff substrate it passed from 35 to 44% and 46% after the administration of the two doses if X-ray, 2 and 10 Gy. Analyzing the PDCI of metastatic cancer cells, we observed that it changed slightly after irradiation, reducing from 43% in control condition to 41% when the cells were on soft substrate and irradiated with dose of 2 Gy and increasing up to 49% when the dose administered was higher (10 Gy). PDCI related to MDA-MB-231 cells increased from 37 to 40% and 42% after irradiation with 2 and 10 Gy, respectively.


Table 2. Statistical analysis for morphological data.
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DISCUSSION

Despite the overall breast cancer rate declined of 40% from 1990 to 2017, breast cancer continued to be the most common cancer diagnosed and the principal cause of cancer death among women worldwide [33, 34]. Moreover, the incidence rate of metastatic disease increased until 2011 and practically all deaths from breast cancer result from the spread of breast cancer cells to other vital organs, such as lung, liver or brain, through the process of metastasis [33, 35, 36]. In order to reduce the risk of breast cancer recurrence and to alleviate the symptoms of metastasis, most of breast cancer is treated with radiation therapy [33]. Basing on these considerations, it becomes necessary to understand the mechanisms that underline the process of metastasis, taking into account also the contribution of the microenvironment in which cells naturally live, and to examine the effect of radiation therapy on the motile and metastatic capacity of cells.

The velocity represents the most used parameter to describe a key cellular function as the migration. Nevertheless, it could be not completely adequate to illustrate the effective proclivity of metastatic cells to move far away from the origin site toward lymph nodes and distant tissues to form secondary tumors. In our previous work [29], we used the velocity and the persistence time to indicate the effects of irradiation on the migratory behavior of mammary epithelial and adenocarcinoma cells cultured on polyacrylamide substrates of different mechanical stiffness. Here, we introduced two different parameters to further investigate the mode of cell migration: TER and AT by the cells. TER is strictly related to the directionality of the cell and it approaches to 1 when the trajectory is contained into a perfect circle (the displacements along the two orthogonal directions are exactly the same) and to 0 when the trajectory is approximated with a straight line (Figure 1). AT gives indication on the area effectively explored by the cells in a certain time of analysis (24 h here). Taken together with the velocity, these parameters can offer a more comprehensive view of the characteristics of migration of normal tissue and metastatic cancer cells on substrates mimicking different in vivo conditions (normal and tumor-like environment) and after therapeutic treatments such as radiotherapy.

The analysis of both normal tissue and metastatic cancer cell lines revealed that the extension ratio of the trajectory was strongly affected by the stiffness of the substrates. In particular, in control condition TER significantly decreased by increasing the stiffness of the substrate for both MCF10A and MDA-MB-231 cells (Figures 2A,B), whereas the migration velocity found in our previous work [29] decreased in normal tissue and increased in metastatic cancer cell lines as effect of ECM stiffening, respectively. On one hand, the opposite finding in terms of velocity in MCF10A and MDA-MB-231 cells can be explained by considering that the migration is regulated by the dynamics of focal adhesions [37, 38], that is substantially dependent on the pathophysiological state of cells. In particular, focal adhesion kinase (FAK) has a central role in the dynamic regulation of focal adhesions and cells overexpressing FAK, such as MDA-MB-231 cells, displayed impaired focal adhesions and enhanced cell migration [39–42]. On the other hand, results suggest that the stiffness regulates in a similar way TER and that the stiffening of the tumor ECM increases the directionality of cell trajectory independently from cell type and, consequently, cell velocity. This result also gives more insights about previous findings on persistence time [29] and supports previous observation demonstrating that stiff substrates promote directional migration [43]. In particular, it has been demonstrated that substrate stiffness regulates RhoA/ROCK1/p-MLC and RhoA/ROCK2/p-cofilin pathways, strongly implicated in the progression and metastasis of many cancers included breast cancer, through the activation of integrin β1 and FAK [44–46]. MCF10A cells resulted to have a persistence time very close to 0 min independently of substrate stiffness and a TER that decrease sensitively moving from soft to stiff substrate. While an almost null persistence time could be interpreted as a random motion in terms of cell trajectory, the TER decrease clearly indicates that motion has a predominant direction, if the whole trajectory is considered along the entire time range of observation. Seventy-two hours after irradiation, MCF10A cells cultured on soft substrate decreased strongly their TER without dependence on administered dose, whereas only the dose of 10 Gy affected the extension rate of cells cultured on stiff substrate (Figure 2A). We think that in MCF10A cells the lengthening of the trajectories, evidenced by TER reduction (Figure 2A, Table 1), was correlated to the decrease of cell velocity previously reported [29], as also evidenced by the increase of correlation between TER and velocity data. The effects of irradiation were less pronounced in MDA-MB-231 cells cultured on soft substrates (Figure 2B, Table 1), because their trajectories in control condition exhibited a more elongated and directional shape compared to normal tissue cells (Figure 2A, Table 1). However, similarly to MCF10A cells, also metastatic cells reduced the extension ratio of their trajectories, even though in a more sensitive way after the administration of the lower dose (Figures 2A,B, Table 1). On stiff substrates, only the low dose increased significantly the extension of the trajectories, but both doses, as previously observed, reduced in a drastic way the mean cell velocity (Figures 2A,B, Table 1). The reduction of the extension ratio was also in this case accompanied by a lowered cell velocity and, for this reason, an analysis of both displacements along the principal direction of the migration and area traveled by the cells was performed. MCF10A cells showed a displacement in the principal direction not affected by ECM stiffness, whereas the area traveled in 24 h was significantly lower on stiff substrate, as consequence of the reduced velocity but a more directional movement which reduced the extension ratio (Figures 2A–E, Table 1). On the contrary, metastatic cells exhibited displacement in the principal direction and migration area increasing with substrate stiffness (Figures 2D–F, Table 1), in agreement with the mean velocity and the extension of trajectories. These findings indicate that, even though the ECM stiffness has a regulatory effect on the directionality of cell migration, normal tissue cells on stiff substrate move less than their diseased counterpart. This observation supports the indication that both oncogene-expressing cells and supra-physiological ECM stiffness are necessary to favor the tumor onset [7, 47]. Seventy-two hours after the irradiation, both normal tissue and metastatic cancer cells on soft substrate reduced significantly the displacement along the principal direction and the migration area, meaning that, even though their directionality increased, as also indicated by TER values, the net displacement along the principal direction decreased together with the velocity. Interestingly, this effect on the migration area was not dependent on the dose administered in the case of healthy cells, whereas it was more relevant for metastatic cells irradiated with the lower dose (Figures 2C,D, Table 1). In this work, we did not explore the mechanism that underlie the behavior of normal tissue and metastatic cancer cells discussed here. Nevertheless, there are some experimental evidences that ionizing radiations could have an important impact on the expression of some proteins, such as integrins, paxillin, FAK, involved in the formation of focal adhesions, that are determinant in both adhesion and migration [48, 49]. Then, changes in pattern involving these proteins are likely to affect both of these processes. In this regard, it has been observed that X-rays can induce over-expression of paxillin [49–51] and promote phosphorylation of FAK and p130cas [49, 52, 53]. The increased expression of paxillin, that is the downstream target of FAK phosphorylation, could be responsible for an increased adhesion of cells after irradiation and consequently for decreased motility, as previously observed in both normal and cancer cells [50, 51, 54]. However, FAK and p130CAS phosphorylation plays a key role in directional migration [55] and the activation of FAK and p130CAS indicated by the increased phosphorylation could explain the increased directionality observed here. Obviously, further research is needed to substantiate these suggestions: the definition of these parameters, that are easy to interpret and do not require high expertise in biophysics (differently from MSD), together with the identification of the molecular mechanisms guiding cell behavior in response to irradiation by means of more complex and tissue-like culture conditions (not only mechanical properties, but also intratumoral solid stresses, dimensionality-−2D vs. 3D vs. 2.5D curved surfaces, and topographical signals) might generate a basic knowledge with powerful translational significance.

In order to verify the validity of the parameters here introduced, particularly those related to TER, we analyzed the movement of both cells lines in terms of MSD. In fact, in the context of cell migration, the MSD is a good parameter able to carry out information about diffusion coefficient and directionality of a migration trajectory [29, 56]. Our finding suggest that metastatic cancer cells move faster and more persistently compared to normal tissue cells on soft substrate, whereas stiff ECM seems to bolster ballistic motion along rotated y-direction of both cell lines, in agreement with experimental evidences previously reported [57–60]. The analysis of MSD components showed that irradiation had important effects on the migratory behavior of normal tissue cells, that exhibited more directional migration along y-direction when cultured on soft substrate. On the contrary, our findings denote that irradiation did not affect the tendency of metastatic cells to move directionally, as also evidenced by persistence time and TER values (Figure 2) [29], but slowed down in a very forceful way cell velocity, AT values and the displacement along rotated y-direction (Figure 2).

It is particularly relevant to consider that cell motility can be explained by evaluating not only the amount of adhesion in terms of spreading area (for example normal tissue cells become less motile by increasing their adhesion to the substrate), but also in terms of cell shaping: cell cytoskeleton is responsible for cell shape and, consequently, for various types of cell movement [61, 62]. In our previous paper we already analyzed the ability of MCF10A and MDA-MB-231 cells to mechanosense the microenvironment by measuring their spreading area before and after irradiation [29]. In fact, several works demonstrated that when the stiffness and, then, the resistance provided by the substrate increases, cells can generate acto-myosin forces to assemble integrin clusters, a prerequisite to form large and mature focal adhesions which, in turn, regulate spreading area and cytoskeleton assembly [2, 32, 56, 63–65]. In addition to adhesion area, substrate stiffness can affect also other morphological parameters and the intimate connection between cell and microenvironment is often discusses also in terms of cell shaping [66–69]. That being said, a deeper analysis of influence of substrate stiffness and irradiation on cell morphology has been performed by introducing two parameters to describe cell shape: SF and CI (see Materials and Methods section and both ranging from 0 to 1 (Figure 4). SF is related to cell perimeter, assuming max value of 1 for circular cells and approaching 0 when cells have rugged and irregular boundaries. CI quantifies how rounded a cell is and it is equal to 1 for circular cells and approaches to 0 in case of elongated cells. SF helps to emphasize the presence of membrane protrusions (filopodia, lamellipodia, blebs) that are important for adhesion, migration and mechanosensing [70]. MCF10A cells showed a low SF (~0.2), that decreases with substrate stiffness but in a not significant way, whereas their SF resulted to be higher on soft substrate, where cells exhibited a more flattened shape (Figure 5). On the contrary, MDA-MB-231 cells exhibited a SF that decreased significantly with substrate stiffness and higher than that of normal tissue cells on soft substrate. Furthermore, normal tissue and metastatic cancer cells displayed similar CI on stiff substrate (Figure 5, Table 2). The effects of irradiation on MCF10A and MDA-MB-231 cells were very different and sometimes opposite. In particular, normal tissue cells cultured on both soft and stiff substrates reduced significantly their CI and SF independently on dose received; the only exception was represented by cells on stiff substrate and irradiated with lower dose that increased their SF (Figure 5, Table 2). We suppose that the reduction of CI, indicating a more elongated cell shape, is responsible for the reduction of TER contributing to the increased directionality of MCF10A cells (Figures 2, 3) [71]. In fact, morphological polarization can induce asymmetrical redistribution of forces (lower traction forces at cell rear) and consequently the initiation of a directional migration [72]. Nevertheless, the reduction of SF could be also considered associated to an increased adhesion of normal tissue cells, that consequently exhibit lower migration velocity [29] and reduced AT (Figure 2). On the contrary, the irradiation had not relevant effects on CI and SF of metastatic cells on both soft and stiff substrates. The only exceptions were represented by cells cultured on soft substrate and irradiated with lower dose and cells cultured on stiff substrate and irradiated with higher dose that increased their SF (cells appeared more flattened and to have more regular boundaries). This is in agreement with MSD data, which denote not significant effects of irradiation on the dynamics of migration. On the contrary, the reduced migration of MDA-MB-231 cells can be explained by the enhanced adhesion, higher spreading area and more stretched nuclei [29], all conditions that would suggest a more assembled cell cytoskeleton.


[image: Figure 4]
FIGURE 4. Examples of 3 cells with similar spreading areas, but different morphologies. Cell 1 is characterized by the lowest SF, whereas its CI is similar to that of the circular cell 3. Differently, cell 2 exhibits the lowest CI, whereas its SF is intermediated CI1 and CI3.
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FIGURE 5. Box plots (mean, median, interquartile range and outliers) of SF (A,B) and CI (C,D) MCF10A (A–C) and MDA-MB-231 cells (B–D) in control condition (blue) and 72 h after irradiation with doses of 2 Gy (red) and 10 Gy (green). n > 50 for MCF10A cells, n > 75 for MDA-MB-231 cells.


As already discussed, to unravel the mechanisms that regulate cell behavior after irradiation, it will be needed to study the molecular pathways involving adhesion molecules, first of all integrins, FAK and paxillin, which can have important impacts on both adhesion and invasion. In fact, whereas integrin clustering is the fundamental to guarantee a proper adhesion, paxillin has an important role in the regulation of cell adhesion and motility and is a key participant in physiological and pathological context (immune response, epithelial morphogenesis, oxidative stress—which can be consequent to X-ray irradiation, cancer development, and metastasis) and FAK regulates the dynamics of focal adhesion and, consequently, cell migration. It has been already demonstrated that irradiation could promote integrin expression, improve cell adhesion and inhibit invasion capability of glioblastoma cells [48]. Conversely, Rieken et al. observed that increased expression of integrins promoted motile behavior of the same tumor cells [73]. Furthermore, as previously reported, irradiation impacts also on the expression of paxillin and activation of both paxillin and FAK [50, 51, 54, 55] and this could explain the change of mode of migration we observed in our work.



CONCLUSIONS

In summary, we proposed two additional parameters, TER and AT, to describe cell migration of normal tissue and metastatic cancer cells before and after irradiation when they interact with physiological (1.3 kPa) and supra-physiological (13 kPa) ECM. In particular, we found that irradiation induced a sensitive reduction of TER values in MCF10A cells, indicating that trajectories are more elongated and directionally oriented compared to control condition. On the contrary, TER of MDA-MB-231 cells' trajectories did not change in a relevant way, indicating that the mode of migration of metastatic cancer cells, characterized by directionality and high persistence time [reported in [29]] also in control condition, was not significantly affected by RT. However, irradiation induced also a significant decreased of the area explored by cells during their movement (AT). Basing on the results found in terms of morphological parameters and on previous literature here discussed, we supposed that the variations observed in cell motility after irradiation could be ascribed to a different regulation of molecular pathways involving adhesion molecules (integrins, paxillin, FAK), that play a leading role in adhesion and migration. This being said, further investigations will be needed to substantiate these suggestions: the definition of these parameters, that are easy to interpret and do not require high expertise in biophysics (differently from MSD), together with the identification of the molecular mechanisms guiding cell behavior in response to irradiation by means of more complex and tissue-like culture conditions (not only mechanical properties, but also intratumoral solid stresses, dimensionality-−2D vs. 3D vs. 2.5D curved surfaces, and topographical signals) might generate a basic knowledge with powerful translational significance.
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Within the frame of the CLaRyS collaboration, we discuss the assets of using a reduced-intensity in vivo treatment control phase during one or a few beam spots at the beginning of a particle therapy session. By doing so we can improve considerably the conditions for secondary radiation detection and particle radiography. This also makes Time-of-Flight (ToF) resolutions of 100 ps rms feasible for both the transmitted particles and secondary radiations, by means of a single-projectile counting mode using a beam-tagging monitor with time and position registration. This opens up new perspectives for prompt-gamma timing and Compton imaging for range verification. ToF-based proton computed tomography (CT) and ToF-assisted secondary proton vertex imaging in carbon therapy are also discussed, although for the latter, no evidence of any benefit at small observation angles is anticipated. The reduction of the beam intensity during one or a few spots on the various accelerators for particle therapy should not significantly reduce the patient workflow.

Keywords: particle therapy, range verification, prompt-gamma, proton radiography, proton interaction vertex imaging, time-of-flight, fast timing


INTRODUCTION

In vivo range verification in particle therapy remains an important challenge to improve the treatment quality. Indeed, uncertainties in the treatment planning, anatomical evolution between planning imaging and actual treatment fraction, patient positioning and moving, may cause deviations between planned dose and actual delivered dose. Thus, the beneficial impact of the ballistic precision is reduced by the necessity of additional security margins, and by limiting irradiation fields to those avoiding directions where organs at risk are located immediately behind the ion range [1, 2]. Several techniques are being intensively developed, either based on secondary radiation [Positron Emission Tomography (PET), Prompt-gamma (PG), ionoacoustic waves, bremsstrahlung], or on the improvement of planning imaging to get more accurate range prediction [2–8]. However, the implementation of in vivo range verification devices faces several issues. Among them, one needs to collect and treat sufficiently accurate data during the smallest possible fraction of the patient irradiation (ideally a single pencil beam spot), and get the relevant information in the shortest possible time, in order to continue with the treatment if safe conditions are met, or to minimize the consequences of a deviation. In addition, the device should comply with the environment of the treatment room, and the range verification procedure should not reduce the patient flow beyond the acceptable.

In the present paper, we propose to address these two issues of a real-time verification compatible with the clinical workflow, with the device that has been developed within the CLaRyS collaboration. We discuss on the opportunity offered by a reduced beam intensity for PG and ion imaging. More specifically, we focus on the assets of reducing the clinical beam intensity for a short period (one or a few beam spots in pencil beam scanning mode), in such a way that each single incident particle is identifiable, like in list-mode ion-CT, where all relevant information like upstream/downstream positions and directions, energy, is recorded for each projectile. First, this will relax important constraints on particle detection rates during beam delivery at clinical intensities [9, 10]. Second, fast Time-of-Flight (ToF) at the level of 100 ps rms may be used to improve existing modalities such as prompt-gamma Compton imaging, prompt-gamma timing, proton radiography, and secondary proton imaging. Third, we briefly discuss a few technical aspects of implementing a beam intensity reduction, which should not reduce significantly the patient flow.



PROMPT-GAMMA RANGE VERIFICATION

Prompt-gamma (PG) detection offers the unique opportunity for range verification in real time with a few-millimeter precision at a single proton pencil-beam spot scale [4]. Indeed, high-energy gamma rays (1–10 MeV range) are emitted within a very short time (mostly less than a picosecond) after inelastic collisions between primary protons and target nuclei, and may escape the patient body without further interaction. Although part of the PGs are also induced by secondary particles (e.g., neutrons), the PG emission profile is then correlated to the proton range. Several PG-based techniques are proposed to control the treatments. Prompt-gamma imaging (PGI) requires the directional detection of gamma rays, using either mechanical or electronic collimation (e.g., with Compton cameras). Range verification requires at least 1D imaging along the beam direction. Prompt-Gamma Peak Integral (PGPI) considers the integrated yields issued from the patient, with time-of-flight (ToF) selection [11]; it is connected to the energy deposited in the patient, and may provide 3D information about the beam path by using several detectors. Prompt-Gamma Timing (PGT) provides the ToF distribution that is correlated with the proton range [12]. Prompt-Gamma Spectroscopy (PGS) combines partial collimation to select part of the range in the field of view, and PG spectral information with good resolution, in order to extract information on chemical composition and range, from energy- and (A,Z)-nuclear-dependence of individual gamma emission-line probabilities [13]. ToF is necessary in PGS to enhance signal-to-background ratio.

For ions heavier than protons, PG detection is less performing since smaller amounts of projectiles are used to deliver the same physical and biological doses, and thus, treatment verification should be considered for larger amounts of incident particles than single spots.

All the PG-based detection methods face the issue of acquiring sufficient statistics within a short time, at high instantaneous count rate. Basically, in clinical conditions, a typical proton beam spot represents 107 particles that are delivered at an average intensity of 1010 protons/s at cyclotrons and synchro-cyclotrons dedicated to protons, i.e., within about 1 ms. This amount of protons per spot may vary by plus/minus one order of magnitude typically: it is higher for some distal spots [14], or when particular care is taken during the planning stage to boost spots dedicated to verification [15], and it is much smaller for proximal spots. For a 10 cm proton range in tissue equivalent matter, about 3% of the projectiles will generate primary PG by nuclear collisions [4]. A single detector with 3 × 10−3 absolute detection efficiency (e.g., a 100% intrinsic efficiency scintillator of 7.5 cm diameter located at 30 cm) would then detect 103 PG during 1 ms, at an instantaneous count rate of 106/s achieved with a proton beam flux of 1010 protons/s. Moreover, this count rate may be doubled if one accounts for other radiation species impinging the detector (secondary gamma rays, neutrons, etc.). On the one hand, this represents a challenge, as pointed out by Pausch et al. [9], since detectors need to cope with a counting rate varying from about 0 (beam pauses between spots) to more than 106 Hz during 1 ms almost without transient regimes. On the other hand, such a statistics of 103 counts would hold for fields of view covering the whole proton range (in the case of methods such as PGPI and PGT). If the detection system is aimed at imaging the PG fall-off close to the Bragg peak, then the statistics in the restricted area of interest is reduced accordingly. The precision of the fall-off retrieval is proportional to the contrast-to-noise ratio [16], and thus to [image: image], where NPG is the number of detected PG in the region of interest. Passive collimation reduces the flux of incoming PG on a detector, yielding to low detection efficiency, without substantial reduction of the neutron background if ToF is not implemented. Thus, large detection volumes with segmented readout are necessary, like for the knife-edge-slit camera developed by IBA and Politecnico-Milano [17] that has been used in clinics. This shifts the issue of count rate per detector to a large acquisition-flow handling. Compton imaging may yield to higher detection efficiency than collimated devices. However, at clinical beam intensity, the coincidence rate between the two detection stages is dominated by fortuitous coincidence events induced by quasi-simultaneous projectiles [10, 18, 19]. A significant reduction of the incident flux is needed in order to minimize this background source [10], at the level of one incident proton within the duration of the time-coincidence window, unless efficient filtering strategies are used, which has not been demonstrated so far.

Going further, the reduction of the incident beam intensity to a level where individual projectile identification is possible, presents not only the asset of better PG detection conditions but also the opportunity for high-resolution ToF. Basically, 1–2 ns ToF resolution makes it possible to select PG issued from a patient, and to discriminate them from massive particles like neutrons at sufficiently large distances, at the scale of a proton bunch delivered by a cyclotron (of the order of 1 ns). This is the strategy used for the PGPI technique and in the development of PGT at Oncoray. However, in the latter case, this bunch length is the main limitation of the accuracy of PGT [20, 21] at clinical beam intensities. The reduction of the ToF resolution down to 100 ps rms would translate to a PG vertex position determination of 1–2 cm rms resolution (observation at 90°), proportional to the proton velocity: indeed, 1 cm rms holds for β = v/c = 0.3, i.e., 3 cm from the end of the proton range. Note that this resolution depends on the observation angle: it is smaller at backward angles, for which proton-to-vertex and photon-to-detector transit times are adding, both increasing monotonically with the vertex depth. Such resolution is typically the same as the point spread response of a multi-collimated camera [17, 22] or a Compton camera [23], without any collimation.


Prompt Gamma Timing

Recently, Marcatili et al. published first results on PGT with about 100 ps rms ToF resolution, using fast monolithic scintillators and a diamond-detector beam trigger [24]. They estimated the achievable probability with 95% confidence level to detect a 3-mm thickness variation of an air cavity in a PMMA phantom with 108 incident protons and a single detector having a detection efficiency of 1.5 × 10−3. In order to illustrate the asset of such 100 ps time-resolution in single proton counting mode, Figure 1 compares the results derived from PGT with 162 MeV proton beams at clinical intensities (in bunch-counting mode with >102 protons/bunch, where the ToF is measured between a detected PG relative to the accelerator HF signal) from Werner et al. [21] and those obtained in Marcatili et al. [24] with 68 MeV protons in single incident particle regime (i.e., the ToF is measured relative to the arrival of the single proton that induced the PG). In the first case, a 2-cm air cavity is inserted in a PMMA phantom at 9 cm depth. In the latter case, a 2.5 cm thick air gap is inserted at 1 cm depth. In the bunch-counting mode, the effect of the air cavity results in a shift of the mean value and a broadening of the PGT spectrum, as observed from the difference between both the colored curves. However, the width of the time distribution is dominated by the pulse duration (~3 ns FWHM). In contrast, the shape of the distribution in single proton counting mode reflects mainly the flight time of a proton inside the target (of the order of 1 ns), and the air insert is clearly observed as a separation of two components in the PGT distribution in the target. In addition, the authors of ref. [21] mentioned that the large statistical fluctuations observed were caused by the limited statistics available for a single beam spot. Single counting mode makes it possible to improve the statistics by reducing dead-time and improving the detection solid angle with closer detectors. This is also illustrated in Figure 1, where both spectra were acquired with similar numbers of incident protons (of the order of one large beam spot).


[image: Figure 1]
FIGURE 1. Experimental prompt-gamma timing spectra obtained with proton beams in PMMA targets; (Left) at clinical intensity, with synchronization to the cyclotron RF signal (pulse by pulse basis for a single beam spot of 3.8 × 108 protons, data from [21] with authors permission, with and without a 2 cm air cavity at 9 cm depth); (Right) ion-per-ion basis at 68 MeV, using a diamond beam trigger at low intensity, a 2.5 cm thick air insert is located at 1 cm from the target entrance. The number of protons used to generate the second histogram is similar (~3 × 108) [24].




Compton Prompt-Gamma Imaging

In the frame of the CLaRyS collaboration project, a large area Compton camera has been designed [23], the sizes and detection geometry of which are reported in Figure 2A. Compton reconstructible events consist in a single Compton scattering in the first stage (7 planes of 9 × 9 × 0.2 cm3 position-sensitive silicon detectors) followed by total or partial absorption of scattered photons in a 38 × 38 × 3 cm3 pixellated-BGO scintillator absorber. A beam hodoscope is used to measure the beam-transverse position and time of arrival. Therefore, the Compton cone, whose axis is the line joining the interaction vertices in the scatterer and absorber stages, and whose angle is determined by the energy deposited in both the stages in the case of full absorption, intersects the beam trajectory in two points. Actually, the two solutions are not points, but correspond to extended zones, which size depends on (i) the beam extension in the transverse plane due to beam size and lateral scattering, (ii) the CC spatial resolution [10]. The latter depends on the spatial and energy resolutions of both the scatter and absorber detectors, and on the Doppler broadening corresponding to the electron Compton profiles of the scattering material (the heavier material, the larger angular broadening of the cone [25]). The expected spatial resolution of the Compton camera for a point source, polychromatic PG energy spectrum is 8.3 mm FWHM [23].


[image: Figure 2]
FIGURE 2. (Left) scheme of the CLaRyS Compton camera used for range verification in simulations for 160 MeV protons. The two yellow points represent two line-cone intersection points. (Right) using this geometry, distribution of distances between the two line-cone intersection points deduced from Compton kinematics in the case of an interaction in each stage of the camera (data from [26]).


Among the two intersection points (or volumes), one is the correct vertex, provided full absorption occurred in the absorber. The second one will contribute to background if not rejected by basic considerations (e.g., when located outside the target). Using this line-cone intersection method, no time-consuming reconstruction algorithm is required if one could identify the right point among the two intersection points. Figure 2B represents, for the particular geometry shown in Figure 2A, the simulated distribution of distances separating the two solution-points [26]. The camera axis is centered at 10 cm proton penetration depth, and the distance between the beam and the scatter detector is 20 cm. The average value of the distribution is 14.7 cm, i.e., of the same order of magnitude as the proton range (~14.8 cm at 160 MeV [27]). Their corresponding transient time in the PMMA phantom is 1.3 ns. This distance is much larger than the extension of the line-cone intersection volumes due to spatial resolution. Thus, it is expected that a detector time resolution of a few hundreds of ps will make it possible to identify the right solution. These expectations are confirmed in a forthcoming paper by our collaboration, showing that the precision of the PG fall-off retrieval reaches the one obtained with a state-of-art iterative reconstruction algorithm, when ToF selection is used at 200 ps rms resolution or less.




ION RADIOGRAPHY

The basic idea of ion radiography is to measure the relative stopping power of the traversed material, and thus the Water Equivalent Thickness (WET), by means of the energy loss of transmitted ions, either by calorimetry, or by the residual range in a reference material [28]. This energy loss is tightly connected to the electronic density, which makes ion radiography relevant for particle treatment planning, without uncertainty in the conversion factor between X-ray absorption and electronic density (Hounsfield units). Thus, ion tomography may improve the precision of planning imaging, currently performed with X-ray CT, if an overall advantage is obtained by combining the following criteria: (i) minimize the induced dose, (ii) minimize the exposition time at the particle treatment place, (iii) optimize spatial resolution, and (iv) optimize accuracy on WET. For the latter criterion, the necessary precision on the energy loss measurement is below 1% [28], which requires appropriate calorimetry or residual range determination. The spatial resolution is conditioned by particle tracking, but is inherently limited by multiple scattering inside the patient. Two strategies may be followed: either spot-by-spot or single particle tracking [29, 30]. The integration mode with spot by spot tracking presents the advantage of a simplified tracking device, but the disadvantage of poorer spatial resolution, caused by the initial spot size, and the consequent indetermination of the path in the case of mixed-fields, i.e., when various integrated electronic densities are met within the same spot, due to varying structures in the transverse plane. Gianoli et al. compared the two methods in proton radiography, using the Most Likely Path (MLP) reconstruction algorithms. They have shown that the additional blurring caused by the spot size can be at least partially compensated at the cost of a higher statistics, hence a higher dose, relative to single proton tracking [29]. For carbon ion radiography, with reduced scattering relative to protons, Meyer et al. have shown that with the integration mode, performance approaching those of the list mode could be obtained [31]. However, the list mode remains the gold standard for proton or ion radiography for optimizing the spatial resolution, at the expense of a beam intensity compatible with single particle detection.

In the list mode option, the information on the energy loss inside the patient could be obtained from ToF, provided large enough distances between the patient and the downstream detector are used. Indeed, measuring small variations of the transient time inside the patient is out of reach, since this time is of the order of 1–2 ns: 1% resolution in the energy loss would translate into a 5–10 ps time resolution. However, a ToF detector may measure variations of the residual velocity. For particles exiting the patient at typically 1/3 of the speed of light, 1% of kinetic energy variation corresponds to 100 ps flight time variation over 2 m. Thus, it appears feasible to design a proton-CT device based on fast trackers, optimized for low residual energies. The asset of such a device is a simplified detector for spatial and time measurement relative to separate tracking and calorimetry detectors. Recently, Worstell et al. [32] published a first progress report on the development of a ToF-based proton radiography device: fast position sensitive detectors (large area micro-channel plates) are used to track particles with a time resolution that is expected to be smaller than 100 ps.



SECONDARY PROTON IMAGING

This technique consists in the detection of secondary light charged particles (proton and its isotopes deuteron and tritium) under irradiation with heavier ions (helium or heavier ions) [33–36]. Such particles are created with a high probability during quasi-elastic and inelastic collisions. Figure 3 shows a simulated energy distribution of protons at emission in a thin PMMA target by incident carbon ions at three different energies [37]. The energy spectrum is quite broad, but only high energy secondary protons have a chance in practice to escape from the patient body (100 MeV protons have a range of 75 mm in water [27]). For the high-energy part of the distributions, one may observe a maximum at velocities that are close to the carbon projectile velocity. However, the velocity distribution above that threshold is still very large. Thus, protons that are detected outside a patient are more likely emitted from the entrance than close to the end of range. In addition, protons emitted from the entrance region will reach the exit before those emitted in depth, due to the combined effect of higher slowing-down of carbon ions before the vertex, and the higher average proton velocity during their path to exit. Simulations have shown that, in the case of 200 MeV/u carbon ions incident on a head phantom, the correlation between ToF and vertex position is not sufficient to improve significantly the vertex localization obtained by tracking at low observation angle (10°), when considering ToF information. This is due to the broad proton energy distribution as shown in Figure 3, but also to the fact that carbon ions and secondary protons do not have sufficiently different velocities at the emission point. Moreover, like for PG, observation at small forward angles is not a favorable case for ToF discrimination because the total path length of primary plus secondary particle is the same whatever the vertex position. Observation at larger angles, like in the INSIDE design (60°) [38, 39], or even at 90° [40], could be more favorable, because path lengths—and therefore ToF–are increasing with depth. However, one has to keep in mind that emission yields per solid angle unit drop down dramatically when the angle increases [37], which raises statistics issues for a small number of spots. This remains an open question.
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FIGURE 3. Geant4 simulation of the energy distribution of secondary protons at emission inside a thin PMMA target by carbon ions at three different energies. Nuclear reactions are modeled with the QMD model (data from [33]).




NEED FOR A BEAM TAGGING SYSTEM

Without using a beam monitor, the temporal resolution of the synchronization between the accelerator HF and the detection of prompt secondary particles at the patient place is limited to the bunch duration at the exit of the accelerator, convolved with the time dispersion due to the longitudinal momentum spread during beam transport. This is independent of the beam intensity. The bunch duration depends on the accelerator type: it is typically about 1 ns for a cyclotron, 8 ns for a synchro-cyclotron, and 20–50 ns for a synchrotron [4]. Moreover, the passive degradation of the energy between two different beam spots induces a time phase shift relative to the accelerator HF for an isochronous accelerator. This makes a time calibration necessary for each energy change. Therefore, a beam tagging system can be used advantageously to detect the time of arrival of ions on the patient, provided it is able to cope with high counting rates, either in clinical-intensity bunch modes, or in single particle counting regime. For bunch detection, secondary particle detectors can be used [20, 41], whereas scintillator-based hodoscopes are generally proposed for single particle counting, with timing resolutions of several hundred picoseconds [39, 42]. Thin ultra-fast silicon detectors (UFSD) have been explored for such purpose [43]. Using another technology, we have shown that a temporal resolution close to 100 ps rms is expected by means of diamond detectors, on condition that large areas are available with detector-grade crystals [24, 44]. Relatively large polycrystalline diamonds are available and provide such a time resolution for highly ionizing particles such as carbon ions. However, high energy protons may require high-quality single-crystals to reach both the detection efficiency and the good time resolution. A diamond beam-hodoscope is under construction by our collaboration. Such a beam tagging system has necessarily a finite thickness and will be located upstream from the patient. The impact on range shift (about 2 mm WET) needs to be accounted for in the treatment planning system, and the impact on secondary radiation additional dose corresponds to the same 2 mm WET. The distance between hodoscope and patient should be kept as small as possible to minimize the impact of multiple scattering, with the constraint of being compatible with the patient positioning system.



BEAM INTENSITY REDUCTION


Reduction Factors and Possible Irradiation Delay

The beam intensity reduction should satisfy two criteria: first, the beam tagging system should handle all the incident particles and provide time stamp with the requested resolution. This requires typically 10 ns between two consecutive signals in a single readout channel. This can be achieved by means of detector segmentation anyway (for instance, 0.25 mm2 pixel size is requested for a flux of 4 × 1010 proton/cm2/s). Second, non-ambiguous assignment of the secondary particle detection to the primary projectile should be obtained. Depending on the observation distance and ToF resolution, this condition will constrain a second trigger probability on the hodoscope to a negligible value within a period of 1 to 5 ns.

At clinical proton beam intensities, the average beam intensity is about 2 nA during an irradiation spot, i.e. 1.2 × 1010 proton/s over 1–10 ms. At least 1 ms is required to shift between two adjacent spots (magnetic scanning), and more to change the energy (insertion of degrader device, or change of synchrotron energy). For carbon ions, the intensity is typically 107-108 ions/s at European synchrotron systems, up to 3 × 108 ions/s at SAGA-HIMAT [45–47]. About 105 ions are needed for a single spot, with the same duration as for protons.

All accelerated beams have a pulsed structure at the nanosecond time scale (which we refer to as nanopulse structure below), which may be superimposed to the microsecond, or even second–scale pulse structure on synchro-cyclotrons and synchrotrons. For a 100 MHz cyclotron with around 1 ns pulse duration, the above condition corresponds to a probability of having one particle per pulse to be one order of magnitude larger than the probability to have more than one particle per pulse [p(1) > 10 × p(N>1)]. Assuming a Poisson distribution, this leads to a maximum average number of particles per pulse of 0.2. Relative to proton therapy intensities, this is a reduction by a factor of 1/1,000. For a proton synchro-cyclotron like IBA-S2C2, around 8 ns nanopulses are extracted with a period of 16 ns and 2 protons could be considered within the same nanopulse: indeed this should lead to identifiable events in most cases with a segmented detector. Thus, the average number of protons per pulse could be slightly higher than 0.2 (about 0.5). The reduction factor compared to clinical intensity is then a factor 1/10,000. As for synchrotrons, they have longer nanopulse durations (20–50 ns) which depend on the ion species. Correspondingly, the average number of particles per pulse should be about 2–5. This represents almost no reduction relative to clinical intensity in the case of carbon therapy (at 107 ions/s), and a factor smaller than 1/100 for proton therapy.

A reduction of the beam intensity during one or a few pencil-beam spots will extend the duration of the spot delivery, but not the time needed to change the spot position or energy. Thus, an intensity reduction by 1/1,000 will extend the spot duration by 0.5 s for a 107-proton-spot relative to a 2 nA-nominal intensity cyclotron. For a proton synchro-cyclotron, the extension is larger (5 s per spot). For a synchro-cyclotron delivering protons at 0.1 nA nominal intensity, the extension is also 1 s per spot. For carbon therapy, the extension of spot duration will be at the level of milliseconds, if any.

Monitoring the dose delivered at low intensity with a system compatible with high-intensity dose monitoring may represent an issue. Current monitoring devices are based on ionization chambers, like the IC2/3 that have been developed for proton therapy with IBA-cyclotrons [48, 49]. The sensitivity of this detector technology is of the order of several hundreds of protons per monitor unit and the signal/noise ratio with low beam intensity could be an issue. Therefore, the effect of large dark current on the control of the beam fluence and position and other noise source like radiophonic noise would need to be evaluated. Nevertheless, as the total charge to be integrated during a beam spot is unchanged when intensity varies, we expect that the electronic noise will not be a problem for beam fluence control at low particle rate. Additionally, such ionization chambers may work at pA currents for proton beams and have been calibrated for a wide range of dose rate (0.5–8 Gy/min) [49].



Technical Implementation of Beam Intensity Reduction

The easiest way to proceed to a beam reduction without changing any other characteristics (energy, time structure and emittance) is the insertion of a kind of pepper pot device [50] at the accelerator injection. The reduction factor is known and reproducible since it depends only on the geometry of the inserted filter. Insertion/extraction is fast, and no activation is generated, since particles have an energy of a few tens of keV at this stage. However, some compact injection geometries cannot make possible the insertion of such a device. Thus, a possibility would consist in stacking the accelerated beam at fixed frequency with the same number of particles as in normal operation, and use a slow extraction mode of the whole spill with an appropriate field. This procedure is possible with a synchrotron or a synchro-cyclotron [Mandrillon, personal communication]. In this case, no additional injection should be necessary, since a single spill contains enough particles for a single beam spot. Both strategies have the advantage of using all accelerated particles, which does not induce additional activation.




DISCUSSION AND CONCLUSION

We propose to implement a reduced-intensity, in vivo and real-time treatment control phase at the beginning of a particle therapy session. By achieving a single projectile counting mode with a beam tagging monitor, with time and position registration, one can improve considerably the conditions for secondary radiation detection and particle radiography. The first consequence is a reduction of the detection rate during beam delivery, which may considerably improve the quality of the data acquisition: reduction of dead-time, improvement of signal-to-background ratio, reduction/suppression of transient regimes. Moreover, the beam hodoscope provides directly the time of arrival of ions at the patient position, without calibration at each energy change.

More specifically, ToF resolutions of 100 ps rms can be achieved. This has a strong impact on PG imaging, since an information of 100 ps ToF directly translates into a position information of about 1 cm close to the PG fall-off. This opens up new perspectives for PG timing and Compton imaging. ToF proton-CT has been proposed and is being investigated by other groups. A potential benefit of ToF for secondary proton imaging in carbon therapy needs further investigations at large observation angles.

Besides this, other techniques like in-beam PET or ionoacoustic ultra-sound imaging would rather benefit from intense bunches with low duty cycle: maximization of the radiation source during a short time, and long time for signal collection (acoustic wave propagation and detection) and statistic accumulation (e.g., short-lived beta+ emission with few ms lifetime). Therefore, beam intensity reduction is not favorable for such techniques.

The reduction of the beam intensity during one or a few spots on the various accelerators for particle therapy should induce delays of the irradiation of the order of seconds at maximum, and therefore will not significantly reduce the patient workflow.
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Space agencies are working to establish a permanent human presence on the moon and to reach Mars within the next few decades. In these missions, astronaut crew members will be exposed to moderate doses of the highly energetic particles that compose galactic cosmic rays (GCR). GCR consist of alpha particles, protons, and high atomic number ions, stripped of their electrons (HZE), which are relatively rare, but are also highly ionizing. HZE are particularly damaging to biological tissues, because they can penetrate to much deeper layers of shielding materials than gamma rays and x-rays and produce within tissues long ionization tracks, with strongly clustered damage to information molecules. The consequences of such damage to central nervous system health is a major concern. A strong development of new knowledge and models, which may help to predict the risk of individual astronauts, is an absolute requirement in this field. Genetically tractable animal models offer unique opportunities to directly investigate the genetic and molecular events that may affect the biological response to GCR and related radiation.
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INTRODUCTION

Compared to the terrestrial surface, space represents a hostile environment, characterized by the combination of microgravity, and a peculiar radiative environment, which could lead to severe health issues for astronaut crews engaged in long-term missions. Among these factors, exposure to radiation dominated by particle shots and GCR of extremely high energy is of special concern [1, 2]. Efficient shielding of such radiation is very difficult, considering the mass constraints which spaceships need to respect. Therefore, it has been noted that “lack of knowledge about the biological effects of, and responses to, space radiation is the single most important factor limiting the prediction of radiation risk associated with human space exploration” [3, 4]. The observations from the ExoMars Trace Gas Orbiter indicate that a 6-month mission to Mars would imply a radiation dose equal to 60% of the limit which is commonly recommended for the full career of an astronaut [5]. Without major technological leaps in shielding strategies [6], intrinsic or induced biological resilience to space radiation chronic exposure will probably be among the crucial factors to decide about risk acceptability. Individual sensitivity to acute or chronic exposure to radiation is dependent on genetic background [7]. Following recent developments in sequencing technologies, determination of individual genomes and acquisition of multi-omic information on individuals' biological samples has become a relatively low-cost routine. In theory, these resources could allow for the screening of many crew candidates, to identify those possessing particularly sensitive or resistant biological backgrounds. However, our knowledge of the genetic and biological traits associated with sensitivity to space radiation is still very limited [7]. NASA has underscored four risks that may imply important health concerns for astronauts: acute radiation syndrome, carcinogenesis, degenerative tissue alterations, and central nervous system (CNS) loss of performance [3]. Among them, the latter is particularly difficult to understand and predict. Nevertheless, recent reports have started to shed some light on this issue [8, 9].

In this review, we will briefly summarize the peculiar features of space radiation and the problems posed by its simulation. We will then highlight established and more recent studies on the impact of ionizing radiations and/or space conditions on CNS structure and function, in humans and experimental models. In particular, we will try to summarize the experiments that, in our opinion, are more informative with regard to functional CNS changes that may derive from the exposure of mammalian brain to mission-relevant doses of HZE particles. For a deeper perspective on these topics, the reader is referred to more extensive surveys [10–12]. Afterwards, we will review the studies on genetic factors affecting the general sensitivity to radiation. Finally, we will highlight the experimental models that could provide fundamental insight about genetic and biological factors influencing the response of mature neural networks to space radiation, with particular regard to C. elegans.



SPACE AND SPACE-RELEVANT RADIATION

The 2006 report by the National Council on Radiation Protection and Measurements (NCRP), concerning space missions beyond low-earth orbit (LEO) [13], underscored that “current space radiation guidelines pertain only to missions in LEO and are not considered relevant for missions beyond LEO. The acceptable levels of risk for space exploration beyond LEO have not been defined at this time and need to be dealt with before sending manned missions to colonize the moon or to deep space, such as a mission to Mars” [13]. Space environment beyond LEO is characterized by a flux of ionizing radiation mostly composed of protons and heavier nuclei stripped of their orbital electrons, but also include a minority (2%) of electrons and positrons. Manned missions beyond LEO will face the challenge of radiation from three different sources: solar particle events (SPE), galactic cosmic radiation (GCR) and intra-vehicular secondary radiation.

SPE occur when protons emitted by the Sun become accelerated, close to the Sun or in interplanetary space. SPE frequency is correlated with sunspot activity and their occurrences oscillate in phase with the solar cycle. SPE can produce large quantities of protons with energies >30 MeV, at fluences in excess of 109 protons/cm2 [8]. On missions outside of LEO, SPE dose inside a spaceship can be as high as 100 mGy/h, but can reach peaks of 500 mGy/h during extravehicular activity [14]. Due to the high flux and relatively low energy, SPE radiation is absorbed by the most superficial tissues. Skin lesions, hematological, and immunological dysfunctions are therefore the main consequences. For the same reason, shielding is an effective counter-measure. Therefore, although they may certainly contribute to cancer risk and tissues degeneration, SPE are not expected to cause major direct alterations of CNS function.

GCR is composed of nuclei accelerated to relativistic speeds, originating from outside our solar system (Figure 1). Electrons and positrons are of minor concern, because they are stopped by modest shielding. GCR nuclei span a wide range of energy and linear energy transfer (LET). The major components consist of hydrogen (87%), and helium (12%) nuclei, with the remaining 1–2% of particles are comprised from Z = 3 (Li) to Z = 28 (Ni) [15]. High-Z and energy particles (HZE), such as iron (Z = 26), are particularly challenging, because every particle can cause damage to cellular DNA which is difficult to repair [16] and no reasonable thickness of shielding material can safely stop them [6]. GCR particle energy allows them to penetrate very deeply into biological tissues, as well as other organic and inorganic materials. In particular, HZE nuclei are an outstanding threat to body cells, which may strongly contribute to the cumulative equivalent dose absorbed by astronauts beyond LEO. Shielding is only partially effective to reduce the doses experienced inside a spacecraft [2, 6], but increasing shields' thickness leads to the production of high levels of secondary radiation, which can be absorbed even more easily by biological tissues [17]. HZE nuclei may strongly contribute to the carcinogenic risk to which crew members are exposed. Indeed, even at relatively low energy, iron ions are shown to be potent inducers of ovarian tumors formation in rodents [18]. Due to their high penetration power, GCR can efficiently reach CNS cells and pose a major risk to CNS function. However, the effects of chronic exposure to this kind of radiation on nervous system function and CNS cells' survival, as well as the factors that may protect from such damage, are still not well-understood.


[image: Figure 1]
FIGURE 1. Schematic representation of the main components of space radiation and of the principal model organisms used to study their effects on differentiated neural tissues.


The interaction of energetic protons and HZE nuclei with spacecraft structures can produce an additional intravehicular radiation hazard. Secondary radiation includes beta particles, x-rays, gamma rays, neutrons, protons, alpha particles, and heavy-charged particles, mostly produced in nuclear fission reactions. Secondary radiation has lower particle energy, but can be even more disruptive to tissues than incident radiation particles, delivering a significant fraction of the total dose absorbed during missions. Although the capability of such radiation to deeply penetrate into biological tissues is lower than incident GCR, it can be sufficiently high enough to deliver a significant dose to CNS cells.

On this basis, it should be evident that crew members of missions aimed at the moon, asteroids or Mars will be exposed to a very complex radiation environment, which can significantly change qualitatively and quantitatively in space and time. Predicting the equivalent dose associated to the different conditions is an extremely difficult task [4]. Among the major challenges, it is very problematic to understand the consequences of chronic exposure to low doses of extremely energetic GCR, combined with the secondary radiation. High LET radiation is very damaging to informational biomolecules, especially DNA. Different gene expression programs and different sets of protein phosphorylation events are produced when cells and tissues are exposed to low vs. high doses of conventional radiations [1]. So far, the strongest direct evidence about genotoxicity of GCR in humans is the cytogenetic comparison of cells obtained from Gemini vs. Apollo astronauts, showing a doubling in chromosome breaks [19]. Many studies of high-LET radiation effects have been so far performed on animal models, especially rodents. However, these studies suffer major limitations [4]. They have been limited to a maximal particle energy of 1 GeV/n, thus excluding particles possessing the highest energy, which are estimated to contribute to approximately half of the dose [4]. Moreover, they were conducted using mono-energetic beams and acute, single-ion exposures, instead of complex energy spectra with diverse ion composition [4]. GCR simulation facilities, such as the NASA Space Radiation Laboratory (NSRL) in the US and the Facility for Antiproton Research (FAIR) in Europe are constantly improving on this limitation, by increasing particles energy and developing protocols for sequential exposure to different ion beams. However, sequential beam exposures appear to be not completely adequate in mimicking simultaneous exposure to a wide spectrum of particles and energies, since it has been shown that the order of delivered particles can significantly modify the biological effects [20]. Moreover, the dose-rate administered through accelerators will probably remain higher than low fluency radiation occurring during real missions [21, 22].

Non-linearity of biological effects of GCR could also depend on adaptation mechanisms. After missions in ISS, astronauts' lymphocytes showed complex chromosomal rearrangements, involving more than three chromosomes [23], which decreased but did not reach control levels even after many years. Nevertheless, controls performed after a second mission did not show a proportional increase of chromosomal aberrations, suggesting that an adaptive response may take place [23]. On this basis, it is evident that direct measurement of the biological effectiveness of space radiation, using adequate living experimental models, should be considered an inevitable milestone of space exploration.



EFFECTS OF SPACE-RELEVANT RADIATION ON MAMMALIAN CNS

In theory, human exploration of space may imply acute and late radiation risks to the CNS [8, 24]. Acute CNS risks include functional changes that may compromise astronauts' performance during the mission, such as altered cognition and mood, as well as abnormal motor coordination. Acute effects could derive from exposure to SPE, that can reach 0.5 Gy in the case of concomitant extra-vehicular activity (EVA) or permanent spaces not properly shielded [25, 26]. However, the energies of SPE are usually limited to the 10–100 MeV range, allowing efficient shielding and implying that most energy is delivered to superficial tissues, especially skin. In addition, it must be considered that doses of IR up to 2 Gy are currently used in brain radiotherapy, with limited immediate side effects. The concern about CNS functions is much more related to the cumulative medium-term and long-term alterations, produced by prolonged exposure to a low-fluency (<20 mGy/h) of protons, HZE nuclei and neutrons, deriving from SPE flares, GCR, and their combinations in time. Neural alterations induced by space flight may impact on learning and memory, motor function, orientation, bio-rhythms regulation, and neuro-psychological changes, such as emotional control and risk evaluation [8, 27]. The latest possible effects are neurodegenerative disorders, such as Alzheimer's and Parkinson's diseases (AD and PD, respectively).

Direct evidence of CNS effects produced by moderate radiation doses of (≤ 2 Gy) derive from studies performed on atomic bombs survivors and Chernobyl accident victims, who showed memory and cognitive impairments, as well as psychiatric disorders and altered electroencephalographic (EEG) patterns [28, 29]. These studies are limited by uncertain dosimetry, short exposure times, and radiation type. Additional evidence has been obtained from radiotherapy patients, who often show chronic fatigue, depression, and other behavioral changes [30, 31]. However, administered doses are too high and inhomogeneous to be fully relevant for the space environment. This is particularly true for the few “opportunistic” studies conducted on patients treated with protons and other charged particle beams for different types of intracranial tumors [32–34] and cerebrovascular disorders [35, 36]. Interestingly, many of these studies have shown that cognitive impairment is not evident in the first year but becomes detectable during long-term follow-up. Importantly, brain MRI (magnetic resonance imaging) surveys of 11 astronauts, involved in long LEO missions, clearly showed that long-term microgravity can contribute to brain changes caused by radiation exposure [37].

Data from non-human primates, irradiated with relatively high doses in different experiments, mostly confirmed the detrimental effects of radiation on the execution of different behavioral tasks [8, 38]. Similar conclusions have been obtained with pilot tests performed at much lower doses, which produced changes in food preferences and degradation in test performance [39]. However, a provocative study performed with doses on the order of 1 Gy suggests that chronic exposure to space-related conditions can enhance some behavioral traits. A group of rhesus monkey males were subjected to 20 to 40 exposures of fast neutrons and gamma rays, achieving cumulative doses of up to 600 cGy [40, 41]. During the first six months of follow-up no alterations were observed. However, behavioral tests performed after 9–10 months were indicative of decreased distractibility in the irradiated animals, with increased performance in attention tests, which persisted at 14, 36, and 78 months.

Analyses of rodent models have provided the most extensive evidence about the potential neurocognitive complications caused by GCR (Table 1), which could affect skills critical for missions, as well as long-term neuro-psychological health [8, 10, 24]. Low doses (5-20 cGy) of 1 MeV/n 56Fe particles lead to severe deficits of mean spatial memory performance in rats, three months after exposure [42–44]. Similar effects where obtained by irradiating rats with low doses of 48Ti [65], supporting the notion that LET-dependency of neurocognitive impairment may be relatively independent of cell killing. RBE of HZE particles on memory alteration was extremely high, if considering that x-ray exposure can alter memory in rats only at doses as high as 10 Gy [66]. Since performance in the attentional set-shifting test was also compromised [44], these experiments indicate that mission-relevant exposure to HZE particles may decrease function in the hippocampus and many other different brain regions, including the prefrontal and cingulate cortex as well as the basal forebrain. Similar effects were obtained in mice, exposed to 5–30 cGy 600 of MeV/n 48Ti and 16O [47]. Even though 48Ti was more effective on disrupting recognition memory, significant long-lasting alterations in novelty and temporal discrimination tests were induced even by the lowest dose of 16O [47]. Moreover, reduced fear extinction and increased anxiety were detected [47]. Another crucial insight of studies in mice is that the effects of GCR could be strongly influenced by sex and gender. Adult male mice, exposed to simulated GCR (single doses, as high as 50 cGy), showed long term effects like anxiety-related phenotypes, reduced social interaction, and impaired memory [48]. In contrast, female mice of the same age were largely protected from these phenotypes [48].


Table 1. Summary table of the principal genes affecting response to space-relevant radiation in the principal experimental models, including the altered behavior and functionality with the indicated radiation exposure.

[image: Table 1]

Interestingly, the studies performed in rodents showed a high inter-individual variability in HZE-induced neurobehavioral deficits. In particular, in the low-range dosage, deficits were particularly pronounced in a subgroup of poor-learner animals [43]. This result strongly suggests the involvement of individual genetic factors, although the specific involved loci were not investigated.

The great sensitivity of CNS to HZE particles is related not only to radiation-induced neuronal cell death, but may derive from the alteration of different aspects of neuronal function [42]. Irradiation reduced dendritic complexity and spine density and altered the morphology of dendritic spine in behaviorally-relevant areas [12, 47]. HZE particles were also capable of disrupting synaptic integrity and inducing neuroinflammation, which persisted for more than 6 months after exposure [47]. Microglia activation is mechanistically important in determining the long-term synaptic and memory deficits, because these phenotypes can be prevented by transiently depleting microglia cells, through the administration of a CSFR-1 inhibitor 7 days after irradiation [67, 68]. Even these phenotypes appear to be sex-dependent, since microglia activation and synapse loss were observed only in males, after exposure to GCR-like radiation [48]. Irradiation produced many different neurophysiological alterations, which have been well-measured in the perirhinal cortex, including changes in both intrinsic and extrinsic neuronal properties [69]. Studies in rodents also showed that the effects of irradiation on CNS transcriptional activity and epigenetic state can be potentiated by simulated microgravity [70].



GENETIC MODIFIERS OF SPACE RADIATION IMPACT ON CNS

The studies discussed above provide strong evidence that the deep space radiation environment may influence the function and plasticity of neural networks controlling human behavior, within mission time and beyond. An even more challenging problem is to establish whether specific genetic variants or variant combinations would make individuals particularly sensitive or resilient to these hostile conditions. The identification of relatively radiosensitive sub-populations within human communities has important implications for space medicine, because it would be unethical to expose radiosensitive individuals to conditions that may produce a severe clinical response. Moreover, the existence of a significantly radiosensitive sub-population would pose a big challenge to epidemiological studies addressing dose-response relationships, because it would hamper the conceptual assumptions necessary for linear extrapolations from high to low doses [71].

A large body of knowledge is available about genetic factors that may influence human sensitivity to radiations. Not surprisingly, most of the strongest genetic players are involved in some of the pathways that cope with DNA damage. A better understood factor is the status of the ATM gene. The encoded protein belongs to the PI3-kinase family and responds to DNA damage, especially double strand breaks (DSB), by phosphorylating a plethora of proteins playing critical roles in DNA repair, as well as in the control of the cell division cycle [72]. The inactivation of both ATM copies is responsible for the ataxia-telangiectasia (AT) syndrome, which is characterized by extreme radio-sensitivity, cancer predisposition, and cerebellar neurodegeneration. A more relevant question for space medicine is whether individuals heterozygous for ATM mutations, who represent at least 1% of the US population [73], are more radiosensitive than normal people. Studies performed on small groups of patients, showing severe late consequences of radiotherapy, revealed a disproportionate frequency of ATM heterozygous mutations and also suggested that other genetic factors are involved [71, 74]. The possibility that ATM heterozygosity is an important susceptibility factor to HZE effects was confirmed by studies on cultured human cells [75] and on haplo-insufficient mice [50, 51]. Importantly, the latter studies showed increased neurological sensitivity of ATM heterozygous mice to relatively low doses of 1GeV 56Fe particles. Besides ATM, a number of other rare recessive disorders are characterized by increased radio-sensitivity [76]. These include Fanconi anemia, Nijmegen breakage syndrome (caused by mutation in NBS1 gene), MRE11 deficiency, and other more rare disorders [76, 77]. All these conditions share a deficiency in coping with the radiation-induced DSB, because of reduced DSB sensing, impaired homologous recombination (HR), or defective non-homologous end-joining (NHEJ). While these diseases are not expected to be present in crew member candidates, it is conceivable that heterozygous inactivation of the same genes could increase the risk of abnormal radiation sensitivity in apparently normal subjects. Besides ATM, modestly increased sensitivity to x-ray has been demonstrated in NBS1 heterozygous mutant cells [78]. It is not known whether HZE particles could unmask an even higher sensitivity in these conditions. The potential consequences on CNS of heterozygous mutations in crucial DSB repair genes are even more obscure. Increased neurodegeneration occurring in homozygous patients is suspected to derive from the accumulation of unrepaired DNA DSB [49]. Indeed, defective DNA repair has also been observed in neurodegenerative disorders associated with aging, which include Alzheimer's disease (AD), Parkinson's disease (PD), amyotrophic lateral sclerosis (ALS) [79–82], and epilepsy [83]. Although most studies linking DNA damage to neurodegeneration are correlative [49], recent evidence obtained on a mouse model of AD-like neurodegeneration indicates that DSBs accumulate before the onset of neurodegeneration [84], suggesting a causal link.

Genetic susceptibility factors to neurodegenerative disorders may also synergistically interact with space-relevant radiation. Irradiation of APP/PSEN1 transgenic mice with 0.1–1.0 Gy of 150 MeV protons increased amyloid Aβ deposition, but did not worsen the functional and biochemical alterations that characterize this AD model [54].

In contrast, APP23 transgenic male mice, irradiated with 1–4 Gy of 600 MeV/n 56Fe, showed accelerated electrophysiological alterations in the hippocampus [52]. Even at much lower doses (10 or 50 cGy) of 1 GeV/n 56Fe ions showed genotype-specific changes in neuropathology and behavior of AD-like transgenic mice [85]. Interestingly, even in this case the phenotype showed complex differences between males and females [85]. Transgenic mice expressing the E3 variant of ApoE were more sensitive to impairment in spatial memory induced by 2 Gy 56Fe irradiation, as compared to mice expressing E2 or E4 variants [53].

Even less information is available about genetic conditions that may increase radio-resistance, especially in the CNS. To this regard, the best understood pathway is the one activated by the p53 tumor suppressor TP53. However, although partial TP53 loss of function may help cells to better survive, it would also increase the risk of cancer [86].

Altogether, these studies strongly support the notion that specific genetic factors may influence the effect of the space radiation environment. However, they also underscore the difficulties that the analysis of genomic data must face, in order to predict the risks of a specific subject. These limits are primarily due to our primitive understanding of the interaction between HZE radiation and genetic susceptibility factors. A second important problem is the likely polygenic nature of the genetic susceptibility, requiring the elaboration of sophisticated polygenic risk scores. It is unlikely that the latter could be developed using standard genome wide association studies, when considering the extremely small subjects' number that direct epidemiologic studies can reasonably include. A possible way around this problem could be offered by astronaut-specific induced pluripotent stem cells (iPSC). Thanks to the present development of stem cell technologies, iPSC can be differentiated in most of the relevant cell types, including CNS cells. The direct determination of radio-sensitivity of astronaut-specific cells could provide accurate predictive biomarkers, regardless of the underlying genetic background [87]. Moreover, innovative polygenic risk scores could be derived by better dissecting the biological details of the interaction between HZE radiation and genetically tractable animal models, which are relatively easy to study in space-like and actual deep space conditions.



ROLE OF GENETICALLY TRACTABLE MODELS IN THE STUDY OF BIOLOGICAL EFFECTS OF SPACE RADIATION

The use of relatively simple and fully tractable experimental models is pivotal to investigate the impact of deep space conditions on different aspects of multicellular organisms' biology, including genome stability, behavior, and neuronal survival. In this respect, a simpler vertebrate alternative is offered by small fish models, such as Zebrafish and Medaka [88, 89]. However, the most flexible alternative to mammalian models for studying the impact of space environment on adult neural cells is offered by the invertebrates Drosophila melanogaster and Caenorhabditis elegans (Figure 1 and Table 1). Indeed, they have a very small size (3 and 1 mm long, respectively), a very short life cycle (2 and 0.5 weeks, respectively), and life span (90 and 21 days, respectively), as well as a simple anatomy including a nervous system; their entire genome, physiological, and behavioral characteristics are well-understood [90]. Thanks to the availability of thousands of genetically modified strains, it is possible to assess the functional relevance of specific genetic alterations and to test sophisticated genetic hypotheses. Practically, these models can allow for the screening of many gene candidates, to identify those conferring particularly sensitive or resistant biological backgrounds. Being invertebrates, they both raise fewer concerns for experimentation, as compared to vertebrates. However, considering their good genomic and cell biology phylogenetic conservation, they have been and will be fundamental for understanding the molecular mechanisms and physiological processes which characterize more complex organisms, such as humans. Multiple times the Nobel prize has been awarded to researchers working with these two models, thus acknowledging their fundamental contribution to understanding details of the molecular processes underlying many human diseases. In addition, they have been shown to be highly versatile models in studies covering different topics highly relevant to space biology and medicine, which include the genetics and molecular biology of aging, development, muscle physiology, and radiation response.

D. melanogaster has been used in space missions since 2015, during the Fruit Fly Lab-01 (FFL-01), which provided housing for fruit flies under conditions of microgravity and simulated Earth gravity. Experiments revealed that ionizing space radiations can alter innate immune responses [55]. Chronic low-dose-γ radiation led to behavioral alteration in D. melanogaster, inducing impaired climbing activity and exploratory movement [57]. Low-dose radiation affects the expression of genes involved in D. melanogaster metabolism and lifespan regulation, causing a surprising extension [56]. However, it is still largely unknown how this effect may occur.

Caenorhabditis elegans is a nematode with a defined number of cells (959 somatic cells in the adult), among which 302 are neurons. It has proven to be a useful model organism for investigating molecular and cellular aspects of neuron development and neurodegeneration in numerous human diseases, including PD and other neurodegenerative conditions [91, 92]. Moreover, the degeneration of specific neuronal populations, can be easily analyzed in living animals [93], thanks to their transparency and the expression of fluorescent proteins. The choice of C. elegans is specifically justified by the following elements: a high resistance to extreme conditions (also thanks to a cuticle); the possibility of hibernation (i.e., as dauer larvae, a resistant larval stage) and of freezing; the self-fertilizing hermaphroditism that avoid the need for crossings; a large progeny (300 eggs per each animal); and the possibility to culture them in microfluidic devices [94].

Caenorhabditis elegans has traveled 12 times in space and experiments have been performed in the Space Shuttle and on the ISS. Therefore, much information has been obtained, which will not be discussed here [95]; in relation with the focus of the present review, C. elegans explored space for the first time on STS-42, allowing researchers to demonstrate no alteration in males mating behavior during spaceflight [96]. In the STS-76 mission, a high number of mutations were shown as the direct effect of space radiation and not microgravity. In particular, high-LET charged particles caused deletion mutations [58, 59]. ICE-First (International C. elegans Experiment-I) was the fifth spaceflight for the nematode, and the first on-board the ISS [97]. Results from the space flight experiment provided information on how radiation and microgravity influences worm development throughout the life cycle and worm muscle physiology, as well as which are the changes in gene expression [97]. Interestingly, relevant spaceflight-induced changes in expression of neuromuscular and neuronal genes have been specifically determined [58, 59]. Moreover, genes involving lifespan extension, such as daf-16, are upregulated after spaceflight, suggesting that space-flight might increase nematodes' survival [60]. These effects seem related to the alteration of neuronal and endocrine signaling involved in “longevity-promoting” processes, similar to those activated by dietary-restriction signaling [60].

A model for Huntington's and related neurodegenerative disorders, transgenically expressing polyQ in muscle cells, accumulates aggregates with aging. This accumulation was suppressed in C. elegans after spaceflight and gene expression analysis showed that aging in C. elegans may be slowed through neuronal and endocrine adaptation to space-related stressors [60].

Contrary to the abundant information on genome stability and muscle physiology after spaceflights, less is known of the neuron response, despite C. elegans being selected as an elective model for neurobiology studies [98, 99]. More information has been obtained on Earth, by studying the effects of radiation on the nematode. Ionizing radiation induces several changes in terms of biological and physiological processes [61]. As in mammalian cells, they can induce DNA DSB and deletions, leading to apoptosis and cell-cycle arrest. This occurs especially in the germ cells in which, after irradiation, apoptosis and cell-cycle arrests significantly increase [61]. Adult nematodes tolerate both acute and chronic high-dose irradiation with minor consequences, apart from a reduction of fertility, thus allowing for studying the effects on adult animals. Parental exposure leads to DNA damage in embryos, but the progeny maintains high reproductive capacity, despite a reduction of somatic growth [62]. Interestingly, the cell death pathway activated by ionizing radiation in germ cells is different from the pathway involved in physiological apoptosis [62]. Recently, transcriptome sequencing revealed a series of novel ionizing radiation-response genes [100]. Moreover, radiosensitive (e.g., rad-1 and rad-2) and radioresistant (e.g., cdc-25.3) mutants have been identified [101, 102]. Ionizing irradiations also have effects on learning behavior and the locomotory rate. In particular, radiation affects salt chemotaxis learning behavior, which is an associative learning paradigm [63, 64]. This phenotype resembles the taste aversion observed in the group of male rhesus monkeys described above [40, 41], or in rodents [45]. Moreover, the altered learning produced by radiation was inhibited in the gpc-1 mutant, lacking one gamma subunit of the heterotrimeric G-protein. The effects of radiations on the locomotor behavior have also been studied. The ionizing radiations induced a reduction of the locomotor rate, mediated by a pathway different from the dopaminergic pathway in place for bacterial mechano-sensing [63].

All these results explain how C. elegans offers potential for the design of an innovative biological dosimeter. The frequency and types of mutations generated and maintained in C. elegans have been deeply assessed [103, 104]. An interesting step forward will be to use C. elegans as an accumulating dosimeter for neuronal defects. The possibility of phenotyping neural cells at high resolution, in combination with the genetic tractability of C. elegans could make the nervous system of this small organism an excellent model to assess the consequences of chronic exposure to relatively low doses of space-relevant radiations, although it will be necessary to adapt the dose to its short lifespan and high radio-resistance. Using standard and genetically modified strains and dynamic microscopy, the phenotyping could be done over multiple/daily treatments during life. The following quantities can be measured and correlated with the radiation dose: movement, chemotaxis, and expression of fluorescent markers to monitor neurons morphology. Moreover, thanks to its short life-cycle, the phenotyping could be done in C. elegans over multiple generations in space, as NASA has called for. The combination with sequencing technologies, which have recently been implemented on board the ISS, will allow analyses of space-induced genetic and epigenetic changes, in strict correlation to phenotypic changes, during missions on the ISS and beyond [105]. The peculiar features of C. elegans, including the possibility of maintaining it in hibernation and growing within microfluidic devices, would make it ideally suited as an innovative bio-dosimeter for deep space missions, including those conducted through micro-satellite platforms. In summary, the resources, features, and knowledge offered by genetically tractable animal models, in particular C. elegans, make them excellent resources for studying the direct effects of cosmic radiation on neuron survival and function, in simulation experiments and, even more importantly, in real spaceflight missions.
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Spatially fractionated radiotherapy (SFRT) offers a gain in normal tissue sparing with respect to standard seamless irradiations. The benefits of SFRT may be further enhanced by replacing the commonly used photon beams by charged particles. Along this line, proton SFRT has already shown a significant widening of the therapeutic window for radioresistant tumors in preclinical studies. The goal of this work was to investigate whether the use of superior energies as compared to the clinical ones, as well as heavy ions could lead to a further improvement of SFRT. New facilities such as FAIR, RAON, or some others associated with the International Biophysics collaboration will be able to provide very intense high-energy ion beams, enabling the experimental evaluation of the Monte Carlo simulations reported in this work. Our results indicate that proton SFRT could benefit from the use of higher beam energies ([image: image] GeV). Concerning heavy ions, such as carbon or neon, the main advantage would be the possible theragnostic use. Biological experiments are needed to validate these results, and they will be the subject of future experimental proposals at those new facilities.
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1. INTRODUCTION

Spatial fractionation of the dose, such as in minibeam radiation therapy (MBRT), has already proven its capacity to spare normal tissues [1–4]. Spatially fractionated radiotherapy (SFRT) has been mainly explored using photons, such as in LINAC-based Grid therapy [2] or synchrotron micro and minibeam radiation therapies [1, 3–6].

However, SFRT may be further improved by partnering its benefits with the advantages of charged particles for therapy [7, 8]. Recently, proton minibeam radiation therapy (clinical beams) has demonstrated a net gain in normal tissue sparing [9–12]. An equivalent or superior tumor control than with standard seamless irradiations was observed after pMBRT [12, 13]. This holds even in cases where highly heterogeneous dose distributions were delivered.

In contrast to the flat dose profiles in conventional radiotherapy, the profiles in SFRT follow a pattern of areas of high dose (peaks) followed by areas of low dose (valley). The ratio between peak and valley doses, the so-called peak-to-valley-dose ratio (PVDR), is considered to be an important dosimetric parameter in SFRT, as it plays an important role in the biological response. Different studies suggest that high PVDR with low valleys favor tissue sparing, while low PVDR with high valleys increase tumor control [14].

Dosimetry evaluations in heavy ions MBRT have shown favorable dose distributions for normal tissue sparing [8, 15]. Indeed very high peak-to-valley dose ratios and minimal contribution of high linear energy transfer (LET) nuclear fragments to the valley regions, which are believed to be responsible for normal tissue sparing [14], were obtained. Additionally, the possible gain in normal tissue sparing of MBRT might allow a renewed use of very heavy ions (Ne, Ar, and Si) for the treatment of hypoxic tumors [15], which remains one of the main challenges in radiation therapy. Heavy ions, such as Neon, were used in the past, demonstrating a high capacity for hypoxic cell tumor killing [16, 17]. However, their use was discontinued due to important side effects [17]. The first biological experiments performed using Ne MBRT at HIMAC (NIRS-QST) seem to validate our hypothesis, namely, a gain in normal tissue sparing thanks to the combination of Ne ions with MBRT [18].

The advent of new accelerators, able to provide very intense high energy (up to 10 GeV/A) ions beams, opens up for new possibilities for the exploration of charged particles MBRT. This is the case of facilities such as FAIR (Facility for Antiproton and Ion Research, www.gsi.de), Rare Isotope Science Project (RAON, https://www.ibs.re.kr), or some others associated with the recently created International Biophysics collaboration (IBC). In particular, the use of high-energy beams (around 1 GeV/A) would reduce multiple coulomb scattering (MCS), which could lead to higher PVDR in normal tissues than with clinical-relevant energies. The resulting narrow penumbras could make the beams to act as “remote scalpels” for radiosurgery applications [7, 19]. This could find important applications in the treatment of non-cancer diseases, such as arteriovenous malformations or some types of epilepsy [20]. In addition, the reduction of MSC would allow the use of narrower beams, while keeping a good ratio between dose deposited in the trajectory of the primary beam and scattered dose. Moreover, high-energy beams may enable a theragnostics use, as the exiting beam could be employed for imaging purposes. The high beam intensity of those new facilities might allow to combine SFRT and FLASH therapy [21]. Very high dose rates will also open new possibilities in SFRT: moving targets (such as lung) could safely start to be considered without the risk of jeopardizing the spatial fractionation of the widows.

Indeed, the use of relativistic protons was already proposed for plateau (non-Bragg peak) stereotactic radiosurgery in the late 70s [22]. More than a thousand of patients have been treated at PNPI synchrocyclotron with 1GeV for image-guided stereotactic radiosurgery (IGSpRS) [23].

The aim of this dosimetry study was to assess whether the combination of high energy charged particles beams and MBRT could offer an advantage in SFRT. A very first evaluation of the use of high energy (1 GeV) protons for SFRT was reported by Prezado et al. [7]. This new investigation aims at completing that first study and extend it toward heavy ions, with the goal of evaluating the interest of this new approach.



2. MATERIALS AND METHODS

Monte Carlo simulations were performed to evaluate the dose distributions of high energy protons, 12C and 20Ne minibeam radiation therapy.


2.1. Monte Carlo Simulations

The GEANT4 (GEANT4.10.3)-based GATE (release 8.0) toolkit was employed. One of the recommended physics list for hadrontherapy by the GATE collaboration was employed [24]. The so-called QGSP−BIC−HP builder and standard option 3 were used to describe the hadronic and electromagnetic interactions, respectively. A range cut of 20 μm was considered for protons, electrons, positrons, and gammas. Values of 75 and 85.7 eV were used for the ionization potentials in water and air, respectively [24, 25].

The beams impinged into either (i) a cubic-shaped water phantom (20 x 20 x 500 cm) or (ii) computed tomography (CT) DICOM images of anonymized human patients, both embedded in air. The method described in [26] was followed to convert Hounsfield Units (HU), i.e., voxel values, into materials, for dose calculations.

Particle sources were modeled by means of General Particle Source (GPS), which considers a Gaussian shape for the energy spectrum. Three irradiation configurations were created: broad beam, single minibeam, and minibeam arrays. Different beam energies of 400, 700, and 1,000 MeV/u were used (maximum range of 3.25 m water equivalent for the highest proton energy). Energy spreads of 0.1% MeV of total energy were simulated in all cases. A realistic beam divergence of 3 mrad was assumed.

The dimensions of the beam source were 2 x 2 cm in the case of broad beam irradiations and 50 μm, 600 μm, and 1 mm x 2 cm in the case of MBRT. The narrowest beam width is the one used in Microbeam Radiation Therapy [1]. Beam widths of 600 μm are the most commonly used in MBRT studies. We decided to evaluate thicker beams as well, those around 1 mm, as they still provide a significant normal tissue sparing [12]. The sources were placed at 7 cm far away from the phantom. The minibeam arrays consisted of five minibeams with a center-to-center distances (ctc) of 1,200 μm (commonly used in MBRT) and 3,500 μm, which has been shown to minimize the contribution of heavy nuclear fragments to the valleys [8].

Doses were recorded by using the GATE dose-actor. They were tallied in bins of one tenth of the minibeam widths in each case, 2 mm, and 1 mm in the lateral, vertical, and beam directions, respectively. Depth dose profiles (PDD) and peak-to-valley dose ratios (PVDR) were assessed over the tally bin size along the beam transversal axis by taking the doses in the central peak and its adjacent valley. The statistical uncertainty in dose in each voxel was calculated as reported in [27].

The total number of primary particles simulated was 108, leading to a global uncertainty of less than 1%.




3. RESULTS

This section reports on the calculated dose distributions of both broad beam and MBRT irradiation with high energy proton, carbon, and neon beams. Dose are recorded along the tallies of the central axis.


3.1. Broad-Beam Dose Distributions

Figure 1 upper-left shows the depth dose curves in water for 2 x 2 cm large proton beams with energies going from 400 MeV to 1 GeV. In contrast to the dose deposition in depth with clinically relevant energies, there is a continuous decrease in the dose deposited in depth up to the Bragg peak [28]. The ratio between the dose deposited at the entrance and at the Bragg Peaks increases with the beam energy. Figure 1 upper-right to lower-right depicts the proportion of secondary particles as a function of depth for the three energies (400, 700, and 1,000 MeV) considered. The trend is the same for all the three energies: secondary nuclear products and electrons amount for roughly 10% of the total dose, being higher the contribution of the first ones. Gamma rays contribution is several orders of magnitude lower than other ones.


[image: Figure 1]
FIGURE 1. Left panel in the upper row: Depth dose curves resulting from broad-beam irradiations with 400, 700, and 1,000 MeV proton beams. The plots in the upper row right column and the lower row show the contribution of the secondary particles to the total dose for the three energies evaluated.


Figure 2 shows the contribution of both primary and secondary particles to the total dose in the case of 700 and 1,000 MeV/u of Carbon and Neons beams. The dose deposited by the secondary nuclear products increases with the atomic number of the ion at shallow depths and can overpass the dose contribution of the primary ions for the higher energies (1,000 MeV/u).


[image: Figure 2]
FIGURE 2. Relative dose deposition of primary and secondary particles to the total dose as a function of depth when a water tank is irradiated with 700 (left) and 1,000 MeV/u (right) carbon (up) and neon ions (bottom) broad beams.




3.2. Minibeam Radiation Therapy

Figure 3 upper-row shows the depth dose curves of one single 1,000 MeV proton minibeam (50 μm, 600 μm, and 1mm-wide beam). On the right side, the depth dose curves zoomed in the range from 0 to 160 mm (approximative lateral length of a human head [29]) are depicted. In the case of 50 μm-wide beams, the important lateral scattering results in a rapid fall off of the deposited dose after a few centimeters. Consequently, those narrow beams were deemed not to be suitable for charged particle SFRT. The curves are almost flat for the thicker beam widths evaluated (600 μm and 1 mm) up to 7 cm in depth. From that depth on, the depth dose curve decreases rapidly in the case of 600 μm-wide beam, helping to reduce the dose deposited upstream. This could be an interesting feature for the treatment of brain tumors. Central and lowest rows depict the depth dose curves for 700 and 1,000 MeV/u C and Ne ions, respectively. No important difference was observed for any of the configurations in the first 16 cm depth. In contrast, a more rapid fall off in the dose as a function of depth is observed for C and Ne in comparison with protons. This is a result of a more important attenuation in depth due to a higher rate of nuclear fragmentation [30].


[image: Figure 3]
FIGURE 3. Depth dose curves for 50 μm, 600 μm, and 1 mm-wide 1,000/u GeV protons (upper row), carbon (central row), and Neon (lower row) beams in water tank. The left column shows the full range, while the right one depicts only the first 16 cm.


Figure 4 shows the depth dose curves for the central beam of arrays of proton minibeams of different energies, widths and ctc. The three rows corresponds to the three energies evaluated: 400 MeV (uppermost row), 700 MeV (central row), and 1,000 MeV (lowest row). The dose deposition along the total beam range and the first 16 cm depth are shown in the left and right columns, respectively. The curves are flatter with respect to the case of one unique minibeam. The larger the width and ctc of the array, the deeper the distance before the dose deposition starts decreasing rapidly. Figure 5 shows the contribution of the secondary products to the valley doses. The main contribution in the first 20 cm are nuclear products, particularly the secondary protons for all the beam energies evaluated.


[image: Figure 4]
FIGURE 4. Depth dose curves for the central minibeam of arrays of 600 μm and 1 mm-wide protons of 400 (upper row), 700 (central row), and 1,000 MeV (lower row) minibeams in water tank. Two ctcs are compared. The left column shows the full range, while the right one depicts only the first 16 cm.



[image: Figure 5]
FIGURE 5. Composition of the valley doses in the case of 400 (up), 700 (middle), and 1,000 MeV (down) proton minibeams.


Figure 6 shows the PVDR values for the proton minibeams for the same aforementioned configurations. The highest PVDR are achieved with 600 μm-wide beams and ctc of 3,500 μm (middle), being around five times higher than the PVDR for a ctc of 1,200 μm (down). For this later case, a homogenization is reached at around 10 cm depth. Intermediate values are obtained in the case of one array of beams 1 mm wide. PVDR values are higher than the ones used previously in preclinical studies [11–13], and which had shown a net gain in normal tissue tolerances. Therefore, an even higher sparing of normal tissue might be expected. The PVDR values are similar or even lower than the values that could be obtained with magnetically focused 100 MeV proton beams [31]. The lower the beam energy is, the higher the PVDR in the first centimeters. The reason is that at these high beam energies, the stopping power follows an inverse relation with the beam energy (www.nist.gov). Consequently, the dose deposition by the primary beam follows an inverse relationship with the beam energy. In addition, the secondary products are more forward directed depositing their energy at deeper depths. This results in smaller peak doses at shallower depths for the highest energies. Since the valley doses are very small, the PVDR is dominated by the peaks at this range of beam energies.


[image: Figure 6]
FIGURE 6. PVDR values for arrays of protons minibeams are shown: 600 μm-wide beams and 1,200 μm ctc (up); 600 μm-wide beams and 3,500 μm ctc (middle); 1 mm-wide beams and 3,500 μm ctc (down).


Figure 7 depicts the depth dose curves for the central minibeam in the case of C and Ne ions of 700 and 1,000 MeV/u. The beam width and ctc considered were 600 and 3,500 μm. Figure 8 shows the contribution of nuclear products, electrons and gammas to the valley doses for 700 MeV carbon and neon 600 μm-wide beams. Nuclear products are the dominant ones at almost all depths, which is in contrast to trends observed at lower beam energies [15].


[image: Figure 7]
FIGURE 7. (Up) PDD curve for 700 (left) and 1,000 MeV/u (right) Carbon minibeams of 600 μm witdth and 3,500 μm ctc. (Bottom) PDD curve for 700 (left) and 1,000 MeV/u (right) Neon minibeams of 600 μm witdth and 3,500 μm ctc.



[image: Figure 8]
FIGURE 8. Composition of the valley doses in the case of arrays of 600 μm witdth and 3,500 μm ctc carbon (left) and neon (right). The beam energy is 700 MeV/u in the upper row and 1,000 MeV/u in the lower row.


PVDR values for Carbon and Ne MBRT are a factor 2 or higher than in the case of protons, with Ne ions offering the highest PVDR at the entrance (See Figure 9). Figure 10 showing how the peak and valley doses vary as a function of the ion and beam energy (same number of primary particle simulates) illustrates why the PVDR decreases with beam energy in the first centimeters.


[image: Figure 9]
FIGURE 9. (Left) PVDR values for Carbons minibeams of 600 μm witdth and 3,500 μm ctc. (Right) PVDR for Neons minibeams of 600 μm witdth and 3,500 μm ctc.



[image: Figure 10]
FIGURE 10. Left: Peak and valley doses in depth and distribution of secondaries for arrays of 600 μm width and 3,500 μm carbon (up) and neon (down) minibeams. The beam energies are 700 MeV/u in the left column and 1,000 MeV/u in the right column.


Finally, to illustrate a possible patient's scenario, we have evaluated the dose distribution in an anonymized human head anatomy. We have simulated an irradiation with 1,000 MeV/u proton MBRT. The beam width and ctc were 600 and 3,500 μm, respectively (See Figure 11). The depth dose curve shows that the dose deposition in the peak regions is almost constant in depth. The spatial fractionation can be maintained at all depths.


[image: Figure 11]
FIGURE 11. Dose distributions in an anonymized human patient irradiated with 1,000 MeV/u proton MBRT (600 μm width and 3,500 μm ctc). Two-dimensional dose distributions, PDD, and lateral dose profiles at different depths are shown on the left, middle, and right, respectively.





4. DISCUSSION

Radiotherapy, despite being in the forefront of cancer treatments, continues to be limited by the tolerances of normal tissues. Different strategies based on distinct dose delivery methods, such as SFRT or FLASH therapy [32], offer promise to overcome that limitation. This would allow widening the therapeutic window for radioresistant tumors or pediatric cancers.

SFRT has been mainly explored with photons, both with medical LINACs [2] and at large synchrotrons [3]. The implementation at LINACs with MV photons suffers from important lateral scattering resulting in high valley doses, and a low flux, which results in the need of using large (around 1 cm2) beam sizes. On the other hand the beamtime at large synchrotrons is limited, and the penetration depth of the low-energy synchrotron x-rays provided is short. Charged particle SFRT has been proposed as a promising alternative [7] to fully profit from the advantages of the spatial fractionation of the dose. Among the main advantages, one can cite the possibility of achieving a homogenous dose coverage of the target with one unique array or the fact of having a negligible (or inexistent) dose deposition after the Bragg Peak. Biological experiments with clinically relevant energies have already shown the gain in normal tissue sparing provided by charged particles SFRT [10, 11, 18].

New accelerators, such as FAIR or Raon, will offer intense and high-energy beams (up to 10 Gev/u). The aim of this work was to investigate whether a further improvement in SFRT can be obtained by using those new beams. The rational was the possible benefit of the reduction of MSC for high energies. In addition, the use of higher beam energies (around 1 GeV/u) might enable theragnostic applications as the same beam can be used for treatment and online imaging. The ultrahigh dose rates that will be available would allow partnering FLASH and charged particle SFRT. This might allow using MBRT for moving targets like lung, today restricted due to possible blurring of the minibeam patterns due to respiratory motion.

Concerning protons, our study shows that energies slightly higher than the ones used in clinical practice (400 MeV) for protons offer very interesting features: an almost flat peak dose deposition in depth in the first centimeters and a rapid falloff after 7 cm depth for beams 1 mm wide (Figure 4). This could be of interest for a theragnostic treatment of brain tumors. Indeed a higher tumor-to-entrance ratio than with clinical energies could be obtained. Thanks to the rapid falloff after the first centimeters, the dose deposited in the contralateral hemisphere will be relatively low, and the existing beam could be used for image guidance. It should also be highlighted that energies up to 400 MeV could already be produced in some ion beam therapy centers. This energy leads to the highest PVDR values at shallow depths out of the three energies evaluated. Beam widths of 600μm combined with 700 or 1,000 MeV follow the same pattern just described. In all cases, an homogenization can be obtained at around 10 cm of depth with a ctc of 1,200 μm. For larger ctc distances, crossfiring, or interlacing several arrays could be used as a strategy to increase the valley dose in the tumor. One of the advantages of increasing the energy in proton minibeams is that the depth dose curve of each minibeam is flat in the first centimeters in comparison with that obtained with 100–200 MeV protons minibeams. This would result in a more favorable tumor to entrance dose ratio.

Higher PVDR are obtained with Carbon and Neon than with protons at all depths. The higher capacity of those ions to activate the immune system might compensate for those larger PVDR in the tumor with respect to protons. The PVDR are not significantly higher than the ones obtained in previous works with clinical relevant energies [15]. The secondary nuclear products represent a larger contribution to the valley doses than at currently clinically relevant energies [15].

Consequently, to increase the beam energy in proton SFRT seems to provide some advantages from dosimetric point of view, while in the case of heavier ions, such as carbon, no clear advantage could be extracted from this dosimetry evaluation other than a theragnostic use.

Indeed, 600 μm proton minibeams of 400 MeV lead to similar PVDR than C ions of 1 GeV/u in the phantom entrance (127 vs. 136 respectively), while a more homogeneous dose distribution could be obtained in the target. The valley doses will be less impacted by high-LET nuclear fragments contributions. Therefore, a further optimization in SFRT could be achieved by using high energy submillimetric proton beams. Biological experiments are needed to validate these results and they will be the subject of future experimental proposals at those new facilities.
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Biomedical applications at high-energy particle accelerators have always been an important section of the applied nuclear physics research. Several new facilities are now under constructions or undergoing major upgrades. While the main goal of these facilities is often basic research in nuclear physics, they acknowledge the importance of including biomedical research programs and of interacting with other medical accelerator facilities providing patient treatments. To harmonize the programs, avoid duplications, and foster collaboration and synergism, the International Biophysics Collaboration is providing a platform to several accelerator centers with interest in biomedical research. In this paper, we summarize the programs of various facilities in the running, upgrade, or construction phase.
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INTRODUCTION

Particle accelerators have provided an extensive contribution to research beyond particle and nuclear physics. Astrophysics, atomic physics, plasma physics, materials research, environmental science, archaeometry, homeland security, space radiation research, biology, and medicine largely use and benefit from particle accelerators [1]. Biomedical applications are particularly important, for their impact on societal health [2]. One of the main medical applications of accelerators is certainly the production of radioisotopes to be used for imaging, therapy, or both (theranostics) [3–5]. Accelerators also spawned charged-particle therapy, a technique for cancer treatments that exploits the Bragg peak of charged particles and can reduce toxicity and improve local control compared to conventional X-ray radiotherapy [6]. Fast neutrons have been used in the past for cancer therapy but then dismissed because of inacceptable toxicities [7]. Epithermal and thermal neutrons can, however, effectively kill tumors loaded with 10B, the so-called boron-neutron capture therapy (BNCT) [8, 9]. BNCT has been hampered by the necessity of using nuclear reactors for treatment but is now revived by the perspective of using dedicated proton accelerators [10]. Cyclotrons and synchrotrons for charged-particle therapy are blooming worldwide [11–13], and many of these centers have intense preclinical research programs [14]. Research in space radiation protection also needs accelerators to simulate the cosmic radiation that astronauts find in the space environment [15–19]. In fact, most of our knowledge on radiation risk in space comes from experiments at particle accelerators [20, 21].

Many new large-scale accelerators are under construction worldwide, with the primary goal of basic research in nuclear physics, generally exploring the region far from stability [22]. Most of the accelerators centers have ambitious biomedical research programs that are innovative and potentially can lead to breakthrough discoveries thanks to the characteristics of the new facilities, generally with higher intensity and energy than current accelerators have [23]. Figure 1 shows some of the opportunities that can exploit the characteristics of new accelerators or the upgrade of existing facilities. High energy is obviously important for space radiation research, because cosmic rays have energies up to TeV [24, 25] but can also be useful for particle radiography [26], an important technique to reduce range uncertainty in particle therapy. High intensity can potentially be a major breakthrough in particle therapy: ultrafast treatments are convenient for patient welfare and for clinical workflow and can mitigate the problem of moving targets [27]. Recent results with electron beams suggest that dose rates exceeding 40 Gy/s reduce toxicity in the normal tissue while maintaining tumor local control (FLASH radiotherapy) [28, 29]. High intensity is also useful for spatially fractionated radiotherapy using protons [30] or heavier ions [31], a method that largely reduces normal tissue toxicity in animal models [32–34]. Finally, radioactive ion beams (RIB), one of the main nuclear physics topics that justify the construction of new nuclear physics facilities [35], are potentially an extraordinary tool for therapy as they allow the online visualization of beams during irradiation [36].
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FIGURE 1. Radiation research at accelerators. The shaded region includes values of energy and intensities covered by the present accelerators. MBRT, minibeam radiotherapy; RIB, radioactive ion beams; FLASH, high-dose-rate radiotherapy.


While all these research programs are exciting, it is important to avoid duplications, exploit synergism, and foster collaborations and strong links between clinical accelerators and nuclear physics accelerators planning applied biomedical research. For these reasons, many facilities have joined the International Biophysics Collaboration [37] that had a first meeting in Darmstadt in May 2019 [38]. Here, we present the biomedical research programs of several accelerator facilities that have joined the Biophysics Collaboration.



BIOMEDICAL RESEARCH PROGRAMS AT PARTICLE ACCELERATORS


Fair

The Facility for Antiprotons and Ion Research (FAIR) is currently under construction in Darmstadt [39]. As shown in Figure 2, the current SIS18 synchrotron (18 Tm) at GSI will become the injector of the new SIS100 (100 Tm) ring. All ions from H to U can be accelerated up to around 10 GeV/n. FAIR will also reach intensities up to ×10,000 higher than those currently available at GSI, and this intensity upgrade is already ongoing at SIS18 in the framework of the so-called FAIR-phase-0 [40]. While the official opening of the SIS100 is slated for 2017, research is currently ongoing within the FAIR-phase-0. Research activity at FAIR is structured into four pillars: NuSTAR, CBM, PANDA, and APPA. APPA deals with applied research (biophysics and materials research) and atomic and plasma physics [41]. FAIR is a user facility, and research is proposed by collaborations. The Biophysics Collaboration is indeed based at FAIR1 but, unlike other collaborations, includes other accelerator facilities, and aims at a distributed research program.


[image: Figure 2]
FIGURE 2. Layout of the FAIR facility under construction in Darmstadt (Germany).


The biophysics research program at FAIR imposes on the exceptional experience of the Biophysics Department in both heavy-ion therapy and space radiation research [Kraft et al. submitted]. In fact, GSI was the first center in Europe to treat patients with accelerated 12C ions [42] and is currently the reference center of ESA for the ground-based research program [16] called IBER2. With the end of the therapy in 2007, GSI activity focused on heavy-ion basic research, with applications to therapy and space radiation protection. Research at FAIR will therefore continue in these directions, according to the new opportunities that the SIS100 energies and the upgraded intensities offer (Figure 1). The new research programs include the construction of a galactic cosmic ray simulator [43], high-energy particle radiography [44], FLASH irradiations with heavy ions [45], and testing of carbon and oxygen radioactive isotopes for therapy and simultaneous imaging by PET [36], a program that has been supported by a recent ERC Advanced Grant (BARB)3. The Biophysics Department will benefit from FAIR with a new experimental vault, the APPA cave (Figure 3), where especially high-energy space radiation protection experiments will be performed.


[image: Figure 3]
FIGURE 3. Beamline for BIOMAT applications in the APPA cave at FAIR.




NICA

The Nuclotron-based Ion Collider fAcility (NICA) is a new accelerator facility designed at the Joint Institute for Nuclear Research (JINR, Dubna, Russia) to study properties of dense baryonic matter [46, 47]. The NICA facility (Figure 4) includes the injection complex, a new superconducting booster synchrotron, the existing modernized superconducting heavy-ion synchrotron “Nuclotron,” a new collider with two superconducting storage rings and with two interaction points [one for heavy-ion studies with the multipurpose detector (MPD) and another for polarized beams for the spin physics detector (SPD) experiment], an electron cooling system, new beam transfer channels, and the experimental zone for extracted beams with a Baryonic Matter at Nuclotron (BM@N) detector. The main goal of the project is the study of hot and dense strongly interacting matter in heavy-ion (up to Au) collisions. A study of spin physics with extracted and colliding beams of polarized deuterons and protons is also planned. Gold ions will be accelerated up to a kinetic energy of 4.5 GeV/u; the polarized protons, up to 12.6 GeV. Two modes of operation are foreseen: collider mode and extracted beams. The proposed program allows one to search for possible signs of phase transitions and critical phenomena as well as to shed light on the problem of the nucleon spin structure. For applied physics research, three new experimental areas are planned. Topics of interest are radiobiology and particle therapy, cosmic ray simulation, radiation hardness of electronic devices, novel technologies in materials science, and nuclear energetics. Ion beams with an energy of 250–800 MeV/u extracted from Nuclotron will be used for these experiments. The commissioning of beamlines and experimental stations for applied research as a part of basic NICA configuration is expected in 2022.


[image: Figure 4]
FIGURE 4. Layout of the NICA facility under construction in Dubna (Russia).


The biomedical research program carried out by the Laboratory of Radiation Biology (LRB) at the NICA complex will be focused on studying heavy-ion action at the molecular, cellular, tissue, and organism levels of biological organization. Primary attention will be paid to research on experimental animals' central nervous system (CNS) disorders because the CNS must be considered a critical system when evaluating the radiation exposure risk for the interplanetary mission crews and considering the possible side effects of the radiotherapy of brain tumors. The main advantage of LRB and NICA is an excellent opportunity to perform large-scale in vivo animal exposures in collaboration with leading Russian experts in this field, who have all the necessary licenses. The research on rodents includes behavioral studies, pathomorphological studies of irradiated brain structures with the aim of modern immunohistochemical methods and morphometry, cytogenetics, and neurochemical and electrophysiological studies. Worldwide unique experiments on primates for the estimation of radiation risks of CNS disorders and carcinogenesis are in progress at the LRB. The LRB also develops a hierarchy of mathematical models to simulate radiation-induced pathologies at different organization levels and time scales. In addition to the traditional Monte Carlo technique, the LRB's approach involves computational methods from different knowledge areas (molecular dynamics and simulation of brain neural networks). The radiation research program at NICA can contribute to a better reproduction of the space environment. The LRB has proposed a novel Nuclotron-based technique of modeling radiation fields with continuous particle energy spectra generated by galactic cosmic rays inside spacecraft in deep space.

A huge amount of experimental work has to be done at accelerators worldwide to understand how heavy charged particles may disturb the CNS performance after cancer therapy or during space flights. Certainly, there is a strong need for broad international collaboration in this field.



iThemba Labs

With more than 30 years of operation of the separated sector cyclotron, the iThemba Laboratory for Accelerator Based Sciences (LABS) is the largest facility for accelerator-based sciences in the southern hemisphere. It is one of the research infrastructure platforms of the National Research Foundation (NRF) in South Africa, with the main goals of supporting research of strategic importance, training the future research workforce, and providing access to unique infrastructure for national and international users.

The facility has a long history and expertise in radiation biophysics research, which went hand in hand with the start of the particle therapy program in 1988 with a 66 MeV p + Be isocentric neutron therapy system and a fixed 200 MeV proton therapy facility [48]. In the first decades, the research program was dominated by clinical research and the development and optimization of particle therapy treatment modalities. Today, the new Radiation Biophysics Division is driving a multidisciplinary research program that converges the existing expertise in the field of radiation biology and medical physics, to investigate the relationship between radiation quality and biological effects. Researchers can make use of the well-characterized 200 MeV proton beamline, as well as the neutron beamlines available at iThemba LABS. The latter includes a rather unique quasi mono-energetic neutron metrology beamline, with beam energies ranging from 30 to 200 MeV, using (p, n) reactions on thin Li and Be targets [49]. Currently, very little information is available on the biological effects of high-energy neutrons (>20 MeV) that are most pertinent to applications in civil aviation, future manned space missions, and particle therapy. Therefore, the well-characterized neutron fields at iThemba LABS will be of growing importance in the coming years, to fill this gap in an attempt to decrease the existing uncertainties on neutron weighting factors and the relative biological effectiveness at higher neutron energies.

Next to research projects with external particle beams, there is a growing interest in radioisotope research. This is attributable to the launch of the South African Isotope Facility (SAIF) at iThemba LABS in 2019, which includes the acquisition of IBA's Cyclone® 70 cyclotron (Figure 5) [50, 51]. The advent of the new 70 MeV cyclotron at iThemba LABS will not only increase South Africa's radioisotope production capacity but will also boost research into new solutions for nuclear medicine applications. This will be achieved through the optimization of isotope production processes, research in radiochemistry, radiolabeling, and preclinical radiobiological studies on newly developed radiopharmaceuticals. In the coming years, a strong focus will go to the development of new theranostic radiopharmaceuticals and the production of astatine-211, a promising isotope for targeted α-particle therapy [52].


[image: Figure 5]
FIGURE 5. Layout of the main facility at iThemba LABS and its future developments. SAIF phase 1 includes phase 0 of the LERIB facility (shaded in pink) and the new 70 MeV cyclotron with its target stations (shaded in blue). The second phase of the project includes the installation of a Rhodotron in the area shaded in yellow for the production of radioactive ion beams (RIB).


On the one hand, the research program of the Radiation Biophysics Division at iThemba LABS can be summarized in cancer detection and therapy projects, with a main focus on radioisotopes and particle therapy. This comprises studies on systemic effects and the tumor microenvironment, such hypoxia and tumor angiogenesis. On the other hand, there is a set of research projects linked to radiation protection, which includes biological dosimetry projects and the implementation and validation of the first ground-based setup for space radiobiology research in Africa. For all projects, microdosimetry and Monte Carlo simulations remain vital tools, in order to assess the microscopic patterns of energy deposition by radiation, which ultimately govern the observed biological effects [53]. Lastly, the location of iThemba LABS provides the advantage to conduct projects that are unique to Africa, including studies on potential inter-ethnic differences in radiation sensitivity and the cancer resistance of large long-living mammals, such as African elephants [54].

The SAIF project at iThemba LABS, as outlined in Figure 5, is designed in two phases. Phase 1 consists of a radioisotope facility with four production targets and the initial phase (phase 0) of the Low Energy Radioactive Ion Beam (LERIB) facility. Here, the high-intensity proton beam from the SSC (up to 250 μA) will be used as a driver for the Isotope Separation On-Line (ISOL) production of radioactive isotopes of special interest in, for example, the study of neutron-rich nuclei involved in the r-process. Phase 2 will comprise the building of a new driver for the production of RIB, based on a high-intensity electron beam and the photo-fission method for the production of neutron-rich exotic isotopes which will be used as higher-intensity low-energy RIB but also accelerated high-intensity RIB using the SSC as a post-accelerator.



HIMAC

In the National Institute of Radiological Sciences (NIRS), carbon ion radiotherapy has been conducted since 1994 using the Heavy-Ion Medical Accelerator in Chiba (HIMAC). During the past 25 years, this radiotherapy has been applied to various tumors, and the optimum dose-fractionation protocols have been developed for these tumors through dose-escalation clinical trials [55–58]. To date, more than 12,000 patients have been treated with the HIMAC. Besides the clinical studies, various physical studies have been conducted to develop new treatment methods and devices such as respiratory gating [59], layer stacking [60], 3D pencil beam scanning [61], and a superconducting rotating gantry [62]. For further development of charged-particle therapy, the NIRS initiated a new research project referred to as “Quantum Scalpel.” The Quantum Scalpel consists mainly of two research topics. The first topic is downsizing and cost reduction of the treatment facility. By combining high-power laser and superconducting magnet technologies, the facility size will be reduced to ~1/6 that of the HIMAC, i.e., 20 × 10 m2. The second topic is maximizing the clinical effects and minimizing the treatment period. For this, researchers in the Department of Accelerator and Medical Physics are developing a hypo-fractionated multi-ion radiotherapy (HFMIT) in which several ion species are delivered in one treatment session to optimize the dose and linear energy transfer (LET) distributions simultaneously [63]. Clinical trials of the HFMIT will start in 2022 following a series of commissioning tests. In other projects, emerging technologies such as immunotherapy, magneto-particle therapy [64], and FLASH radiotherapy [29] have been found to show enhanced novel effects with charged-particle beams. Investigations at the NIRS continue on all of these technologies.



GANIL and MI2B

The largest facility for nuclear physics in France located in Caen is jointly run by CEA and CNRS. GANIL as well as its major upgrade SPIRAL2 (Figure 6) is engaged in research with ion beams with the main focus of the laboratory being fundamental nuclear physics. This is supplemented by strong programs in accelerator-based atomic physics, condensed matter, radiobiology, and industrial applications. The intensity and variety of beams delivered by the cyclotrons and the superconducting linear accelerator and the associated state-of-the-art scientific instruments make GANIL-SPIRAL2 a unique and outstanding multidisciplinary facility [65]. GANIL-SPIRAL2 is the only facility in the world today which provides high-intensity stable beams, beams of short-lived nuclei (RIB) produced both by the ISOL technique and by the in-flight separation technique and intermediate energy neutron beams [66]. The large heavy-ion accelerator complex of five cyclotrons delivers stable beams (carbon to uranium) from energies around 1–95 MeV per unit mass with current up to 10 μA. Fragmentation beams range from light to medium mass nuclei. The reaccelerated beams produced using SPIRAL1 beams range from 1.2 to 25 MeV/A for around 35 isotopes today. A new ion source has been commissioned, so more new RIB for different elements are available, and more will be available4 in the near future. The new superconducting LINAC will provide the most intense beams from protons to Ni up to 14.5 MeV per unit mass. Continuous and quasi-mono-energetic beams of neutrons will be available. The flux at NFS will be up to 2 orders of magnitude higher than those of other existing time-of-flight facilities for a part spectrum in the 1–40 MeV range. The latter will open new and unique avenues.


[image: Figure 6]
FIGURE 6. Layout of the GANIL-SPIRAL2 facility in Caen (France).


Materials science research at GANIL is studied using a large range of energies and beams along with versatile tools. High-energy ions provide quality beams for studies on nanostructuration of selective membranes and sensor developments based on topical 2D materials (graphene, MoS2, etc.). Exploiting time/depth-resolved characterizations to their limit, the sensitivity of functional inorganic materials to dense electronic excitations is studied. Advanced experimental setups also provide in situ analysis for organic polymers (CESIR or CASIMIR) or astro-ices (IGLIAS) as simulators for alpha radiation, cosmic rays, or solar winds.

The relevant biomedical activities span a variety of topics. Measurements of double differential cross section for charged particles with 95 MeV/A C beams on targets of various elements that are relevant to hadron therapy were performed. Irradiation and hardening of electronic components for space are performed using heavy and energetic ions. The studies include single-event effect (SEE) to improve the architectures and define testing standards used in space. Dedicated equipment for irradiation of polymeric films allow industrial production with various ion track densities and ultimately very fine and uniform filters. The LARIA center at GANIL studies various aspects related to the study and understanding of the biological effects related to direct and indirect (bystander) impacts by carbon beams in cancer treatment. The topics range from understanding differential cellular responses of radioresistant tumors to conventional radiotherapy and hadrontherapy to exploring the fundamental mechanisms of communication between irradiated and normal cells, etc. The facilities for these activities include cell culture room, two sterile hoods, four CO2 incubators, a microscope, water baths, centrifuges, etc. All the above activities are run at the cyclotrons. Light-ion beams from the LINAC, like alpha and 6,7Li beam on Pb and Bi targets, will be used to perform R&D on the production of innovative radioelements for nuclear medicine and in particular alpha emitters. This will consist in cross-section measurements to determine the optimum energies maximizing the cross section for the nuclei of interest (e.g., the promising 211At) [67] while minimizing those for nearby contaminants (210At and 209,210Po in the case of 211At); to develop high-power target stations to sustain the very high beam current from the new LINAC; and to find new and promising production routes. The NFS facility can be used for irradiation of cells, for characterization of detectors, and also for the study of the single-event defects.

In France, several irradiation facilities for biomedical applications are being coordinated by CNRS within the so-called “Groupement de Recherche MI2B.”5 MI2B animates a national network of clinical-based and academic research-based irradiation facilities called ResPlanDir, dedicated to dosimetry, instrumentation, and radiobiology, by supporting harmonization of practices. Among the various irradiation modalities, one should mention the availability of a complete panel of proton and light-ion irradiation platforms: AIFIRA at CENBG-Bordeaux6 proposes up to 3.5 MeV proton or alpha particle microbeams (size of typically 1.5 μm FWHM in air) equipped with an online microscope. This makes possible the selective irradiation of single-layered cells. CYRCé at IPHC-Strasbourg7 is a combined platform for radioisotope production working for academic research, with a newly functional proton irradiation platform with energy ranging from keV to 24 MeV8 for cell or small-animal irradiation (possibility to tune a spread-out Bragg peak up to 6 mm), a biological laboratory with small animals, and preclinical imaging (PET and SPECT). The ARRONAX facility9 is a combined research and innovative radioisotope production facility, delivering protons (35 and 70 MeV), deuterons (15 and 35 MeV), and alpha particles (70 MeV). A dedicated experimental irradiation room (Figure 7) has been equipped for physics and materials science experiments and cell irradiation by means of a vertical beamline.


[image: Figure 7]
FIGURE 7. Experimental cave at ARRONAX (Nantes, France). AX5 is a vertical irradiation beamline.




INFN and CNAO

The National Institute for Nuclear Physics (INFN) in Italy has several accelerator facilities with biomedical applications, including Laboratori Nazionali del Sud (LNS) in Catania [68], the first center in Italy to treat patients with proton therapy for eye tumors, and the Trento Institute for Fundamental Physics and Applications (TIFPA), where an experimental vault [69] with two beamlines delivering protons with energies up to 230 MeV is available in the local proton therapy center, where two other rooms are equipped with isocentric gantries for treating patients.

The INFN National Laboratories of Legnaro (LNL) are devoted to the study of fundamental nuclear physics and astrophysics together with the development of technologies relevant to these disciplines. Ever since its foundation, LNL has carried out a significant applied physics research, developing very relevant programs in the biomedical field with the existing LNL accelerators as well as the future SPES facility. Applications of ion beams in multidisciplinary physics are a long-standing tradition of LNL. These activities are carried out mainly at the AN200010 and CN11 Van de Graaff accelerators and partly at the Tandem12. The CN (1–6 MV) and AN2000 (0.2–2.2 MV) provide a total of 12 beamlines and deliver around 2,700 h/year of beamtime (1H, 2H, 3He, 4He, 14N, and 15N). The main activities at the AN and the CN in the field of interdisciplinary physics are radiobiology [70, 71], dosimetry, materials microanalysis with IBA methods, study of novel neutron detectors based on innovative materials, single-ion irradiation for quantum technologies, and HpGe, Si, and diamond detector characterization.

LNL has a very long and strong tradition in the field of microdosimetry and nanodosimetry [72, Colautti et al. submitted]. In particular, Legnaro is one of the leading laboratories for the construction of miniaturized tissue equivalent proportional counters. Legnaro is in contact with various radiotherapy centers for the supply of these detectors or the microdosimetric characterization of therapeutic beams (Detector/MedAustron, SCK, JINR). These detectors can be used for quality assurance of treatment planning systems which include linear energy transfer calculations. In the field of nanodosimetry, STARTRACK is one of three detectors in the world for measuring the stochastics of radiation interaction at the DNA level [73]. It is installed and running at Tandem. A portable version is under construction.

Selective Production of Exotic Species (SPES)13 is a second-generation ISOL facility on which the short- and long-term strategies of the laboratory are centered [74]. It is an interdisciplinary project, ranging over nuclear physics, nuclear medicine, and materials science. SPES will provide a RIB facility for the study of neutron-rich unstable nuclei of interest to nuclear and astronuclear physics research [75]. At the same time, it will host a laboratory for research and production of radioisotopes to be applied in nuclear medicine. SPES is based on a dual-exit high-current cyclotron, with proton beam energy ranging between 35 and 70 MeV and a maximum beam intensity of 0.75 mA, used as a proton driver to supply an ISOL system with a UCx Direct Target able to sustain a power of 10 kW and produce neutron-rich ions at intensities 1 order of magnitude higher than existing facilities. The second exit will be used for applied physics: radioisotope production for medicine and neutrons for materials study. Quasi-mono-energetic neutrons at energies ranging 30–70 MeV will be produced using a 10 mA proton beam at an expected intensity around 5·105 n·cm−2·s−1 at 3 m from the Li production target. The layout of the facility is shown in Figure 8. The proton beam from the cyclotron can be sent to two ISOL target caves (ISOL1 and ISOL2), three caves for radioisotopes production (RIFAC) and developments (RILAB), and an area for neutron production and materials study. SPES was designed to pursue also the aim of studying the production of innovative radionuclides for medicine (LARAMED) starting from the assumption that new radioisotopes may show unprecedented biological properties. Nonstandard radionuclide production is a fundamental opportunity for nuclear medicine in order to identify new radiopharmaceutical classes for diagnostic and therapeutic applications. RILAB will be dedicated to research in the field of radioisotopes (cross-section measurements, high-power target tests, etc.), whereas RIFAC will be devoted to the production of novel radioisotopes (64Cu, 67Cu, 82Sr, 68Ge, etc.). In June 2018, the INFN board of directors has approved the contracts for the supply of beam and the lease of laboratory space to BEST Theratronics for the commercial production of radioisotopes, initially using the ISOL2 cave. Also, in the field of nuclear medicine, the ISOLPHARM project will exploit the ISOL technique to produce a large variety of carrier-free radioisotopes with high radionuclidic purity (INFN international patent). The layout of SPES was designed in such a way as to operate two targets at the same time, distributing the beam according to a schedule that minimizes the radiation problems. It should be considered that the activation of materials at a beam power of 20–30 kW does not allow operating the same target for a long time. Considering a shift of 2 weeks with 2 days for beam preparation, 12 days of beam on target, and seven shifts for maintenance, we can offer about 5,000 h/year of beam dedicated to the ISOL targets and 5,000 for applications.
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FIGURE 8. Layout of the SPES facility under construction in Legnaro (Italy).


INFN has also collaborated on the construction of the experimental vault for dedicated biomedical research in the National Center for Oncological Hadrontherapy (CNAO) in Pavia. CNAO [76, 77] is one of the four centers in Europe in which hadrontherapy is administered with both protons and carbon ions. The main accelerator is a 25-m-diameter synchrotron designed to accelerate ions injected at 7 MeV/u up to the maximum energy corresponding to the magnetic rigidity of 6.35 Tm. For C6+ ions, this corresponds to 400 MeV/u; in the case of protons, the maximum available energy of 250 MeV corresponds to a magnetic rigidity of 2.43 Tm, well below the technically achievable maximum. For other ions that will be produced with a dedicated third source presently under construction, the maximum rigidity would still be 6.35 Tm, and the corresponding particle range would be determined by their charge and mass.

CNAO has a 2-fold institutional purpose including both therapy and research, and it also provides great opportunities to perform various research activities related to radiation biophysics, radiobiology, space research, and detector development. For researchers, a dedicated experimental irradiation room is available in time slots not impacting patients' treatment but specifically devoted to research purposes (i.e., some night shifts and weekends, typically) and, if applicable, in a parasitic modality during daily treatments, for the experiments in which the duration is not important and the measurement itself can be “paused” for an indefinite time. The beam distribution in the CNAO experimental room is based on the same active system in use in the treatment rooms. According to the needs of the experiment to be performed, the experimental beamline can be arranged in four different configurations depending on the space required downstream the target or the dimensions of the scanning field (Figure 9). The beam intensities available range from the clinical ones (<1010 protons per spill and <4·108 carbon ions per spill) down to a few particles per second.


[image: Figure 9]
FIGURE 9. The experimental room at CNAO can be arranged in different configurations according to the experiment requirements.


CNAO offers the opportunity to external researchers to use its beams to perform basic and preclinical studies and to take advantage of a cell culture laboratory for sample preparation and processing. Thanks to a strong collaboration with the University of Pavia, in CNAO, it is also possible to carry out in vivo irradiations with small rodents, taking advantage of the nearby animal house facility, after technical evaluation and approval by the local ethical committee. Typical activities carried on at CNAO are development and test of beam monitors and of dosimeters, the development of the dose delivery system to improve the scanning technique (e.g., 4D treatments), the verification of dose delivered to the target, and of course radiobiology. The main topics for the present radiobiological research in CNAO comprise tissue, cell, and molecular experimental activities aiming to investigate the mechanisms of response after particle irradiation. In particular, one of the interests is modulation of the malignant behavior of surviving tumor cells by reducing or promoting their invasiveness or migration. Cellular and molecular mechanisms of radioresistance after irradiation with carbon ions, immune stimulatory effects of radiation, and immunosuppressive properties of high-LET radiations and abscopal effect are also subjects being studied at CNAO. One hot topic for CNAO radiobiological research is the evaluation of existing and/or new radiosensitizing agents with high-LET radiations. Physical amplification of LET by nuclear interaction, e.g., of protons on boron nuclei is also being studied.

This subject might become even more interesting since CNAO is willing to build a new boron neutron capture therapy (BNCT) facility in the next future. At CNAO, the introduction of an accelerator-based BNCT system is indeed presently under consideration. This activity will be performed, strengthening collaborations with INFN, University of Pavia, and other institutions, since the introduction of BNCT requires a properly structured multidisciplinary research phase with distributed skills (medical doctors, radiobiologists, medical physicists, chemists, etc.). Furthermore, the BNCT needs the development of biomedical imaging techniques for the mapping of the biodistribution of compounds enriched in 10B and for the selection of the ideal time interval of irradiation with thermal neutrons [78, 79].



HIT

The Heidelberg Ion-Beam Therapy Center (HIT) at the Hospital of the University of Heidelberg (UKHD) is the first dedicated and hospital-based particle therapy center in Europe offering clinical scanned proton and carbon ion beams [80]. The treatment with helium ions is planned to start in late 2021, and oxygen beams are offered for preclinical research. Dose delivery is based on the intensity-controlled raster scanning method. The maximum field size is 200 × 200 mm2. The first worldwide rotating carbon ion gantry could be realized at HIT. Today, about 40% of patient treatments are executed at this unique device that combines robotic patient positioning, raster scanning dose delivery, and video-based patient tracking.

HIT has started routine patient treatment at a horizontally fixed beamline in November 2009. The carbon ion gantry is in clinical use since October 2012. In total, about 6,200 patients have been treated at HIT. It is an extension to the already available oncological methods at the Heidelberg University Hospital and indirectly complements the existing radiotherapy department hosting seven electron accelerators including tomotherapy and a gamma knife. In addition to patient care, a broad research program in the area of radiation oncology and accelerator physics, medical physics, and biophysics [81–83], annually using about 1,000 h of beamtime, is pursued at HIT. Large-scale clinical studies in the field of ion beam therapy as well as methodological studies are conducted here [84].

HIT operates an irradiation facility for preclinical research that delivers four ion species: protons and helium, carbon, and oxygen ions. HIT's accelerator system provides energies up to 430 MeV/u for helium, carbon, and oxygen ions and up to 480 MeV for protons. For all ions, energy libraries are established that allow for millimeter-range steps within the therapeutic window (Bragg peak depth between 2 and 32 cm in water). For protons and helium ions, higher ranges/energies can be offered for research purposes. Within the center, laboratories for medical physics and experiment preparation as well as a dedicated rodent housing are located directly at the research cave. Laboratories for radiobiology are hosted in the attached building for conventional radiation therapy.



KVI-CART

The core of the accelerator facility at the KVI-Center for Advanced Radiation Technology (KVI-CART), University of Groningen (UG), the Netherlands, is the superconducting cyclotron AGOR [85], built in collaboration with the Institut de Physique Nucléaire (Orsay, France) and operational in Groningen since 1996. It accelerates ion beams of all elements to a variable energy. Initially designed for research in nuclear physics and fundamental interactions, the focus of the research at the facility has, in relation with the establishment of a clinical proton therapy clinic at the University Medical Center Groningen (UMCG), in recent years shifted toward the radiation physics and biology of particle therapy.

Access to the facility is governed by the guidelines set out in the European Charter for Access to Research Infrastructures14,15. Since 1998, research on normal tissue damage in radiotherapy is performed in collaboration with the Radiation Oncology and Cell Biology departments of the UMCG. The experiments use mainly proton and carbon beams and have two main focal points: in vivo studies of non-local effects in (partial) irradiations of organs such as parotid [86], heart–lung system [87, 88], and neural tissues [89] and in vitro studies of various aspects of the radiation response of stem cells [90, 91].

For this research, a versatile, modular beamline [92] has been built that is also used for experiments in medical radiation physics and for radiation hardness testing with both protons and various heavy ions. The on-site laboratory facilities for the radiation biology research comprise an animal accommodation for wild-type rodents and two laboratories equipped with CO2 incubators and flow cabinets. In the coming years, the capabilities and capacity for radiation biology research will be substantially expanded. Currently, an additional beamline specifically for in vivo studies, equipped with 3D X-ray and bioluminescence imaging and 2D proton radiography at the irradiation position and funded by the Dutch cancer society KWF, is under development. In Figure 10, the floor plan of the accelerator facility, showing both the existing beamline for biomedical experiments and the new beamline, is displayed. With this new infrastructure, among others, more detailed studies of the spatial differentiation of the radiation response of normal and tumor tissues, interaction between particle irradiation, and systemic therapy, and biological effectiveness will be performed. At this new beamline, small animal irradiations will be performed with proton and helium beam as well as X-rays using different irradiation modalities. Besides the shoot-through method [89] employing 150–190 MeV protons, spread-out Bragg peak irradiations using primary beam energies up to 90 MeV/amu (range in water at 60 mm for both protons and helium) can also be performed. Both passive scattering and pencil beam scanning will be available, and the irradiations can be CW or pulsed with variable pulse duration (≥ 10 μs) and a frequency of up to 2 kHz. The design calculations for the beamline indicate that pencil beams with 0.5 mm FWHM are feasible. Based on preliminary experiments, local dose rates up to at least 1,000 Gy/s should be achievable for both proton and helium irradiations in pencil beam scanning.
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FIGURE 10. Floor plan of the AGOR accelerator facility with the new infrastructure for image-guided preclinical research.


In conjunction with this new infrastructure, additional animal accommodations with associated laboratories will be built to provide optimal research conditions. The capacity of the laboratories for in vitro research will also be expanded. A setup for live-cell confocal microscopy immediately after irradiation is under development in collaboration with Amsterdam UMC.

To facilitate the use of the new infrastructure by external users, we will, in collaboration with the central animal research facility of UG and UMCG, offer a “one stop shop” service. Based on the detailed experiment design developed in collaboration with the users, we will arrange the required Dutch authorizations, procure the required animals, perform the irradiations, and, when desired by the user, perform the post-irradiation follow-up experiments. The data will be provided to the users through a research data management platform controlled by the users.

The current radiation physics research by both internal and external users focuses on near-real-time in vivo range verification in particle therapy [93, 94] and various aspects of dosimetry, including characterization of the LET distribution of particle beams [95] and tissue relative stopping powers [96].




CONCLUSIONS

Biomedical research programs at particle accelerators cover a vast range of topics such as particle therapy, radioisotope production for medicine, and radioprotection in space. Along with accelerator facilities with long tradition, there are several new accelerators now under construction that can enrich the nuclear physics weaponry for biological and medical research (Table 1). Collaboration is a key point to exploit the translational potential of these researches and maximize the benefit for patients. Only a strong network of different centers can exploit synergies, avoid duplications, and raise the quality and the impact of biomedical research at accelerators. To this aim, the successful model of the large high-energy physics experiment could be also adopted in the applied nuclear physics community. The International Biophysics Collaboration [37] has the ambition and the potentiality to provide such a network to foster collaborations, exchange of hardware, design of innovative research programs, and support for funding applications. Such a large collaboration will help research at accelerators to maintain its extraordinary role as a nuclear physics tool for biology and medicine.


Table 1. A comparison of the accelerator facilities in the Biophysics Collaboration.
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4https://www.ganil-spiral2.eu/scientists/ganil-spiral-2-facilities/available-beams/

5https://www.mi2b.fr/

6http://www.cenbg.in2p3.fr/-AIFIRA-Home-?lang=en

7http://www.iphc.cnrs.fr/-Cyclotron-CYRCE-.html

8http://www.iphc.cnrs.fr/-PRECy-.html

9https://www.arronax-nantes.fr/

10http://www.lnl.infn.it/index.php/en/accelerators-3/an-2000

11http://www.lnl.infn.it/index.php/en/accelerators-3/cn

12http://www.lnl.infn.it/index.php/en/accelerators-3/tandem-xtu

13https://web.infn.it/spes/index.php/home/spe

14https://ec.europa.eu/research/infrastructures/pdf/2016_charterforaccessto-ris.pdf#view=fit&pagemode=none

15https://www.rug.nl/kvi-cart/research/facilities/agor/
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Virus irradiation has been performed for many decades for basic research studies, sterilization, and vaccine development. The COVID-19 outbreak is currently causing an enormous effort worldwide for finding a vaccine against coronavirus. High doses of γ-rays can be used for the development of vaccines that exploit inactivated virus. This technique has been gradually replaced by more practical methods, in particular the use of chemicals, but irradiation remains a simple and effective method used in some cases. The technique employed for inactivating a virus has an impact on its ability to induce an adaptive immune response able to confer effective protection. We propose here that accelerated heavy ions can be used to inactivate SARS-CoV-2 viruses with small damage to the spike proteins of the envelope and can then provide an intact virion for vaccine development.
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INTRODUCTION

The coronavirus disease in 2019 (COVID-19), caused by the severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) [1], is an unprecedented health emergency in this century. The World Health Organization declared COVID-19 a pandemic in March 2020. From the start of the pandemic to August 2020, over 22 million cases have been reported worldwide, resulting in over 780,000 casualties. Lacking effective antiviral drugs, the rush to develop an effective vaccine is enormous [2, 3], with over 100 vaccines in pre-clinical evaluation and 10 already in clinical trials [4].

There are several techniques in use to find the most effective vaccine against SARS-CoV-2, including innovative RNA vaccines, viral vector-, or protein-based vaccines [5]. However, the conventional method of using weakened or inactivated viruses is still avidly pursued and has produced some of the most promising vaccines under test [6, 7].

Techniques for virus inactivation are both chemical and physical, the latter including heat, UV, and ionizing radiation (usually γ-rays). The method used for inactivation is important, because the damage to the epitopes will reduce the efficacy of the vaccine. Several studies have measured the impact of different chemical and physical methods on the efficacy of the inactivated virus [8–10]. Chemicals, such as formaldehyde, hydrogen peroxide, binary ethylenimine derivatives, or β-propiolactone, are very practical but can damage the envelope protein and leave toxic residuals. Gamma radiation is therefore still considered a very safe and effective method [11] as shown in many recent reports [12–16].



VIRUS RADIOBIOLOGY

Inactivation of virus by radiation has been studied for over a century [17–19]. Virus radiosensitivity is lower when the irradiation is performed in growth medium compared to water and strongly depends on the size of the virion envelope [20, 21]. Viruses are lacking enzymes and are therefore unable to repair any damage in their nucleic acids. These simple targets are therefore the perfect objects to test the target theory of radiation action, introduced by Lea [22]. According to the target theory, the hit probability P for N targets to be hit n times by radiation follows the Poisson distribution:
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where v is the target volume and D the radiation dose. In the simple case of N = n = 1, the equation is reduced to the simple single-hit–single-target model:
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where F = D·LET is the fluence (in particles/cm2), LET the radiation linear energy transfer (in MeV·cm2/g, often expressed in keV/μm in water), and σ = v/LET is the inactivation cross-section (in cm2). The target theory cannot describe cellular repair effect but is perfectly able to describe the inactivation of the viruses. The survival curves are in fact always linear (in logarithmic scale), and assuming a given energy for the inactivation event, the volume v can be calculated from the slope. Using charged particles, the inactivation cross-section can provide the area of the sensible target, under the assumption that every traversal is lethal [23, 24]. Figure 1 shows typical survival curves of viruses, whereas in Figure 2, we report the inactivation cross-section as a function of LET. The inactivation of the virus is caused by the damage to the nucleic acid, either RNA or DNA. A single-strand break (for single-stranded virus) or a double-strand break is generally sufficient to make the product of the viral nucleic acid not viable. An additional source of inactivation is the damage to the capsid, that can lead to release of the DNA (or RNA) from the viral envelope (Figure 3). Even at high doses, however, this mechanism is less important than direct damage to the DNA [25].


[image: Figure 1]
FIGURE 1. Virus radiosensitivity. Survival of different viruses to X- or γ-rays is plotted vs. the dose (in kGy) for different viruses. C16 bacteriophage [19] is larger (50–70 nm) compared to the S13 [18] and T1 [23] bacteriophages and to the foot-and-mouth-disease picornavirus (FMDV) [21].
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FIGURE 2. Inactivation efficiency increases with LET. Inactivation cross-section of the bacteriophage T1 plotted vs. the particle LET (in keV/μm in water) following exposure to different heavy ions (He, C, O, F, Ne, and A). Data points combined from references [23, 24]; the line is a guide for the eye.
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FIGURE 3. Images of radiation-induced damage in virus. The photo shows the bacteriophage T4 irradiated with protons (details in Ref. [25]). Black heads retain the DNA, and white heads have lost the molecule, which is seen flowing out of the envelope in some viruses. Electron microscope photograph from the Tandem accelerator of the University Federico II, Naples, Italy, courtesy of Prof. Gianfranco Grossi.


For high-energy heavy ions, part of the inactivation can derive from the high-energy electrons emitted along the tracks (δ-rays—see Figure 4). Virus targets were instrumental for the elaboration of the first amorphous track structure models of radiation by Robert Katz [26], where the radial dose is assumed to decrease as r−2 by increasing the distance r from the primary ion track. In the single-hit–single-target model, the inactivation cross-section for heavy ions can be written as a product of the geometrical cross-section times the inactivation probability (1 – S), dependent on the distance r from the track:
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where D(r) is the radial dose, D0 is the mean lethal dose (derived from experiments with γ- or X-rays), and R is the maximum track radius (i.e., the range of the δ-rays with maximum energy). The calculation of σ requires several parameters to estimate the radial dose D(r) and the mean inactivation dose D0 from γ-ray experiments. The results of the Katz' model for dry enzymes and viruses are in good agreement with experimental data [27].


[image: Figure 4]
FIGURE 4. Track structure and virus. Simulation with the TRAX Monte Carlo code of a 1 GeV/n 56Fe-ions in water. Each black dot represents an ionization event. The track is seen exiting from the plane in bird's eye view. Axes are spatial coordinates in μm from the track center. The red spheres give the approximate size of the coronavirus.


Based on the Katz theory, Liu et al. [28] derived a simple analytical expression for the inactivation cross-sections of viruses:
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where [image: image] is the distance from the track corresponding to the γ-ray mean dose level D0, z is the ion effective charge, β is the ion velocity, R is the maximum track radius, C is a constant depending on the absorbing medium, and A and B are two free parameters. Using A = 3.88 and B = 0.753, the authors fitted very well the published results [28], showing that ion radiosensitivity of viruses can be accurately predicted from the γ-ray radiosensitivity.

A modified version of the amorphous track structure is still used today in treatment planning for heavy ion therapy in cancer patients [29].



RADIATION AND VACCINES

Beyond the basic radiobiology applications, irradiation of viruses was, since the beginning, used for vaccine development [30]. Despite the fact that the use of chemicals often requires extensive and time-consuming downstream processing in order to detoxify them, it has gradually overcome γ-ray sterilization, as it can easily be applied under good manufacturing practice (GMP) conditions. For instance, influenza viruses of the seasonal flu split or subunit vaccines are inactivated using chemical agents, such as formaldehyde [14]. However, the efficacy of these vaccines usually reaches only 60–70%, and even less in the elderly (~20–30%) [31]. This might be also in part explained by a negative impact of the chemicals on viral surface antigenic structures that are the targets of the human immune system for the elicitation of a protective response. In this regard, γ-irradiated influenza vaccines seem to be more effective not only at stimulating strong antigen-specific antibody production but also at priming cross-reactive cytotoxic T cells, thereby protecting mice against a heterologous influenza virus [32]. Similar results have been observed using gamma radiation for the development of vaccine prototypes against HIV [33], Ebola [12], rotavirus [16], and polio [34].

However, high doses of γ-rays also cause damage to the surface molecules. Radioprotectors can be used to limit this damage [34, 35], but they can also protect the nucleic acids, and therefore the net advantage is dubious. Even if there is not a clear evidence that γ-rays provide a better-quality inactivated virus than chemical methods, there is an increasing demand of these radiation sources to produce inactivated virus with reduced damage to surface antigenic proteins and no requirements to remove chemical compounds after inactivation [36].



CHARGED PARTICLES FOR VACCINE DEVELOPMENT

A new strategy to reduce the epitope damage while maintaining lesions to the nucleic acids can be the use of a different radiation quality. Electrons produced with linacs are commonly used for sterilization of materials [37]. High-energy electrons were soon used for virus inactivation as replacement of 60Co γ-ray sources [38] and until recently for food sterilization [39]. More recently, low-energy electrons have been explored because they present limited radioprotection problems and can be used in GMP laboratories. A beam of 200-keV electrons maintains the antigenic properties in several inactivated virus [40]. A Monte Carlo simulation of SARS-CoV-2 virus has shown that best results in terms of reduced damage to the spike proteins would be obtained with 2-keV electrons [41]. However, the main drawback of low-energy electrons is their limited range (in water, ~0.45 mm at 200 keV and ~0.2 μm at 2 keV), which makes it impossible to process large volumes of pathogen suspensions as necessary for vaccine manufacturing.

High-energy heavy ions (Figure 4) have instead long penetration distances and reduced attenuation compared to γ-rays and electrons. Compared to sparsely ionizing radiation, they can inactivate the virus with very limited damage to membrane epitopes, because a single high-LET ion can severely damage the nucleic acid but will touch the virus envelope only in the point of entrance and exit (Figure 5). The effectiveness in inactivation per unit dose is lower for particles compared to γ-rays, but the effectiveness per particle traversal increases with LET (Figure 2). For this very reason, we have recently performed a Monte Carlo calculation to evaluate the possible use of heavy ions for the production of SARS-CoV-2 vaccine [42]. The Geant4-DNA extension [43–46] of the Geant4 Monte-Carlo toolkit [47–49] was used to simulate ionizing particle tracks and energy deposition inside the SARS-CoV-2 model. We focused on the ratio of the damage to the spike proteins (SARS-CoV-2 epitope) [50] and strand breaks in the ~30-kbp single-stranded viral RNA. We will call this protein/RNA damage ratio P/R. Figure 6 gives the trend of the P/R ratio as a function of LET. Even if P/R depends not only on LET but also on the track structure [42], the trend in Figure 6 shows the expected advantage of using heavy ions, with a reduction of P/R of about an order of magnitude. Heavy ions such as Fe 1 GeV/n (Figure 4) have ranges of over 25 cm in water-equivalent materials, thus allowing irradiation of plastic boxes containing several cryovials with frozen virus, as often done in γ-irradiation inactivation [51]. High-energy heavy ions require of course large accelerators, but many of them are currently in operation or under construction and have intense programs in applied sciences, especially biomedical research [52].


[image: Figure 5]
FIGURE 5. High- and low-LET radiation for virus inactivation. Schematic representation of the action of sparsely and densely ionizing radiation on SARS-CoV-2. High doses of γ-rays can inactivate the virus, but will damage many membrane proteins, whereas single (or few) heavy ion traversals will produce limited membrane damage while maintaining a high inactivation probability. Sparing of membrane epitopes is essential to elicit the immune response toward vaccine generation.
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FIGURE 6. Simulated ratio of damages to membrane and nucleic acids. Geant4-DNA simulation of the ratio of the damages to spike proteins and RNA (P/R ratio) for radiation of different LET (in keV/μm in water). The curve provides only the trend as a function of the LET alone, the actual points showing the complex dependence from the velocity and charge can be found in reference [42].




CONCLUSIONS

Ionizing radiation has been used for decades to inactivate viruses. Early studies have contributed to our understanding of radiation action in living organisms. Inactivated viruses are still an important tool for vaccine development, and ionizing radiation has been used for years to this goal. One of the main problems of inactivated viruses is the damage to epitopes, which might reduce their ability to elicit an effective protective immune response post-vaccination. We have shown that densely ionizing heavy ions are potentially ideal to inactivate the virus with minimal damage to the envelope proteins and may therefore represent a new powerful tool for the development of vaccines against SARS-CoV-2 and other viruses.
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A typical proton CT (pCT) detector comprises a tracking system, used to measure the proton position before and after the imaged object, and an energy/range detector to measure the residual proton range after crossing the object. The Bergen pCT collaboration was established to design and build a prototype pCT scanner with a high granularity digital tracking calorimeter used as both tracking and energy/range detector. In this work the conceptual design and the layout of the mechanical and electronics implementation, along with Monte Carlo simulations of the new pCT system are reported. The digital tracking calorimeter is a multilayer structure with a lateral aperture of 27 cm × 16.6 cm, made of 41 detector/absorber sandwich layers (calorimeter), with aluminum (3.5 mm) used both as absorber and carrier, and two additional layers used as tracking system (rear trackers) positioned downstream of the imaged object; no tracking upstream the object is included. The rear tracker’s structure only differs from the calorimeter layers for the carrier made of ∼200 μm carbon fleece and carbon paper (carbon-epoxy sandwich), to minimize scattering. Each sensitive layer consists of 108 ALICE pixel detector (ALPIDE) chip sensors (developed for ALICE, CERN) bonded on a polyimide flex and subsequently bonded to a larger flexible printed circuit board. Beam tests tailored to the pCT operation have been performed using high-energetic (50–220 MeV/u) proton and ion beams at the Heidelberg Ion-Beam Therapy Center (HIT) in Germany. These tests proved the ALPIDE response independent of occupancy and proportional to the particle energy deposition, making the distinction of different ion tracks possible. The read-out electronics is able to handle enough data to acquire a single 2D image in few seconds making the system fast enough to be used in a clinical environment. For the reconstructed images in the modeled Monte Carlo simulation, the water equivalent path length error is lower than 2 mm, and the relative stopping power accuracy is better than 0.4%. Thanks to its ability to detect different types of radiation and its specific design, the pCT scanner can be employed for additional online applications during the treatment, such as in-situ proton range verification.
Keywords: proton CT, ALICE pixel detector (ALPIDE), Monte Carlo, hadrontherapy, Complementary Metal Oxide Semiconductor (CMOS)
INTRODUCTION
Particle therapy, especially with proton beams, has been used and become widely accepted in the last 20 years. The number of dedicated facilities around the world is increasing year by year on a worldwide scale. The most appealing advantage of this technique derives from the physical properties of charged particles crossing matter, which experience a continuous slow down across their path, until they stop and release a large fraction of their initial energy at the end of their range, where the Bragg peak originates. As foreseen by Wilson in 1946 [1] this property allows, in principle, to focus the energy deposition at a certain depth in the human body (e.g., the tumor), sparing nearby tissue and having very low or no exit dose. However, due to the stochastic nature of the particle energy loss, precise calculation of proton range is inevitably uncertain even for simple geometries and materials. For this reason, range uncertainty has become a crucial and still debated topic in proton therapy. On the other hand, even though the precise position of the Bragg peak may be blurred by uncertainty, the considerable clinical benefits of proton therapy is undoubted [2]. To correctly predict the beam range in such a complex geometry as a human body can be, an accurate model of the relative stopping power (RSP, that is, the stopping power of a certain material relative to that of water) of each different material crossed by the particles before reaching the target tumor is needed. Currently, X-ray CT scans are used to image the patient and measure the photon attenuation expressed in Hounsfield unit (HU). Using calibration procedures, HUs for each material are converted to RSP for treatment planning [3]. Together with morphological changes, anatomical deformation due to internal motion, the conversion from HU to RSP is one of the main sources of uncertainty in the range determination, causing errors up to 3.5%, corresponding to up to 4 mm of possible misplacement of the Bragg peak at 10 cm water equivalent range in the patient [4, 5]. Proton CT (pCT) has been acknowledged as having a high potential in reducing uncertainties in proton therapy treatment planning. The strength of pCT is the direct reconstruction of a 3D map of RSP values in the target. The first pCT system idea dates back to 1963, when Cormack proposed protons as probe for CT scans [6]. The concept of modern pCT scanners is based on the tracking of each single proton history, measuring the direction and position before and after the imaged object and registering the residual energy or range after the object is crossed. Therefore, a typical pCT system must include thin tracking detectors and an energy/range detector. Due to multiple Coulomb scattering the proton track across the target is not a straight line, affecting the spatial resolution of proton imaging. To address this issue, several trajectory estimation methods [7–9] are employed to reconstruct each single proton trajectory using the most likely path (MLP) formalism. Processing the measured particle information by mean of sophisticated image reconstruction algorithms [10–14], a pCT scanner is able to directly yield a 3D map of the RSP values inside the object. Many pCT systems have been proposed and developed in the past 20 years [15, 16] achieving promising results for RSP accuracy and spatial resolution with both Monte Carlo (MC) simulated and experimental setups [17–20]. Lately, the RSP accuracy of pCT was proven to be well below 1% and performs better than modern techniques such as dual energy CT scans [21, 22]. Additionally, pCT has shown reduced noise level and lower dose deposition on the patient with respect to conventional X-ray CT [23, 24]. In recent years, along with protons, heavier ions (mostly helium or carbon) have been considered for imaging given their smaller deviation due to multiple Coulomb scattering. The expected effect of an improved spatial resolution was observed, once the ion fragmentation was taken into account [25–31].
The Bergen pCT collaboration was established at the University of Bergen (Norway) among many institutions across the world1 with the purpose to design and build a prototype pCT scanner. The aim of the project is to overcome most of the critical limitations of the currently existing prototypes. The most distinctive feature of the prototype design is the employment of a digital tracking calorimeter (DTC), that is, a layer-by-layer pixel detector based on pixelated silicon sensors. Previously, a calorimeter with such features was built and successfully tested with particle beams showing very good performances, despite a number of imperfections, most notably a large fraction of dead or otherwise unusable pixels [32, 33]. Through the participation in the ALICE collaboration at CERN, the Bergen pCT group was able to benchmark the prototype DTC for proof-of-concept for pCT purposes. The idea behind was to use a single technology for both tracking and residual energy measurement in order to simplify the system assembly and to guarantee stable operation in a clinical environment. Using experimental data and MC simulation, proton tracks across the sensor layers were analyzed. A charge diffusion model was applied to estimate the energy deposition by using the size of the charge diffused area and a model fit of the Bragg curve was employed to estimate the residual range, achieving a range resolution of 4% for each proton track. The readout system was able to handle an effective proton frequency of 1 MHz by using 500 concurrent proton tracks in each readout frame uniformly distributed throughout the 16 cm2 aperture of the detector [34, 35].
In this work an evolution of the described prototype is presented: a novel DTC specifically designed and optimized for pCT, used as both tracking and energy/range detector. This work is then a comprehensive overview of all the multidisciplinary studies necessary to develop the project, which consists in assembling thousands of small silicon detectors together, to form a full scale pCT scanner.
To build such a complex and advanced device, investigations are necessary in order to find solutions to the challenging mechanical and electronic requirements for the successful function of the system. Moreover, the speed of the readout and data processing has to be kept high enough to have a clinically useable instrument. Other aspects to consider are the radiation damage of the instruments, the image reconstruction accuracy, the sensor response when irradiated with a medical beam, just to give some examples. In the following sections, the laborious research work carried out by the Bergen pCT group is described in detail. Nevertheless, to get to the final design, the DTC development was supported by previous studies from the Bergen pCT collaboration.
The new pCT system needs to fulfill the mandatory innovative requirements to handle pencil beams with therapeutic characteristics: high particle rate and localized dose depositions. Therefore, the readout speed has to be fast enough to handle many tracks at the same time and achieve an accurate determination of the ranges of individual protons. The Bergen pCT group has designed both the mechanical and the electronics setup described in detail in the following sections. MC simulations were used to evaluate the potential imaging accuracy of the novel system and the possible damage caused by radiation to the electronic components. Beam tests tailored to the pCT operation with protons and heavier ions have been performed in order to study the cluster size vs. energy deposition in the epitaxial layer of the sensors and to evaluate the maximum rate (particles per 10 μs/frame) the chip can handle.
MATERIALS AND METHODS
Design of the Digital Tracking Calorimeter
The segmented DTC has been designed as a multilayer structure made of several detector/absorber sandwich layers, which will function both as tracking system and range/energy detector. The detector will track the traversing particles and assign an energy difference or water equivalent path length (WEPL) to the each single crossing proton and this information will be used in image and CT reconstruction as explained in previous publications [34, 36].
Most pCT scanners currently available utilize a tracking system consisting of two layers of tracking detectors upstream (front tracker) and two more layers downstream (rear tracker) of the object to be imaged. However, in the Bergen pCT scanner, the front tracker has not been included and the information about the impinging proton position and direction will be inferred from the beam optics response of the monitoring system. A system that does not include a front tracker set (denoted single-sided, as opposite to the usual pCT scanners with both front and rear tracker planes called double-sided) presents some advantages for the design and assembly stages, reducing set-up complexity, final cost, and physical impact on the treatment room. From the operational point of view, a single-sided system would be able to allow a higher particle rate, since the pairing of particle hits measured on the rear tracker with the measurements on the front tracker could be avoided. For a more detailed discussion of this topic please refer to the work of Sølie et al. [37].
Although tracking system and energy/range detector form a unique assembly (the DTC), in the next sections they will be described as separate structures and will be referred to as rear trackers and calorimeter, respectively, in order to better specify the different characteristics.
The ALICE Pixel Detector Chip
The basic sensor chosen is the ALICE pixel detector (ALPIDE), a monolithic active pixel sensor, initially developed for the upgrade of the inner tracking system of the ALICE experiment at the LHC (CERN) [38]. The ALPIDE is manufactured using the commercial 180 nm Complementary Metal Oxide Semiconductor (CMOS) Imaging Sensor process by Tower Semiconductor. A cross sectional view of the ALPIDE pixel is shown in Figure 1A, where the collection diode and the CMOS components are visible. The chip is fabricated on a substrate with a high-resistivity (∼kΩ cm), 25 μm thick epitaxial layer. The high resistivity helps to increase the depletion volume of the pn junction formed by the collection n-well and the p-type active volume. The depletion volume can further be increased by applying reverse substrate bias voltage of up to −6 V. The increase in the size of the depletion volume helps in drifting charge to collection diode while reducing charge diffusion. The n-wells of CMOS transistors are embedded in additional deep p-wells so that all the charge will be collected only at the n-well diode. A photograph of a manufactured ALPIDE sensor chip glued to the flexible flat cable is shown in Figure 1B.
[image: Figure 1]FIGURE 1 | (A) Cross sectional view of ALICE pixel detector (ALPIDE) pixel showing the collection diode and the CMOS components. The image was published as Figure 1 in Ref. 68, Creative Commons Attribution 3.0 License CC BY 3.0. (B) Photograph of the ALPIDE. Interface pads used for bonding to the printed circuit board are visible (gray squares).
The chip measures 30 mm × 15 mm and contains a matrix of 1,024 × 512 pixels with in-pixel amplification, shaping, discrimination and multi-event buffering. The pixel size is about 29 μm × 29 μm, which makes the ALPIDE a highly granular sensor capable of simultaneous tracking of multiple particles. The readout of the pixel matrix is hit driven, meaning that the matrix is inactive if there are no hits. The data compression is achieved by implementing a zero-suppression method where data samples of a value smaller than the detection threshold are suppressed. The threshold is applied globally to all the ALPIDE pixels. The S-Curve scan is used to determine the charge threshold and temporal noise of the ALPIDE front-end circuit [39]. The data compression scheme provides efficient detection of particles at high rate. For minimum ionizing charged particles a resolution for the track position measurement of 5 μm, a detection efficiency of 99.99%, and background probability less than 10−5 event/pixel were achieved with ALPIDE [40]. The above-mentioned features make the ALPIDE chip an ideal candidate for the DTC.
Current Design of the Proton CT System
Recommended Specifications for the Digital Tracking Calorimeter
The detailed design optimization studies done with MC simulated data by Pettersen et al. [34] focused on different absorber materials and the thickness of the absorber layers. Considering the expectation of the prototype, practical restrictions and MC simulated data, some recommendations were followed, as described below.
(1) The DTC should have an aperture of 27 cm × 15 cm, to be able to image at least a pediatric head in a single scan.
(2) In the longitudinal direction, the DTC should be comprised of alternate layers of ALPIDE sensors and aluminum absorber layers. Given that the fraction of correctly reconstructed tracks and absorber thickness are inversely proportional, the thickness of the absorber should be kept as low as possible, strictly below 4 mm. In this fashion, 41 layers (each made of ALPIDE chips and a support of 3.5 mm-thick aluminum) are required to fully encompass the range of a 230 MeV proton beam and will form the calorimeter. Each layer corresponds to 7.5 mm water equivalent thickness.
(3) Two more layers will be used as rear trackers. Therefore, they should contain as little material as possible, apart from the sensitive volume of the ALPIDE, in order to reduce the positioning errors due to scattering. This could be achieved by thinning down the support on which the ALPIDEs will be mounted and not including the absorber layer between them.
The Digital Tracking Calorimeter Prototype
A schematic representation of the DTC is shown in Figure 2. The incoming particles will first face the tracking layers, which will have minimum material, as explained above. In Figure 2, the support on which the tracker layer will be mounted is not shown, to reveal the arrangement of the sensors in the DTC layers. More explanation can be found in the next section. The sensor layers are stacked in such a way that the transition card (TC) corresponding to alternate layers comes on the opposite side of the main stack, in order to make room for the readout electronics. To fully contain the range of 230 MeV proton beam, 41 aluminum absorber layers will be used, excluding the rear trackers. According to the recommendations made after the design optimization studies, the area of the sensitive part of each layer is designed to be 27 cm × 16.6 cm. Details about distribution of the ALPIDE in these layers is explained in the following sections.
[image: Figure 2]FIGURE 2 | The general structure of the Bergen pCT system. To reveal the arrangement of the sensors in the layer, the support where the ALICE pixel detector (ALPIDE) sensors will be mounted in the rear trackers is not shown.
The Digital Tracking Calorimeter Layers
Each sensitive layer, whether used as a tracker or in the calorimeter, has the same building blocks and design. Figure 3A shows the basic structure of half a layer. Each ALPIDE chip is mounted on a flex cable, and a collection of nine ALPIDEs mounted on flex cable is called a string. Three such strings are then glued to an aluminum carrier (Al 99.5, that is a commercial alloy with aluminum content >99% and a heat conductivity of 220 W/mK, close to that of pure aluminum) of dimension 100 mm × 290 mm × 1 mm called a slab. There are two types of slabs: a top slab (T-slab) and a bottom slab (B-slab). Together they make a half layer, as shown in Figure 3A. Although the area of the two aluminum carriers, supporting a top and a bottom slab, is more than the recommended sensitive area of 27 cm × 15 cm, it is not entirely populated by ALPIDE chips, since nearly half of the area is non-sensitive flex cables. Thus, the construction of one layer is achieved by constructing another half layer, with alternated positions of ALPIDEs as compared to the previous half layer. The two halves of the layer are then stacked with the ALPIDEs facing each other and with an air-gap of 2 mm (ensured by an aluminum spacer) between the aluminum carrier boards, as depicted in the side-view schematic of the layer structure in Figure 3B.
[image: Figure 3]FIGURE 3 | (A) Half a layer consisting a top slab (T-Slab) and a bottom slab (B-slab). Each of the slabs is built by gluing three strings of ALICE pixel detector (ALPIDE) sensors glued to an aluminum carrier. (B) Schematic side view of two layers in the calorimeter (left), and half layer with details (right).
Calorimeter Layers
In the calorimeter, the thickness of the absorber layer is chosen to be 3.5 mm. To construct a T- or a B-slab three strings made of 100 μm thick ALPIDE chips will be mounted on a 1 mm thick aluminum carrier board of dimension 100 mm × 290 mm × 1 mm, as described above. To make sure that the two half layers are vertically aligned, they will be screwed to one face of an aluminum absorber plate (Al 99.5) of dimension 200 mm × 290 mm × 1.5 mm. To assemble a layer, T- and B-slabs are placed on the absorber (chip face up), with both spacers positioned on top of the slabs. After placing a second set of slabs (with chips face down) the whole assembly is fixed by screws. The alignment is done with temporal dowel pins inside the fixing holes. The alternate layers will be rotated around the direction of the beam, to make room for the corresponding readout electronics part. These layers stacked along the beam direction form the calorimeter (Figure 2). Units and spacers will be assembled with the help of long screws passing through the aligned holes as shown in the side view of the layer structure in Figure 3B. The entire assembly is then supported by an aluminum frame and other support structures. With reference to the side view of the layer structure shown in Figure 3B, in the direction of the proton beam, one full calorimeter layer is composed of: the aluminum carriers (1 mm thick), half layer of sensors not facing the proton beam directly, an air gap of 2 mm (ensured by 2 mm thick aluminum spacers), half layer of sensors facing the proton beam, the aluminum carriers on which the sensors are mounted (1 mm thick), and the aluminum absorber plate (1.5 mm thick). In total the calorimeter will comprise 41 of such layers.
Tracking Layers
In order to minimize the non-sensor material in the tracking layers, 50 μm thick ALPIDE chips will be mounted on ∼0.2 mm thick carbon-epoxy sandwich sheets of area 200 mm × 290 mm. These sheets are made of three layers of carbon paper and two layers of carbon fleece and have similar thermal conductivity as that of an aluminum plate of same dimensions. More information about this material can be found in Refs. 41 and 42. The arrangement of the ALPIDE chips in a half layer will be the same as shown in Figure 3A, except that a single carbon-epoxy slab supported by an aluminum frame will carry the chips. This makes the half layer more stable and easier to handle with respect to the layers in the calorimeter made of two half slabs. Two half layers, with chips facing each other, are then clamped together with 2 mm thick aluminum spacers sandwiched between them at the top and bottom. Analogous to the calorimeter layer, in the direction of the proton beam, one full tracker layer is composed of: a carbon-epoxy sandwich sheet (0.2 mm thick) with half layer of sensors not facing the proton beam directly, an air gap of 2 mm, a half layer of sensors facing the proton beam, and a carbon-epoxy sandwich sheet. The half layer of sensors is 0.2 mm thick. The second layer will be constructed exactly in the same way and placed at a distance 50 mm in accordance with literature [43].
Cooling of the Digital Tracking Calorimeter
For the most common operating conditions of a pCT scan, the power consumption by each chip is estimated to be 202 mW, corresponding to ∼900 W for the full DTC. This estimation is based on the work of Šuljić et al. [44]. Other parts of the detector such as TCs and readout electronics also require cooling. The cooling mechanisms of each separate part of the detector, according to the requirement for each component, is described below.
Calorimeter Layers
The temperature distribution in the calorimeter layers was investigated based on the simplified geometry shown in Figure 4. The half layers are well isolated from each other by air gaps. The thermal resistances of chips, cables, glue, absorbers, and carrier plates perpendicular to the layers are negligible, thus a two-dimensional temperature distribution was considered. To study the steady state temperature distribution, load and geometry were assumed to be homogeneous across the string, so the temperature of a point just depends on its longitudinal coordinate. The heat transfer was studied in the absorber and carrier plates only. The detailed calculations can be found in Ref. 45. The liquid cooling system will likely use water as a coolant and each layer temperature will be monitored by temperature sensors.
[image: Figure 4]FIGURE 4 | Cooling concept of the calorimeter layers: two aluminum cold plates, each of dimension 20 mm × 290 mm × 280 mm, will be placed above and below the calorimeter layers as a part of a closed loop liquid-cooling system.
Tracker Layers
In the tracker layers, the chips will be mounted on very thin carbon-epoxy sandwich sheets with similar heat draining capacity as that of an aluminum sheet of the same dimension, which may pose challenges for cooling. Hence, a combination of air and liquid cooling will be used to cool these layers. As depicted in Figure 2, the aluminum support frames around the carbon-epoxy sandwich sheets are fitted with water cooling on the top and bottom edges. In addition, an airflow around the carbon-epoxy sandwich sheets will be used to cool the chips. Parts of the air-cooling system are not shown in Figure 2.
Transition Cards
The TCs will be monitored by a temperature sensor mounted on each one of them, and they will be cooled by forced air.
The Digital Tracking Calorimeter Electronics
Conceptual Design
The pCT data acquisition (DAQ) and run-control system consists of three distinct parts: 1) the frontend electronics, 2) the TC, and 3) the pCT readout unit (pRU). In Figure 5 a schematic of the Bergen pCT system electronics architecture is shown.
[image: Figure 5]FIGURE 5 | The pCT system electronics architecture.
The DAQ and run-control system were designed to satisfy the requirements described below.
(1) Radiation must not damage nor critically interfere with the operation of the detector. As shown in Figure 5, the first two components are placed in a high-radiation area, while the pRUs are placed in an area with much less ionization fluence, at least 2 m from the detector center. This reduces the particle fluence and relaxes the requirements for radiation mitigation techniques employed on the pRU. MC simulations (described in Simulated Radiation Damage) of the radiation environment with a beam intensity of 107 s−1 shows that for all the FPGAs of the system, one can expect a single event upset (SEU) every 2,933 s. This is within an acceptable rate and can be handled with simple off-the-shelf mitigation techniques.
(2) The system is capable to interface 108 × 43 pixel sensors with both slow control and high-speed data capture. Careful considerations were taken into account both on the frontend electronics design, the TC, and the pRU to minimize noise and errors.
(3) Clock and trigger signals must be deterministically distributed to all the sensor chips.
(4) The system must be able to handle the data stream generated by a 5 μs frame time and a proton beam intensity of at least 107 s−1. The 5 μs frame time represents a lowest limit which should never be reached in a real case scenario. System C-simulations [46] with these numbers gave a data rate of roughly 1.4 Gbit/s for each layer [47], as shown in Figure 6. The simulation of data rates for the first layer of detector was performed with a 230 MeV proton scanning beam and an intensity of 107 s−1. The pRU firmware is designed to deal with up to seven times these data rates.
[image: Figure 6]FIGURE 6 | Monte Carlo simulation of data rates for the first layer of the detector with a 230 MeV proton scanning beam and an intensity of 107 s−1. The beam scans over the detector plane in 65 ms. The plot was published as Figure 1 in Ref. 47, Creative Commons Attribution-Non Commercial-No Derivatives 4.0 International License (CC BY-NC-ND 4.0).
The system is based on a trigger-less readout architecture, i.e., no external nor any high-level trigger system is implemented. However, a continuous sequence of pulses from the readout electronics is used to initiate data frames on the sensors. All pixels firing within the time frame are stored in a snapshot of data. The frame duration is set to be shorter than the pulse interval, typically slightly less than 10 μs. The gap between each frame is at minimal 25 ns, but it can be optimized in the future to avoid a lot of so-called double hits (that is a particle’s signal detected within two separate frames). The frame frequency, frame duration, and gap are customizable, but always constant for a given run. When the final time between each 2D projection is known, this time is used to create trains of continuous pulses, i.e., several sequences of pulses, with longer pause between each sequence.
Frontend Electronics
Each detector layer is electrically identical and is composed of 108 ALPIDE chip sensors. Nine chips are mounted together on a string where clock and slow control signals are shared. The chips are configured in high-speed data mode, and each chip has its own 1.2 Gbit/s low-voltage differential signaling (LVDS) data link. No signal multiplexing is possible because of the periodically high data rates. As described in The DTC Layers, a full layer is constructed by having two half-layers facing each other. This causes an air gap of about 2 mm inside a layer, providing room for critical decoupling capacitors. The ALPIDEs are bonded to thin, flexible printed circuits (FPCs) of aluminum and polyimide called chip cables or flex. Single-point Tape-Automated Bonding is chosen instead of traditional wire-bonding to increase reliability [48]. The chip cables are bonded with the same method to longer FPCs in the size of the string, providing the electrical connection outside of the detector area. Using chip cables for connecting the ALPIDEs to multilayered longer FPCs allows to perform ALPIDE functional testing after Single-point Tape-Automated Bonding and exclude mounting defective chips in the strings. Such an approach allows the increase of reliability and production yield at assembling string and DTC as a whole. Several iterations of chip cables and string FPCs have been produced and tested. In the final version (Figure 7A), the chip cables are bonded to the 88 μm pads on the side of the ALPIDE chips. Testing the prototype of the string (Figure 7B) has shown that this method provides the best results in terms of jitter and noise on the high-speed links.
[image: Figure 7]FIGURE 7 | (A) The chip cable embedded on a plastic frame with two ALICE pixel detectors (ALPIDE) mounted on it. (B) A pCT string containing nine ALPIDE chips.
TC is used as an intermediate medium between the frontend electronics and the readout electronics for each layer. These cards also deliver stable power to the sensors. Six FPC connectors are mounted on each side of the printed circuit board providing both power and signaling connectivity to the sensors. As the TC is placed in a high-radiation area, only pre-tested radiation tolerant components are used for power regulation. Twelve Samtec FireFly connectors are used to transmit data from the TC, and control and clock signals from the readout electronics.
Readout Electronics
The pRU is under development but is clearly defined based on testing with the Xilinx VCU118 Evaluation Kit. The pRU is based on a Xilinx Kintex Ultrascale FPGA. The FPGA’s native I/O primitives provide high enough bandwidth to handle the 108 data links without employing multi-gigabit transceiver pins reducing the need for a larger and more expensive FPGA [47]. Figure 8 shows the functional block diagram of the pRU. The FireFly connectors are connected to the High-Performance (HP) I/O banks of the FPGA. A single I/O bank handles 24 LVDS pairs, so a total of 4.5 I/O banks are used for this purpose, less than 50% of the total available pins. Simple Gigabit Ethernet for run control is provided using IPBus protocol [49], and up to four separate 10 Gbit Ethernet links are provided to handle the data offload. A custom protocol is implemented to obtain a safe high-speed data transmission over user datagram protocol (UDP). The pRUs are placed together in a crate that supplies power and allows for board-to-board communication and synchronization.
[image: Figure 8]FIGURE 8 | Block diagram of the pCT readout unit board.
Data Processing and Track Reconstruction
Readout Performances
During the prototype phase, the focus for the readout software is to provide small and scalable tools. An upper limit of the expected data rate is used to estimate the size of the system. The short acquisition time of approximately 1 s allows to store all data on host machines and run most of the raw data processing without intermediate or permanent storage. The pRU is supporting up to four independent 10 Gbit links for the data offload, giving a maximum amount of data of 5–10 GB per layer for a 1–2 s acquisition window. This is an upper limit; the actual data rate depends on beam conditions and the position of the layer in the setup. As illustrated in Figure 6, the data rate for the first layer with a realistic beam intensity will be much lower than the upper estimate. The total amount of data for an acquisition window of 1 s will be approximately 10 GB. The readout software is designed as a collection of smaller applications communicating via message queues and shared memory. These software components run independently and in parallel and can be distributed as multiple instances on several host machines. Following this variable approach, the readout system can be scaled according to the needs. The main part of the readout software is a client application connecting to servers running on the pRU hardware. Data between pRU and the client(s) are transferred using UDP network protocol. A dedicated transport format on top of UDP, the pCT Data Transport Protocol (pDTP), has been defined to ensure a reliable communication between clients and servers. Accordingly, the client application is named pDTPClient. The pDTPClient stores data in shared memory regions of the host machines and announces them to the subsequent processors. Preliminary measurements for the raw transport between pRU and host machine have been presented in Grøttvik et al. [47]. For further processing, reconstruction, and storage of data, the pRU data is handled by a parser/decoder application which unpacks and sorts ALPIDE chip data as prerequisite for further processing and monitoring of the data. For the prototype phase the collection of individual applications will be used together with scripts and command line interface.
The readout speed of the DTC can be easily adapted to the beam facility where it is operated. It can handle either spill-operated or quasi-continuous beams at synchrotron or cyclotron facilities, respectively. In any case, the estimated dataset size for a 2D projection is limited to 400–800 GB transmitted over 1–2 s. The regular dataset size is expected to be below 400 GB over 2 s, so, as first estimate, 200 Gbit/s uplink and 20 GB/s disk write speed should be sufficient. Until first realistic full experimental runs are taking place, it is not clear how much bandwidth and latency is needed. Therefore, the system is laid out for scalability on each level. Each readout card has a Quad Small Form-factor Pluggable (QSFP+) connector that is capable of outputting 40 Gbit/s. It will be connected by 5 m copper cables ending in four 10 Gbit/s connectors on a regular 48-port ethernet switch. These switches usually have several fast uplink ports. The switch will be connected by at least two 100 Gbit/s uplinks to the DAQ computer(s). The data will be transferred first into RAM that acts as a burst buffer before writing to disk. A modern single non-volatile memory Express solid state disk, that is connected via peripheral component interconnect Express 4, can have a write performance of up to 6.5 GB/s, so a redundant array of independent disks of those solid state disks should achieve the necessary write speed of 20 GB/s. The data will be moved to a large capacity storage to free the fast redundant array of independent disks for the next measurements. Each readout card should take care of several detector layers, the exact number can be adjusted to the hit density of different layers. Current Ethernet switches can provide up to 400 Gbit/s per socket, although not with copper cables, so the few uplink cables might be optical. This will be also beneficial for a more flexible positioning of the computers. It is also possible to add more switches, if the internal bandwidth is not sufficient. Additional network interface cards with hardware offload capacity can be added. Since the data has a timestamp, the output stream can be segmented and saved on several DAQ computers to avoid bottlenecks and to be combined in a later step.
Track Reconstruction in the Digital Tracking Calorimeter
Thanks to the segmented structure of the DTC, it is possible to track proton histories crossing the several layers. In an experimental run, a high multiplicity of proton tracks will be recorded in each readout cycle in order to increase the proton rate above the electronics frame acquisition rate of ∼10 µs−1. The resulting data output will consist of pixel-clusters centered around each of the 50–100 proton tracks contained in a single readout. An extrapolating track-following algorithm will trace the estimated path of each proton, starting from the clusters in the distal layers of the detector [50]. A track is considered correctly reconstructed when it contains both the endpoints of the true track. Using a track scoring and track splitting model described in previous publications [36, 51], between 75 and 95% of the tracks can be correctly reconstructed, depending on object thickness, multiplicity and pencil beam size. The remaining are predominantly pairwise confused close tracks, mainly in the Gaussian core of the pencil beam, due to multiple and high angle scattering. Their effect on the reconstructed images has not been quantified but is expected to be minor due to the 3σ filters applied during image reconstruction. The dE/dz curve of each track can be then calculated from the sizes of the clusters along the track and a Bragg‐Kleeman depth dose curve will be used for precise range fitting, for rejection of nuclear events, and for particle identification in the case of ion imaging, leading to a sub-millimeter systematic range resolution for object sizes ranging between 0 and 300 mm WEPL [36].
Expected Digital Tracking Calorimeter Performances: Experimental and Simulated Investigations
Experimental Setups
The ALPIDE chips were tested by the Bergen pCT collaboration to evaluate the response to different sources of radiation. Using an 241Am source the cluster evolution within the epitaxial layer could be studied. A cluster is defined as the collection of neighboring pixels that fires within the same time frame. When a particle traverses the epitaxial layer of the ALPIDE it deposits charge, which can be collected by the individual collection diodes of the pixels. A pixel records a hit and stores it in one of the three in-pixel memory banks, if the signal from the analog front-end surpasses the threshold limit. The evolution of a cluster could be observed by using a sufficiently fast data frame rate.
To identify clusters in the readout frames, an algorithm was used that isolates one frame and loops through the pixel matrix (1,024 × 512) until it finds a hit. It then proceeds to find the nearest neighbor. If this is adjacent to the selected pixel the cluster size increases. If the nearest neighbor is not adjacent or there are no more hits in the selected frame, the cluster size is stored, and the size of the next cluster is calculated.
The cluster size distribution of low and high occupancy environments was studied to verify that the charge collection process in the analog front-end of the ALPIDE is independent of occupancy. Ideally, a low occupancy run consists in setting a particle rate low enough to have single clusters per frame, compared to high occupancy when many clusters in the same frame are collected. This is not always possible with a real beam at medical facilities, so the low occupancy was studied with a particle rate as low as possible (15 kHz) and the high occupancy with a 10 times higher rate (145 kHz).
The experimental data presented in this work were acquired at the Heidelberg Ion Therapy (HIT) facility, Heidelberg, Germany in two different experiments in July and December 2018. Proton, helium, and carbon ions were used to irradiate the ALPIDE chips. For the experiment of July 2018, a telescope detector composed of three different ALPIDEs was assembled and installed at the HIT facility. For the helium beam five different energies were tested: 220.5, 200.38, 150.11, 100.19, and 50.57 MeV/u, corresponding to a FWHM at the isocenter of 10.1, 10.2, 11.1, 12.9, and 20.6 mm, respectively. For the proton beam three energies were tested: 221.06, 200.11, and 48.12 MeV, corresponding to 12.6, 12.8, and 32.7 mm FWHM at the isocenter, respectively. The extraction time for the beam was 12 s. The data frame rate was set at 100 kHz, with a frame duration of 9.750 µs. The intensity of the beam was approximately 100 kHz. For the experiment of December 2018, in addition to proton and helium ions, also carbon ion beams were used for irradiation. The ALPIDE chips were glued to a flex cable similar to the one that will be used for the final prototype. The energies used were 48.12 MeV for protons, 50.50 MeV/u for helium, and 88.83 MeV/u for carbon. Additionally, plastic degraders [made of polymethyl methacrylate (PMMA)] were used in order to have different sections of the Bragg curve (from plateau to peak) on the ALPIDE chip, so that the different response of the chips could be studied. The beam intensity and extraction time were the same as for the July experiment. The back bias was set to 0 V for both the experiments.
Simulated Imaging with the Digital Tracking Calorimeter
Simulation Setup
The MC framework GATE version 8.2 [52, 53] with Geant4 version 10.5.1 [54, 55] was used to build an accurate representation (described below) of the DTC sandwich structure in terms of slabs that account for the full material budget of the DTC. This model was used to simulate and reconstruct proton radiographs (pRad) and full pCT scans with different phantoms, as explained below. The physics builder list QBBC_EMZ was activated for the simulations, as recommended by the GATE Radiation Therapy and Dosimetry working group. The simulation world was filled with air with default step limits and production cuts. The step length inside the DTC was limited by the small slab thicknesses and production thresholds for γ, e± and protons were set to approximately half the slab thickness in the respective geometries inside the DTC. The mean ionization potential of water was set to 78 eV. The beam characteristics at the beam window position placed 500 mm before the isocenter are reproduced from Table 1 in the work by Sølie et al. [37]. A total of 5,000 protons per beam spot was kept consistent across all simulations to ensure sufficient statistics and approximate the expected protons intensity of 107 protons per second in a realistic scenario.
TABLE 1 | Expected FPGA and ALPIDE health and lifetime from being exposed in both pCT and proton therapy.
[image: Table 1]Modeling of the Digital Tracking Calorimeter
The MC implemented DTC is a model of the system described in the previous sections. The MC model used in this work had exactly the same materials and material budget as the planned detector, except that all the detector components were approximated as slabs with different thicknesses to eliminate the intended overlapping structures and subsequent calibration. These components included support plates functioning as carriers and energy absorbers (carbon-epoxy sheets for the trackers, aluminum for the calorimeter), epoxy glue, ALPIDE and accompanying flex cables. The flex cables were simulated as three Al/polyimide foiled dielectric components (chip-cable, top, and bottom) and a Kapton spacer. No casings or structural supports surrounding the outside of the detector were included in the simulations since these have no impact on the proton interactions, tracking, and final energy reconstruction. The simulation reproduced the same structures of 43 ALPIDE/carrier sandwich layers described above. The layers in the calorimeter were simulated as the assembly of 3.5 mm thick aluminum plates spaced 2 mm apart, two slabs of silicon representing the ALPIDE, flex cables, and glue. This structure was repeated a total of 41 times, amounting to a length of 225.5 mm. As for the real DTC, the rear trackers differ from the calorimeter layers for the carriers made of carbon-epoxy sheets instead of aluminum, and a thinner ALPIDE chip. The total volume of the simulated DTC was 270.0 mm ×165.0 mm × 225.5 mm. In Figure 9 a representation of the MC modeled detector with details of the slab thicknesses and materials is shown.
[image: Figure 9]FIGURE 9 | Detector geometry consisting of slabs approximating the final material budget of the digital tracking calorimeter as implemented in the GATE simulation.
The distance between the first plane of the tracker pair to the phantom edge was set to 150 mm and the distance between tracking planes in each set was 50 mm based on the results from Bopp et al. [43] and Krah et al. [56].
Simulated Proton Radiographs and Proton CT
To give an estimate of the performance of the final DTC prototype, reconstructed images from GATE simulations are presented. The simulation considers a detailed model of the final tracking layers of the DTC as described in the previous section. The accuracy and precision of the reconstructed WEPL information achieved with the DTC was modeled following the detailed investigation on the systematic and stochastic uncertainty presented in the work of Pettersen et al. [36], repeating the analysis for the final 3.5 mm aluminum absorbers chosen for the DTC. The modeling was performed as a two-step process. First, the residual energy of the protons was determined from an ideal energy scorer placed right before the first tracking layer and converted to WEPL by integrating the inverse stopping power in water from initial to residual energy. The necessary stopping power table was obtained from the Geant4 code underlying the GATE simulations directly, by calculating the stopping power in water at steps of 0.01 MeV using the GetTotalDEDX function of the G4EmCalculator class. Second, to model the detector response in simulations, for each proton, the WEPL obtained from the MC simulation, calculated from the difference between the initial and outgoing energy, is shifted by the systematic uncertainty inherent to the detector response. Then, this WEPL is blurred-out by sampling from a Gaussian distribution with standard deviation given by the range straggling in the detector. These detector responses are characterized by the work done by Pettersen et al. [36] and applied to the MC model of the detector presented above. This is henceforth called the modeled setup.
For the sake of comparison, an ideal pCT system (no material budget in the trackers and exact energy measurement of incoming and outgoing energy) was simulated to be compared to the modeled DTC. A realistic proton therapy beam line was modeled utilizing the GATE pencil beam scanning [57]. The pencil beam lateral FWHM was set to 7 mm, with an angular divergence of 2.5 mrad and emittance of 3.0 mrad mm. An equal number of particles was used in each pencil beam spot, and the lateral distance between spots was set to 7 mm. The distance between source and isocenter was 500 mm.
Simulated Phantoms
Two different phantom geometries were implemented as described below.
• To assess the achievable RSP accuracy of the system the Catphan® (The Phantom Laboratory, Salem, NY, United States) CTP404 module (henceforth called CTP404 phantom) was used. The phantom is made of an epoxy cylinder of 40 mm height, and 150 mm diameter, and contains eight cylindrical cavities of 12.2 mm diameter, six of which are filled with different plastic inserts, and 2 with air. For material and compositions please refer to Table I in Piersimoni et al. [30]. RSP values for each material were calculated from MC simulations and are: 1.363 (Delrin), 1.179 (PMMA), 1.048 (Polystyrene), 1.003 (LDPE), 0.886 (PMP), 1.833 (Teflon), and 1.143 (Epoxy).
• For a clinically relevant case, a digitized pediatric head phantom based on the CIRS model HN715 (Norfolk, VA, United States) was simulated. The head is a high resolution (0.1875 mm × 0.1875 mm × 1.25 mm) voxelized geometry implemented by Giacometti et al. [18]. The phantom comprises different human tissue materials ranging from brain to tooth enamel. A detailed tissue composition can be found in Sølie et al. [37].
The phantoms were placed such that their rotational center coincided with the isocenter of the pencil beam scanning system. The distance between the phantom edge and the first tracking layer of the DTC was 150 mm.
Image Acquisition
Full pCT scans of both phantoms were acquired in a step-and-shoot technique from 360 projections separated by 1° angular steps. This reflects the future application of the prototype, as the necessity to rely on a scanned beam for list-mode particle imaging (tracking each single particle crossing the object) without front trackers makes a continuous scan acquisition infeasible. Each projection contained 3.5 × 106 protons at initial energy of 230 MeV. A total of 1.3 × 108 protons entered the reconstruction volume of the CTP404 phantom module, and 7.9 × 108 protons entered the reconstruction volume of the head phantom. In addition, a proton radiograph was acquired of the head phantom, for which 107 primary protons at 230 MeV initial energy were used.
Image Reconstruction
Before image reconstruction a 2.5σ-filter on the proton angles was applied to filter out the large angle scattering not described by the scattering theory underlying the MLP [8]. Similarly, during the reconstruction, a 3σ-filter is applied to the WEPL distribution in order to remove unusually large energy losses and nuclear interactions [24]. Since the modeled WEPL does not consider the additional nuclear interactions that protons may undergo in the DTC, a 3σ-WEPL filter is sufficient to ensure high quality images [58]. For the final prototype, additional data filters will act on the track reconstruction, measured cluster sizes and the Bragg-peak fitting performed [64].
To minimize the error in the proton path estimation associated to the absence of the front tracker, the extended MLP formalism developed by Krah et al. [56] was employed, with some modifications adopted to speed up the reconstruction time, as explained below. This formalism enables MLP estimation in a single-sided setup utilizing the known parameters from the pencil beam scanning system (spot positions, lateral and angular uncertainty, as well as lateral/angular covariance). The necessary beam parameters were obtained at the same distance to the phantom as would be the innermost front tracker plane in a double-sided system.
Radiographic images were produced using the maximum likelihood image reconstruction method developed by Collins-Fekete et al. [59]. For pCT reconstructions the diagonally-relaxed orthogonal row projection iterative reconstruction algorithm with total variation superiorization was used [12]. An analytical Feldkamp-David-Kress CT reconstruction based on rear tracker binning produced the starting point for the iterative algebraic reconstruction. For computational efficiency, only the entrance and exit position/direction of each proton were calculated from the extended MLP formalism, while the extended MLP using a MLP-cubic spline path (CSP) [60] hybrid was approximated. For this hybrid, first the optimized entrance and exit position/direction vectors are calculated from the extended MLP, then these optimized position/direction vectors are used as input to a CSP estimate. The CSP estimate results faster than the MLP as a consequence of fewer floating-point operations to be performed at each depth. Although this approximates the performance of the full extended MLP formalism, it retains the runtime benefit of the CSP algorithm. The slice thickness was set to 1.25 mm for both the phantoms, and 455 × 455 pixels per slice (0.35 mm pixel size) and 240 × 240 pixels per slice (0.75 mm pixel size) were set for the reconstruction of the CTP404 and pediatric head phantom, respectively. The data were divided into 40 optimization blocks per iteration and the algorithm was stopped after eight iterations. The reconstruction parameters were kept the same as in previous studies [18, 19, 30, 31] investigating the same phantoms with different detector designs, such that a direct comparison between different pCT systems is possible. Optimization of the parameter settings for the single-sided design was out of the scope of this work.
Simulated Radiation Damage
To perform a pCT scan, DTC and readout electronics need to be placed directly in the path of the proton beam exiting a patient. In a potential clinical setting, the DTC will also likely be fixed onto a rotating gantry and be present during proton therapy. A relatively large amount of radiation is therefore expected to hit radiation sensitive readout electronics. Inside a proton therapy treatment room where energetic hadrons are present, SEUs are expected to be the main radiation damage effect as the SRAM based FPGAs used in the pRU are particularly prone to experiencing them. SEUs are induced by single particle hits that are energetic enough to cause a change in the data state of a memory cell in the FPGA (a bit flip) and it is one of the main concerns for the pRU [61]. Other damaging effects affecting the potential lifetime of electronics include the total ionizing dose (TID) and non-ionizing energy loss (NIEL). The FLUKA MC code [62, 63] offers explicit scoring of relevant particles, called “hadrons with energy greater than 20 MeV” (HADGT20M) affecting the rate of SEU, and “fluence of Silicon 1 MeV-neutron equivalent” particles scaling with NIEL. The HADGT20M and Silicon 1 MeV-neutron equivalent fluence inside and surrounding the DTC was investigated using FLUKA version 2011-3.0 in combination with Flair version 3.0-10.
A general pCT setting consisting of 230 MeV scanned proton beams passing through a cylindrical water phantom (height 20 cm and radius 8 cm), and a separate proton therapy setting forming a 5 cm wide spread out Bragg peak (proton energies 77–116 MeV) covering a 5 cm × 5 cm × 5 cm target volume in the center of the cylindrical water phantom were tested. In these FLUKA studies, the maximum dose deposited on the ALPIDEs composing the DTC, and in six separate FPGA objects located at increasing lateral distance (10, 50, 100, 200, 300, and 400 cm) away from the DTC was evaluated.
The radiation environment formed by the two relevant particle fluences, and the deposited dose were normalized to an assumed intensity of 107 protons per second for pCT, and 3.11 × 108 protons per second in proton therapy. The proton intensity in proton therapy was based on an average treatment fraction delivering a physical dose of 2 Gy inside the target volume in 100 s.
The FPGA health in terms of number of SEU can be approximated by:
[image: image]
where σSEU is the SEU cross section of the FPGA, ΦHEH is the fluence of >20 MeV hadrons, and NB is the amount of configuration memory [61].
RESULTS
ALPIDE Response
The ALPIDE chips were intensively tested to verify their response to different radiation field as described above. Exposing the ALPIDE chip to an 241Am source, the evolution of the cluster shape could be observed using a 1 MHz data frame period with a frame duration of 750 ns. The signal produced by the 241Am source has a time over threshold 4–6 µs, so for each pulse (every 1 µs), a data frame window matched up with the signal from the analog frontend and the hit was read out. This allowed to have the same cluster in several consequent frames. In Figure 10A an example of a typical cluster registered on a readout frame is reported.
[image: Figure 10]FIGURE 10 | (A) Example of a cluster detected by the ALICE pixel detector (ALPIDE) chip from an 241Am source after 2 μs. Frame period 1 MHz, Frame Duration 750 ns. (B) Proton, helium, and carbon ion cluster distributions at the minimum energies available at HIT. (C) ALPIDE Hit map in a high occupancy environment. (D) Cluster distribution in a single ALPIDE chip in both high (15 kHz) and low (145 kHz) occupancy environments.
In Figure 10B the cluster size distributions for proton, helium, and carbon ion beams at the minimum available energies at HIT (48.12 MeV, 50.57 MeV/u, and 88.83 MeV/u, respectively) are shown. As expected, the cluster size is bigger for higher linear energy transfer (LET) radiation (i.e., carbon). A second peak for small size cluster is visible for ions (more prominent for carbon) which can be attributed to nuclear fragments produced along the beam line or on the metal layer on top of the ALPIDE chip. In Figure 10C a hit-map on the single ALPIDE chip in a high occupancy environment for a 50.57 MeV/u helium beam is reported.
For the low (15 kHz particle rate) and high (145 kHz) occupancy runs, an average of 55.91 and 934.6 pixels firing per frame (corresponding to 0.01 and 0.17% of the total number of pixels in the ALPIDE) was readout by the ALPIDE, respectively. As shown in Figure 10D, the distributions are similar in shape for both high and low occupancy environments, confirming that the ALPIDE response is independent of occupancy.
In Figure 11A a plot of the cluster size as a function of the energy deposited on the epitaxial layer of the ALPIDE is shown. The energy deposited for different energies and particles was evaluated through the MC simulation of the 25 μm thick silicon epitaxial layer of the ALPIDE chip. The experimental data were taken from both the experiments at HIT. The points reported in the plot represent the mean of the Gaussian fit of the cluster distributions and the error bars are given by the standard deviations of such Gaussians. The relation shown in Figure 11A, together with a Bragg‐Kleeman depth dose curve will be used to reconstruct tracks inside the DTC, allowing for precise range fitting, for rejection of nuclear events and for particle identification in the case of ion imaging, as explained above. In Figure 11B the fraction of correctly reconstructed tracks using proton and helium primaries crossing two simulated cubic water phantoms with 5 and 16 cm size is shown. The study was performed on charge diffused MC data. For helium ions, less affected by scattering while crossing the object under study, a higher number of tracks correctly reconstructed was obtained for both phantoms [64]. The track reconstruction process currently requires approximately 1.5 ms per primary track using a single Intel® Xeon® GOLD 6136 CPU @ 3 GHz. Thus, a pRad containing four million primaries could be acquired at ∼0.5 s, with a reconstruction time of 2 min on the 48 available cores. However, the track reconstruction algorithm is suitable for GPU vectorization and this would further reduce the execution time.
[image: Figure 11]FIGURE 11 | (A) A plot of the cluster size as a function of the energy deposition in the epitaxial layer of the ALICE pixel detector (ALPIDE) chip. The energy deposition was evaluated through MC simulation, the cluster sizes are experimental point taken during the two experiments at the HIT facility. (B) Percentage of correctly reconstructed tracks for proton and helium primaries for two simulated water phantoms. The number of primaries per reconstruction cycle is the number of primaries in a Gaussian pencil beam with an FWHM of 7 mm. Two different imaged objects are shown with thickness of 5 and 16 cm.
Reconstructed Images from Simulation
In Figure 12A a pRad of the head phantom in the modeled DTC setup is shown. In Figure 12B a comparison of the distributions of the WEPL errors in pRad reconstruction for the ideal and the modeled setup is shown. The error distribution results wider for the modeled setup than for the ideal setup, 0.745 mm standard deviation of the ideal compared to the modeled 1.045 mm. For the modeled setup, a higher error is observed in the facial structures consisting of high gradient regions.
[image: Figure 12]FIGURE 12 | (A) Reconstruction of a pRad of the head phantom acquired in the modeled setup. (B) Comparison of the distributions of the water equivalent thickness error in pRads of the head phantom for the ideal and modeled setups.
The CTP404 phantom reconstructed with a simulated full pCT scan is shown in Figure 13A using the DTC modeled setup. In Figure 13B a comparison of the average RSP percent errors (calculated as the difference between the reconstructed value and the reference value, divided by the reference value) for each material in the CTP404 phantom (excluding air) for the ideal and the modeled setups is shown. The mean RSP values were measured in a small area (shown in Figure 13A by the small colored circles) in the center of each insert and averaged over 10 reconstructed slices. The error bars represent the relative standard deviation of each RSP distribution. For both the setups the RSP error for each material is below 0.5%. Although in most cases (except for PMMA and Delrin) the RSP error is smaller for the modeled setup than the ideal, the error bars for the modeled setup are sometimes two times as big as the errors, indicating a high level of noise for the modeled setup. The average error for all the materials in the CTP404 phantom is 0.214 and 0.162% for the ideal and the modeled setups, respectively. In Figure 14 different views of the head phantom reconstructed for the modeled setup are shown. The images result clean with no artifacts and all the salient structures in the head (brain, bones, teeth, and air cavities) are well distinguishable. The reconstruction time for these images was 4,383.17 s (about 1.5 h) using an Intel® Xeon® E5-2697 v2 CPU @ 2.70GHz with 48 cores, and an NVIDIA® GeForce GTX 650 GPU.
[image: Figure 13]FIGURE 13 | (A) A The simulated CTP404 phantom reconstructed with a full pCT scan for the modeled setup. (B) Comparison of the percentage relative errors for each insert material in the CTP404 phantom for the ideal and modeled setups.
[image: Figure 14]FIGURE 14 | From top left to bottom left clockwise: Sagittal, coronal, and three axial views of a full pCT reconstruction of the simulated head phantom in the modeled setup.
Radiation Damage
Based on the observed fluence and dose deposited inside FPGA objects and inside the DTC, the expected SEU rate and time until FPGA and ALPIDE reach their respective TID and NIEL limits are collected in Table 1. According to Eq. 1, a single SEU event for the full system every 2,933 s is expected at a distance of 200 cm, considering σSEU equal to 1.89 × 10–15 cm2/bit for the employed FPGAs [65] with a configuration memory of 512 Mbit.
DISCUSSION
The work presented is a report of the design and development of the Bergen pCT scanner. The most distinguishable characteristic of the detector is the high granularity DTC which functions both as tracking system and energy/range detector, allowing a high multiplicity of incoming particle tracks to be reconstructed simultaneously. Starting from the basic ALPIDE chip, the final prototype scanner will have a size (27 cm × 16.6 cm) big enough to image at least a human head in a single DAQ run. To achieve the necessary area, the ALPIDE chips will be bounded side by side in strings of nine mounted in flex cable which will be in turn glued on an aluminum carrier. The system comprises 43 degrader/sensor sandwiches (2 used for the rear trackers, 41 for the calorimeter) forming a single assembly, the DTC. Thanks to the technology employed, the tracker system and the calorimeter will employ the same basic sensor, the ALPIDE chip, allowing a simplification of the readout.
As described in The Digital Tracking Calorimeter Electronics, the electronic system is based on a trigger-less readout architecture and designed to continuously capture data with minimal integration time over a short period of time. With these features, a capture rate of 10 μs with a gap of roughly 250 ns for only few seconds will provide enough data for a single 2D-image. Therefore, a readout sequence will be started from the control room, and a single readout unit will act as a master and initiate the continuous pulse sequence from the other readout units. The dimension of a head radiograph is approximately 18 cm × 18 cm, and about 100 primaries/mm2 after filtering are necessary for the reconstruction. Considering object and detector attenuation, track reconstruction and the whole image generation process, an effective survival rate of at least 40% can be expected for protons. This would mean that ∼6 M primaries for an image are needed and since 100 primaries per readout cycle can be comfortably reconstructed, with a frame time of 10 μs this corresponds to 10 M primary particles/s, that is about half a second per radiograph. For a full pCT scan, assuming 100 primaries/mm3 (according to Johnson et al. [66]) for a head volume of 2.26 × 106 mm3, 560 M histories would be needed. This corresponds to ∼60 s for a full CT acquisition and it means that the system is fast enough to be used in a clinical environment, capable to handle the high-rate medical beams used in treatment centers. The final system will be able to handle a beam frequency comparable to or better than the pCT systems currently available can manage [15], depending on the scanning modality and the beam spot size.
To allow future system upgrades, the electronics, integrated with the mechanical design, was designed with scalability in mind. Each layer of the detector requires identical units of electronics. Adding more layers to the detector will only require duplication of existing hardware and firmware. For this reason, all communication to the control room is done via Ethernet protocols, allowing simple connections of switches to add more layers. The optimized choice of chip cables and string FPCs for the system will allow a good handling of jitter and noise on the high-speed links. Regarding the readout software, a few host machines will be enough to run the applications needed to unpack and sort ALPIDE chip data and serve the full data readout. The applications can be controlled by a SCADA, a decision about the concrete Run Control system will be taken based on the experience with the prototype system. Upcoming DAQ systems, like ALICE O2, are being developed with distributed workflows in mind and can process the extreme high bandwidths requirements of upcoming LHC experiments. The same system could be also beneficial to improve the speed of data handling during a pCT scan.
Based on the TID and NIEL radiation hardness of the ALPIDE (Table 1) the DTC will not reach its TID limit until after 289 Ms (9.2 years) and NIEL limit after 194 Ms (6.2 years) of constant exposure to radiation from pCT. The full system with all the FPGA components at a lateral distance of 200 cm from the DTC is expected to experience a single SEU only every 2,933 s. The DTC is therefore expected to be sufficiently radiation tolerant to survive and stay healthy in the radiation environment inside a treatment room for several years without losing operational efficiency.
The preliminary experiments conducted on the single ALPIDE chip have shown the capability of the ALPIDE to handle high rate beam spills. As shown in Figure 10D, the chip will respond equally in both a high or low occupancy environments, giving the same averaged cluster size for particles with the same initial energy. The ALPIDE sensor response was therefore proved to be independent of occupancy. The ALPIDE was also successfully tested for higher LET beams (helium and carbon ions) showing a clear difference in response for different charged particles, even when the initial energy per nucleon was similar (Figure 10B). The bias voltage was set to 0 V for the experiments reported in this work. However, the use of non-zero bias could reduce the size of the clusters, enhancing the resolution of the hit position measurements. For this reason, the ALPIDE chips composing the tracker layers will be operated in bias mode. With the data collected at the HIT facility for different ion species at various energies spread all over the energy range available, it was possible to extrapolate a curve of the dependency of the cluster size on the energy deposited on the ALPIDE epitaxial layer. Thanks to the tracking algorithm and the different cluster size distributions generated from each different ion species the DTC will function as a continuous tracking device able to collect a topology of different interactions, such as hadronic processes or Coulomb scattering, which will present very different trajectory path and cluster distributions all over the 43 layers of the DTC. This will allow, prior to the reconstruction process, to discriminate different particles at different energies, meaning that it will possible to distinguish a primary (useful for the reconstruction) from a secondary (to be discarded). First investigations about distinguishing secondary particles from primary helium ions in the DTC can be found in Pettersen et al. [64].
For the modeled MC simulation, pRad, and pCT reconstructions showed encouraging results for WEPL and RSP accuracy. The modeled setup gave results comparable to the ideal setup for both pRad and pCT, reflecting the expected performances of the DTC. The mean RSP error for the reconstructed material in the CTP404 phantom was better than 0.2% for the modeled setup.
However, the mean accuracy was better than that for the ideal system. The reason could depend on the sampling from a Gaussian distribution of the WEPL blurring, which provides more flexibility to the optimization in the modeled setup rather than the ideal one. Nevertheless, the mean RSP accuracy per insert for modeled and ideal setup agree with each other within their uncertainty. In addition, there is a large variance in the per-voxel RSP accuracy (represented by the large error bars in Figure 13B) present for the modeled case, as expected from the increased WEPL noise.
The pCT of the head phantom yielded clear artifact-free images, enabling the distinction of different anatomical features. However, it has to be noted that the modeled setup here presents somewhat of an ideal case scenario for the DTC performance: the accuracy of the track reconstruction in the DTC is subject to the impinging particle fluence. An increased particle fluence leads to an increased confusion of tracks, which for heterogeneous objects may influence the systematic and stochastic WEPL uncertainty. Future efforts will optimize the number of correctly reconstructed tracks in the DTC, potentially utilizing machine learning methods. Nevertheless, the overall performance of the DTC can be expected to fulfill the goal of achieving an RSP accuracy of better than 1%. The spatial resolution achievable with a single sided pCT setup was not object of the present work, but it was investigated in a previous publication [37]. A reduced performance was observed compared to that of an imaging system comprising also front tracking detectors, as expected. However, the obtained spatial resolution might be sufficient for treatment planning, where usually relatively large voxel sizes are used (typically 1 mm × 1 mm × 2 mm) so that the low sampling frequency provided by these voxels relaxes the requirement on spatial resolution. Krah et al. [56] have calculated a value of 0.3 line-pair/mm as lower limit spatial resolution needed for treatment planning. The demand on spatial resolution is therefore not very strict. A full comparison in terms of spatial resolution, noise and RSP accuracy of the DTC pCT image reconstructions to the performance of other existing pCT prototype systems will be the subject of further investigations.
At the time of writing, the device is under construction, the ALPIDE mass production has started and the first ALPIDE strings are being bonded and will be ready to be tested soon. After the testing the assembly phase will follow and the first full setup will be ready to be installed in medical facilities, presumably in 2 years. Once ready, thanks to its ability to detect and distinguish different types of radiation and its specific design, the pCT scanner can be employed not solely for proton imaging but also for additional online applications during the treatment allowing motion tracking during respiration, complementing other X-ray or surfaced based methods [67]. Given the lack of the front tracker, the detector could be positioned downstream of the patient during the treatment with a carbon-helium mixed beam, where carbon ions would be used for treatment and helium ions would be used for verification [67]. Furthermore, placing the detector beside the treated patient at an opportune angle, secondary radiation (e.g., charged nuclear fragments, neutron) originating from the Bragg peak area could be tracked for in situ range verification.
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This simulation study proposes a chemical mechanism to define a surrogate to the tumor control during micro- and mini-beam radiation therapy (MBRT). The main focus is proton-MBRT (pMBRT) and the methods developed are applied also to photon-MBRT (MRT). In both cases, the classical interpretation of physical dose cannot be used to explain the observed biological effect and a change of paradigm may be required. MBRT was reported to provide tumor control with reduced side effects when compared to standard dose delivery. The underlying mechanisms leading to a differential response of the normal tissue and the tumor are still unknown. In this work, we propose a chemical mechanism to describe the efficacy of MBRT. The model was developed starting from the observation that pMBRT led to long term survival without significant side effects of rats implanted with a high-grade glioma. We distribution of a generic radiation-induced molecule or radical could be a surrogate to describe the biological effect. The specific mechanisms leading to cell damage were outside the scope of this work. The molecules and radicals were selected according to a set of properties: (i) they should be stable to allow diffusion achieving coverage of the dose-valleys, (ii) they should reach a steady state in production versus removal, (iii) they should be a product of water radiolysis, and (iv) they should have oxidizing capacity. A convolution model was developed to assess the property (i) keeping the analysis as general as possible. The tumor coverage was defined widening the interpretation of the ICRU-62 recommendations. The properties (ii) and (iii) were investigated with the TRAX-CHEM software. The property (iv) was used to exclude not relevant chemical species. The results show that hydrogen peroxide fulfills all the requirements. Moreover, the modeling of its temporal and spatial distributions demonstrate that a uniform coverage of the target by this reactive oxygen specie (ROS) can be achieved during the beam-on time. The model was compared and proven to be compatible with three independent photon micro-beam and proton mini-beam animal experiments. We conclude that hydrogen peroxide is a good candidate to describe the mini-beam and micro-beam efficacy. Further experiments are proposed to experimentally benchmark the model and to correlate the hydrogen peroxide concentration to the tumor control probability.

Keywords: mini-beam, micro-beam, TRAX, MBRT, proton therapy, proton mini-beam, hydrogen peroxide, spatially fractionated radiation therapy


1. INTRODUCTION

Technological developments play an important role in the improvement of cancer therapy. Radiation-therapy is, in particular, a rapidly evolving field and it is used as a form of treatment for as many as half of the cancer patients [1]. The refinement of the treatment techniques improved patient care and led to an increase in the survival rate. Long term survivors are the ones who potentially benefit the most from the developments aiming to reduce the side effects of radiation-therapy. The most commonly chosen approach to affect the lesions without inducing side effects is improving the conformality of the dose delivery. A prominent example is the increasing usage of advanced photon delivery techniques such as volumetric modulated arc therapy [2]. Further reduction to the dose delivered to normal tissue may be obtained with beams of charged particles. While electron beams can be employed for superficial tumors, high energy proton, and ion beams allow to escalate the dose to deep located target volumes while reducing the burden to the normal tissue due to their physical and biological characteristics [3]. Further improvements will be investigated at the new generation facilities [4]. In general, the approaches adopted in clinical practice aim to achieve tumor control by delivering a uniform dose to the target volume. In pre-clinical studies several other options have been investigated, which not always base their rationale on uniform dose distributions and conformality. A prominent case is the micro- and mini-beam radiation therapy (MBRT), where a spatial pattern of high-dose beamlets alternates with low-dose valleys. This has been investigated in animal experiments with photon beams (MRT) at synchrotron facilities [5] and recently at dedicated light sources [6]. Also recently, proton beams were deployed as well (pMBRT) [7]. The investigation of MBRT requires a change of paradigm. The reduction of the side effects to the organs at risk are not achieved by reducing their integral dose, but thanks to a differential response of normal and tumor tissue to the radiation delivered with a well-defined spatial fractionation. Two recent studies investigated the tumor response to MRT for mice implanted with squamous carcinoma [6] and to pMBRT for rats implanted with high-grade glioma [8]. In the former, the tumor growth delay was compared between a tumor-bearing control group, mice treated with broad-beam and with micro-beams. Two different dose levels were investigated. In the latter, a long term follow-up was performed to monitor the side effects and tumor response for normal and tumor-bearing animals. The rats were either part of the control group or were treated with mini-beams at one dose level. The animal experiments reported that pMBRT preserved the tumor control. The interpretation of such result is the aim of the current study. Moreover, a previous MRT study performed at a synchrotron facility was also taken into account [9]. In this case, Regnard et al. found that the probability to ablate the implanted intracerebral 9L gliosarcoma increased by a factor more than 7 when decreasing the spacing of micro-beams from 200 to 100 μm. Differences in normal tissue toxicity were also observed, but will not be further investigated in the current study, which will focus on the MBRT efficacy in tumor tissue. All the previous studies included histological analysis.

MBRT has been investigated at two different spatial scales. In both cases, the setup utilizes arrays of parallel thin radiation planes separated by short distances. In first approximation, along the transverse profile, the radiation can be modeled by a series of equidistant rectangular peaks separated by valleys without direct delivery of the beam. We aimed to keep the study as simple as possible in order to avoid biases in the results due to the choice of free parameters. The profiles can be characterized by their center-to-center distance c-t-c, i.e., the spacing between the areas with direct radiation, and the full width half maximum of the radiation peaks FWHM. In the case of mini-beams, the c-t-c can be as wide as few millimeters and the FWHM up to the millimeter scale [8]. To achieve such beam profiles, dedicated mechanical collimators are typically designed [10]. The presence of a collimator leads on one hand to a reduction of the dose rate with respect to a broad beam irradiation and on the other hand to scattering of the primary radiation. The former is taken into account in the current study by analyzing the total irradiation time, which if long enough may allow the propagation of radiolysis products in the valleys. The latter leads to the presence of a non-zero dose in the valleys, which is then characterized by the peak to valley dose ratio PVDR. High values are achievable with novel techniques such as magnetic focusing for ion beams [11]. The physical dose delivered in the valleys is therefore small compared to the average dose delivered in the tumor, which leads to a significant part of the tumor volume to be under-dosed. Nonetheless, several animal experiments report delayed tumor growth [6], improved survival fraction [12], and tumor control with cases of tumor eradication [8]. Such effects cannot be explained by the low physical dose delivered to the valleys. Alternative interpretations including cell-signaling cascades have been proposed for the normal tissue sparing [13]. Recently, the correlation between tissue damage and the level of reactive oxygen species (ROS) has been proposed [14]. The related radiolysis products can be nowadays accurately modeled by dedicated simulation codes, such as TRAX-CHEM [15]. This work aims to fill the gap in the interpretation of the tumor control observed in MBRT, combining the previously mentioned results to investigate a chemical mechanism for mini-beam and micro-beam efficacy.

This study consists in three subsequent phases. First, we investigate the spatial distributions of the physical dose and the radiolysis products during MBRT. Then, we analyze and model the spatial and temporal evolution of the molecules and radicals produced by the radiation beam. Finally, the model is used to interpret previous MBRT animal experiments.



2. MATERIALS AND METHODS

The spatial distribution of ROS was investigated to develop a model interpreting the MBRT efficacy. The current work was based on simulations and it provides a more in-depth analysis of previously published MBRT animal studies. No animal experiments were conducted within the current study. The model was developed starting from the observation that pMBRT led to long term survival without significant side effects of rats implanted with a high-grade glioma [8]. It was then applied to MRT used to irradiate mice with squamous carcinoma [6] and rats with intracerebral 9L gliosarcoma [9]. We selected the three previously cited studies since they provided all the parameters required to compare the simulations to the experimental data. Namely, the complete dosimetric description of the irradiation, the total irradiation time, and the observation of a biological effect. We investigated whether the distribution of a radiation-induced molecule or a radical could be a surrogate to describe the biological effect. The specific mechanisms leading to cell damage were outside the scope of this work. Four properties were defined, to restrict the investigation solely to relevant radiation-induced molecules or radicals. The conditions were:

(i) it should be stable to allow diffusion during beam-on, achieving coverage of the dose-valleys

(ii) it should reach a steady state in production versus removal within few microseconds of beam-on

(iii) it should be a product of water radiolysis

(iv) it should have oxidizing capacity to allow damage of proteins, lipids and DNA.

The choice of the conditions was motivated by the following properties. (i) The relevant distance of diffusion is the one that the molecules and radicals can reach during beam-on. In absence of radiation, the reactive chemical species are rapidly removed by antioxidants [16]. (ii) The steady state is required since the time scale of the biological effects is much longer compared to the one of the physics phenomena that trigger the process. Fast processes that do not reach the steady state, while contributing indirectly to the steady state of other processes, are not expected to be directly correlated to a biological effect. The radiation-induced molecules or radicals that reach the steady state are chosen as a potential surrogate for the biological effect. (iii) The surrogate for the biological effect of MBRT should be directly or indirectly generated by ionizing radiation. Therefore, other processes leading to water dissociation were excluded. (iv) The reactivity of the molecule or radical is required in order to induce a chemical or biological effect.

The study was divided in three subsequent phases. First, the property (i) was assessed keeping the analysis as general as possible. We investigated the diffusion of molecules and radicals from their production in the peaks to the valleys. No constraints were imposed at this stage. The details are presented in section 2.1. The second phase investigated the properties (ii) and (iii) with the software TRAX-CHEM [17]. The simulations were based on the properties of the proton mini-beams reported by [8]. The spatial distributions of twelve different molecules and radicals were tracked over several orders of magnitude of their time evolution. The details are provided in section 2.2. Finally, in the third phase, we compared the characteristic diffusion times of the molecules and radicals with the irradiation times adopted in the previous mini-beam [8] and micro-beam [6] animal studies. The methodology of the comparison is presented in section 2.3.


2.1. Generalization of the Dose Coverage Concept
 
2.1.1. From Physical Dose to gRM Concentration

This study investigates the secondary water products produced by radiation, known as radiolysis. We define gRM as the generic Radical or Molecule produced during radiolysis, and that diffuses through the cells after being produced. The international recommendation of ICRU established that the dose values in the PTV should be confined within 95 to 107% of the prescribed dose [18]. This classical concept of physical dose coverage of the target volume is not respected in MBRT, due to the presence of low-dose valleys (Figure 1). We hypothesize that a coverage within 95 and 107% is not provided directly by the physical dose, but by a secondary product of the interaction between ionizing radiation and water target. As a matter of fact, the values assumed by the physical dose will not enter directly our model, which will focus on the distribution of the secondary products. The gRM is created at the interaction point between the ionizing radiation and the target and it can be any of the radicals and molecules listed in Table 1. Its concentration at the moment of creation is assumed to be directly proportional to the physical dose. Starting from a point-like physical dose distribution and assuming the condition (i) to be respected, at a given time point, the gRM will have a given spatial distribution. Keeping the analysis as general as possible, we model such distribution with a Gaussian function. In a one dimensional representation, the gRM distribution is parameterized by its amplitude Ak, standard deviation σk and mean μk. While μk = 0 for the symmetry properties of the problem, the other parameters evolve in time according to the specific properties of each radical or molecule: Ak: = Ak(t) and σk: = σk(t). Given a physical dose distribution D(x), the relative concentration of gRM can be calculated with a convolution:

[image: image]

where k is a normalization factor. In other words, the distribution D(x) is converted into ρgRM(x) through a kernel of width σk. Likewise, the prescribed physical dose can be converted into a mean concentration of gRM. It is promptly seen that for a classical uniform D(x) respecting the ICRU recommendation, also ρgRM(x) is within the 95 to 107% limits. On the other hand, for MBRT, such condition is not respected by D(x) but it may be respected by ρgRM(x) depending on the value assumed by σk.


[image: Figure 1]
FIGURE 1. One dimensional representation of the conversion from the physical dose deposited by pMBRT to the spatial distribution of a generic molecule or radical (gRM). Two scenario are compared: (left) Gaussian shaped and (right) rectangular shaped mini-beams. In both cases, the following parameters were adopted: c-t-c = 3200 μm, FWHM = 1100 μm, PVDR = 6.25, and σk = 1250 μm. The data matches the values in [8], which reported the dosimetric data at a depth of 1 cm.



Table 1. Breakdown of the molecules, radicals, and ions followed in the TRAX-CHEM simulations.

[image: Table 1]



2.1.2. Calculation of σk in Previous pMBRT Studies

Prezado et al. reported that the pMBRT used in their experiments were characterized by a width of 1.1mm at 1cm depth, PVDR of approximately 6.25 and c-t-c = 3.2mm [8]. We calculated the value of σk required for ρgRM(x) to be within the 95 to 107% limits for this experiment. The physical dose distribution was reproduced with a series of identical Gaussian functions. A more direct approach adopting rectangular functions was also investigated (Figure 1). The Equation (1) was applied to the physical dose distribution and the uniformity of gRM was recorded at varying σk. The smallest σk producing a ρgRM(x) distribution respecting the ICRU recommendation was recorded as [image: image]. We compared the [image: image] values obtained with Gaussian-shaped and rectangular-shaped mini-beams. An exemplary conversion of D(x) into ρgRM(x) for the two cases is presented in Figure 1. The same approach was then applied to MRT experiments. The value of [image: image] was calculated for the micro-beam experiment reported by [6]. Here, the dosimetric parameters were: width = 50 μm and c-t-c = 350 μm. The PVDR was not explicitly reported, but the authors say that it was much higher than 48. We adopted PVDR = 50 in our simulations. It should be noted that higher values would have negligible influence on the results of the gRM distribution, as its value at high PVDR is dominated by the peak dose. Finally, we calculated [image: image] for the two irradiation conditions reported by [9]. In the first case, a c-t-c = 200 μm was used and the PVDR was 42.3 at 5 mm. In the second one, a c-t-c = 100 μm was used and the PVDR was 14.2 at 5 mm. All the experiments were performed with beams of width = 25 μm generated with a dedicated collimator at the European Synchrotron Radiation Facility (ESRF) [19]. We will reference the experiments with the same nomenclature used by Regnard et al., i.e., series 200*1 for the first and series 100RL for the second




2.2. Simulation of the Radiolysis Products
 
2.2.1. The TRAX-CHEM Software

The evolution of proton tracks in water through the physical, pre-chemical, and chemical stage was simulated using the TRAX [20] code and its recent extension TRAX-CHEM [17]. Implementation of track chemistry in water [17], the addition of dissolved oxygen [21], and the respective reaction channels have been previously described in detail. In brief, physical particle interactions are simulated with an event-by-event Monte Carlo approach. Ionization and electronic excitation events lead to molecular dissociations whose coordinates and ionization or excitation state are passed over to the prechemical stage together with thermalized secondary electrons. There, molecular dissociation and thermalization of the fragments are simulated and conclude after ~1ps. These radiolytic species are then tracked as they diffuse and react with each other according to well-known rate constants, and the products of reactions amongst themselves or with water or dissolved molecular oxygen are continuously included into the pool of active chemical species, whereas the consumed reactants are removed. The type of radical and coordinates of all active species are recorded at specified intermediate time points. The spatial dissolution of the track structure into a microscopically homogeneous distribution is normally reached at ~1μs together with chemical equilibrium. Photon beams were not simulated in the current study. We defined the temporal evolution of the distribution of the molecules based on proton simulations only. This is justified by the fact that the primary radical yields as well as the diffusion process of the molecular species in water are insensitive to radiation quality at low linear energy transfer.



2.2.2. Temporal Evolution of Ak and σk

For radiolysis simulation with TRAX-CHEM, conditions were set as follows. The source was an infinitesimally thin proton beam of kinetic energy Ek = 92MeV, i.e., equivalent to the mean energy at 1cm depth in water of the beams used in the experiments reported by [8]. It was placed immediately in front of the target volume where interactions can take place. The target was a water cylinder of 3 μm height and 10 μm radius with an oxygenation value of 6%, resembling physiological conditions at body temperature. Secondary particles (electrons) were followed explicitly through all interaction events until 7 eV, i.e., below the threshold for electronic excitations. At that point, the residual kinetic energy was converted into one final displacement in a random direction according to [22]. We tracked over time the distribution of twelve radiolysis products in order to identify a potential gRM fulfilling the requirement (ii). Table 1 summarizes the molecules and radicals tracked. The simulations were sampled at multiple time points from 10−12 to 10−5s. An example of the production and diffusion of OH•, H2O2, and other species is reported in Figure 2. We first analyzed the temporal evolution of Ak(t) for all the molecules and radicals and then σk(t) for the ones respecting the condition (ii).


[image: Figure 2]
FIGURE 2. Two dimensional representation of the temporal diffusion of molecules and radicals simulated with the software TRAX-CHEM. The events displayed are produced by a proton beam with kinetic energy Ek = 92MeV in water.


The total number of molecules or radicals for each of the species listed in Table 1 was recorded at multiple time points. In this analysis, the number of events was integrated over the whole target. The species were separated in two categories, depending on their behavior at the latest simulation time point. In the first category, we included the species that did not reach a steady state and were still increasing or decreasing in their total amount. In the second category, we included only the species that reached the steady state, i.e., ∂Ak/∂t≃0. The first were excluded from further analysis as the condition (ii) was not respected.

We analyzed the radial positions of the species in the second category. This was done taking into account the absolute distance from the beam axis and collecting the data in histograms. The chosen landmark of the distribution was P68, i.e., the 68th percentile. Its value evolved with time. We defined σk(t): = P68(t) and their values were collected at the previously defined time points of the simulation. The temporal evolution of σk(t) was fitted with a power law for t>t1, where t1 was the first time point of the simulation where Ak(t) reached a steady-state. The functional form was chosen in accordance to the data presented in section 3.2. The parameterization was [image: image]. We fixed the parameter t0 = 1s, which defines the unit for the time.




2.3. Tumor Coverage by gRM in Previous MBRT Animal Experiments

Keeping the analysis as general as possible, we assume that a given gRM fulfills the conditions (i)–(iv) and that it can be identified by the methods presented in sections 2.1, 2.2. For such gRM, it can be defined a characteristic time [image: image] at which also the generalized definition of tumor coverage by ICRU is fulfilled. This can be promptly calculated by inverting the parameterization, i.e.,

[image: image]

This characteristic time can be correlated with the beam-on in the animal experiments, being the latter the only significant time scale for the radiochemical processes. We postulate that (2) corresponds to the minimum beam-on time required for a MBRT irradiation to achieve tumor coverage by gRM. This assumption is justified by the phenomena happening at longer and shorter time scales. For beam-on times longer than [image: image], the steady state of gRM has already been reached and therefore the postulate applies. For beam-on times shorter than [image: image], the steady state of gRM may not always be reached through simple diffusion at a later time point. Metabolic processes remove molecules and radicals from the target and therefore modify the gRM distribution. Therefore, we directly compared the time scale of [image: image] with the beam-on time. Given texp, the beam-on time in a MBRT experiment, the gRM can be a potential surrogate to describe the biological effect if the condition [image: image] is met. Therefore, we analyzed previous MBRT animal experiments where tumor control was reported and we compared their texp with our calculation of [image: image] and [image: image].

The pMBRT experiment by Prezado et al. was conducted with collimated proton beams [8]. They reported that the irradiation was performed with a dose rate of Ḋ = 2Gy·min−1 at 1cm depth. This depth was also the reference point used to report the mini-beam width. The peak dose was D = 70Gy, which converts into an irradiation time of [image: image]. This value was used for our analysis.

The MRT experiment by Dombrowsky et al. was conducted with photon beams at the Munich compact light source (MuCLS) [6]. The authors reported explicitly the irradiation time, which varied depending on the experimental setup. The integral dose rate for MRT was up to 0.6Gy·min−1. Fluctuations of the instantaneous values of Ḋ lead to total irradiation times of (5.6±0.8)min for the delivery of D = 3Gy. For the purpose of our model, the shortest irradiation time showing a biological effect is the relevant one. Therefore, we calculated the minimum texp that could be achieved with Ḋ = 0.6Gy·min−1, i.e., texp = 300s. This value was used for our analysis.

The MRT experiment by Regnard et al. was conducted with synchrotron radiation at the beamline dedicated to biomedical research of the ESRF [19]. Compared to the previously described experiments, MRT at synchrtoron facilities can achieve significantly higher dose rates and therefore shorter irradiation times. The authors reported that the effective beam-on time was adjusted as a function of the ring current. The duration of the irradiation was approximately 1 s, value which we used for our analysis.

It should be noted that the depth at which the MBRT are investigated is a free parameter. The depths were fixed in the previous experimental studies in relation to the tumor location. The model presented in the current study takes in account the dose distribution in the tumor, independently from its depth in the animal. Therefore, the model is applicable at any arbitrary depth, as long as the dose distribution is available.




3. RESULTS


3.1. Calculation of σk in Previous MBRT Studies

The requirement of 95 to 107% coverage was respected as soon as gRM reached a lateral distribution with uniformity >0.95. Figure 3 shows the evolution of the gRM uniformity with respect to the value assumed by σk. A steep increase is observed for approximately 0.5mm < σk <1.5mm. Outside this range, the shape of the gRM distribution is dominated by the c-t-c value (σk <0.5mm) or by the convolution kernel (σk>1.5mm). The [image: image] lies within the previously mentioned range. Therefore, its value depends simultaneously on the distribution of the physical dose and on the diffusion properties of gRM. Deviations smaller than 3% were observed when comparing [image: image] calculated from Gaussian-shaped mini-beams and rectangular-shaped mini-beams. The latter was used in the rest of the study. The values obtained for [image: image] were

[image: image]

The calculation of the values (3) did not assume any a priori information regarding the generation and diffusion properties of the chemical species. We observe that the values required by [image: image] are approximately half the c-t-c distance.


[image: Figure 3]
FIGURE 3. Dependence of the uniformity of the ROS spatial distribution with respect to the value of σk adopted in the convolution of the physical dose distribution. The parameterization of the physical dose distribution is analog to what is presented in Figure 1.




3.2. Temporal Evolution of Ak and σk

The dependency of Ak on the time point of the TRAX-CHEM simulation is presented in Figure 4. The two categories of chemical species are reported in two separate plots. Only a sub-set of the species in the first category is shown for conciseness. The ones excluded from the plots are not relevant for the following steps of the current study. The steady state was reached by the following:

[image: image]

while the remaining species listed in Table 1 did not respect ∂Ak/∂t≃0. All three in (4) respected the condition (iii). Among them, only H2O2 respected the condition (iv), which is a reactive oxygen species (ROS) and can be expected to be associated with cellular damage [14]. Therefore, the further analysis is restricted to hydrogen peroxide. For this ROS, the condition ∂Ak/∂t≃0 is respected. In particular, for t>50ns we observed deviations of Ak(t) smaller than 0.25% from its mean value. Therefore, we set t1 = 50ns.


[image: Figure 4]
FIGURE 4. Temporal evolution of the amount of molecules and radicals produced in the TRAX-CHEM simulations. The abundance of gRM are normalized by the maximum values reached within the time range of the simulations. A sub-set of six among the twelve simulated species are shown. These are further sub-divided in the first (left) and second (right) category depending on the behavior at the latest simulation time point.


The time-dependent histograms representing the spatial distribution of the hydrogen peroxide radicals are shown in Figure 5. The values of P68 are calculated and reported in the plot. At positions close to the beam axis, the number of H2O2 decreases with increasing time due to the diffusion. A minimum is observed in Figure 5 for t = 100ns due to the logarithmic representation of the distance from the beam axis and the ordinate scale. This takes into account the total number of molecules at a given radial distance from the beam axis and does not normalize by the volume over which such molecules are distributed. The same data, plotted with a normalization by the volume is provided in the Supplementary Material of the article. The values P68 were then used to parameterize σk(t).


[image: Figure 5]
FIGURE 5. Instantaneous spatial distributions of the hydrogen peroxide sampled at three time points. The blue histograms show the data extracted from the TRAX-CHEM simulations and the red vertical lines show the position of P68. The counts are normalized to the maximum at every time point.


The evolution of σk(t) and the power law fit for t>t1 are shown in Figure 6. This was parameterized with the variables in SI units. The fit parameters were:

[image: image]

The parameterization (5) was used to extrapolate σk(t) for times greater than the last simulation time point.


[image: Figure 6]
FIGURE 6. Temporal evolution of the lateral displacement from the beam axis of H2O2. The crosses show the data points extracted from the TRAX-CHEM simulations. The red line is the parameterization of the data points for t>t1, where t1 = 50ns according to the temporal evolution of Ak.




3.3. Tumor Coverage by H2O2 in Previous MBRT Animal Experiments

The minimum widths of the Gaussian kernels to ensure coverage of the target by H2O2 were reported in Equation (3). Inserting the values (5) into (2), we obtained the following minimum irradiation times that would ensure the required diffusion of hydrogen peroxide in the previous MBRT animal experiments:

[image: image]

while the experimental irradiation times were

[image: image]

In three out of the four experiments analyzed, it was valid that [image: image]. In such cases, according to the model presented, the H2O2 provided a coverage between 95 and 107% of its mean concentration. As a matter of fact these experiments were associated with high probabilities of tumor ablation or growth delay. For the series 200* in Regnard et al., the uniform coverage of H2O2 was not reached during beam-on, since [image: image]. This should be attributed to the high dose rate achievable at a synchrotron and an increased c-t-c spacing. The group 200* registered 2 ablated tumors in 32 irradiated rats. The series 100RL produced 5 tumor ablations out of 11 rats.

We further investigated the differences between the series 200* and 100RL. The worst case scenario to achieve H2O2 coverage was taken into account, i.e., the maximum PVDR = 71 reported at the skin entrance by [9]. We calculated for varying c-t-c what would be the minimum [image: image] predicted by our model. The result and the comparison with the experimental data is presented in Figure 7. The series 100LR belongs to the region with uniform H2O2 distribution, while the series 200* is attributed to the one where such uniformity is not achieved.


[image: Figure 7]
FIGURE 7. Prediction of the minimum beam-on time required to achieve uniform H2O2 coverage for syncrotron experiments with PVDR = 71 and beam width 25 μm. The prediction is compared with previous experimental data [9].





4. DISCUSSION

This simulation study identified the distribution of hydrogen peroxide as the candidate to interpret the mini-beam and micro-beam efficacy. This molecule is a product of water radiolysis, it is stable and it rapidly reaches the steady state in production versus removal. Moreover, the H2O2 has a strong oxidizing capacity leading to damage of proteins, lipids, and DNA. Such known properties are now combined with the observation that the distribution of hydrogen peroxide had become uniform in previous MBRT animal experiments where tumor control was achieved. The plausibility of our hypothesis that a radical or molecule can be used as surrogate to describe the biological effect induced by MBRT is therefore confirmed and hydrogen peroxide was identified as the chemical candidate. This is further supported by the different tumor ablation probability reported by Regnard et al. between the group 200* and 100LR. In the former, the uniform H2O2 coverage was not reached during beam-on and the fraction of animals with tumor ablation was seven-fold smaller compared to the 100LR series, in which H2O2 diffused uniformly over the target.

The presented model aimed to identify a candidate for the biological efficacy of MBRT in tumors. The investigation of the differential effect between the former and normal tissue was outside the scope of the current study. Nonetheless, the identification of the hydrogen peroxide as the surrogate to mini-beam and micro-beam efficacy can be used as a starting point for such analysis. We discuss two phenomena, one physical and one biological, which act in favor of a differential effect between tumor and normal tissue. The first, related to the physics of MBRT, applies especially to pMBRT. We hypothesized that the tumor control is obtained because a homogeneous distribution of hydrogen peroxide covers the target volume. Such coverage is obtained due to a well-tuned combination of proton mini-beam size and center-to-center spacing, which combined with H2O2 diffusion during beam-on, covers uniformly the tumor. On the other hand, for pMBRT, the PVDR is high at the normal tissue in the entry channel and it degrades with depth until reaching the target [11]. Therefore, while an homogeneous H2O2 distribution is reached at the tumor, this is not always the case for the normal tissue. In such case, dose volume effects may apply also to the hydrogen peroxide distribution and therefore lead to a higher tolerance of pMBRT in the normal tissue. This applies especially to pMBRT experiments tuning the beam energy to deliver the Bragg peak at the tumor location. The second, related to ROS biology, applies also to MRT. Cancer cell have significantly higher intracellular ROS levels relative to normal healthy cells [23]. For this reason we believe that normal cells have a higher tolerance to ROS relative to cancer cells, making them more resistant to oxidative stress induced by MBRT through H2O2. Despite these two phenomena, the differential effect in normal and tumor tissue is a key aspect of MBRT and will require further investigation. The following discussion will focus on the biological efficacy of MBRT in tumors.

This work was a simulation study aiming to provide further interpretation of previous animal experiments. Few simplification and assumptions were made. We did not aim to reproduce the physical dose distribution irradiated to the animals in the previous studies with the highest accuracy achievable. This was out of the scope of the current work and it is instead the objective of studies dedicated to the beam design [11] or treatment plans evaluation [24]. On the other hand, these simplifications should not affect the results. The chosen approach consisted in defining the physical dose distribution based on the parameters c-t-c, FWHM, and PVDR reported by the authors. The simplest model based on rectangular-shaped D(x) was compared to a more realistic D(x) made of multiple Gaussian peaks (Figure 1). The deviation in the estimation of [image: image] with the two models was limited to the percent level. Therefore, it can be assumed that a further refinement of the D(x) from the multiple Gaussian peaks to a more complex simulation reproducing with high fidelity the previous MBRT experiments would not contribute significantly to the accuracy of the results presented in this work. Therefore, the use of rectangular-shaped D(x) distributions is justified. The little susceptibility of [image: image] to small deviations of D(x) could be interpreted in the light of the data presented in Figure 3. The ICRU objective of 95% uniformity is reached at the upper end of the steep part of the curve, i.e., toward the part where the curve tends asymptotically to 100% uniformity. Among the parameters in (1), this part of the curve is mostly dependent on σk. Therefore, the spatial and temporal diffusion properties of the hydrogen peroxide provide a greater contribution compared to small deviations in the distribution of the physical dose. The ICRU objective of 95% was assumed without error in this study. However, this recommendation is the result of a long history of clinical experience in many different conditions and therefore should not be assumed as valid a priori for every application. Since the 95% of the dose is a minimum objective, it means that lower values may still provide the desired biological endpoint. For what concerns our study, lower uniformity values are correlated to shorter irradiation times required to achieve the desired gRM distribution. Therefore, even in presence of a lower objective such as 90%, the values presented in (6) would still support the applicability of our model when compared to (7). The maximum dose objective of 107% does not enter directly in our model. Finally it should be reminded that MBRT introduces a change of paradigm. Therefore there is no evidence yet that the parameters defined in the ICRU are strictly required to observe tumor control. This study investigated whether a generalization of such recommendation, which would still be valid and applicable in the conventional therapy, could be adopted in MBRT experiments. The current chemical-stage analysis comes as a complement to previous studies analyzing the biological effects of spatially fractionated dose distributions. While not all the biological phenomena, such as the higher tolerance of normal tissue, could be described through our proposed model; we showed how the spatial distribution of H2O2 is a potential highly relevant parameter and should be further investigated. The correct interpretation of such microscopic mechanisms of action is required in order for spatially fractionated radiation to advance toward a potential future clinical implementation [25].

One further assumption in the study was the extrapolation of the parameterization σk(t) to larger time scales compared to the ones simulated with TRAX-CHEM. In particular, the simulations ran until 10−5s while the interpretation of the previous animal experiments required times up to the order of 102s for micro-beams and 103s for mini-beams. This extrapolation is supported by three facts. First, the distribution of H2O2 is parameterized solely by Ak(t) and σk(t) in the current study. The TRAX-CHEM simulations were run until it was verified that ∂Ak/∂t≃0 was respected and σk(t) was the only varying quantity. Deviations of Ak(t) smaller than 0.25% were observed from t1 until the latest simulation point, i.e., over 3 orders of magnitude in time. Further simulations beyond this time point would require additional computational burden without a significant increase of the results accuracy. Second, the physical properties of hydrogen peroxide are close to the ones of water [26]. For example, its dipole moment is only 22% larger than the one of H2O, it is uncharged and protonated at physiological pH. Therefore, the diffusion in the extracellular space of hydrogen peroxide is not expected to be dumped and it can reach extended spatial distances. Moreover, hydrogen peroxide is commonly treated as a molecule that freely crosses membranes, with only some exceptions [26]. Such property, combined with the condition (iv), supports the choice of H2O2 as a surrogate for radiation damage to the cells. Third, this extrapolation was based on the property (i), which is the long term stability of the hydrogen peroxide. This was simulated by TRAX-CHEM in water. Shorter times can be expected in a cellular environment, where the hydrogen peroxide is removed by specific enzymes [27]. Nonetheless, the stability of H2O2 concentration over several minutes up to the hour is observed also in cell cultures [28]. The stability of the concentration investigated in the current work is limited to the beam-on time. Therefore, the extrapolation of the data presented in Figure 6 to larger time points is justified. Future work may include investigations with more realistic phantoms for the simulations and a comparison to biological data. Moreover, the absolute concentration of H2O2 should also be the subject of investigation of future more advanced simulations taking into account the surrounding biological environment. A comparison of the ROS levels in the experiments and the simulation simulation predictions can then be performed. In the current study we adopted a simple geometry in order to investigate the basic phenomena related to out hypothesis. Finally, the comparison between different simulation codes such as TOPAS-nBio [29], [30], and PARTRAC [31] may also be of interest in future stages of the project.

The work presented supports the potential explanation of the MBRT anti-tumor efficacy though the distribution of H2O2. The current study does not demonstrate the correlation between the hydrogen peroxide concentration and the tumor control. Further experimental studies will be necessary to assess such correlation. If this is confirmed, the concentration of this ROS can be used as a marker for the MBRT effect. Ideally, the level of hydrogen peroxide will have to be measured by dedicated experiments. The predictions obtained with the simulations should be confirmed with a direct measurement of the absolute H2O2 concentration in real-time during beam-on with dedicated reagents, e.g., AmplexTM Red [32]. This would allow not only to experimentally benchmark the kernel used for the conversion from physical dose to ROS concentration, but also to assess the absolute value of ρgRM(x) in the experimental setup. The level of H2O2 after the diffusion process should then be correlated to the tumor control parameters in animal experiments. Damaging reactions caused by ROS are known to induce cell death by oxidative stress. Previous studies show that even at concentrations below the required threshold, single ROS activated protein can lead to cell death [33]. Moreover, H2O2 is involved in developmental control by triggering apoptosis and cell proliferation [34]. Finally, an additional model describing the differential response of normal tissue and tumor would be required to interpret the absence of brain damage observed in the proton mini-beam experiments [8]. The investigation of additional models, the specific mechanisms involved and the correlation between the hydrogen peroxide concentration and the tumor control are left for future studies. According to the results presented in this work, we limit the discussion in presenting H2O2 as the candidate to interpret the mini-beam and micro-beam efficacy.



5. CONCLUSION

A simulation study to investigate a potential surrogate to describe the efficacy of mini-beam and micro-beam radiation therapy was presented. The hydrogen peroxide fulfilled the required conditions; namely, it is a product of water radiolysis, it is stable, it reaches rapidly the steady state in production versus removal and it has oxidizing capacity to allow damage of proteins, lipids, or DNA. It was demonstrated that the H2O2 produced in the dose-peaks diffuses to the dose-valleys during beam-on leading to a homogeneous ROS distribution over the target. This distribution respected the reinterpretation of the ICRU recommendation for target coverage, while this was not respected by the physical dose. The model was tested on three previous independent photon micro-beam and proton mini-beam animal experiments. When the predicted minimum irradiation time matched the experimental data, the biological effect was maximum. A reduced tumor ablation probability was observed in one experiment in which the H2O2 did not cover uniformly the target. We can conclude that the hydrogen peroxide is a good candidate to describe the mini-beam and micro-beam efficacy.
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The specific advantages of ion beams for application in tumor therapy are attributed to their different macroscopic and microscopic energy deposition pattern as compared to conventional photon radiation. On the macroscopic scale, the dose profile with a Bragg peak at the highest depths and small lateral scattering allow a better conformation of the dose to the tumor. On the microscopic scale, the localized energy deposition around the trajectory of the particles leads to an enhanced biological effectiveness, typically expressed in terms of clinically significant relative biological effectiveness (RBE). Experimental investigations reveal complex dependencies of RBE on many physical and biological parameters, as e.g. ion species, dose, position in the field, and cell or tissue type. In order to complement the experimental work, different approaches are used for the characterization of the specific physical and biological properties of ion beams. In a set of two papers, which are linked by activities within a European HORIZON 2020 project about nuclear science and application (ENSAR2), we describe recent developments in two fields playing a key role in characterizing the increased biological effectiveness. These comprise the biophysical modeling of RBE and the microdosimetric measurements in complex radiation fields. This second paper focuses on microdosimeters and on the importance of providing the instrumental measurement of the spectra of the imparted energy. The relevance of microdosimetric quantities, complementary to the absorbed dose is emphasized. This parts provides an overview of the microdosimetric concepts and the recent experimental developments in the field of microdosimetry applied to ion beam therapy. Finally, a non-exhaustive, dedicated section in included to emphasize the relevance of Monte Carlo simulations as tool for the design of the microdosimetric detectors and for the interpretation of the experimental results. For the two distinctive clinical beams of protons and carbon ions, the lineal-energy parameters are correlated to the clinical concept of Linear Energy Transfer (LET) and RBE. The possibilities of applying experimental microdosimetry in ion-beam therapy are discussed considering the consolidated irradiation characteristics as well as the most recent developments.

Keywords: microdosimetry, ion-beam therapy, hadrontherapy, protontherapy, linear energy transfer (LET), relative biological effectiveness (RBE), monte–carlo simulation


INTRODUCTION

This work is the second of two parts focusing on characterizing radiation effectiveness in ion-beam therapy. The first part, on biophysical modeling of relative biological effectiveness (RBE), is published by Scholz et al. [1]. It is cited in this work as “Part I.” Part I includes a general introduction on the concepts and the rationale of ion-beam therapy as well as the essential equations that describe the biophysical and physical quantities for the characterization of radiation effectiveness.

When high-energy photons are used in the clinic to treat tumors, there is a unique relationship between the absorbed dose, which is proportional to the photon fluence, and the relative number of surviving cells. When light ions are used, this unique relationship does not hold anymore: the number of surviving cells at distinct points in the patient's body can be different even if the absorbed dose in those points is the same. Equal physical doses of different radiation types do not always result in the same amount of biological damage. This fact suggests that the radiation capability of damaging living cells depends not only on the mean value of energy imparted but also on the microscopic probability distribution of energy imparted at the subcellular level. When deciding on a dose prescription for a new ion beam, the radiation oncologist has to take into account the varying effectiveness of radiation within various regions (depths) in the irradiated tissue [2]. A scaling factor known as the RBE is used to evaluate the biological effective dose. The RBE is defined as the ratio of a dose of photons to a dose of any other particle to obtain the same radiobiological effect. The RBE varies, among other factors, with the radiation quality (type and velocity of the ion), with the biological end point, with dose, and with dose rate [3]. However, it has been found that RBE depends, to a first approximation, on the linear energy transfer (LET), the average amount of energy that an ionizing particle transfers by purely “electronic” interactions (ionization or excitation) to the material traversed per unit distance. It is worth noticing that LET is a non-stochastic quantity, being an average, and it is strictly defined at a point of energy transfer. However, irradiation targets always have a finite volume, rather than being a dimensionless point, and the interaction of ionizing particles with this target volume is always a stochastic process. In this work, LET is considered as “unrestricted,” which means that it accounts for the total kinetic energies of the electrons released in the collision of the charged particle. The correlation between LET and RBE is widely discussed in Part I. Microdosimetry is that part of radiation physics that deals with the stochastic analysis of the energy imparted by an ionizing particle to a sample of finite size [4]. An illustration of the stochastic nature of the energy imparted is provided in the next paragraph and in Figure 1. When the sample has the material composition and the size of a living cell or of one of its substructures, microdosimetry describes the primary radiation effect on the biological structure corresponding to that size, i.e., the living cell. Operative physical quantities are defined, which can be measured with special nuclear detectors called microdosimeters; International Commission on Radiation Units and Measurements (ICRU) Report 36 on Microdosimetry [4] and “Microdosimetry: Experimental Methods and Applications” [6] are general references for the detailed description of the quantities and comprehensive formalisms.


[image: Figure 1]
FIGURE 1. Multi-event mean specific energy in a critical cylindrical volume of 1 μm in diameter (volume without 0 events) at a given dose, D. Calculation for a 60 MeV modulated proton beam at the Bragg peak with yF = 7 keV·μm−1 and yD = 7 keV·μm−1 (solid line). The dotted lines indicate the borders of the specific energy within 1 SD of the mean value in the actual energy distribution. Calculation was performed following the method described by Booz [5].


In the following, a summary is given of the state of the art of studies aimed to investigate the use the microdosimeters as LET and RBE monitors in therapeutic proton and carbon ion beams.



THE PHYSICAL BASE OF THE RADIATION ACTION ON HUMAN CELLS

In Figure 2, RBE10 data are plotted against LET values of protons and carbon ions [7]. In order to produce these radiobiological data, monolayers of human cells were irradiated with mono-energetic protons and carbon ions, the LET value of which was calculated. Different LET values were obtained by changing the ion energy. Radiobiological measurements usually have a precision of about 10% when performed by the same research group. However, data in Figure 2 show higher RBE fluctuations, since they originate from different experimental scenarios. In addition, while substantial uncertainties on RBE are widely acknowledged, there may be uncertainties as high as 15% in the consistency of the calculation of LET [8]. Without a significant reduction of the uncertainties, it is difficult to assess whether or not the RBE is a unique function of LET, independent of particle type. Figure 2 shows clearly that, to a first approximation and within uncertainties, the RBE can be described as a function of LET: it increases with the LET value up to about 150 keV/μm, then it decreases likely because of damage saturation at high LET values. However, some experimental data are not consistent with the unique dependence of RBE on LET [9], pushing the researcher to deeper study of the physical basis of the biological action of radiation. As discussed in detail in Part I in the section “Accuracy of LETD as Descriptor for RBE,” there is indeed a general awareness that the biological effect depends, rather than on LET, on the density of energy imparted by a single particle to a biological structure, which is of fundamental importance for the cell surviving. The size of the relevant biological volume V might be as large as the cell itself (~10 μm of thickness) or smaller as a chromosome (about 1 μm of thickness) or as small as the DNA strand (2 nm of thickness). The energy imparted is called ε. The energy imparted by a single particle is indicated using the subscript 1 (ε1). Its linear density is called lineal energy and defined as:

[image: image]

where [image: image] is the biological site's mean-path length of primary tracks. The value of [image: image] is assessed, via calculations or simulations, considering the distribution of the actual paths of the particles in the sensitive volume, which depend on the track directions and the shape of the site. In equation (1), the path length (the term follows the nomenclature suggested by Bolst et al. [10]) substitutes the chord length used in the definition of lineal energy given in the ICRU Report 36 [4] and ICRU Report 85 [11]. In the original definition, [image: image] is specified for μ-randomness as described by Kellerer [12] and is independent on the beam direction. As an example, the mean chord length of a sphere corresponds to 4/3 of its radius. The choice made for equation (1) of substituting the mean path length to the mean chord length is done since this quantity is more representative of the local density of energy imparted.


[image: Figure 2]
FIGURE 2. Relative biological effectiveness (RBE) for asynchronous radioresistant human cell (different cell lines) after irradiation with protons and carbon ions is plotted against the particle linear energy transfer (LET) in tissue. The RBE10 means that the RBE values have been taken at 10% of cell surviving fraction. Data from Friedrich et al. [7].


The unusual term “lineal energy” was adopted to remember the specific physical nature of y, which is, differently from LET, a stochastic quantity. In fact, ε1 is a stochastic quantity too, since its value changes every time new particles interact with the cell, even if the particle type and initial energy are the same. This results from the non-deterministic nature of the atomic and nuclear processes. Therefore, repeated measurements of y give rise to a spectrum of values indicated by the probability density function f(y). The average obtained from f(y) is called frequency mean of y, and it is written as [image: image]:

[image: image]

In microdosimetry, the specific energy z is defined as follows:

[image: image]

where m is the mass of V. Figure 1 illustrates the stochastic nature of the energy imparted in a site size of 1 μm for a proton beam at the Bragg peak. The specific energy spectrum might exhibit a very broad width related to a site of about 1 μm size. As an example, the mean specific energy and the lines characterizing ±1 SD of the spectrum at different dose levels are indicated in Figure 1. In this example, for the dose of 2 Gy, the specific energies in the micrometric site range between the values of 0.7 and 4.7 Gy, within 1 SD to the mean value.

The specific energy of a single event is written z1 and is proportional to y:

[image: image]

Repeated measurements of z1 give rise to a spectrum of values, the average of which is called frequency mean of z1 and is denoted [image: image].

The microdosimetric spectrum represented by f (y) indicates the probability to have, in V, an event with lineal energy y or specific energy z1. The y or z1 spectra display the stochastic behavior of these quantities, as well as the heterogeneity of the types and energies of the particles crossing the detector. Note that the microdosimetric spectrum of a particle depends on the size and shape of V, as well as on the radiation field anisotropy. Therefore, the same mono-energetic ion beam may give rise to different microdosimetric spectra in volumes of different sizes. Effects of a specific path length distribution on the measured microdosimetric spectrum can be studied through Monte Carlo simulations and mathematical models [13].



MICRODOSIMETRIC DETECTORS

Microdosimetric detectors can be based on gas counters or on solid-state counters (SSD). The first microdosimeters were gas proportional counters made with tissue-equivalent plastic and filled with tissue-equivalent gas mixtures. Because of that, they were called tissue-equivalent proportional counters (TEPCs). Miniaturized TEPCs (mini-TEPCs) with sensitive volumes of <1 mm have been manufactured in order to be operable in high-intensity therapeutic ion beams [14] (Figure 3). The simulated site size is determined by adjusting the gas density, so that the same amount of energy is imparted to the gas cavity as for the simulated volume of biological tissue. The energy imparted to a spherical cavity with a diameter of 1 mm and filled at about half of atmospheric pressure is equivalent to the energy imparted to a 1-μm sphere of tissue, the density of which is 1 g/cm3. Therefore, it is customary to say that the sensitive volume of the mini-TEPC simulates 1 μm of tissue. However, mini-TEPCs can simulate different site sizes by changing the gas pressure. Mini-TEPCs operate in the range from about 0.3 to 2 μm.


[image: Figure 3]
FIGURE 3. (Left): Cross section of the mini-tissue-equivalent proportional counter (TEPC); the green area is the detector sensitive volume; the red cross points out the possibility to work both in gas flow modality and in sealed modality [14]. (Right): Sketch of the pixelated silicon telescope with four (out of many) sensitive elements [13].


The silicon telescope is a detector used in nuclear physics to detect every single ion emerging from a nuclear reaction. The telescope idea has been exploited to manufacture a microdosimeter, where the 2-μm ΔE stage is the sensitive volume and the E stage is used to determine charge and energy of the ions. A scaling factor can be applied to convert ε1 in silicon to ε1 in tissue [13] (Figure 3). The non-tissue-equivalence of silicon is dealt with by using, as scaling factor for the energy imparted, the ratio of the electronic stopping power in tissue and in silicon. Furthermore, a shape equivalence correction is applied to compare spectra obtained with detector sensitive volumes of different shapes. Other silicon counters have been developed and are nowadays on the market with the name of MicroPlus Bridge [15] (Figure 4). These detectors, unlike silicon telescopes, are formed by a single thin layer and provide different settings as matrixes of detectors with different cross sections and thicknesses [16]. The so-called “Mushroom” version features a 50 × 50 matrix of cylindrical sensitive volumes with thicknesses that range between 2 and 10 μm and diameter of 18 μm [17]. Microdosimeters based on Schottky diode and made of synthetic diamond of thickness varying from 0.3 to 10 μm have been manufactured as well [18] (Figure 4).


[image: Figure 4]
FIGURE 4. (Left): MicroPlus Bridge probe and electron-microscope scanning showing an array of sensitive volumes of the bridge microdosimeter. (Right): Diamond microdosimeter and its schematic representation showing the external circular electrode defining the sensitive volume.


TEPCs have high detection efficiency, since they can detect also few ionization events—thanks to the electron multiplication in the filling gas. However, the electrodes are biased at several hundreds of volts, they need accurate gas pressure control and energy calibration, and they have limited capabilities in high-intensity radiation fields because the geometrical cross-sectional area of the sensitive volume can hardly be reduced below 1 mm2. Solid-state microdosimeters have lower detection efficiency because they rely on the collection of the free charges generated in the sensitive volume not taking advantage of internal charge amplification. On the other side, they are biased at low voltage and the thickness of the sensitive volume can be as small as 1 μm, making them suitable for operation even in very intense radiation fields. Moreover, pixelated arrays of detectors can be constructed, allowing the simultaneous two-dimensional mapping of the radiation field.

It is worth underlining that microdosimetry measures the probability distribution of the energy deposit ε1, which obviously depends on the radiation field properties but also on the composition, size, and shape of the sensitive volume. Therefore, detectors that differ in material composition, size, and shape might be measuring different microdosimetric distributions, according to their specific response function.

All the microdosimeters described above estimate the energy imparted by measuring the free charges produced in the medium and then converting the number of those measured charges to energy imparted through the multiplication by the W-value, the mean energy expended to form an ion pair. W-value for different particles is not constant. It increases for higher Z-ions, resulting in additional uncertainty.

An interesting conceptual design has been proposed for a microcalorimeter that measures directly the energy imparted rather than the ionization [19]. The realization of such a detector is however a great challenge. In particular, the definition of the thermal behavior of this detector is complex. The goal is to determine the radiation-induced temperature increase in a tissue-equivalent absorber while the temperature measurement is performed on the superconductor, which is in thermal contact with the absorber. Fathi et al. [20] discussed this topic proposing a correction of the microdosimetric spectra from microcalorimeters. Another major challenge for the realization of microdosimeters based on microcalorimetry is the difficulty in translating a cryogenic detection to a clinical environment.

Other prototypes of microdosimeters have been studied and developed to be used in ion-beam therapy including TEPCs [21], solid state detectors [22, 23], gas electron multiplier (GEM) detectors [24], and films [25].



ASSESSING VARIATIONS OF LINEAR ENERGY TRANSFER IN PROTON DATA

As is discussed in the section “Basic Concepts of Models” of Part I, in proton therapy, a constant RBE = 1.1 is assumed along the entire spread-out Bragg peak (SOBP). However, radiobiological data show that the proton RBE at the end of the range is more than twice the RBE value at the entrance [26] and thus the choice of a constant value is questionable. This finding is consistent with the radiobiological data of Figure 2 if we consider that the proton LET value at the end of a proton track in tissue is about 85 keV/μm.

The current practice of proton therapy planning with a constant RBE of 1.1 is thus questionable. As a first step, several treatment planning systems (TPS) are already offering the possibility to take the LET variation along the penetration depth into account. In view of the implementation of LET-based treatment planning systems, it is necessary to develop tools and methods for the quality assurance of LET determination and calculation. Microdosimetry could offer valuable tools for that purpose [27].

The frequency mean lineal energy has the same physical dimensions as LET, but not necessarily the same value. In fact, the LET is defined at a point for a mono-energetic ion beam [28]; therefore, its value does not depend on V. Conversely, [image: image] does not include the energy transported outside the volume V by fast electrons or secondary ions (it averages only the ε1 events occurring inside V). Moreover, [image: image] automatically averages the y values due to ions of different energies and of different types. This last feature makes microdosimeters suitable to measure the mean lineal energy density in a mixed radiation field like that one of therapeutic ion beams. Therefore, as far as [image: image] can substitute the LET, the mean RBE10 values of Figure 2 can be represented as a function of the frequency mean lineal energy. A similar figure can be obtained for RBE, which are therapeutically significant and can be used by clinicians to adapt the absorbed dose data in therapeutic plans. This process would result in a decrease of the absorbed dose at distal depths.

The dose distribution d(y) is calculates as:

[image: image]

In mixed radiation fields, the dose weighted distribution is frequently preferred to f(y) because dose weighted quantities, e.g., the dose-averaged LET ([image: image]), better correlate to the radiobiological effectiveness. The mean value of y weighted by d(y) is called the dose mean lineal energy:waker

[image: image]

(See also in Part I the section “Role of the Microscopic Energy Deposition Pattern”). A typical microdosimetric spectrum of a proton beam collected with TEPC and the corresponding mean values are presented in Figure 5. Also this quantity has the same physical dimensions of LET, its meaning being the mean y value of events that contribute to the absorbed dose. The correspondence between measured [image: image] values and calculated [image: image] values must be studied and characterized. Afterward, microdosimetric characterization in terms of [image: image] can be used for the quality assurance of LET-based treatment plans [27].


[image: Figure 5]
FIGURE 5. Typical microdosimetric spectrum collected using a tissue-equivalent proportional counter (TEPC) in a proton beam. The two vertical lines represent the mean values [image: image] and [image: image]estimated from the spectrum.


Data of Figure 6 (taken from Conte [29]), show two sets of [image: image] values (taken with the mini-TEPC in two separate shifts of measurements) compared with [image: image] values simulated with Geant4 Monte Carlo code with energy imparted in the same tissue equivalent sensitive volume size 1.0 μm as in used TEPC. They suggest that microdosimeters could be accurate LET monitors, given that the difference between the two sets of values is <5% [32].


[image: Figure 6]
FIGURE 6. [image: image] values [measured with the mini-tissue-equivalent proportional counter (TEPC)] and dose-averaged linear energy transfer ([image: image]) values (calculated with the Geant4 Monte Carlo code) at different water depths in the CATANA therapeutic proton facility (taken from ICRU [29]). The large statistical fluctuations of the Monte Carlo calculation at the highest depths are due to the limited number of particles reaching those depths. In the insert, the formula used to calculate [image: image] is shown.




THE MICRODOSIMETER AS RELATIVE BIOLOGICAL EFFECTIVENESS MONITOR

Another possibility is to use the peculiarity of the radiobiological microdosimetric model to directly monitor the RBE.

The microdosimetric model assumes that, as far as biological effects of radiation are concerned, the radiation quality (physical) can be adequately characterized by the probability distribution of lineal energy in a sensitive site representative of the biological target that is supposed to be critical for the biological observable. The y distribution measured by a microdosimeter is considered equal to the y distribution in the biological site if the detector sensitive volume is tissue-equivalent and its size, calculated at a density of 1 g·cm−3, is the same as that of the critical biological site. The model is sketched in Figure 7 where the analogy between the measured y events and y events experienced by chromosomes is presented. The microdosimetric spectrum represents in fact all the possible y values occurring in the cell chromosome at the passage of one ionizing particle.


[image: Figure 7]
FIGURE 7. Sketch of the microdosimetric model. The blue cylinder represents the sensitive volume V of the microdosimeter featuring a diameter of about 1 μm, the same size of the chromosome (right side of the figure). The orange dots are points where the charged particle imparts the energy (ionization or excitation events). The energy imparted to two chromosomes by the same single particle track is different (right side of the figure). Similarly, the energy imparted to the detector by the same particle can be different.


Since the mean effect (for a given radiation field, cellular target, and biological end point) of an ion impinging on a living cell is expected to be always the same, while [image: image], and [image: image] depend on V, it is legitimate to ask oneself whether the value of V has a radiobiological meaning (e.g., if the size of V can be really interpreted as the size of the “critical” living cell structure, like the heart of a human being). If the critical site really existed, the microdosimetric spectrum in that volume V would likely be stronger correlated to radiobiological data than microdosimetric spectra in volumes of different sizes. As discussed in Part I in the section “Role of the Microscopic Energy Deposition Pattern,” an important aspect that needs to be considered is that multiple volume sizes are relevant with respect to different biological pathways to cell damage and thus that a multiscale characterization is needed for a full description of the relation between the physical energy deposition and the biological effect [33].



THE MICRODOSIMETER TO MONITOR RELATIVE BIOLOGICAL EFFECTIVENESS, PROTON DATA

The [image: image] value cannot directly mimic the RBE for the simple reason that its value increases always with the ion LET value. Instead, the RBE value reaches a maximum and then it decreases (Figure 2), since after the destruction of the biological target, a further increase of linear energy-deposition density (which corresponds also to an increase of the proton dose) cannot contribute to any additional effects.

A possibility to simulate the “saturation effect” that appears in Figure 2 is to “weigh” the d(y) spectrum with a biological response function r(y), which represents the expected biological effect due to the dose component with lineal energy y. The RBE microdosimetric assessment, which is called RBEmicros, would therefore be:

[image: image]

A successful r(y) function was extracted from the experimental comparison of TEPC microdosimetric spectra in 2-μm tissue-equivalent sites in photon, proton, and fast neutron beams and the RBE for crypt cell regeneration after 8 Gy of dose on living rats exposed to the same beams [34–36]. The determination of the biological effectiveness on mouse crypt cells for the characterization of clinical proton beam has been widely discussed and applied [26, 37–43]; With such a response function, the RBEmicros values of the Nice therapeutic proton beam are able to monitor the specific RBE value with good accuracy [44].

In Figure 8, the plot representing the dependence of RBE10 on LET (from Figure 2) is superimposed on the plot of RBEmicros data vs. the microdosimetric mean [image: image] values measured at the CATANA therapeutic proton beam. Microdosimetric values follow rather well the linear best fit of radiobiological data (red line). These findings suggest that microdosimetric spectra in a volume V of about 1 μm of tissue-equivalent thickness can be used to simulate the dependence of RBE on LET for crypt cell regeneration in living rats with an accuracy of about 5%. New weighting functions r(y) can be unfolded for other specific biological endpoints and using microdosimetric spectra collected with other detector types to provide, through equation (7), specific insights on the RBE of the tumor and healthy tissue.


[image: Figure 8]
FIGURE 8. The relative biological effectiveness microdosimetric assessment (RBEmicros) (squares and circles) vs. measured [image: image] [mini-tissue-equivalent proportional counter (TEPC) measurements in 1-μm site at the 62 MeV proton beam of CATANA] and RBE10 (violet circles) vs. calculated linear energy transfer (LET) values. The red line is the linear best fit of RBE10 data. Squares and circles point out two different shifts of measurements 4 months apart. Data from ICRU [29].




HOW TO USE RELATIVE BIOLOGICAL EFFECTIVENESS MICRODOSIMETRIC ASSESSMENT VALUES IN A THERAPEUTIC PLAN: AN EXAMPLE

The conjunctival melanoma is a rare tumor (3% of all ocular melanomas), which is difficult to treat with success by using conventional radiotherapy. At the Center Antoine Lacassagne in Nice (France), the 65 MeV proton beam provided by the MEDICYC cyclotron is used to treat the conjunctival melanoma. However, the complexity of the irradiation (see left side of Figure 9), which uses a hemispherical polymethyl methacrylate (PMMA) plastic, compensator, raises questions about the variability of radiation quality across the conjunctiva. To answer these questions, a microdosimetric approach was used.


[image: Figure 9]
FIGURE 9. (Left): Sketch of the irradiation setup of the conjunctival melanoma treatment. The compensator is a polymethyl methacrylate (PMMA) phantom, which is designed to shape the spread-out Bragg peak (SOBP) as the conjunctive. (Right): Sketch of the irradiation setup used for microdosimetric measurements, where the gray rectangles are PMMA layers, which substitute bolus and patient eye. The mini-tissue-equivalent proportional counter (TEPC) distance from the beam axis (X) has 0.1 mm of precision. Data from De Nardo et al. [30].


The patient irradiation setup was simulated with a PMMA phantom, the compensator being the same as the one used for treatment (see right side of Figure 9). Microdosimetric spectra were measured with a mini-TEPC placed at different lateral distances from the proton beam axis.

In the left side of Figure 10, the iso-dose curves of the traditional treatment plan are plotted, while in the right side of the figure, the iso-RBEmicros curves are plotted. The iso-RBEmicros curves are obtained using the RBEmicros values calculated from equation (7) at the different positions.


[image: Figure 10]
FIGURE 10. (Left): Iso-dose curves of conjunctival melanoma treatment plan sketched in Figure 9. (Right): Iso-relative biological effectiveness microdosimetric assessment (RBEmicros) curves obtained from microdosimetric measurements. Data from De Nardo et al. [30].


Microdosimetric data show that RBEmicros is almost invariant with value between 1.2 and 1.3 throughout all of the conjunctiva. In this experimental example, microdosimetric measurements confirmed the goodness of the treatment plan. The results of Figure 10 show how to implement an “upgraded” treatment plan, which includes RBEmicros data.



MICRODOSIMETRIC MONITORING OF THERAPEUTIC CARBON ION BEAMS

Figure 2 shows clearly that carbon ions reach a biological effectiveness higher than protons at the end of the track, where the LET values are in the range 100–200 keV/μm. The increase of RBE at the end of the carbon ion range is one main factor that justifies the high cost and complexity of the particle accelerators that are necessary to accelerate the ions up to the energy necessary to treat deep-seated tumors (~5 GeV). Therefore, in carbon ion therapy, the RBE variation with depth in the irradiated tissue must be taken into account when optimizing a treatment plan (in order to maximize the tumor control probability and minimize the normal tissue complications probability). Considering the complexity of the radiation field produced by carbon ions inside the patient body, the microdososimetric characterization is a useful experimental tool. Complementary to models that describe the radiation biological action, microdosimeters can be used to monitor LET, RBE10. More generally, microdosimeters might serve as an instrumental support to improve the comparison among different radiation centers concerning therapeutic gain.


The Microdosimeter to Monitor Linear Energy Transfer, Carbon Ion Data

In the section Assessing Variations of Linear Energy Transfer in Proton Data, the advantages and the disadvantages of some current microdosimeters have been presented, the main drawback of solid-state detectors being the relatively high detection threshold, which makes them less suited to monitor low LET radiation and in general the LET in therapeutic proton beams (Figure 6). The discriminator level of the solid-state detectors depends on the thickness of the sensitive volume. The silicon and diamond detectors described in the section Microdosimetric Detectors with physical thickness of ~2 μm have a discrimination level just below 10 keV·μm−1 [13, 18]. When the thickness is increased to 10 μm, the discrimination level decreases to about 2 keV·μm−1 for diamond detectors and 0.2 keV·μm−1 for the MicroPlus/Mushroom detectors [15]. The low sensitivity limits are less severe with carbon ions, since microdosimetric spectra shift toward higher values and show low contributions from small y-values.

In order to test the capability of different detectors to monitor the [image: image]of carbon ion beams, four different microdosimeters (the mini-TEPC, the silicon telescope, the diamond microdosimeter described in the section The Microdosimeter as Relative Biological Effectiveness Monitor, and a multi-element gas counter with GEM technology [45]) have been exposed to the same carbon ion beam of 62 MeV/u [8]. In Figure 11, the [image: image] values measured at different depths in a water-equivalent phantom are plotted together with the [image: image] values calculated with the Geant4 Monte Carlo code (see the inserted algorithm in Figure 6). The figure shows that, in spite of the detectors' differences, the [image: image] values are very similar, the relative standard deviation of the mean of all the data being 15%. Part of this variance is certainly due to the detector position uncertainty. Therefore, all the microdosimeters are able to monitor the calculated [image: image] as [image: image] = k[image: image], where the proportionality factor k depends on the beam anisotropy as well as on the detector's angular response. For instance, k assumes the values of 1, and 1.08, for a unidirectional beam with the direction normal to the face of a slab detector and to the axis of a cylindrical detector, respectively. For spherical detectors, k is always 1.125, for isotropic as well as unidirectional beams. It should be studied for each therapeutic facility before using any microdosimeter as [image: image] monitor.


[image: Figure 11]
FIGURE 11. Measured [image: image] and calculated dose-averaged linear energy transfer ([image: image]) values in water of 12C ion beam of 62 MeV/u at different water depths. The [image: image] values of the four different detectors have been plotted with different colors. In the insert, the relative dose (blue thin line) and the [image: image] depth profile (red thick line) with the detector positions are presented. Data from Colautti et al. [8].


A similar comparison was performed with the 195 MeV/u active carbon ion beam of the Italian National Center for Oncological Hadrontherapy (CNAO) in Pavia, Italy, by using the mini-TEPC and the diamond microdosimeter [31]. Also in this case, the [image: image] value differences are within 15% with a standard deviation of 6%, being mainly attributable to the detector position uncertainty in a radiation field, the microdosimetric quality of which changes rapidly with depth.



The Microdosimeter to Monitor Relative Biological Effectiveness, Carbon Ion Data

As far as [image: image] is able to properly monitor [image: image], proportionality with the RBE10 cannot be assumed because of the saturation effect that results in the reduction of RBE at very high LET in Figure 2. The microdosimetric spectrum should be properly weighted, but the weighting function used for proton therapy discussed in the section The Microdosimeter to Monitor Relative Biological Effectiveness, Proton Data does not seem to work with carbon ions [46]. These differences arise from the distinct characteristics of the track structures of protons and carbon ions, also in the case of identical [image: image]. The section “Use of Focused Low-LET Proton Beams to Mimic High-LET” of Part I provides additional details. For carbon ion irradiation, the saturation effect can be introduced with the so-called “saturation-corrected dose mean lineal energy” or y*.

[image: image]

where the free parameter y0 is the y-value at which the biological effect saturates [4].

The 12C therapeutic active beam of CNAO was used to derive y* based on y measured with the mini-TEPC and the silicon telescope microdosimeter. Figure 12 shows the very similar results obtained with the two detectors at different depths in a water phantom. As expected, the y* value increases with the depth up to a maximum value and then it decreases mimicking the saturation effect of Figure 2.


[image: Figure 12]
Figure 12. y* (saturation-corrected dose mean lineal energy with saturation value of y0 = 124 keV/μm, see text) measured with the mini-tissue-equivalent proportional counter (TEPC) and the silicon telescope detector at the Italian National Center for Oncological Hadrontherapy (CNAO). The active beam of 189.5 MeV/u uniformly scanned a slice of 30 × 30 mm2. The y* values have been scaled to the relative dose value at the beam entrance. Data from Colautti et al. [8].


The y* value has been inserted in the microdosimetric kinetic model (MKM) (see Part I) to assess RBE10 of human salivary gland cells at the Heavy Ion Medical Accelerator in Chiba (HIMAC) therapeutic facility with a 290 MeV/u carbon ion beam. Measurements performed with a large TEPC (12.7 mm of diameter) are able to monitor the clinic biological dose with good accuracy [47]. The measurements have been repeated with the MicroPlus Bridge detector giving the same results, but in the distal edge where the large geometrical size of the TEPC could have compromised the position accuracy [48].




PROSPECTIVE OF MICRODOSIMETRY IN THE CLINICS

In carbon ion therapy, the passive beam spread modality used in the initial years to conform the radiation to the tumor targets has been gradually replaced by scanned beams [49]. The daily fraction is delivered to the patient from different portals and, for each portal, the pencil beam is scanned in three dimensions to thousands of different spot positions to cover the tumor target. Scanned carbon ion beams created new constraints and needs for experimental microdosimetry. Non-uniform distributions of the dose are feasible, and this is a feature used in the so-called “intensity modulated” therapy with ion beams. Thanks to the additional degrees of freedom, for each portal, the conformation of the irradiation can be adapted, optimizing the radiation quality across the target. Examples of these modalities are the “LET-painting” [50, 51] and the “Kill-painting” [52]. In these techniques, the radiation is delivered not only to preserve the dosimetric and the biological constraints but also to optimize the distribution of LET in the first case and to maintain uniform cell killing in volumes with heterogeneous radiosensitivity in the second case.

The complex radiation fields in these modalities show, inevitably, large LET gradients. In this scenario, the spectra collected with the microdosimeters in water phantoms can be used as radiation quality specifiers. The spatial density of the measurements can be increased where the LET gradient is higher or in the sub-volumes corresponding to critical, radiosensitive locations.

For carbon ion therapy beams, there are numerous microdosimetric data collected with a variety of detectors, gaseous and solid (a non-exhaustive selection is provided in the references [31, 46, 47, 53–55]). However, as discussed in the Introduction, the shape and material of the microdosimeters affect the experimental outcomes. To guarantee a univocal assessment of the radiation quality, the characteristics of the microdosimeters should be fixed. In particular, the “standards” for volume size, shape, aspect ratio, and the material to be used as reference for the microdosimetric spectra should be defined and become the reference for all the different detectors.

An example of spectral conversion is shown in Figure 13 and refers to data collected at 195 MeV/u carbon ion clinical beam of CNAO. It compares the spectrum collected with a propane-filled mini-TEPC [55] and the spectrum collected with a diamond microdosimeter and converted based on the shape and the material of the mini-TEPC [31]. The spectra conversion is the result of two successive conversion steps [56]. The first transforms the experimental spectrum collected with slab diamond detector to the spectrum that would be collected by a propane-filled slab detector using a function of the stopping powers of the two materials. The second conversion transforms the spectrum of the slab propane-filled detector to the spectrum that, for the same material, would be collected by a cylindrical detector, based on the path length distributions of the two shapes.


[image: Figure 13]
FIGURE 13. Microdosimetric spectra of Italian National Center for Oncological Hadrontherapy (CNAO) 195 MeV/u carbon ion clinical beam at a water-equivalent depth of 76 mm. (A) Spectra collected with the cylindrical propane-based mini-tissue-equivalent proportional counter (TEPC) (gray thick line) and with the diamond microdosimeter (black thin line). (B) The diamond spectrum was recalculated to represent the response of the cylindrical propane-based mini-TEPC. TEPC data from Colautti et al. [8] and diamond data from Magrin et al. [31].


The experimental spectrum for the diamond detector is shifted toward lower lineal energies compared to the experimental spectrum collected with the propane-filled mini-TEPC (Figure 13A). This is due to two conditions. First, for the same particle energy, the energy imparted per unit of length and unit of mass is lower in diamond than in propane. Second, the maximum path length of a cylindrical detector is 27% higher than its mean path length (for irradiation normal to the cylinder axis) while, for a slab detector, maximum and mean path lengths coincide. This results in extending the spectrum of the cylindrical detectors toward higher lineal energy values.

Overall, after the conversion, the two spectra show a good agreement. The effect of the low sensitivity in solid-state detectors, discussed in the section Assessing Variations of Linear Energy Transfer in Proton Data, is visible in the diamond spectrum at lineal energies below 9 keV·μm−1. A metrological approach needs to be established where univocal methodologies for the detector calibration and formalism for the representation of the spectra are implemented and shared among the users. This should include the uncertainty budget assessment of microdosimetric measurement performed with different tools and methods. The role played by Monte Carlo simulations in this process is discussed in the section Monte Carlo Codes in Microdosimetry.

It is worth mentioning here the work of Hagiwara et al. [57], indicating the potential value of microdosimetric data for the clinical outcome of ion beam therapy. In this clinical-based investigation, the outcomes of local control and overall survival in pancreatic tumors are assessed with retrospective studies and examined in relation to the dose mean LET. [image: image] values are computed within the tumor volume and compared to the clinical outcome defined as lack of local control of tumor. The results show that the lowest value of [image: image] within the tumor volume is a prognostic factor related to local failure. In all case studies, the 18-month local control was maintained at 100% when the minimum [image: image] was maintained above 44 keV·μm−1. In the plans where [image: image] declines below 44 keV·μm−1, the local control dropped to 34%. This is the example of a new paradigm in which the LET is explicitly taken into consideration for the outcome of the treatment, without the intermediate role of the RBE. As discussed in the section Microdosimetric Monitoring of Therapeutic Carbon Ion Beams, microdosimetric spectra provide an estimate of LET in terms of track and dose mean values. However, the heterogeneity of the particle energies and species in different points of the target is not completely represented by single parameters, such as the averaged LET. Computations based on microdosimetric spectra, collected experimentally in complex phantoms, may provide a representation of the LET distributions. However, limited data are available yet for proving the accuracy of these derived LET distributions for complex phantoms and tissue structure.

The relevance of the measurement uncertainty of microdosimetric spectra and LET distributions with reference to the uncertainties of the biological outcome and clinical factors is still unclear. Furthermore, the environment surrounding the tumor may play an important factor. Investigating this should be part of the metrological approach suggested above. Note that the uncertainties on microdosimetric quantities, although smaller, may not be negligible compared to the biological uncertainties, contrary to the uncertainty of macroscopically measured absorbed dose to water. The spread of experimental data that relate biological to physical quantities may be determined not only by the substantial uncertainties of the biological data but also by the physical quantities at a microscopic scale. Monte Carlo simulations are a well-suited tool to aid establishing this uncertainty propagation chain.



MONTE CARLO CODES IN MICRODOSIMETRY

Radiation transport Monte Carlo codes have become frequent tools in microdosimetry research from both a theoretical and an experimental approach. In the last years, general-purpose Monte Carlo codes, such as FLUKA [58], Geant4 [59–61], and PHITS [62], have been used to verify the experimental outcomes, in which case it is key to include an appropriate modeling of the detector response [63, 64].

With properly validated interaction models, Monte Carlo simulations give a reliable benchmark to experimental data obtained with either TEPC or solid-state microdosimeters (see the sections The Microdosimeter as Relative Biological Effectiveness Monitor and The Microdosimeter to Monitor Linear Energy Transfer, Carbon Ion Data) [29, 65–67]. As indicated in the section The Physical Base of the Radiation Action on Human Cells, it is possible to evaluate the influence of specific path length distributions on the measured microdosimetric spectra by means of Monte Carlo simulation. The mixed radiation field properties can be evaluated by Monte Carlo simulations, and thus the contribution of each secondary ion can be quantified and be used as a reference to interpret the experimental microdosimetric spectra [68, 69]. These determinations can also help to evaluate correction factors to convert microdosimetric quantities measured in solid-state microdosimeters to equivalent ones in tissue (see the section Prospective of Microdosimetry in the Clinics) [10]. Also, as indicated in the section Assessing Variations of Linear Energy Transfer in Proton Data, Monte Carlo simulations constitute a powerful tool for the design phase of new concepts of microdosimetry detectors, as sensitivity analysis can be carried out with numerical simulations, saving costs [70]. Microdosimetry calculations have been used as a benchmark to define a method suitable for scoring [image: image] in voxelized geometries [71].

To become a reliable tool, it is very important to ensure that the code has been properly validated for the simulation of the relevant types of interactions taking place within a microdosimeter. Indeed, measurements carried out with microdosimeters of different types have been used to assess the accuracy of these codes at microscale measurements, not only for track structure but also for fragmentation of ion beams, by means of experimental microdosimetry distributions [72] or radial dose profiles [73, 74].

It is worth to mention that all general-purpose codes cited above use a condensed history approach to model the electronic interactions of charged particles with matter. This approach allows an increase of computational efficiency by grouping a certain number of electronic collisions within a single simulation step; in addition, secondary electrons set in motion below a given threshold are not explicitly tracked, so that its energy is considered to have been deposited at the volume where the ionization occurred. For instance, the minimum threshold that can be set in FLUKA is 1 keV, whereas for some physics lists of the Geant4 toolkit, it can be as low as 100 eV. Thus, it is expected that the accuracy of calculations using the condensed history methods may not be optimal for submicrometric sensitive volumes, especially if electron transport plays a significant role. Actually, it has been found that FLUKA can reproduce satisfactorily lineal energy distributions obtained with a TEPC down to an equivalent size of 25 nm for carbon ion tracks, but not for proton tracks due to the typically longer range of secondary electrons in proton tracks at therapeutic energies [75, 76]. More accurate calculations can be achieved with track structure Monte Carlo codes, in which single electronic collisions are one by one simulated and all secondary electrons are produced (and thus less efficient in terms of computing time). Nevertheless, this improved spatial accuracy can be jeopardized by the uncertainties on individual interaction cross sections.

An example of pure track structure code for ion tracks in liquid water is PARTRAC [77]. In this sense, the Geant4 toolkit incorporates the extension Geant4-DNA, which includes interaction models and cross sections for electrons in liquid water down to 9 eV, protons and alphas down to 100 eV, and ions down to 0.5 MeV/u, as well as diffusion of radicals in liquid water [78–81]. Also, Geant4 incorporates a track structure extension for silicon material, Geant4-MicroElec, modeling electrons down to 16 eV and protons and ions down to 50 keV/u [82].

Monte Carlo codes can be used to generate libraries of microdosimetric quantities to be incorporated into treatment planning systems for radiobiology optimizations. In this sense, recent works [83, 84] suggest that modeling mean values and standard deviations of microdosimetric quantities is sufficient in order to produce a comprehensive data set for proton therapy treatment planning systems.

Further, TOPAS framework [85], which wraps the Geant4 toolkit, has recently incorporated an extension providing users with the possibility of calculating microdosimetry spectra [86].



CONCLUSIONS

In ion therapy, beam quality assurance cannot be reduced to the correctness of the delivered absorbed dose alone. That is the case because the biological/clinical effect depends also on the RBE of the mixed radiation field, which in turn varies with depth. The lineal energy (y) spectrum measured with a microdosimeter is an adequate methodological approach to monitor the stochastic distributions of the energy deposited at the microscopic level, and the mean values of these distributions correlate strongly with the calculated [image: image]. Based on the measured y–distribution via application of a biological weighting function, or based on measured saturation-corrected dose mean lineal energy values y*via the modified MKM, the RBE10 of proton and carbon ion therapeutic beams can be estimated. These estimations are in good agreement with radiobiological data. However, the optimal exploitation of microdosimeters in clinic is still under experimental investigation. Experimental microdosimetry offers valuable tools for the quality assurance of LET-based treatment plans, for the validation of Monte Carlo simulations, for the intercomparison of different therapeutic centers, and more in general to improve the understanding of underlying physical characteristics of the radiation interaction that correlate with different biological effectiveness.
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A precise characterization of therapeutic proton pencil beams is essential for the commissioning of any treatment planning system (TPS). The dose profile characterization includes measurement of the beam lateral dose profile in the beam core and far from the beam core, in the so called low-dose envelope, and requires a sophisticated detection system with a few orders of magnitude dynamic range. We propose the use of a single-quantum-sensitive MINIPIX TIMEPIX detector, along with an in-house-designed holder to perform measurements of the pencil beam dose profile in air and in water. We validated the manufacturer calibration of the MINIPIX TIMEPIX detector in proton beams of various energies and compared the deposited energy spectra to Monte Carlo (MC) simulations. The precision of the lateral dose profile measurements has been systematically validated against Krakow proton facility commissioning data and dose profile simulations performed with MC codes Gate/Geant4 and Fred. We obtained an excellent agreement between MINIPIX TIMEPIX measurements and simulations demonstrating the feasibility of the system for a simple characterization and validation of proton pencil beams. The proposed approach can be implemented at any proton therapy facility to acquire experimental data needed to commission and validate analytical and MC-based TPS.

Keywords: proton therapy, dose, semiconductor pixel detector, Timepix detector, Monte Carlo simulation


1. INTRODUCTION

The dosimetric advantage of proton beams in radiotherapy is due to their depth-dose distribution (Bragg curve), which allows us to minimize the dose deposited in healthy tissues and to maximize it in the tumor region [1, 2]. After many years of research and development, a growing interest in proton radiotherapy is observed. According to data provided by the Particle Therapy Co-Operative Group (https://www.ptcog.ch/, 2020), there are 91 proton (or proton and carbon ion) radiotherapy facilities in operation, 33 under construction, and 27 in the planning stage all around the world. Upon startup of each new proton facility, for the purpose of launching a treatment planning system (TPS), a commissioning of the proton pencil beam is required. The beam commissioning, which includes, e.g., an experimental characterization of lateral and longitudinal beam profiles, is a demanding and time-consuming experimental procedure. In this paper, we propose a new approach for characterization of lateral beam profiles in air and in water to simplify the procedure of beam data library acquisition and TPS commissioning.

The procedure of dosimetric commissioning and validation of single pencil beams was established and applied by several ion beam therapy facilities [3–5]. It is usually performed within commercially available active and/or passive dosimetry systems. However, the existing solutions do not offer dynamic range, and the possibility to perform measurements in water with single quantum sensitivity has not been reported as feasible when using only one device. Passive dosimetry (TLD, photochromic films) might have wider dynamic range, but the dose is integrated. Such detectors often require technologically complicated and time-consuming post-processing, and the response is often dependent on the LET. Scintillator-based detectors, such as Lynx, show a dynamic range of two orders of magnitude and cannot be easily used in water due to its large size. Active dosimetry with ionization chambers requires a complex correction procedure for temperature, pressure, recombination effect, etc. Moreover, none of these methods are single-quantum sensitive.

The state-of-the-art experimental approach for proton beam commissioning is to measure lateral dose profiles in air with a scintillating screen and CCD camera [6–10]. This method allows us only to measure the major component of the lateral beam dose profile characterized by a Gaussian distribution. In fact, primary particles scatter on the passive components of a beam delivery system, such as gantry nozzle equipment and range shifters/compensators, building up an additional dose envelope of the lateral beam profiles [6], which is recognized as a nuclear halo. The nuclear halo is often approximated in TPS by a double Gaussian model of proton pencil beam. The accurate characterization of pencil beam lateral dose profiles is particularly important for facilities using very small beam sizes as the uncertainty of the nuclear halo modeling is propagated over a greater number of beams [6, 11]. Also, the effect is pronounced for small, shallowly located targets that are irradiated with a limited number of beams because the uncertainties are not averaged [11]. Still, the measurements of the dose envelope are often neglected because characterization of pencil beam nuclear halo requires dedicated detector technology with sufficient sensitivity and accuracy.

In order to compensate for the uncertainties in the beam modeling caused by the dose envelope, some of the proton centers investigate and develop new detection techniques for characterization of the lateral beam profile far from the beam core. For instance, in the Krakow proton facility, passive dosimetry [12, 13] or single particle sensitive methods like scCVD diamond detectors [14] have been investigated. Refer to the following publications and their references for review of beam halo measurement approaches [15, 16] and more generally proton beam commissioning protocols [17–20].

Within the commissioning stage, a validation of the beam model implementation in TPS is required, and it is typically performed by means of experimental measurements in water. The dose in complex radiation fields consisting of several pencil beams is usually measured, and, if necessary, field size factors are applied to correct for experimental and computational uncertainties of the pencil beam modeling [21]. The introduction of Monte Carlo (MC) tools in the clinical routine offers computational accuracy, allowing for consideration of the nuclear halo in patient treatment plan simulations. However, the experimental validation of single pencil beam dose profiles in water, including the nuclear halo, is even more demanding than in air because it requires operation of the detector in water. There is still a necessity to provide more accurate, fast, and easy-to-use experimental methods for characterization of the low-dose envelope of proton pencil beams.

Here, we propose an alternative to the existing solutions, to be applied for measurements in air and in water with higher resolution, single particle sensitivity, and improved detector dynamic range. Our approach allows for experimental characterization and validation of lateral and longitudinal dose profiles of a proton beam halo up to 150 mm off the beam core. For this purpose, we used MINIPIX TIMEPIX semiconductor pixel detector, an in-house-developed detector holder, and water phantom. The proposed experimental setup can be used for commissioning and validation measurements both in air and in water. We measured pencil beam profiles and compared the results to the facility commissioning data, TPS calculations, and Monte Carlo (MC) simulations, demonstrating the feasibility of the approach.



2. MATERIALS AND METHODS


2.1. Proton Radiotherapy Facility

The Krakow proton beam facility has been in clinical operation since October 2016, offering protons for radiation therapy treatment as well as for physics and radiobiology experiments. The Krakow facility offers stable beam intensities ranging from 1 to 300 nA and scanning pencil beam within an energy range from 70 to 226 MeV, which corresponds to range in water from 4.2 to 31.8 cm. The microstructure of the proton beam produced by C-235 IBA cyclotron in Krakow consists of 0.79 ns micropulses generated with the frequency 106 MHz, which is common to all beam intensity settings. The lateral beam size (1σ) ranges depending on the proton beam energy and application of a range modulator (range shifter - RS) from about 3 to 15 mm. The RS made of 4.2 cm thick PMMA material, mounted at the gantry nozzle, is used to modulate proton range.

In Krakow, Eclipse TPS version 13.6 (Varian Medical Systems, Palo Alto, CA, US), commissioned against experimental data, is used for treatment planning. The TPS in this version is equipped only with an analytical pencil beam algorithm [22]. Longitudinal dose profile measurements were performed in water using a Bragg Peak Chamber (PTW, Freiburg, Germany). Lateral dose profiles in air were measured using LYNX scintillating screen (IBA Dosimetry, Schwarzenbruck, Germany) and thermoluminescence detectors (TLDs) in the primary Gaussian and the dose envelope regions, respectively. Eclipse TPS was used to compute 3D pencil beam dose profiles in water. In addition to the clinical TPS, the dose profiles were simulated using a secondary dose computation tool, FRED MC code [23] that was commissioned and validated for quality assurance purposes in Krakow [Gajewski et al. accepted]. The proton beam model used by the clinical TPS and FRED have been adopted for GATE/Geant4 simulations performed in this work.



2.2. MINIPIX TIMEPIX Detector and Data Acquisition Software

In this study, we propose using the technology of pixel semiconductor detectors, TIMEPIX from ADVACAM (https://advacam.com), for characterization of therapeutic proton pencil beams and validation of TPS and MC simulations. TIMEPIX is a commercial version of MEDIPIX detector developed at CERN and is widely used for radiation research, e.g., in proton and ion beam therapy [24–29], in brachytherapy [27, 30], in radiation dosimetry [31–34], in particle accelerator environments [35], or for space radiation characterization on board of the International Space Station [36–38]. The single particle sensitivity of the device finds applications in particle therapy as well as for very small field dosimetry needed for investigations on in-vitro and animal model systems [39].

Due to the single-quantum sensitivity and particle tracking capability, TIMEPIX technology enables particle-by-particle dosimetry of proton pencil beams in wide dynamic range. It is achievable thanks to hybrid semiconductor pixel architecture and highly integrated signal electronics (amplifier, amplitude discriminators, and digital counter). TIMEPIX processes signal from single-quantum events on-board using a megahertz frequency clock and multi-channel analyzer with 11.8k channels per pixel enabling measurement of the number of events, the energy, or the time of interaction. These features offer a wide dynamic range of the MINIPIX TIMEPIX in term of quantum sensitivity and noiseless particle type identification (neutrons, X rays, light, and heavy charged particles) as well as measurements of particle flux (from single particles up to 106 in event by event spectrometry tracking mode and 108 in integrated counting mode), linear energy transfer (0.1–500 keV/μm in silicon), or directional tracking in a wide field of view (2π solid angle) [40].

In this work, a compact MINIPIX TIMEPIX detector was used (Figure 1, left). The entire MINIPIX TIMEPIX has dimensions of 77 × 21 × 10 mm, and its total weight is 25 g. The sensitive volume of the semiconductor silicon sensor (14.08 × 14.08 × 0.3 mm) consists of a 2D array of 256 × 256 pixels, and each has dimensions of 55 × 55 μm. The ionizing particle penetrating the sensitive volume of the MINIPIX TIMEPIX produces electric charge, which is collected by adjacent electrode pixels forming a cluster. The charge collected by each pixel is converted by an analog-to-digital (ADC) converter into a signal. As long as the ADC output is not saturated and its response is linear to the collected charge, we can assume that the measured energy deposited by two or more particles in the same time and position (overlapping) is equal to a sum of the single energy depositions (non-overlapping). The signal read-out is performed in each pixel individually in a single frame acquisition time of typical length of about 1–100 ms. The MINIPIX TIMEPIX frame read-out dead-time is 22 ms. Data acquisition electronics is fully integrated, connected to the computer via USB port and does not require a dedicated cooling system. The temperature effect on energy deposition measurement is negligible [41]. For more details on the TIMEPIX detector technology, refer to [40, 42, 43] and references.
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FIGURE 1. The MINIPIX TIMEPIX detector equipped with a TIMEPIX ASIC and 300 μm thick silicon sensor (left) and an example frame obtained from the measurements (right). Clusters are produced by different particles in mixed radiation field of proton pencil beam in water. Low-LET narrow, curly tracks are typical for electrons, high-LET wide, straight tracks for energetic heavy charged particles such as protons, and low-LET straight tracks are characteristic for photons. In the right side of the frame, an example of overlapping clusters is shown.


The MINIPIX TIMEPIX detector is equipped with a data acquisition and real-time visualization software, PIXET PRO, which also provides data processing tools for cluster morphology analysis. Figure 1 (right) shows an example of data frame acquired in Krakow. The morphology of each cluster is characterized by the following: the position of the cluster center of mass, the total energy deposited, the cluster length, and the angle at which the particle enters the detector. The cluster analysis enables identification of impinging particle type [43]. The analysis of multiple clusters enables particle-by-particle experimental characterization of the mixed radiation fields consisting of primary and secondary protons, secondary electrons, photons, etc. Depending on the primary particle fluence, the single frame acquisition time needs to be adjusted for each measurement individually in order to minimize the overlapping of the clusters. The cluster overlapping effect occurs when different particles at short time intervals produce clusters, which are so close to each other that they overlap and are recognized by PIXET PRO software as a single cluster of larger energy deposition. The shortest single frame acquisition time (1 ms) determines the maximal primary particle fluence, which can be used for measurement. In case of measurements performed in the beam core, the lowest clinically available beam current (1 nA) was too high to avoid the detector saturation. Therefore, the unregulated accelerator dark current was used for measurements in the beam core and the stable beam current of 1 nA off the beam core.



2.3. Dose Calculation Engines

In this work, the dose distributions were calculated using the clinical TPS used in the Krakow proton facility (cf. section 2.1) as well as two MC toolkits: GATE/Geant4 (version 8.2), interfaced to Geant4 (version 10.4.p2) [44] and FRED MC (version 3.0.18) [23]. GATE/Geant4 is a full MC simulation engine transporting all the primary and secondary particles contributing to the dose deposition. FRED is a fast, GPU-accelerated MC tool transporting primary and secondary protons, deuterons, and tritons, whereas the energy from gammas and delta-electrons is deposited at their production point. Because the GPU parallelization and physics are trimmed down to the processes relevant for proton dose calculations, the computation time is reduced up to a factor 100 with respect to GATE/Geant4 computations running on CPU [45].



2.4. Calibration Measurements

The MINIPIX TIMEPIX detector is calibrated by the manufacturer aiming at a uniform response of each individual pixel to energy depositions from X-rays source [46]. In principal, primary and/or secondary particles can enter the detector surface at any angle, which specially occurs measuring mixed radiation field produced by a proton beam in water. In this work, we performed a validation of the detector response to proton beams impinging the detector surface at different angles. We compared the energy deposition spectra obtained experimentally to MC simulations. Moreover, the measurements allowed to determine optimal detector angle with respect to the beam core used in further acquisitions.


2.4.1. Experimental Setup and Data Acquisition

The MINIPIX TIMEPIX was exposed to proton pencil beams of nominal energies E70, E100, E150, and E200, corresponding to proton mean energies and energy spreads (standard deviation) at the detector position of 70.5 (0.6) MeV, 100.1 (0.8) MeV, 149.9 (1) MeV, and 199.6 (1) MeV, respectively. For each nominal energy, the detector was positioned at the isocentre in air (in the beam core) at β angles ranging from 27° to 83°. We defined β as the angle between the normal to the silicon sensor surface and the proton beam axis (cf. Figure 2). The accelerator dark current was used allowing to keep the particle fluence low enough to avoid saturation of the detector and to minimize the cluster overlapping.
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FIGURE 2. Schematic illustration of MINIPIX TIMEPIX detector silicon sensor and the definition of β angle between the normal to the silicon sensor surface and proton pencil beam axis (left), MINIPIX TIMEPIX placed in the PMMA holder positioned in water phantom without the waterproof cover (middle), and immersed in the water phantom filled with water for profile measurements (right).




2.4.2. Monte Carlo Simulations

We performed MC simulations of the calibration setup in GATE/Geant4 toolkit. The MINIPIX TIMEPIX detector active volume was simulated as a 14.08 × 14.08 × 0.3 mm3 cube made out of silicon (ρ = 2.33g/cm3, Ipot = 173eV [47]). The detector was positioned at the isocentre at β angles, mimicking the experimental conditions. For simulations of proton pencil beams, the MC implementation of the clinical beam model based on Krakow proton facility commissioning measurements was used. We used the QGSP_BIC_HP_EMZ physics list, which contains the high precision (HP) model for low-energy neutrons and the most precise electromagnetic physics (EMZ) [48]. We used production cuts in the active volume of 10 μm for protons, electrons, and gammas. For each individual calibration simulation the total number of 106 primary particles were simulated. Using a phase space actor in GATE/Geant4 we scored the type, energy, angle, and position of the incidence of each primary particle crossing the detector surface. The history of the interactions and energy depositions of primary and secondary particles of unique identification number (UID) was scored using a GATE/Geant4 sensitive volume.



2.4.3. Data Analysis

The results scored by the phase space actor and the GATE/Geant4 sensitive volume were merged based on the primary particle UID. The total energy deposited in the detector by a single primary proton was calculated as a sum of all energy depositions from the primary and secondary particles scored inside the GATE/Geant4 sensitive volume.

For each primary proton energy and detector angular position (β), the energy deposition distributions obtained from the MINIPIX TIMEPIX measurements were compared to the GATE/Geant4 simulations. Due to a simplified geometry implemented in the MC simulations, i.e., omitting the detector case and the PMMA holder, in simulations, all the primary particles entered the detector at nearly the same angle β (cf. Figure 2). In fact, in the experimental conditions, the particles can enter the detector at different angles because they scatter on the MINIPIX TIMEPIX case and on the holder. For this reason, to compare the results of measurements and simulations, we filtered out from the experimental data particles, entering the detector at an angle different than ±3°. The β angle was obtained from the cluster morphology by calculating its track in the silicon sensor. In addition we compared the mean deposited energy measured by the MINIPIX TIMEPIX detector and simulated in GATE/Geant4 to the deposited energy calculated based on PSTAR data of proton stopping power in silicon [47].




2.5. Dose Profile Characterization

The experimental setup was used for two types of dose profile measurements. We performed lateral dose profile measurements in air to demonstrate the capability of the MINIPIX TIMEPIX detector to be used for commissioning and characterization of proton therapeutic pencil beams. Next, we performed lateral and longitudinal dose profile measurements in water to validate the pencil beam propagation performed by TPS and MC simulations.


2.5.1. Experimental Setup, Beam Conditions, and Data Acquisition

The MINIPIX TIMEPIX detector was positioned in a dedicated, waterproof, in-house-designed PMMA holder mounted inside the water phantom (BluePhantom2 by IBA). We enclose the technical sketch of the PMMA holder in Supplementary Materials. The detector sensitive volume was positioned at isocentre using water phantom step motors and laser patient positioning system. Based on the step motor movement and laser positioning system accuracy, we estimate the setup positioning uncertainty as 1mm. The MINIPIX TIMEPIX was positioned at an angle β = 45°. See the middle panel of Figure 2 for the detector placed in the phantom (in air) without the waterproof cover and the right panel of Figure 2 for the detector placed in water.

The lateral proton pencil beam profiles in air and in water were acquired for proton beams at nominal energies E100, E150, and E200 with and without range shifter. All the measurements were performed using the lowest possible accelerator beam current of 1 nA to keep the beam current stable between measurements. The shortest acquisition time frame duration used by Timepix was 1 ms. Therefore, the time architecture of the beam is negligible for the measurements performed in the integration mode. For the 1 nA beam current, we did not perform measurements with the detector placed in the beam core (0–20 mm away from the isocentre), as, at such a current, the primary proton yield leads to detector saturation for a single acquisition frame. For dose profile measurements, the time frame duration was set by the software operator based on a real-time visual assessment of the data in the PIXET PRO software. Before starting the data acquisition, while the beam was on, the most optimal time frame duration was selected allowing acquisition of the maximal possible number of clusters in one frame and avoiding cluster overlapping effect. The total acquisition time of each measurement in single point of radiation field depends on particle fluence, and it was from 20 to 40 s and thus resulted in the order of 104–106 registered single particle events (clusters). In total, we performed 26 proton pencil beam lateral and longitudinal dose profile measurements.

For measurements in air, MINIPIX TIMEPIX was positioned at the gantry room isocentre, and lateral profiles were acquired at the distance from 30 to 180 mm away from the isocentre. Following the measurements in air, BluePhantom2 was filled with water. See Figure 3 for simulated 2D dose distributions of proton pencil beams in water with and without range shifter for three investigated nominal proton beam energies. Note that each detector position along the axis of measurement data acquired with a 2D MINIPIX TIMEPIX detector is integrated to one measurement point corresponding to center of mass of the detector surface. This is because the analysis of the acquired data has shown that the particle fluence and energy deposition gradient within the 14 × 14 mm2 detector frame do not vary for measurement points from 45 to 150 mm away from the beam core. The dose distributions are overlapped with lines indicating which lateral and longitudinal dose profiles were measured. We measured lateral dose profiles at three depths, at 1/2 and 3/4 of the proton beam range, and as in the Bragg peak position. For 150 MeV proton beam, the longitudinal profiles were measured at the distance of 25, 37, 49, and 61 mm away from the isocentre.
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FIGURE 3. 2D dose profiles obtained from MC simulation of proton beams at three nominal energies with (bottom) and without (top) the RS. The lateral and longitudinal dose profiles measured with MINIPIX TIMEPIX are shown, and the measurement points are marked with crosses. The color convention used to illustrate measured dose profiles is the same as the one used in the figures in the results sections 3.3 and 3.4.




2.5.2. Monte Carlo Simulations

The dose distributions in water for the nominal energies used in the experiment with and without the RS were calculated using clinical TPS (analytical dose computation algorithm) as well as simulated in GATE/Geant4 and FRED MC engines. In GATE/Geant4, we used the QGSP_BIC_HP_EMZ physics list with 1 mm production cut for gammas, electrons, and positrons and 10 μm for protons. In both MC engines, a high statistics of 109 primaries were simulated in order to obtain the beam dose envelope in water up to 150 mm far from the beam core. The dose was scored in water in 2 × 2 × 2 mm3 voxels.




2.6. Data Analysis

The data pre-processing was performed using PIXET PRO track processing tool, which provided a list of clusters and their parameters for each measurement performed at the given point of radiation field. For analysis of the dose profiles we extracted from PIXET PRO, we noted the following: (i) the total energy deposition in each cluster, (ii) the cluster position in the detector sensor, (iii) the total number of frames, and (iv) the frame duration time for each measurement point. For each measurement point, we calculated the relative dose rate D:

[image: image]

where Ei is the total energy deposited by a particle in a cluster, m is the mass of the detector silicon sensor, tacq is the frame acquisition time (constant within one measurement point), and n is the total number of frames acquired in one measurement point.

The visualization and comparison of the lateral dose profiles obtained experimentally in air and in water to simulations were performed as follows. The maximum value of the lateral beam dose profile simulated in GATE/Geant4, FRED, and TPS were normalized. The dose experimental profiles were adjusted to the corresponding simulated profiles using least mean square algorithm. This was the optimal method to visualize and compare the experimental and simulation results because the dose rate at the profile maximum varies depending on primary beam energy and measurement depth. The value of relative dose rate obtained experimentally was not modified between the measurement points within a single profile.

Next, we compared lateral and longitudinal dose profiles measured with MINIPIX TIMEPIX in water with the simulations of 3D dose profiles performed with clinical TPS, fast MC code FRED, and full MC code GATE/Geant4. A median filter with kernel size of 5 was used for lateral GATE/Geant4 profiles at the distance larger than 50 mm from the beam core to compensate for the statistical fluctuations of MC simulation.

For the purpose of visualization of the longitudinal dose profile measurement in water, the maximum value of the 3D dose distribution simulated in GATE/Geant4, FRED, and TPS was normalized to 1. The longitudinal profiles simulated at the distance from beam core are plotted according to the normalization, and the MINIPIX TIMEPIX measurement results were adjusted to the simulations using the same least mean square algorithm.




3. RESULTS


3.1. Calibration Measurements

Figure 4 (left panel) shows an example of energy deposition spectra for detector angle β= 57° (cf. Figure 2 left panel) and nominal proton energy E150. The spectrum obtained experimentally (raw data) exhibits considerable amount of clusters with low-energy depositions (below 0.4 MeV) and particles incoming at significantly smaller angles than β. These clusters are produced mostly by photons originating from the gantry nozzle equipment (plane-parallel and multiwire ionization chambers), which are not explicitly simulated in the GATE/Geant4. The main energy deposition peak, with the maximum of about 0.5 MeV, is produced by the protons entering the detector at angle 57 ± 3°. The peaks to the right, with the maximum of about 1 MeV and 1.6 MeV, result from the overlapping effect, where respectively two or three primary protons overlap creating a single clusters with the doubled or tripled energy deposition. The overlapped clusters exhibit larger incident angles than the primaries in the main energy deposition peak. The overlapping effect is not taken into account in GATE/Geant4 simulations. In order to compare the spectra obtained experimentally with the MC simulations, all the particles incoming at angles different than 57±3° were filtered out. As a result of the filtration, the energy depositions from particles produced at the gantry nozzle equipment, as well as from overlapping clusters are removed from the energy deposition spectrum. Figure 4 (left panel) shows the spectra obtained experimentally before and after filtering, spectra obtained from simulations, and the measured angle of the incoming particles as a function of deposited energy.
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FIGURE 4. Example of energy deposition spectrum for proton beam at the nominal energy E150 measured with MINIPIX TIMEPIX positioned at angle β = 57° before and after filtering for the particles incidence angle (±3°) as well as the one obtained from GATE/Geant4 MC simulation (left). Energy deposition spectra after applying the cluster filtering procedure for nominal energy E150 and various β detector angles (middle). Mean energy deposited in MINIPIX TIMEPIX was exposed to nominal proton energies E70, E100, E150, and E200 when positioned at various angles. The measurement results are compared to MC simulations and data calculated based on PSTAR stopping power tables (right).


Figure 4 (middle panel) shows energy deposition spectra for nominal energy E150 and various β angles after angle filtering β±3°. The maximum value and width of the energy deposition spectra increase with the detector angle. This is because the average track length, thus the total energy deposited by a single particle crossing the detector active volume, increases with the detector angle with respect to the beam direction. The main energy deposition peak shapes, and positions are comparable with the simulations. The mean deposited energy obtained from MINIPIX TIMEPIX measurements (after filtering), simulated in GATE/Geant4 MC and calculated based on PSTAR stopping power data are presented in Figure 4 (right panel). The mean deposited energy simulated in GATE/Geant4 is consistent within 100 keV with the value expected from the PSTAR database in the entire range of the investigated detector angles and energies. The discrepancy between the mean energy deposition measured with MINIPIX TIMEPIX and the expected value from the PSTAR database, for detector angle β less than 73°, ranges from 1 to 60 keV. For angles greater than 73° it is higher, up to 550 keV. This might be an effect of registering particles scattered on the MINIPIX TIMEPIX case made of aluminum, which produce long clusters of large energy depositions. Therefore, for the beam profile measurements in water and in air, the detector angle of 45° was chosen.



3.2. Beam Spot Profiles in Air

Figure 5 shows proton pencil beam lateral profiles measured for nominal energies E100, E150, and E200 in air, at the isocentre, without and with the RS. The profile shapes measured with MINIPIX TIMEPIX correspond well to TPS beam model data obtained during the facility commissioning. The high sensitivity of MINIPIX TIMEPIX allowed to perform measurements in significant distance from the beam core (from 30 mm up to 180 mm) in relative dose range of three orders of magnitude. This allowed to measure the buildup of the nuclear halo.
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FIGURE 5. Lateral pencil beam dose profiles measured at the gantry room isocentre in air for primary proton beams at three nominal energies. Points correspond to MINIPIX TIMEPIX measurement results, whereas solid and dashed lines are the data obtained from TPS beam model without RS (nRS) and with RS, respectively.




3.3. Lateral Profiles in Water

Figure 6 shows MINIPIX TIMEPIX results in water performed with and without the RS for three nominal beam energies E100, E150, and E200. The measurement results of (i) the first Gaussian term obtained with the LYNX scintillating screen and (ii) the low-dose envelope (nuclear halo) obtained with MINIPIX TIMEPIX are compared with GATE/Geant4 and FRED MC simulations.


[image: Figure 6]
FIGURE 6. Lateral beam dose profiles measured in water at different depths for three beam nominal energies. Points correspond to MINIPIX TIMEPIX measurement results, dotted lines are results of measured with LYNX detector, whereas solid and dashed lines are the GATE/Geant4 data without (nRS) and with RS, respectively. Corresponding transparent lines presents FRED simulations result.


We observed an excellent agreement between the shape of the profiles obtained experimentally with LYNX and MINIPIX TIMEPIX and simulated with full MC code GATE/Geant4 up to 150 mm far from the beam core. The shapes of the lateral dose profiles were also accurately reproduced at different depths in water and behind the RS. In FRED simulations, the shapes of the lateral dose profiles in comparison to MINIPIX TIMEPIX measurements were well-mimicked up to four orders of magnitude. The disagreement for more distant measurement points is due to the fact the FRED code does not transport secondary gammas and electrons. Note, that in terms of performance, tracking rate achieved with GPU-accelerated MC code FRED was up to 3.6·106 primary/s on a single GPU card, compared to 1.1·103 primary/s with GATE/Geant4 running on CPU cluster.



3.4. Longitudinal Profiles in Water

Figure 7 presents proton pencil beam longitudinal dose profiles in water for beam nominal energy E150. The beam range measured with MINIPIX TIMEPIX is in agreement with the GATE/Geant4 simulations, even at the distance of 61 mm from the beam core, whereas TPS does not predict any dose at this distance.


[image: Figure 7]
FIGURE 7. Longitudinal pencil beam dose profiles measured in water for proton beam nominal energy E150. Points correspond to MINIPIX TIMEPIX measurement results, whereas for solid, dotted, and dashed lines, they correspond to GATE/Geant4, FRED, and TPS simulations, respectively. The mean proton range of 158.7 mm is marked by a vertical line (R80).





4. DISCUSSION

In the frame of this work we performed a validation of the detector calibration for protons. The comparison of the calibration measurements and MC simulations demonstrate that the MINIPIX TIMEPIX accurately measures energy deposited by proton beams. The comparison of the mean energy deposition in the detector to MC simulation results and PSTAR data indicates that positioning of the detector at 45° with respect to the beam axis is the most optimal for the measurements. The calibration measurements provide information on the energy deposited by particles producing separate or overlapping clusters (c.f. Figure 4, middle panel). The total energy deposited by several particles forming separate clusters and an overlap of clusters is nearly the same. Therefore, we assume that cluster overlapping does not influence the total dose measured in a single frame, as long as the signal in a pixel is within the dynamic range from 4 keV/pixel up to 2 MeV/pixel [49]. Here, we performed only the validation of the calibration for protons in energy range from 70 to 200 MeV, whereas in the mixed radiation field in water, a wider energy spectrum of particles can be registered by the detector. The response of the MINIPIX TIMEPIX detector to other radiation types was studied elsewhere [Granja et al., under review].

The measurements of the lateral and longitudinal pencil beam dose profiles performed with the MINIPIX TIMEPIX detector in air and in water show its capability to measure the dose with the dynamic range of up to four orders of magnitude. The measurements of the beam lateral profiles in air correspond well to the TPS beam model data obtained during the facility commissioning. The beam lateral and longitudinal profiles measured in water are in an excellent agreement with GATE/Geant4 simulations. We presented the relative difference between measurements and simulations normalized to the dose value in the beam core. For the lateral beam profiles in air, the relative difference is below 0.004% for the beam halo measurement points at 45–150 mm away from the beam core and 10% for the measurements at 30 mm away from the beam core. In case of lateral beam profiles in water the difference between the measurement and simulation is below 0.1% of the dose in the beam core. The difference increases up to 1.3% for the measurement points at 30 mm off the beam core. Higher discrepancy between measurements and simulations close to the beam core results from high dose gradients in this region. This leads to significantly different particle fluence measured in different locations of the detector sensitive area measuring close to the beam core. For longitudinal beam profiles in water the relative difference between the measurement and simulation is less than 0.12%. Because of the limited time resolution of the MINIPIX TIMEPIX detector, it was not possible to perform measurements in the beam core, where the fluence of particles was high, causing detector saturation. A new generation of the TIMEPIX detectors, the MINIPIX TIMEPIX 3 (ADVACAM), offers time resolution better than the MINIPIX TIMEPIX used in this work. MINIPIX TIMEPIX 3 will allow for measurements in the beam core and in therapeutic fields, where the particle fluence is high. This will be particularly important for patient treatment plan verification when several beams of various energies contribute to in-point distributions of LET spectrum. In order to minimize the fraction of particles scattered on the aluminum detector case, an alternative, e.g., PMMA case, should be considered.

Since MINIPIX TIMEPIX provides information about a single particle energy deposition and its track length, it is possible to calculate the linear energy transfer (LET) value of each particle penetrating the detector sensor. Future work will focus on an experimental characterization of the energy deposition and the LET spectra in mixed radiation fields produced by therapeutic proton beams in water. The results will be used for validation of MC codes and TPS, aiming at improved physical and biological modeling in proton radiotherapy.
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The neutron ambient dose equivalent induced by galactic cosmic-ray-like (1 GeV/u 56Fe) radiation stopped in a thick aluminum shield was measured at different angles with a GSI neutron ball, the standard TLD (thermoluminescent dosimeters)-based neutron dosimeter for area monitoring at the GSI facility. In order to measure reliably at large angles, a modified version of the GSI ball, including a set of three more sensitive TLD600H/700H cards, instead of one standard TLD600/700 card was used. The modified GSI balls were calibrated in neutron reference fields of 241Am-Be(α,n) available at the Physikalisch-Technische Bundesanstalt (PTB). The neutron ambient dose equivalent was measured at five different angles (15, 40, 90, 115, and 130 degrees) with respect to the beam direction and compared to the calculated detector response and neutron ambient dose equivalent results from FLUKA simulations. The dosimeter readings were corrected for signal contributions coming from secondary charged particles. An agreement within 15% was found between the measured and calculated GSI ball response and an agreement within 30% was found between experiments and calculated neutron dose equivalents.
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1. INTRODUCTION

Long-term manned space missions to Mars and the construction of a permanent Moon base with a large crew both represent two of the most challenging new frontiers of human space flight exploration. However, the effects of space radiation on the health of astronauts is one of the most serious limiting factors to the realization of such explorations [1–3]. In order to predict the biological effects of radiation exposure and develop possible mitigation strategies, space agencies are developing complex risk models [4, 5]. However, the predictability of these models is strongly limited by the large uncertainties of the basic physical and radio-biological models and the limited amount of experimental data for the reaction and production cross-sections of particles from galactical cosmic radiation (GCR) [6].

When studying shielding approaches for planetary habitats, the exploitation of in-situ materials to build very thick shielding represents one of the most realistic strategies with which to maximize shielding efficiency while limiting costs. In this context, the lack of experimental data on neutron and light ion production after thick shielding material by highly energetic ion radiation represents one of these significant knowledge gaps. Recent studies demonstrated that, behind thick shielding (≥ 20 g/cm2), up to 80–90% of the total dose equivalent to various body organs comes from light secondary fragments and neutrons [7–9]. In particular, secondary neutrons—abundantly produced through all phases of a nuclear fragmentation process—represent a severe threat for the astronauts' health due to their high penetration length and their increased biological effectiveness.

Motivated by these gaps in data, a series of experimental studies for secondary particle production in thick targets for space radiation protection applications have been performed at the HIMAC accelerator in Japan by NASA-associated research groups from the USA; more recent studies have been performed at NSRL at Brookhaven National Laboratory [10–12]. However, despite the significant experimental effort invested in these campaigns, measurement gaps are still reported [13].

Radiation transport codes represent a powerful and very important tool for radiation protection in space. However, the uncertainties regarding the nuclear physics models and the lack of necessary experimental data needed to improve these models lead to large differences among the major particle transport codes used for space radiation application [14]. Recent studies demonstrated that different Monte Carlo (MC) codes could reproduce the measured neutron dose distributions behind shielding materials irradiated with protons only with an accuracy of a factor of two [15].

In this context, an accelerator-based experimental campaign within the framework of the ESA-IBER program is currently taking place in Cave A of GSI (Helmholtzzentrum für Schwerionenforschung, Darmstadt) by a collaboration with the PTB (Physikalisch-Technische Bundesanstalt, Braunschweig), TIFPA (Trento Institute of Fundamental Physics and Application, Trento), the Radiation protection department of GSI, and the Biophysics department of GSI. This project aims at a full characterization of the neutron and light fragment field generated by galactic cosmic ray-like radiation (1 GeV/u 56Fe ions) fully stopping in a thick aluminum target. The measurement method consists of a multi-detector system including four complementary detectors and measurement techniques. In particular, the secondary neutron yield and the neutron ambient dose equivalent at different angles will be measured with the active PTB Bonner sphere spectrometer (BSS) NEMUS and the TLD-based GSI neutron ball dosimeters, respectively. The double differential yield of the secondary fragments will be measured with ToF (Time of flight) and energy loss measurements via ΔE-E telescopes while the TEPC (tissue equivalent proportional counter) will allow a microdosimetric characterization in terms of lineal energy spectra.

In this work, the results obtained from GSI neutron balls within the first experimental run are presented. These dosimeters, consisting of a moderator sphere equipped with thermoluminescence dosimeters (TLDs) sensitive to thermal neutrons, have been used to measure the angular distribution of the neutron ambient dose equivalent around a thick target at different angular positions. For this experimental campaign, a modified version of the GSI ball, including a set of three sensitive TLD600H/700H cards, was used. In order to achieve the maximum accuracy, the full detector setup was calibrated in the PTB 241Am-Be(α,n) neutron reference field. After describing the calibration procedure, and the experimental setup, the measured neutron ambient dose equivalent distribution is presented. A dedicated study is carried out to quantify the signal contributions coming from secondary protons interacting with the GSI balls. Consequently, the dosimeter readings are corrected for this over-response due to secondary protons. The experimental results are finally compared with Monte Carlo simulations showing a good agreement between the measured and calculated neutron dose equivalent distribution.



2. MATERIALS AND METHODS


2.1. GSI Ball: A TLD-Based Neutron Dosimeter

GSI balls are the standard neutron dosimeters used at the GSI (Helmholtzzentrum für Schwerionenforschung in Darmstadt) accelerator site for environmental monitoring all over the facility [16–18]. The detectors consist of a 32 cm diameter polyethylene sphere (density 0.954 g/cm3) with a 1 cm thick lead layer inside. At the sphere center, a TLD card of the Harshaw type is used as the radiation-sensitive element. The polyethylene moderates up to 10 MeV neutrons down to thermal energies so that they can be detected by the TLDs. For more energetic neutrons, for which the polyethylene moderator becomes insufficient, a lead layer converts the high-energy neutrons into detectable evaporation neutrons by spallation reactions. The geometrical design of the GSI ball dosimeter was optimized through Monte Carlo transport codes (FLUKA and MCNPX) [19, 20] to reproduce the ambient dose equivalent, H*(10), (as given in the ICRP74 [21]) in a neutron energy range spanning from thermal up to GeVs. The calculated response was validated with mono-energetic neutron beams up to 19 MeV and quasi-mono-energetic neutrons of 500 and 800 MeV [22, 23]. In Figure 1, the response function of the new GSI ball dosimeters is depicted together with the response function of the standard model of GSI ball (with one card) and with the energy-dependent dose equivalent curve from [24, 25]. Within this project, five GSI balls were used to measure the neutron-ambient dose equivalent at different angles; among these, three were a new prototype able to hold up to three TLD cards, thus providing improved measurement statistics. A schematic representation of a GSI ball from a different projection and of the sensitive element consisting of a cylindrical insert holding the three TLD600H/TLD700H cards is shown in Figure 2.


[image: Figure 1]
FIGURE 1. Calculated neutron fluence response of the standard GSI ball (scatter-line with solid blue squares) and the new GSI ball holding three TLD cards (scatter-line with black open triangles) and the fluence-to-dose conversion function for ambient dose equivalent H*(10) [24, 25] (red stars).



[image: Figure 2]
FIGURE 2. GSI ball layout with PE moderator, lead layer, and the cylindrical insert holding three TLD cards.


The TLD cards contain two pairs of different TLD chips based on LiF: two TLD600 and two TLD700. The two TLD600 chips, enriched in 6Li, can detect photons, charged particles and thermal neutrons (through the 6Li(n, α)3H reaction), while the two TLD700 chips, where the 6Li fraction has been depleted, respond identically to the TLD600 to gamma radiation and charged particles but are not as sensitive to thermal neutrons. This allows a separation of the neutron TL signal in a mixed radiation field by subtraction of the TLD700 signal from the one measured by the TLD600 [26–28]. The readout procedure of the TLD600H/700H crystals is described in the Supplementary Material. In this work, to measure accurately at positions where the neutron yield is very low (large angles and backwards positions), the standard TLD600/700 cards were replaced by more sensitive TLD600H/700H cards [29], which are able to provide reliable readings from doses of two μGy instead of 20 μGy [30]. The higher sensitivity (TL light output per absorbed dose) is achieved by different doping of the LiF material (doped with Mg, Cu and P instead of Mg and Ti). However, the different composition does not only affect the sensitivity but also the dose-response function and saturation behavior and consequently also the relative TL efficiency for densely ionizing radiation. Even though the TLD600H/700H material is expected to be 10–30 times more sensitive to photons than the standard TLD600/700 chips [31], for neutron dosimetry, this higher sensitivity is reduced (for the chips used in this work) to only a factor of 7 when considering also the difference of the relative TL efficiency to thermal neutrons. This quantity is about a factor of 3 lower for the TLD600H material compared to TLD600. This can be explained by the higher sensitivity at low doses since to the Mg, Cu, and P doping goes along with a lower saturation level. The factor of 3 observed in this work is in accordance with the prediction by microscopic models [32].


2.1.1. Dosimeter Calibration

All TLD600H/700H cards used during this project have been calibrated, in terms of dose per TL signal, with gamma radiation from a 137Cs source available at GSI with a nominal activity of 364 MBq. Response factors to gamma radiation, Rγ, obtained for all crystals (four per card) are shown separately for TLD600H and TLD700H in the Supplementary Material. Averaging all irradiated crystals, it can be observed that both TLD types show the same Rγ: an average response of 0.59 nC μGy−1 (with a maximum of 0.69 nC μGy−1 and a minimum of 0.45 nC μGy−1) for TLD600H and 0.57 nC μGy−1 (with a maximum of 0.66 nC μGy−1 and a minimum of 0.49 nC μGy−1) for TLD700H. A large response variability between the crystals is observed and has to be taken into account when performing precision measurements, thus exhibiting the need for individual crystal calibration.

After determining the response of every single crystal to gamma radiation, all the GSI balls used during the experiments were calibrated in terms of the neutron ambient dose equivalent using the neutron field generated by a 241Am-Be(α,n) source available at GSI with a nominal activity of 370 GBq. A detailed description of the neutron calibration procedure performed can be found in [20]. To exclude any uncertainties coming from the dosimeter setup, the calibration was performed with the exact same combination of cards and moderators used during the experiment. An additional calibration for a single GSI ball holding three cards was performed with the reference 241Am-Be(α,n) source at PTB. On this occasion, corrections for the scattered neutrons contributions have been made by means of the shadow cones technique [33, 34]. A difference of 20% was found between the average neutron response, Rn, measured at GSI and the ones measured at PTB, probably coming from the missing correction for the scattered neutron contribution at GSI. Neutron calibration results with the 241Am-Be(α,n) are reported in the Supplementary Material.




2.2. Experimental Setup

Two sets of five neutron dosimeters were irradiated in the secondary radiation field generated by the nuclear interaction of a 1 GeV/u 56Fe beam fully stopped in a cylindrical aluminum target 20 cm in diameter with a height of 20 cm in GSI's Cave A. The primary radiation and the target selection was chosen to be relevant for space shielding applications: the 1 GeV/u 56Fe beam is often used as reference radiation for studying GCR, and aluminum constitutes one of the main construction material for spacecrafts and is typically used as reference material. The neutron ambient dose equivalent was measured at 5 different angles with respect to the beam axis at (15, 40, 90, 115, and 130 degrees). Two independent repetitions of the experiment have been performed in order to guarantee the measurement reproducibility. Each measurement set was composed by three new GSI ball prototypes (holding three TLD600H/TLD700H cards) and two standard GSI ball dosimeter (holding one TLD card) respectively at angles of 15, 40, and 130 degrees and at 90 and 115 degrees. A schematic representation of the experimental setup and of the experimental room is shown in Figure 3. The primary beam, a pencil beam (with a FWHM of about 1.2 cm), was constantly monitored during the irradiation with a parallel plate ionization chamber [35] while the beam position and focus was verified with Radiochromic films and a light screen. The beam monitor ionization chamber was calibrated in terms of primary particles by a dose measurement as described in detail in [36]. In order to reduce the contribution of back-scattered neutrons and of neutrons produced in the backwards direction—through the interaction of secondary radiation with the material present in the experimental room and with the walls—dedicated PE shielding was placed in front of the beam dump and under the target position. The optimization of the shielding installation was performed with FLUKA simulations which allowed to define the most critical areas in the experimental room and establish reasonable measures to limit the background signal coming from the cave.


[image: Figure 3]
FIGURE 3. Schematic representation of the experimental cave with its concrete walls and experimental setup and horizontal projection.




2.3. Cave Geometry and FLUKA Simulations

The FLUKA Monte Carlo particle transport code (version 2011.2x.5) [37, 38], used with the rQMD-2.4 model [39] and in combination with the graphical user interface flair [40], has been used for the planning of the experiment and for the interpretation of the results. The whole setup, including the full Cave geometry, represented in Figure 3 has been implemented in the simulation geometry and used to analyze the expected neutron and secondary particle field at the detector position and in the experimental area. All simulations have been performed with physics and transport parameters, including evaporation, coalescence, electromagnetic dissociation, and activation of the low-energy neutron optimized transport function. To compare with experimental values, the secondary neutron spectra have been scored in the detector volume, and the dosimeter response was then calculated by folding the simulated spectra with the energy-dependent response function of the GSI balls [41]. Additionally, the ambient dose equivalent calculated from ICRP74 [21] has been also scored in the volumes covered by the dosimeters.

Two-dimensional neutron ambient dose equivalent maps have been calculated in order to establish possible shielding approaches reducing the contribution of scattered neutrons at the measurement positions as much as possible. A 2D simulation of the dose equivalent distribution in the cave during the experiment is shown in Figure 4 at the height of the beamline.


[image: Figure 4]
FIGURE 4. Simulated neutron ambient dose equivalent distribution, normalized per primary particle, in the experimental room during the IBER 17 experiment.



2.3.1. Secondary Proton Correction

As described in section 2.1, the subtraction of the TLD700H signal from the TLD600H signal allows the removal of contributions from particles other than neutrons. However, with this technique, enhancements of the TLD600H signal caused by tertiary neutrons produced within the GSI ball, for instance by secondary charged fragments, cannot be distinguished from real neutron dose. At small angles, close to the incident beam direction, projectile fragments with high energies are present and might lead to a significant contribution especially for the 15° measurements. In particular, dose readings are expected to be perturbed by energetic protons that are able to reach the lead layer in the center of the GSI ball and produce spallation neutrons. The neutron ambient dose equivalents measured in the 56Fe ion experiments described in this work were, thus, corrected for the contributions of secondary protons. The secondary proton spectra at the measurement positions were obtained from the FLUKA simulations of the experiment, see Figure 5A. However, as planned in the original IBER 17 project, secondary particle spectra were measured with ToF and energy loss measurements via ΔE-E telescopes. Those spectra were then used as the source in another FLUKA simulation where the GSI ball geometry is irradiated with protons, which is similar to the simulations performed to obtain the neutron response function of the dosimeter [41]. After normalizing the simulation results to the calibration field (241Am-Be neutrons) and subtracting the TLD600H signal contributions induced directly by the incident protons (these doses are also measured by the TLD700H chips), the neutron dose readings obtained during the measurements can be corrected for the influence of secondary protons.


[image: Figure 5]
FIGURE 5. (A) Calculated secondary proton spectrum at the 15 and 40 degree position. (B) Calculated neutron spectrum (fluence per unit lethargy) at the different dosimeter positions.


Projectile fragments heavier than protons (e.g. deuterons, tritons, or helium) were neglected in the correction of the dose readings since the perturbation due to those fragments can be considered as a second-order effect. Their fluences at the measurement positions were also scored in the FLUKA simulation of the experiment but they were more than one order of magnitude smaller than the proton fluences.





3. RESULTS AND DISCUSSION

Results for the neutron ambient dose equivalent measured by the TLDs at the different positions normalized per primary particle are reported in Table 1 together with the distances between the detector and the target center. For the two smallest angles, the contribution to the measured neutron dose equivalent coming from neutrons produced by the interaction of secondary protons with the moderator, and in particular with the lead layer included in the GSI ball, has been calculated with FLUKA simulations, and its effect on the measured values is also reported in Table 1. The simulated proton spectra in the detector volumes are shown in Figure 5A while Figure 6 depicts 2D fluence maps of secondary protons and tertiary neutrons in the GSI ball. Despite the strong directionality of the secondary proton field, it can be observed that the generated neutron field at the TLD card position is rather isotropic, thus justifying the use of an average correction on the reading of the three cards inside the detector. An effect of up to about 30% was found for the 15-degree position while a much lower contribution, of approximately 5%, is obtained at 40 degrees. A 30% uncertainty was estimated for the applied secondary proton corrections. Lower contributions are expected at larger angles justifying the application of the correction only at the two most forwarded angles. For kinematic reasons, indeed, the higher energy proton projectile fragments are produced in forward direction and are also visible from the simulated secondary proton spectra in Figure 5A. Experimental results have been compared to FLUKA predictions of the neutron ambient dose equivalent at the different measuring positions. A comparison of the calculated neutron ambient dose equivalent, H*(10) with the experimental measurements—with and without the neutron contribution coming from the secondary proton field—is shown in Figure 7. Even though the data analysis and simulation have been performed for the exact detector positions, for better visualization and interpretation, the data presented in Figure 7 have been re-normalized to a 1 m distance from the target center by applying the inverse square law. This normalization is only an approximation because it assumes idealized conditions with a point source and a constant neutron energy distribution at each angle scaling only with the distance from the target. However, it is useful to get an idea of the angular distribution of the neutron ambient dose equivalent because the distances between target and detectors were not equal for all measurement positions. For the experimental data, the uncertainty reported is the maximum between the statistical error on the detector reading and the standard deviation between the readings of the three cards held in a GSI ball. For the most forward angle, the calculated ambient dose equivalent is around 30% lower with respect to the measured value. However, after applying the correction for the secondary proton contribution this difference reduces significantly to a 2% difference. For large angles (40 to 130 degrees), the simulated neutron ambient dose equivalent results are always larger than the experimental values, showing an agreement within 25%. A larger deviation of about 40% is observed for the 115-degree angle. This significant difference is mainly due to larger uncertainties on the detector position introduced by the complexity of the Cave geometry and by the fact that this detector, different from the others, was not exactly at the beam height. These uncertainties can affect both the experimental results and the simulated contribution of scattered neutron from the walls and equipment present in the cave at the time of the experiment. Even though the detector readings are a good estimate for the neutron ambient dose equivalent, the expected detector response at the different measurement position has also been calculated by folding the simulated neutron spectra with the GSI ball response function. The simulated neutron spectra (fluence per unit lethargy) at the different dosimeter positions are shown in Figure 5B. For the small angles (forward direction with respect to the beam), the spectra are dominated by a pronounced peak at about 560 MeV followed by two other smaller peaks: one at 1 MeV (evaporation neutrons) and one in the thermal neutron region. At larger angles, the high-energy peak becomes less important and disappears in the backward direction. This is because the higher-energy neutron projectile fragments show a pronounced forward direction due to the reaction kinematics while the evaporation neutrons are rather isotropic and the thermalized neutrons fill the cave homogeneously. The greater number of events reported in the 130 degree spectrum of this specific dosimeter was because it was positioned significantly closer to the target compared to the other detectors (only 1.43 m), see Table 1 and Figure 3. The simulated detector responses, re-normalized to a 1 m distance from the target center, are also reported in Figure 7. At the larger angles, except for a deviation of 20% at 115 degrees, the measurements agree with the calculated detector response within 10%. However, at the 15 degree angle, an agreement of only 15% between the experimental data (including secondary fragment corrections) and the expected TLD response can be observed. Several factors might contribute to this deviation, including the contribution of additional neutrons generated by other secondary fragments here neglected and small inaccuracies in the geometry or material description in the FLUKA calculations (in a region where the neutron dose contribution has a large gradient).


Table 1. The neutron ambient dose equivalent per primary particle (p.p.) measured at the different dosimeter positions (reported distances are calculated from the center of the target center to the center of the dosimeters) are reported together with the measurement values corrected by the contribution of neutrons produced by the interaction of the secondary proton field with the dosimeter moderator (correction applied only to the two smallest angles).
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FIGURE 6. (A) Secondary proton field impinging on the dosimeter and (B) simulated neutron field generated by the proton interaction with the dosimeter moderator.



[image: Figure 7]
FIGURE 7. Measured neutron ambient dose equivalent per primary particle at different angles normalized to a distance of 1 m from the target center (see text). Experimental values are presented with (blue open triangles) and without (blue solid circles) secondary proton corrections and compared with the predicted dosimeter response (open red circles) and the predicted neutron ambient dose H*(10) (solid red triangles). Uncertainties bars are partially hidden by the symbols.


For all investigated detector positions, the calculated H*(10) results always turned out to be larger than the measured and calculated GSI Ball responses. This can be explained because, in the neutron energy range between 0.1 and 500 MeV, the GSI ball response function underestimates the neutron ambient dose equivalent, see Figure 1.



4. CONCLUSION AND OUTLOOK

The work presented here is part of a larger experimental campaign aiming at the establishment of a multi-detector setup for the characterization of the neutron and light fragment field generated by galactic cosmic-ray-like radiation in thick shielding material. The mixed radiation field, generated by 1 GeV/u 56Fe ions fully stopped in a thick aluminum target, has been characterized in terms of neutron ambient dose equivalent with GSI ball neutron dosimeters, the standard neutron dosimeter for area monitoring at the GSI accelerator facility. The neutron ambient dose has been measured at five different positions, and FLUKA calculations were carried out to predict the GSI ball response and the neutron ambient dose equivalent at the detector positions. Corrections at the more forward positions have been applied in order to exclude the contribution of tertiary (and higher-order) neutrons produced by the interaction of secondary protons with the detector moderator. The good agreement between the measured and calculated values—within a well-defined irradiation condition and using a standard reference ion beam and target material—demonstrated the validity of the approach and open up the possibility of investigating more complex irradiation scenarios. Different and less studied radiation qualities and more complex shielding materials could indeed be tested in future experiments with the presented approach. Moreover, secondary fragment spectra measured with different experimental setups can be used for more accurate secondary proton and light fragment correction, as planned in future experiments. The capability of the GSI balls to give a good estimation of the neutron ambient dose equivalent over a range of neutron energies ranging from thermal to several GeVs makes these detectors particularly interesting for space radiation protection application. They allow us to get directly biologically relevant quantities also in complex radiation fields and for space relevant energies. They provide interesting data for benchmarking and validation of radiation transport codes and risk models. Additionally, thanks to the large range of energy covered, the possibility of measuring at very high intensities (being a passive detector it does not suffer from dead time effects) make this detector very suitable for ground based accelerator studies, especially for upcoming facilities like FAIR (Facility for Antiproton and Ion Research, Darmstadt, Germany) where ion beams of intensities up to 1011 particles/s (and protons up to 5×1012 particles/s) and energies up to 10 GeV/u (29 GeV for protons) will be reached.
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Advanced track structure codes excel as state-of-the-art tools to low-scale dosimetric models: the rational evolution for a cell-like scenario is detailed within a microsecond of an ion collision, that is the standard timescale for critical DNA modifications. The in vitro DNA double-strand breaks (DSB) yield is matched indirectly by nanodosimetric track structure assessments; however, the score to specific DSB motifs (i.e., the yield associated to each DSB distance between DNA cuts) is mostly overlooked. In this work, we extend the PDB4DNA example of the Geant4-DNA toolkit, to briefly assess the hit and DSB scores over a nucleosome tetramer framework (Protein Data Bank entry: 1zbb). We describe a critical scenario that biases the statistical significance for an event-by-event track structure assessment at the nanometric scale, based on a Shannon's entropy estimate of the volumetric hit score; finally, we draw a tentative correlation between the mean DSB quality and a proton track, and conclude that short-distanced DSBs by direct effect are favored within a Bragg peak-relevant energy range.
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INTRODUCTION

Mechanistic estimates of cell radiosensitivity benefit from the sharply detailed information on the local density of radiation-induced, DNA-lethal events in cell nuclei, down to a nanometric scale [1, 2].

The description of a rational frame for the overall outcome associated to a specific radiation quality (which leads to the early cell reaction) involves several research fields. Particularly, this is critical to ion beam irradiation, which is associated with a highly complex energy deposition cascade. The event-by-event reconstruction of the cell-like scenario, however, forces a choice in scale and time; indeed, advanced Monte Carlo radiation track structure toolkits depict the microsecond timescale of radiolytic radical diffusion and reactivity [3–6], while molecular dynamics (MD) may achieve a few microseconds of non-reactive, all-atom DNA dynamics [7, 8]. Beside actual technical limitations, however, there is a multitude of choices as to which chromatin scenarios are worth the simulation effort, to what extent, and what to look for.

As nuclear DNA suffers all carriers of molecular toxicity, cells enable substrate-selective recovery mechanisms [9]; each mechanism is associated to one activation factor, that senses a defined DNA aberration class (i.e., base excisions, DNA strands crosslinks, strand breaks, etc.)—still, we lack a rational scenario to describe the subsequent scale of mechanistic evolution for the DNA lesion [10]. All aforementioned DNA modification examples relate, in fact, to a wide variety of biochemical scenarios; it was remarked that the early dynamics for a short double-stranded DNA chain, as it suffers a double-strand break (DSB) event—that is, the close cuts in the covalent DNA backbone over the two strands—is defined markedly by the distance between strand cuts [11]. Furthermore, broken DNA chains are resilient to thermal fluctuations in the nucleosome, where the core histone tails hold the DNA ends, within a few microseconds [12].

Track structure toolkits benefit from coarse criteria that qualify as a DSB any closely associated, local energy deposition event over the DNA backbone (either beyond or within an arbitrary dose threshold) to a certain likelihood [6, 13, 14]. We assume, however, that different DSB motifs are distinctly harmful, and short-distanced DSBs alone would unfold nucleosomal DNA within a few microseconds of an ion collision, while it seems unlikely that a DSB frame distanced by 10 bases would crack by thermal fluctuations. The mechanistic assessment of DSB distances meets a biochemical intuition; in fact, the explicit scenario that unfolds after a DSB event, and the kinetic implications distinct DSBs have on cell activation factors, are not fully known. Furthermore, while track structure mechanistic assessments are meant to focus the overall radiation field effect on a local scale, to indirectly match absolute strand break outcomes, the score to specific DSB distances is mostly overlooked.

We hereby show the results of a brief assessment for a proton track structure within a Bragg peak-related energy range, at a nanometric scale. As a fit environment, we exploited and extended the basic PDB4DNA example classes [15] of the Geant4-DNA toolkit [16–19], to keep track of the hit and DSB distance scores (by early direct effect), over a nanometric water simulation frame. The natural framework to such analysis are the atomic crystal coordinates of a nucleosome tetramer [20] (hereafter tetranucleosome, Protein Data Bank entry 1ZBB [21]). Nucleosomes define the elemental units of chromatin in the eukaryotic cell [22, 23], where a 147 bp double-stranded DNA helix wraps a core histone octamer over 1.67 turns [24]; furthermore, nucleosomes are threaded as “beads” into 30-nm-wide chromatin fibers [25], thus the tetrameric framework involves linear, linker DNA chains and wrapped core DNA, and fairly depicts a chromatin-like scenario.

Initially, our first aim was to track the likelihood of each nucleotide over the nucleosome tetramer framework to be involved by a DSB event. However, our assessment revealed a critical scenario, where the hit collection over the tetranucleosome DNA backbone is statistically biased by a “truncated” track structure artifact; we thus involve a statistical estimator based on Shannon's entropy to assess the level of bias for a collection of hit events, within the nanometric volume. As the hit artifact is trivially fixed by an expansion of the water box, we finally draw a tentative correlation between the mean DSB quality and a proton track, and conclude that short-distanced DSBs by direct effect are favored within a Bragg peak-related energy range.



MATERIALS AND METHODS

The PDB4DNA example of the Geant4-DNA toolkit includes a set of C++ libraries that let users create nanometric simulation volumes, tailored over the atomic coordinates of DNA biomolecular structures (available within the RCSB Protein Data Bank, RRID:SCR_012820 [26]). Protein Data Bank (PDB) files collect exhaustive information of a biomolecule's framework as, for instance, a detailed list of atom coordinates in a readable ASCII format; DNA nucleotides are further classified and labeled by a serial index that codifies their location over the DNA chain (1–694 for the overall nucleosome tetramer framework referred to in this work).

The 1ZBB PDB entry describes the elemental symmetrical unit for the nucleosome tetramer (i.e., a dinucleosome). This was further transformed via a dedicated PDB file editor (VMD, RRID:SCR_001820 [27]) and added with its complementary element, to achieve a full tetrameric framework (694 bp) that was associated to the PDB4DNA example; the edited PDB file records were fixed to comply with the PDBlib reader format criteria (these are detailed in [15]).

We will hereafter refer to the tetranucleosome-tailored water box extracted by PDB4DNA (13.0 × 15.2 × 25.4 nm) as the reference volume; all framework-related information, that is, the DNA atomic coordinates and nucleotides' center of mass, is implicitly extracted and cached within the Geant4 environment. Such default reference volume (a G4Box instance) is made of G4_WATER (a NIST database material) and lies within a void environment of “Galactic,” vacuum material.

The basic PDB4DNA analysis tools keep track of the overall energy deposition, single- and DSB scores within the water box. We extended the default classes and involved a further set of ROOT [28] histograms to keep track of1 (i) the energy deposition events (hits) score over the reference volume coordinates; (ii) the hits and DNA strand breaks score over the DNA backbone; (iii) the DNA DSBs distance score, as the absolute distance between individual strand breaks over complementary DNA strands, within a 10 bp threshold. A DNA strand break is scored as an overall 8.22-eV dose deposition (lower threshold) to a nucleotide backbone moiety, that is, the ribose-phosphate residue. Several criteria that yield reliable estimates of DNA strand breaks by early direct effect are detailed in the literature [29]; however, we remark that our analysis, in this concern, is merely qualitative.

The overall dataset was collected within the Geant4 (version 10.02-P03) toolkit environment [30–32]; “raw” data were analyzed via ROOT scripts as detailed in the “Results” section. Each of several runs covered 107 tracks and diverse volume choices; however, the default G4EmDNAPhysics list constructor2 to low-energy electron cross-sections3 was set. The default PDB4DNA layout involves an isotropic, outer spherical source, that is defined over the vertex coordinates of the reference volume; thus, particles (500 keV to 5 MeV protons, in this work) are randomly shot by the edges toward the water box. The source is bound to the active box, therefore it stretches as the water volume is expanded (vide infra). Such scenario let us factor varied, random nucleosome layouts in the overall assessment, that is representative of a chromatin fiber scenario.



RESULTS


Hit Score Analysis Within a Nanometric-Sized Volume: The Hit Artifact

We started by the default PDB4DNA extension layout, where particles (500 keV protons) randomly strike the reference volume by a perfectly isotropic, spherical source. Figure 1A shows how the hit counter (the score to each energy deposition event over the DNA backbone) is explicitly non-homogenous, as well as the strand break and DSB counters (not shown here). We expected an explicit dependence for the hit score on local DNA morphology, hence the likelihood for a nucleotide to be involved by a DSB event would vary between the linker and core DNA chains; however, no such correlation seems to arise, as the hit spikes in Figure 1A involve nucleotides over linker and wrapped DNA likewise. Remarkably, such spikes describe a cluster of DNA nucleotides over the “core” of the tetranucleosome framework (highlighted in red in Figure 1D), which we show to be an artifact (vide infra); indeed, the hit counter to all energy deposition events within the reference volume (Figure 2A) shows that the central core is oversampled effectively over the z-axis (as defined in the nucleosome tetramer PDB atom coordinates file). The same holds true for the x-and y-axes (not shown here).


[image: Figure 1]
FIGURE 1. Hit score over the nucleotides serial index, for a set of 500 keV-protons PDB4DNA runs at a (A) 1-fold, (B) 2.5-fold, and (C) 5-fold linear expansion of the reference volume sizes; the spiked behavior shown by the hit counter in (A) vanishes off as the water box is expanded. (D) The nucleotide cluster at the core of the tetranucleosome framework (in red) involves the hit counter spikes in (A).
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FIGURE 2. Hit score over the z-axis [as defined in the nucleosome tetramer Protein Data Bank (PDB) atom coordinates file] to all dose deposition events within the reference volume frame, for a set of 500 keV-protons PDB4DNA runs at a (A) 1-fold, (B) 2.5-fold, and (C) 5-fold linear expansion of the reference volume sizes; the reference volume is oversampled at its core, whereas the disparity to the outlying compartments is explicit to smaller systems (hit artifact).


We will hereafter refer to such effect as a hit artifact. As particles leak off the water box (to a vacuum environment), their tracks are cut off. Hence, no further collisions/events are detailed by the reference volume outer shell, and we lack track information at the system boundary, where there is a local unbalance. As a consequence, a minor dose fraction is deposited over outlying DNA nucleotides, and the dosimetric information we draw out of the tetranucleosome framework is an effective oversample of the reference volume central core (that is incidentally taken up by linker DNA chains), while we overlook the outlying nucleosome compartments. Such hit artifact remarks how we likely misestimate the early effect of an ion traversal over a small DNA framework, as we lack either boundary conditions or track information at its outer solvation shell.

To avoid the hit artifact, we expanded the water box further off the default size of the reference volume, i.e., we symmetrically applied a multiplicative linear expansion factor to each box size (1–5-fold). Figures 1A–C show the hit counter spikes effectively vanish off the DNA backbone, as well as the DNA strand break counter (not shown here), where the water volume is expanded; hence, such trivial symmetrical expansion ensures all nucleotides are sampled evenly over the tetranucleosome framework. So, while we expect the hit artifact to apply to all nanometric systems likewise, a substantially thick “solvation shell” makes sure the track is detailed over the reference volume (and the DNA backbone), which now lies within a wider water box. This raises a further issue, that is, to achieve a convenient tradeoff in track structure details and the least effort, i.e., to establish where the water box is overexpanded.



Shannon's Entropy as a Bias Estimator to Achieve a Convenient Expansion Tradeoff

We will hereafter refer to the volume hit score (VHS) as the overall score of energy deposition events within the reference volume frame, while the DNA hit score (DHS) is the subset of all VHS events that fall over the DNA backbone; such scorers effectively estimate the overall amount of information we collect (and lose) over the reference volume frame, while the water box is expanded.

The VHS increases with the volume expansion, as shown in Figure 3A; this is expected, as a thick solvation shell ensures an increase in the overall information we collect over the reference (and its outer) volume, as shown explicitly in Figures 2A–C. However, Figure 3B shows that the DHS coincidently decreases, thus we scored fewer hits over the DNA backbone, while the hit counter had increased within the reference volume.


[image: Figure 3]
FIGURE 3. Volume hit score (VHS) at (A) 500 keV and (D) 5 MeV; DNA hit score (DHS) at (B) 500 keV and (E) 5 MeV; the VHS increase with the expansion of the water box is associated with a decrease in the DHS. The level of flatness for the DNA hit counter is established via a normalized Shannon's entropy formula (Eq. 1) at (C) 500 keV and (F) 5 MeV; no significant increase in S is achieved beyond a 2.5-fold linear expansion of the reference volume sizes.


The latter outcome looks counterintuitive; however, nucleotides effectively take up a minor fraction of a nucleosome volume. By the PDB4DNA default scenario (1-fold expansion factor), we overstrike the tetranucleosome “crowded” core, where tracks are extremely effective; they turn less effective over the DNA backbone, however, as we shoot over a wider water system (lower DHS). This likely reflects an uneven nucleotide framework, where a major hit fraction strikes an outlying volume associated to a low nucleotide concentration.

To establish and quantify the level of flatness for the DNA hit counter (and estimate a VHS–DHS tradeoff), we referred to a normalized Shannon's entropy formula, defined as:

[image: image]

where the index i runs over the N = 694 nucleotide pairs, and pi is defined as the hit score over the i-th nucleotide pair, divided by the overall DNA hit score; therefore, S varies between 0 (maximally biased distribution) and 1 (unbiased distribution).

Figure 3C shows that Shannon's entropy increases steeply with the linear expansion factor; however, no significant increase in S is achieved beyond a 2.5-fold expansion of the default reference volume sizes, which we therefore established as a minimum threshold to achieve an unbiased sample of the tetranucleosome DNA backbone.

Such a threshold is, however, strictly bound to the 500 keV scenario. We thus extended the assessment to a 5-MeV particle case; Figures 3D,E show the volume and DNA hit score to behave exactly alike at 500 keV and 5 MeV, within an order of magnitude decrease for all values in the latter case, as expected by an effective difference in LET, i.e., with fewer energy deposition events overall. Remarkably, the 500-keV steep increase in Shannon's entropy (Figure 3C) is matched at 5 MeV (Figure 3F)—likewise, S is maximum at a 2.5-fold linear expansion factor of the default reference volume sizes. We therefore established a 2.5 expansion factor to be a minimum threshold to achieve an unbiased and statistically significant sample of the tetranucleosome framework, within the 500 keV−5 MeV energy range.



The Distance Mean Score

In view of the latter outcome, we extended our assessment of the 500-keV to 5-MeV energy range scenario at fixed 2.5-fold volume expansion and involved a further estimator we will hereafter refer to as double strand break distance mean score (DMS).

It is widely shared that the definition of the DNA double strand break is based over a threshold distance criterion between individual strand breaks over complementary DNA strands [33]. Such criterion is rational to a microdosimetry level of theory; each DSB motif (that is associated to a strand breaks distance), however, implies a local unique chemical aberration and mechanical behavior, where the (virtual) timescales for a broken DNA framework to crack by thermal fluctuations vary in each DSB scenario [11]. We thus added a ROOT histogram that kept track of each DSB distance.

The DSB distance scores at 500 keV, 1.5 MeV, and 5 MeV seemingly share a Poisson fit, as shown by Figures 4A–C, and are biased towards short-distanced DSBs; Figure 4D further shows how the DSB DMS decreases slightly with the particle energy, within the 500 keV to 5 MeV range. While we lack a yet significant dataset (that extends over a wider energy range), we would speculate the existence of an effective correlation between a particle track structure and a “mean DSB event” quality, over a unique DNA framework. Rather remarkably, short-distanced DSB events by direct effect (one- to five-nucleotide distance) would thus look favored by a proton source within a Bragg peak-related energy range.


[image: Figure 4]
FIGURE 4. DSB distance scores at fixed 2.5-fold linear size expansion, at (A) 500 keV, (B) 1.5 MeV, and (C) 5 MeV; all share a Poisson fit and are biased towards short-distanced DSBs. The DSB distance mean score at a fixed 2.5-fold size expansion (D) shows a slight decrease with the particle energy and fluctuates as the water box is expanded at (E) 500 keV and (F) 5 MeV.


We further realized that the DSB DMS value slightly fluctuates as the volume is expanded—Figures 4E,F show the DMS within a 1- to 5-fold linear size expansion, at 0.5 and 5 MeV. As we overexpand the water box sizes beyond a 2.5-fold factor (that is, the threshold where we achieve a substantially thick solvation shell and moderate the DHS loss), we shall collect no further track structure information and collaterally oversample the water volume far off the tetranucleosome framework; thus, we expect the DSB DMS to converge eventually.




DISCUSSION

We detailed a brief assessment of the early, direct DNA lesions associated to the energy deposition track by a proton beam isotropic source over a Bragg peak-related energy range. We extended the default PDB4DNA (a Geant4-DNA example) C++ classes and involved a set of ROOT histograms to keep track of the hit and DNA strand break scores over a nanometric-sized water box, tailored over the atomic coordinates of a nucleosome tetramer (Protein Data Bank entry: 1ZBB).

By the default PDB4DNA extension layout, we achieved a non-homogeneous, spiked hit score over the nucleosome tetramer DNA backbone, which describes a nucleotides cluster over the reference volume central core and where the outlying nucleosome compartments are undersampled; this leads to a local unbalance in the hit counts. We thus symmetrically expanded each of the reference volume box sizes up to 5-fold and allowed a thick solvation shell about the nucleosome tetramer, where an ion track is not broken off; we eventually established (via a normalized Shannon's entropy formula) that a 2.5 linear size expansion threshold achieves an unbiased sample of the nucleosome tetramer DNA backbone, within a 500 keV to 5 MeV energy range.

Clinical treatments (108-109 ions/cm2 fluence) strike cell nuclei by a few hundred projectiles; in silico track structure assessments of a nucleosome (that is a frame size smaller by a factor 108 than a cell nucleus) shall thus infer mean dosimetric information at the nanometric level, which we achieved by an exhaustive and unbiased collection of events over the DNA backbone. A bias estimation by a Shannon's entropy algorithm is, however, strictly framework dependent: in fact, we shall expect it to be not as effective where DNA is highly symmetrical over the volume.

In conclusion, we remarked that a DSB coarse nanodosimetric description based over a distance threshold (i.e., that is inclusive of all double strand break motifs, within an arbitrary distance) is weak by molecular dynamics (MD) criteria, where we are not allowed chemical ambivalence. To such aim, we noticed that the DSB distance scores share a Poisson fit and are biased towards short-distanced DSBs (one- to five-nucleotide distance), within a 500 keV to 5 MeV proton energy range. As a further biophysical estimator, the DSB DMS slightly fluctuates as the volume is expanded and decreases with the particle energy. While we lack a yet significant dataset and a careful assessment of DSB criteria, we speculated a correlation between a particle quality and energy and a “mean break event” assumption (by direct effect), whereby particles are associated with a DSB distance likelihood based over a track structure description. We acknowledge, however, that a further, updated analysis, where indirect effects are taken into account will be needed.

As done initially in Landuzzi et al. [11] and Cleri et al. [12], MD shall be exploited to further assess the early evolution of chromatin-like DNA frameworks, despite within limited timescales, as a clear scenario of early DNA lesions is collected. To create a cross framework, where to meet a nanodosimetric and biochemical intuition, further structural feedback shall be collected, whereas, to date, we lack atomistic datasets to irradiated, chromatin-like frameworks. An isolated attempt that unifies DNA lesions by ion irradiation and classic MD was carried out in the context of a multiscale approach [34], although explicitly focused on the channels of shockwave induction by local heat spikes in high-LET regimes. As exhaustive datasets on the local features of clustered DNA lesions by different radiation sources will become accessible, multiscale approaches shall become straightforward; however, such issues are yet a matter for further debate.
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FOOTNOTES

1Data are collected at runtime, on a track basis, and analyzed offline.

2It involves low-energy electromagnetic interactions by electrons (excitation, ionization, vibrational excitation, attachment, elastic scattering) and light ions (excitation, ionization, charge increase/decrease).

3To a quantitative assessment, the G4EmDNAPhysics_option4 and G4EmDNAPhysics_option6 list constructors shall be favored—see Incerti et al. [19].
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An aluminum calorimeter was investigated as a possible real-time dosimeter for electron beams with an ultra-high dose per pulse (DPP), as used in FLASH radiation therapy (a few Gy/pulse). Ionization chambers, the most widely used active dosimeter type in conventional external beam radiation therapy, suffer from large ion recombination losses at these conditions. Passive dosimeters, such as alanine, are independent of dose rate but do not provide real-time read-out. In this work it is shown that the response of alanine is independent of the DPP in the investigated ultra-high DPP range (up to 2.3 Gy/pulse). Alanine dose measurements were then used to determine the ion recombination correction for an Advanced Markus plane-parallel ionization chamber at ultra-high DPP. Ion collection losses larger than 50% were observed. Therefore, ionization chambers are not considered suitable for accurate dosimetry in FLASH radiation therapy. As an alternative, in a second (independent) experiment an aluminum open-to-atmosphere calorimeter, operated in the quasi-adiabatic mode was investigated at ultra-high DPP electron radiation. The beam pulse charge, and thus the DPP, was varied to evaluate the linearity of the calorimeter response in the DPP range between 0.3 and 1.8 Gy/pulse. On average, the standard deviation of the calorimeter response was 0.1%. The response was proportional to the DPP in the investigated range. The average deviation of the linear fit of the calorimeter dose as a function of the beam pulse charge was <0.5%. This preliminary investigation suggests that a simplified calorimeter design is suitable as a dosimeter with real-time read-out for clinical FLASH radiation therapy beams.

Keywords: FLASH, dosimetry, ultra-high dose per pulse, calorimeter, alanine, ionization chamber, ion recombination


INTRODUCTION

FLASH radiation therapy is a promising new cancer therapy modality in the early stages of development. The total prescribed radiation dose is delivered with an ultra-high dose rate in less than a second instead of one or more delivery fractions with a few minutes duration at conventional dose rates. A number of studies support the hypothesis that this novel treatment modality could significantly reduce the adverse side effects of radiation therapy on the healthy tissue exposed to radiation for equal dose delivery [1–6], this is the so-called FLASH effect. For details see a review by Wilson et al. [6] and the references therein. As the adverse side effects are reduced, the prescribed dose could be increased resulting in improved tumor control [5].

Most of the pre-clinical studies investigating the FLASH effect have been done so far with electron radiation fields generated by dedicated linear accelerators [7, 8] or modified clinical linear accelerators [9, 10] using radiation pulses of an ultra-high dose per pulse (DPP). The FLASH effect has also been observed with photon radiation from a synchrotron light source [2]. A compact apparatus for implementing FLASH photon radiation is currently under development [11]. Most recently, a clinical apparatus able to deliver FLASH proton radiation therapy was used to carry out the first clear proton FLASH radiation therapy which mediated normal tissue radioprotection [12]. In 2019, the successful treatment of the first human patient with FLASH radiation therapy was reported [4]. The patient received radiation with electrons in one fraction of 90 ms with 10 pulses of 1.5 Gy/pulse, corresponding to a mean dose rate of ~167 Gy/s.

To date, FLASH radiation therapy research has focused on finding pragmatic solutions that allow for the use of ultra-high dose rate beams in the research setting, but there has been limited focus on reference dosimetry under such conditions. There are limited data on the functionality of existing standard dosimeters when they are used to measure beams for FLASH irradiation [7, 8, 13, 14]. It is important to establish if these dosimeters are appropriate when used for ultra-high dose rate application [3]. Without a clear understanding of the fundamental dosimetry issues, there is potential for significant dosimetric errors, as was seen with the development of small-field photon beam dosimetry [15]. If an error is made in dosimetry, then the difference in tissue response between conventional and ultra-high dose rate irradiation at a seemingly equal total dose may be due to this error and not due to the FLASH effect. It is a crucial point in particular because the intra-pulse dose rate, the mean dose rate, and the irradiation time of conventional and FLASH radiation therapy differs by orders of magnitude (for electrons, e.g., 102 vs. 106 Gy/s, 0.05 Gy/s vs. > 40 Gy/s, or 4 min vs. <100 ms, respectively).

Researchers have used passive, integrating dosimeters such as radiochromic films, thermoluminescent dosimeters (TLDs), and alanine dosimeters for the dosimetry of FLASH radiation therapy beams [16–18]. Passive dosimeters, however, have the disadvantage that they cannot be read out in real time - determining an accurate dose with these methods can take hours or even days. Even with a recently developed method optimized for fast measurements, it still takes ~8 min to read out a dose from an alanine sample [18]. As this is a new delivery regime, there has been little testing of these passive detectors at ultra-high DPP values, and one therefore cannot rule out non-linear behavior. Alanine is known to be independent of dose rate [19–21], which has been used for radiation processing dosimetry at mean dose rates of several kGy/min for decades [20]. However, this dosimeter requires specialized read-out using EPR spectrometry, and therefore tends to be limited to a small number of laboratories worldwide.

Ionization chambers are the gold standard for reference dosimetry in external beam radiation therapy: they are precise, stable, well-understood, relatively easy to use, and they provide a real-time read-out. The disadvantage of using ionization chambers is that the obtained reading, which is measured in terms of the charge collected in the sensitive volume of the chamber, requires the use of corrections and a conversion factor to determine the equivalent absorbed dose to water Dw, the required quantity in radiation therapy. One of the correction factors specifically of concern for dosimetry for FLASH radiation therapy is ion recombination which is, in the case of a pulsed beam, dependent on the amount of charge created in the sensitive volume per pulse. Thus, the ion recombination correction factor kS increases with increasing DPP [22]. In the DPP range for standard clinical linear accelerators (0.1–3 mGy per pulse), the ion recombination correction is in the order of a few tenths of a percent (up to a maximum of around 3%) [22].

The clinical use of high DPP electron beams generated by mobile linear accelerators dedicated for intraoperative radiation therapy (IORT) has increased, which has resulted in extensive work to investigate the ion recombination effects of ionization chambers in high DPP beams with 20 - 120 mGy/pulse [23–27]. This is ~10–40 times larger than for conventional radiation therapy accelerators. Ion recombination correction factors kS for these beams can be in the range of 1.15–2.34 [23], i.e., ion collection losses of 13–57%. This is far beyond the recommendations of international dosimetry protocols [28–30] for the accurate application of ionization chambers for reference dosimetry.

Furthermore, at high DPP, the effect of free electrons produced in the chamber's cavity, which can be directly collected by the anode without forming negative ions, contribute to the ion collection efficiency [24, 31]. Laitano et al. [24] pointed out that the determination of the correction factor for ion recombination based on the Jaffe plots, which is traditionally recommended in the dosimetry protocols, leads to considerably inaccurate values (up to 40%). This is even true of approaches taking into account that free electrons are associated with large uncertainty (2% instead of 0.2%).

However, the ultra-high DPP range used for FLASH radiotherapy with hundreds of mGy/pulse up to some Gy/pulse [3, 4, 13] is even one or two orders of magnitude larger than the high DPP range of IORT devices. Ionization chambers can show ion collection losses of 50–90% in ultra-high DPP beams [13, 32]. The measurement uncertainty would therefore be dominated by the uncertainty of the kS factor and thus an accurate determination of the dose with slight uncertainty comparable to those reached at conventional radiation therapy is not possible in this way. Therefore, ionization chambers used for dosimetry in conventional radiation therapy are not considered suitable for accurate dosimetry in FLASH radiotherapy.

One detector type with real-time read-out that has not been considered for dosimetry for clinical FLASH radiation therapy beams so far, primarily because it is not found in clinical research settings, is the absorbed dose calorimeter. Only very recently McManus et al. [32] used a graphite calorimeter as a dose reference for the determination of the collection efficiency of a Roos ionization chamber in ultra-high pulse dose rate electron beams up to 5 Gy/pulse. A calorimeter has the potential to realize absorbed dose D in terms of its definition (the quotient of the energy absorbed, E, and the volume of matter with mass, m, in which it is absorbed). The calorimetry dose equation is given by

[image: image]

where, ΔT is the radiation-induced temperature rise, c is the specific heat capacity of the absorbing material, kht is the heat loss correction factor, and kp and kdd are correction factors for the radiation field perturbation from the heterogeneous composition of the calorimeter and beam non-uniformity, respectively (volume averaging of the absorber component of the calorimeter). kHD is a correction factor that takes account of any radiochemical interactions, which would break the proportionality between the energy absorbed and the temperature rise. As shown in Equation 1, there is no parameter directly dependent on the dose rate or DPP and, therefore, a calorimeter should respond linearly with dose over a wide range of DPP values, including the range used for FLASH radiation therapy. The heat loss correction factor can introduce a dependence on the DPP value, but for this to be the case, the time constant for heat loss must be of the order of the irradiation time. However, calorimeter thermal time constants are in the range 30–600 s, at least an order of magnitude greater than the anticipated irradiation time for FLASH. A calorimeter is inherently a real-time dosimeter, otherwise it is not possible to determine the radiation-induced temperature rise. The temperature rise can be determined immediately and automatically; it does not require either a calibration or any post-irradiation processing.

In this work, the performance of an aluminum calorimeter was investigated in high-energy, ultra-high DPP electron beams. For comparison, a plane-parallel ionization chamber and an alanine dosimetry system were also investigated in another independent experiment.



MATERIALS AND METHODS


Accelerator

The experiments were carried out at the Metrological Electron Accelerator Facility (MELAF) [33] of the German National Metrology Institute, PTB. The facility provides a research linear accelerator (commissioned in 2012) for research in dosimetry for radiation therapy which features increased intensity for ultra-high DPP and considerably larger energy ranges (0.5–50 MeV) than conventional medical accelerators (typically 4 to 22 MeV). The accelerator provides a pulsed beam with about 2.5 μs pulse width. All irradiations reported in this work were carried out with 5 Hz pulse repetition frequency.

The research electron accelerator works on the same principle as medical accelerators but is equipped with beam line instrumentations for a precise characterization of the beam parameters. For the accurate determination of the energy, a magnetic spectrometer is used. As a non-destructive beam current monitor an Integrating Current Transformer (ICT) from Bergoz (in-flange version, windings ratio 50:1) is integrated in the beamline. The beam pulse charge can be typically varied in a range from 1 to 150 nC. The precision for the measurement of the charge of a single beam pulse is +/- 0.015 nC (k = 1) [34], i.e., for pulses > 10 nC that were mainly used in this work, the contribution to the uncertainty of the measured pulse charge is <0.15%. The profile of a typical beam in the beam line has a Gaussian shape with a FWHM of about 4 mm [34]. At the end of the beam line the electrons pass through a vacuum window consisting of a 0.1 mm thick Cu foil which scatters the beam. The diameter of this beam exit window is much larger (diameter > 3 cm) than the width of the beam, thus all electrons detected by the ICT contribute to the radiation field.



Ionization Chamber

The ion collection efficiency of a plane-parallel Advanced Markus ionization chamber (PTW, type 34045, s/n: 1279) in an ultra-high DPP beam of up to 2.5 Gy/pulse was investigated. The chamber was placed in a 30 × 30 × 30 cm water phantom with 2 cm thick poly-methyl methacrylate (PMMA) walls and a 0.3 cm thick PMMA entrance window, positioned 70 cm in front of the beam exit window (see Figure 1). The chamber was mounted on a precise motorized 3D positioning system which allowed for controlled longitudinal movement of the ionization chamber along the central beam axis for depth dose measurements and controlled lateral movement to determine a cross-sectional dose distribution of the radiation field.


[image: Figure 1]
FIGURE 1. Water phantom in front of the beamline of PTB's research linear accelerator. Inside the water phantom is an ionization chamber mounted on a 3D positioning system.


A 24 MeV electron beam was used. The chosen energy is not important for the comparison of the dosimeters. However, with higher energies higher DPP values can be achieved. In addition, the depth dose curve has a flatter slope with larger penetration depth, so the measurement position is less critical.

For the read-out of the ionization chamber, an analog electrometer (Keithley 616) was used in the current mode. The reading, M, of the electrometer returned via an output voltage was recorded by means of a 16-bit analog-to-digital converter and analyzed by in-house-developed software. A calibrated current source (Keithley 6430) was used to calibrate the electrometer with its read-out system. The Advanced Markus chamber was calibrated at PTB's 60Co reference field in terms of absorbed dose to water traceable to the PTB's primary standard water calorimeter [35]. The conversion of the ionization chamber signal to absorbed dose to water followed the German protocol DIN 6800-2 [30]:

[image: image]

where [image: image] is the calibration factor of the detector with respect to 60Co radiation, M is the reading of the dosimeter corrected for the reading without irradiation M0, kE is the quality correction factor accounting for the difference in the detector's response between 60Co radiation and high-energy electron radiation, and kS is the correction factor for ion recombination. The factors kpol and kTP take into account the polarity effect and effects associated with the ambient conditions, respectively.

The radiation quality correction factor kE can be determined with lowest uncertainty at the reference depth zref. Thus, the chamber was positioned there. The reference depth depends on the radiation quality index R50 which was determined according to DIN 6800-2 [30] from the measured depth dose distribution. For the current setup end energy, zref was found to be 5.5 cm. Air pressure and temperature as well as the polarity effect were measured for kTP and kpol. The response of the chamber without taking into account any ion recombination correction factor Dw/kS was determined applying Equation 2 without kS. The DPP reference value was determined from the charge per beam pulse measured by means of the ICT, calibrated using alanine dosimeters positioned at the same position (zref) as the chamber.



Alanine Dosimetry System

Reference dose measurements were performed using cylindrical alanine pellets with a diameter of 5 mm and a height of 3 mm. The alanine pellets were irradiated to an approximate dose of 14 Gy at different charge per beam pulse values. The charge of each beam pulse was recorded by means of the ICT. For the highest used pulse charge (~120 nC) only 6 pulses were irradiated, for the lowest (~2 nC) 463 pulses were irradiated.

For each different charge per pulse setting, a stack of eight alanine pellets were irradiated simultaneously in a PMMA tube positioned in the water phantom at zref instead of the ionization chamber (see Figure 1) with the rotational axis of the stack perpendicular to the beam central axis. The dose response of alanine is known to depend on the temperature during irradiation (0.19%/°C) [36]. Thus, enough time (~10 min) was allowed for the alanine pellets to achieve temperature equilibrium in the water phantom. The temperature T of the water phantom was close to the reference temperature T0 = 293.15 K. It was measured during irradiation using a Pt100 platinum resistance temperature sensor.

Ionizing radiation produces stable free radicals in alanine, which can be detected via electron spin resonance (ESR). The irradiated alanine pellets were read out using a Bruker EMX 1327 electron spin resonance (ESR) spectrometer at PTB. The alanine/ESR dosimetry system was calibrated at the 60Co reference of the PTB. Thus, the alanine dose measurement is traceable to PTB's primary standard water calorimeter [35]. Uncertainties of 0.4–0.6% (k = 1) were reached for 60Co radiation in the range of 5–25 Gy [36]. The methodology at PTB's alanine/ESR dosimetry system is standardized and extensively tested. Further details of the methodology can be found elsewhere [36–38]. A correction factor kT = 1 – cT · (T – T0) for the temperature during the irradiation was applied, where the temperature coefficient cT = (1.9 ± 0.2) 10−3 K. The relative uncertainty of kT is 0.04%. A beam quality correction factor [image: image] (the equivalent of kE for an ionization chamber) was applied for the used 24 MeV electron beam [38]. This factor does not depend on energy in the range of 6–22 MeV and is thus assumed to be valid for 24 MeV as well [39]. The relative uncertainty of [image: image] is 1%. The absorbed dose to water determined from the alanine measurements was then used to cross-calibrate the ICT in terms of a dose per beam pulse charge in order to have a reference at the investigation of the ionization chambers response.



Calorimeter

The majority of primary standard absorbed dose calorimeters have been optimized for operation at standard therapy dose rates, to measure a dose of around 2–4 Gy delivered over a period of 1–2 min. The radiation-induced temperature for such a delivered dose is of the order of mK and therefore complex calorimeter systems have been developed. The most common absorbing mediums are water and graphite and for either medium, thermal isolation (and hence long thermal time constants) is very desirable to minimize the corrections required for conductive heat loss. For a review of absorbed dose calorimetry see Renaud et al. [40].

FLASH delivery is very different from the irradiation conditions that these calorimetric standards have been designed for, and this means that a more flexible design is required, not tailored to a specific beam output (calorimeters should be applicable to electron, proton, and photon beams with ultra-high dose rates). Also, the ultra-high DPP (and hence high total dose delivered in a short time) means that thermal isolation is not such a constraint and a simpler design can be employed.

Calorimeters have been used for high dose rate measurements for the dosimetry of radiation processing beams [41] but there has been little investigation of few-pulse irradiations to date.

The calorimeter used in this investigation is an open-to-atmosphere aluminum calorimeter, whose design can be traced back to a graphite calorimeter developed at the NPL for industrial processing dose measurement [42]. In contrast to the more common graphite calorimeters used in a number of primary standards laboratories, the specific calorimeter employed here uses aluminum as an absorber material, which was chosen because a number of previous investigations had indicated that the granular nature of bulk graphite leads to inhomogeneities and impurities that can be difficult to quantify. Aluminum, in contrast, is obtainable in a very pure, highly homogenous form.

The calorimeter design is shown in Figure 2. The main features of the calorimeter are: a core of 21.7 mm diameter and 2.01 mm thickness of 99.999% aluminum; thermal isolation provided by a 1 mm air gap on all sides; the absorber is kept in position by a space constructed of a silica-based aerogel (Airloy®X103M, Aerogel Technologies, LLC), which is only in contact with the absorber at the edges of the aluminum disc. A pair of thermistors in series, combined with an AC bridge, are used to determine the radiation-induced temperature rise [43], for details see Bourgouin et al. [44] which used the same measurement system with an earlier calorimeter design. The outer parts of the calorimeter are constructed of 6061 aluminum alloy for ease of machining and reduced cost, only the core and the jacket are pure aluminum. The entire aluminum assembly is enclosed in expanded polystyrene foam (density 0.028 g/cm3) to provide thermal isolation from the environment.


[image: Figure 2]
FIGURE 2. Schematic of calorimeter (without insulating material). The thermistors are not shown.


Equation 1 also shows that the absorbed dose determined by a calorimeter is dependent on the medium used to absorb the energy and therefore a correction is required to convert it from the absorbed dose to the calorimeter medium to the equivalent absorbed dose to water value. This correction is independent of DPP and is usually calculated using Monte Carlo techniques (see e.g., [45]). In this initial investigation an approximated conversion factor from aluminum to water was used for presentation purposes, determined by averaging the mass restricted collisional stopping power ratio over the calculated energy spectrum yielding the relation Dw = 1.23 DAl.

The specific heat capacity c in Equation 1 is independent of the dose rate and is assumed to be constant during the measurement as the temperature rise is of the order of a few mK. Both radiation field perturbation and beam non-uniformity correction factors are calculated here using Monte Carlo radiation transport techniques. These correction factors are dependent on the radiation beam energy and field size/shape. The heat loss correction factor is calculated here using finite element methods (FEM) using an energy map derived from a 2-D or 3-D dose distribution obtained from a Monte Carlo simulation. The heat loss correction factor is dependent on the radiation time [44] but independent of the dose rate. It was assumed that aluminum exhibits no heat defect (i.e., any radiochemical reactions have no significant impact on the radiation-induced temperature rise).

The calorimeter was positioned at a distance of 0.9 m from the beam exit window of the accelerator (Figure 3). The pencil electron beam was broadened by a double scattering foil system consisting of the copper foil of the vacuum exit window and a 1 mm thick disk of aluminum positioned 3.5 cm away on the beam central axis. A 10 × 10 cm standard clinical electron applicator from an Elekta Precise linear accelerator was used in order to generate a square radiation field with an approximately parabolic radial profile within the center portion. The radiation field was shaped to be similar to that from a previous experiment with this calorimeter [44], so that the existing simulations for field perturbation and beam non-uniformity correction factors were suitable.


[image: Figure 3]
FIGURE 3. Calorimeter in front of the beamline of PTB's research linear accelerator. The calorimeter is on the left, enclosed in blue polystyrene, the end of the beam line is on the right.


The electron energy used for the investigation of the response of the calorimeter was 50 MeV. The choice of energy is somewhat arbitrary for the investigation where the focus is varying the DPP, but a very high energy provides a flatter depth-dose curve and therefore a more uniform temperature environment for the calorimeter core. For the measurements in the ultra-high DPP range 10 beam pulses were delivered within 2 s to the calorimeter while the charge of each beam pulse was measured simultaneously with the ICT. The pulse charge, and thus the DPP, was varied between 5 and 45 nC per pulse (0.3–1.8 Gy per pulse). The measurement was repeated five times for each pulse charge setting.




RESULTS


Dose Per Beam Pulse Charge From Alanine Measurements

The radiation field from the research accelerator is not flat, as is typical for a clinical linear accelerator, and without any electron dual scattering foil systems [46, 47] for electron beam flattening (as used in the second experiment with the calorimeter) the radiation field shows a Gaussian shape (Figure 4). There is good agreement between the relative lateral ionization measurement with the Advanced Markus ionization chamber and the alanine measurements at different DPP. Both detectors average over a comparable range of the dose gradient (alanine 3 mm, ionization chamber 5 mm). For the determination of the absolute dose at the central beam axis (the position of the ionization chamber during the kS determination) a 2nd order polynomial function was fitted to the alanine datapoints and the maximum at lateral position 0 was taken.


[image: Figure 4]
FIGURE 4. Absolute absorbed dose (right y-axis) as measured by stacks of eight alanine pellets for different beam pulse charges and thus different DPP. The corresponding lines are best fits of a 2nd order polynomial function. Also shown is a relative ionization measurement (only left y-axis) with the ionization chamber at low DPP in the same water depth with a Gaussian fit.


Figure 5 shows the dose per beam pulse (gray squares) determined this way as a function of the charge per beam pulse measured simultaneously by means of the ICT. The linear fit of the alanine data is used as the calibration function for the determination of the actual DPP at the position of the sensitive volume of the Advanced Markus ionization chamber from the measured beam pulse charge.


[image: Figure 5]
FIGURE 5. Dose per pulse [image: image] determined by means of PTB's alanine dosimetry system (gray squares) as a function of the measured charge per beam pulse. Also shown are measurements with an Advanced Markus ionization chamber at a 300 V operating voltage without taking into account any ion recombination correction factor kS at the same position and conditions as the alanine (blue dots). The dashed line represents the fit function to measurements by Petersson et al. [13].




Ion Recombination Correction for the Advanced Markus Chamber

The blue dots in Figure 5 show the dose per beam pulse measured with the Advanced Markus ionization chamber at a 300 V operating voltage without taking into account any ion recombination correction factor [image: image] as a function of the charge per beam pulse. The deviation from the dose per pulse reference [image: image] measured by means of the ICT calibrated with alanine increases with the increasing charge per pulse/increasing dose per pulse. The blue dashed line represents the fit function given in Ref. [13] by Petersson et al. for experimentally determined kS values for the Advanced Markus chamber at 300 V from, among others, comparison with radiochromic film measurements. This function is [image: image], where [image: image] is expressed in mGy.

At 1.5 Gy/pulse (as applied for the first treatment of a human with FLASH radiotherapy) the ion recombination correction amounts to 79%. The measurement uncertainty is therefore dominated by the uncertainty of the kS factor and thus an uncertainty of the dose measurement comparable to those reached at conventional radiation therapy (<2%), seems not possible with this ionization chamber type.



Calorimeter Measurements

A typical calorimeter temperature-trace recorded in this work is shown in Figure 6. The radiation-induced temperature rise, ΔT, is obtained by linearly extrapolating the pre- and post-irradiation traces to the center of the irradiation time as illustrated. The difference in the gradient of the pre- and post-irradiation traces is due to the relatively poor thermal isolation of the calorimeter, but this does not have a large effect on the accuracy of the results since the irradiation time is relative short compared to the heat transfer time constant. The good signal-to-noise ratio indicates that the calorimeter is sensitive enough to also measure a single pulse at ultra-high DPP. For a series of irradiations, the standard deviation of the temperature rise, normalized to the delivered beam charge, was typically 0.1%, comparable with primary standard calorimeters in electron beams (e.g., [48]).


[image: Figure 6]
FIGURE 6. Typical calorimeter temperature-time trace from 10 radiation pulses of about 1 Gy/pulse. The data acquisition rate is 1 Hz.


There are variations in the post-irradiation gradient. These are random with respect to the DPP and therefore likely due to external environmental factors. The heat loss is significantly larger than for a water calorimeter, primarily due to the high thermal conductivity of the aluminum and the simple thermal isolation of the calorimeter core. However, the time constant for the heat loss is an order of magnitude larger than the irradiation time and therefore the calorimeter can be considered to be operating in a quasi-adiabatic mode. The heat loss correction, kht, is therefore small (<0.5%) and does not impact the overall uncertainty in the calorimeter dose determination.

The results for the calorimeter measurements (Figure 7), for measurements carried out on two different days, show that there is good repeatability between the two sets of measurements and that there is a linear relationship between the calorimeter dose and beam pulse.


[image: Figure 7]
FIGURE 7. Dose per pulse from calorimeter measurements [image: image] according to Equation 1 using an conversion factor from dose to aluminum in dose to water of 1.23 as a function of the charge per beam pulse measured by the ICT. Line: linear fit.


The deviation of the calorimeter response from the linear fit function shown in Figure 7 was generally smaller than 0.5% (Figure 8). The bars in Figure 8 for the calorimeter represent only type A standard uncertainty for a sequence of 5 measurements in close succession with the same conditions and are therefore a measure of the short-term repeatability, not the actual uncertainty. The mean charge of the 10 delivered pulses are measured with absolute uncertainty of +/-0.005 nC, thus for the used pulse charges of more than 10 nC the uncertainty contribution is smaller than 0.05%. The uncertainty of the charge measurement is therefore probably not the main reason for the fluctuation of the values.


[image: Figure 8]
FIGURE 8. Deviation of the calorimeter response from the linear fit function shown in Figure 7 as a function of the dose per pulse. The bars represent only type A standard uncertainty for a sequence of 5 measurements and do not represent the actual uncertainty. Also shown is the deviations of the alanine dose measurements from the ICT calibration function show in Figure 5. The bars represent the statistical uncertainty contributions (k = 1, see text).


The deviations of the alanine dose measurements from the ICT calibration function shown in Figure 5, used as reference for the experiment with the ionization chamber, reveals a good linearity as well (squares in Figure 8). The corresponding bars in Figure 8 represent the statistical uncertainty contributions (k = 1) due to the variation in the homogeneity and mass as well as in the measured ESR signal of the alanine test pellets resulting in a relative uncertainty of 0.2% of the total dose measured with eight pellets. The absolute uncertainties for the delivered total doses (about 14 Gy) are ~30 mGy. The absolute uncertainty of the DPP increases with the DPP, since at low DPP about 500 beam pulses are needed to deliver 14 Gy while at the highest DPP only 6 pulses were irradiated to reach the same dose level. In the studied DPP range the deviation from the linear behavior is smaller than 0.5%. Good linearity was expected since the ICT signal was found to be linear with the pulse charge [34], the dose is proportional to the number of irradiated electrons and alanine is known to be independent of dose rate [19]. The data in Figure 8 indicate that the linearity of the calorimeter is comparable with the alanine dosimetry system.




DISCUSSION

There is very good agreement between the ion recombination correction kS of the Advanced Markus chamber determined by Petersson et al. [13] and in this work (Figure 5). However, Petersson et al. had examined three different specimens of an Advanced Markus chamber and observed a noticeable spread in the kS values between the specimens (e.g., up to 3.2% deviation from the mean value at 2.5 Gy/pulse). Therefore, the remarkably good agreement of the specimen examined here with the mean value of the three specimens examined by Petersson et al. does not allow for a conclusion about the universality of the kS function for all specimens of this chamber type.

The initial measurements with the calorimeter described above suggest that such a calorimeter could be a suitable real-time detector for the accurate dosimetry of ultra-high DPP beams. The simple aluminum calorimeter used provides sufficient precision for clinical radiation dosimetry measurements and approaches that of primary standard electron beam calorimeters [48, 49]. The simplicity of the calorimeter design means that it could potentially be used in a clinical setting to directly determine the absorbed dose to water. However, for such an application there are three additional requirements, the first being the determination of the conversion factor from aluminum to water. This has been done for graphite using Monte Carlo radiation transport simulations (e.g., [44]) and therefore should be straightforward for this similar design. An achievable overall standard uncertainty in the determination of absorbed dose to water using this calorimeter design is 0.5%. The second requirement is that the thermal isolation is sufficient for a clinical setting. The irradiation area at PTB's research linear accelerator is carefully temperature controlled, to provide a stable background against which the radiation-induced temperature rise can be measured, but this might not be the case for a radiation therapy linac bunker. It may be that some form of additional temperature control will be required and then a design such as that developed by McEwen and Duane [50] could be used. The third requirement is a full validation of the calorimeter as an absorbed dose standard. This would include long-term stability testing, confirmation of the absence of an accumulated-dose dependence, measurements in a range of electron beams, and a comparison with existing dosimetry standards.

The very short irradiation times of FLASH radiotherapy, which makes this calorimeter design very suitable, also means that other operating modes of ionizing radiation calorimeters cannot be used. For example, the isothermal mode extensively used by the Laboratoire National Henri Becquerel (LNHB) [51] uses electrical heating to maintain a constant (elevated) temperature of the calorimeter and adjusts the electrical power dissipation to compensate for the energy deposited by the radiation beam. It has been shown that this mode can provide lower Type A uncertainties (<0.1%) but the time constant of the isothermal control systems is not fast enough to work within such short irradiation times.

The aluminum calorimeter used here can be optimized further. The current geometry is suitable for standard large fields (10 × 10 cm) but a smaller core or cylindrical, rather than plane-parallel geometry, may be better. A design such as that developed by Renaud et al. [52] would be worth investigating as this could be used in small IMRT fields (3 × 3 cm or smaller) for both photon and electron beams. Aluminum may not be suitable for all beam modalities (e.g., kV x-rays, protons, heavy ions) but even in these situations, the linearity of the calorimeter is unaffected, and it could therefore still be useful as a transfer detector for another dosimeter. In addition to geometric modifications, there is the potential to simplify the data acquisition system, given the high signal-to-noise obtained for these high DPP values. Replacing the multi-component AC-bridge read-out with a high-accuracy digital multimeter should still yield a suitable signal and offer a more routine operation in a clinical setting. As shown in Figure 8, one can argue that the calorimeter out-performs alanine, in terms of precision, linearity, and immediacy and therefore an optimized calorimeter design could be the default detector for clinical FLASH beams, rather than being used to validate other detector systems.



CONCLUSION

Three detector systems were investigated for the accurate dosimetry of electron beams with ultra-high DPP. Measurements were carried out in high-energy electron beams of a research linear accelerator, in a DPP range of at least 0.3–1.8 Gy/per pulse, i.e., around 1.5 Gy/pulse as applied for the treatment with FLASH radiotherapy. Passive alanine dosimeters were shown to have a linear response with the DPP up to at least 2.4 Gy/pulse, but there is no real-time read-out. The alanine system was used, however, as reference to determine the ion recombination correction for an Advanced Markus plane-parallel ionization chamber, studied as a possible real-time dose monitor at ultra-high DPP. The correction was found to be 79% at 1.5 Gy/pulse, consistent with previously reported results using radiochromic film as a reference. Therefore, ionization chambers used for dosimetry in conventional radiation therapy are not considered suitable for accurate dosimetry in FLASH radiation therapy. Finally, an aluminum open-to-atmosphere calorimeter, operating in the quasi-adiabatic mode, was investigated as an alternative real-time dosimeter for FLASH radiotherapy. The precision of the calorimeter was estimated to be <0.2% and the response of the calorimeter was found to be proportional to the dose per pulse in the investigated range of 0.3 to 1.8 Gy/pulse with an average deviation from the linear fit compared to the pulse charge being <0.5%. This linearity was consistent with that determined for alanine, confirming the suitability of a simplified calorimeter design that could be used for real-time dosimetry of clinical FLASH therapy radiation beams.
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Various in vivo experimental works carried out on different animals and organs have shown that it is possible to reduce the damage caused to healthy tissue still preserving the therapeutic efficacy on the tumor tissue, by drastically reducing the total time of dose delivery (<200 ms). This effect, called the FLASH effect, immediately attracted considerable attention within the radiotherapy community, due to the possibility of widening the therapeutic window and treating effectively tumors which appear radioresistant to conventional techniques. Despite the experimental evidence, the radiobiological mechanisms underlying the FLASH effect and the beam parameters contributing to its optimization are not yet known in details. In order to fully understand the FLASH effect, it might be worthy to investigate some alternatives which can further improve the tools adopted so far, in terms of both linac technology and dosimetric systems. This work investigates the problems and solutions concerning the realization of an electron accelerator dedicated to FLASH therapy and optimized for in vivo experiments. Moreover, the work discusses the saturation problems of the most common radiotherapy dosimeters when used in the very high dose-per-pulse FLASH conditions and provides some preliminary experimental data on their behavior.

Keywords: radiotherapy, FLASH effect, FLASH electron linac, beam monitoring system, saturation problems


INTRODUCTION

FLASH Radiotherapy (FLASH-RT) is a radiotherapy technique which consists of administering the entire radiation at dose-rate orders of magnitude higher than conventional ones [1].

Various in vivo preclinical experiments carried out on different animals and organs have shown a reduction of the side effects on healthy tissues still preserving the therapeutic efficacy on the tumor tissue, by using electron beams of 4–6 MeV at a dose rate higher than 40 Gy/s, for a total irradiation duration of <200 ms. The robustness of the FLASH effect is validated by the fact that it has been reproduced in various animal models (mice, rats, zebrafish, pigs, and cats), various organs (lung, skin, gut, and brain), and various radiobiology research works [2–8].

These results attracted considerable attention within the radiotherapy community for their potential clinical applications: in fact, the possibility of being able to increase the administered dose to the target without increasing the damage to the neighboring tissues would allow to effectively treat tumors, otherwise radioresistant to conventional radiotherapy techniques (CONV-RT) [9, 10].

Nevertheless, there are still many questions to be addressed, before using the FLASH effect in the clinical practice. The radiobiological mechanism underlying the FLASH effect is still unknown [11]; oxygen consumption has been proposed as a possible explanation [12–14] but other works underlined the limits of this explanation attempt and the need of further investigations [11, 13].

There are also different aspects still to be clarified regarding the dependence of the FLASH effect on various beam parameters and the irradiated tissue. The dependence on the LET of the radiation used is still an unknown factor; the majority of the experiments were performed with electron beams (energy 4–6 MeV). There are significant difficulties in obtaining beams with sufficient intensity to reach the FLASH effect with X-ray [15], protons [16], and heavy ions; nevertheless, several attempts were done. The interested reader can find an exhaustive review of the state of the art in a paper recently published by Esplen et al. [17].

Only the dependence on the average dose rate and on the duration of the entire irradiation has been clearly observed so far. The roles of dose-per-pulse, instantaneous dose per pulse (dose per pulse divided by pulse duration), and pulse duration and frequency still remain to be understood.

This is essentially due to the fact that the accelerators used up to now for in vivo FLASH experiments are electron accelerators designed for industrial use [18–20] or modified medical accelerators, where diffuser filters and monitor chambers have been mechanically dismounted and removed from the beam path [21]. Therefore, such accelerators are not able to perform beam parameters real-time monitoring as well as provide an accurate and reproducible output.

The linacs used did not have the possibility to modify the beam geometry in order to obtain homogeneous dose profiles on fields of different sizes and geometries. For this reason, such electron beam did not allow neither performing accurate irradiation of well-defined volumes nor studying the dependencies of the effect on the volume of the irradiated tissue from a quantitative point of view.

Moreover, the dosimetry is complicated by the saturation problems typical of all clinical dosimeters which provide online information to these dose-per-pulse values. In all the experimental works published so far [18–21], the dosimetry was performed using independent dose-rate dosimeters, in most cases radiochromic films. Radiochromic films do not have the same accuracy of other detectors (for example ionization chambers), they do not provide online dosimetric information, and they are not able to control any changes in the output during the experiment.

All these aspects, together with the objective difficulties of obtaining quantitative radiobiological data from in vivo experiments, have contributed, so far, to not definitively and quantitatively understand the dependencies of the FLASH effect on the various parameters that characterize the beam used and the tissue irradiated.

The main issues covered hereafter are as follows:

- The problems concerning the realization of an accelerator dedicated to the production of FLASH electron beams, in order to both optimize the experimental characterization phase and, as a perspective, provide suggestions for the future clinical applications.

- The issues concerning the saturation of the current available dosimeters.

Regarding the linac, this work is focused on problems and solutions concerning:

1. The production and acceleration of a fluence capable of reaching the level needed to achieve the FLASH effect on large/clinical volumes.

2. Reduction of the radiation leakage produced by the radiant head/gantry, as defined in NCRP151 [22].

3. Possibility to vary the dimensions and geometric shape of the beam.

4. Online fluence monitoring system, which should be compliant with IEC 60601-2-1 requirements [23].

5. Possibility of delivering in FLASH/non-FLASH mode without changing the irradiation setup.

The discussion on the new linac proposal, ElectronFlash, is presented in section 2, “A dedicated research linac proposal.”

The problems concerning the dosimetric characterization of a FLASH electron beam due to the saturation of the dosimeters commonly used in the clinical practice are also addressed.

In particular, the behavior of three classes of dosimeters has been analyzed:

1. Ionization chambers (PTW Advanced Markus).

2. Semiconductors (diamond and diode).

3. Scintillators.

The ionization chambers already showed significant recombination problems at dose-per-pulse values typical of IORT beams [24–27], which are about 2 orders of magnitude lower than FLASH ones. In that case, the use of the ionization chambers had been made possible by quantifying ksat–a corrective factor to account for the loss of charge collected due to recombination—by means of a formula deriving from the Boag [28] theory. This formula takes into account the fraction of free electrons (p), which is the fraction of electrons that are not captured by the polarized oxygen molecules present in the chamber air cavity.

In order to quantify accurately ksat, and, consequently, be able to use the ionization chamber as a dosimeter for FLASH beams, the theory of recombination should be rewritten for FLASH dose-per-pulse values (dose per pulse around 1 Gy/p or higher), taking into account the shielding effects of moving charges (please refer to Appendix, Section 1—Ionization Chambers).

The saturation problems of semiconductor and scintillation dosimeters for FLASH dose-per-pulse values have not been investigated yet. Semiconductor detectors are characterized by a negligible time of electron–hole displacement; each pair of electron holes, if invested by the radiation, is capable of providing a signal but cannot be reused. This aspect suggests a negligible saturation (energy absorbed by the dosimeter but not revealed by its detection system) until all the electron–hole pairs available within the material have been used. Beyond such value, the saturation suddenly reaches 100%: this is the cutoff dose-per-pulse value, beyond which all the energy absorbed inside the detector is not revealed and the value read by the dosimeter no longer grows. Therefore, the saturation is expected to be negligible up to a cutoff value and, once this threshold is trespassed, it is no longer correctable. If FLASH dose-per-pulse values are beyond such cutoff, these dosimeters cannot be used in this context.

The scintillators instead have reusable, hence non-exhaustible scintillation centers; however, the system has a deadtime given by both the crystal scintillation time and the electronics. This implies that a saturation increasing at increasing dose-per-pulse values may arise at lower dose-rate values; however, the threshold value for which saturation is no longer correctable is probably higher. A method for the correction of the saturation can be implemented (please refer to Appendix, Section 2—Scintillators).

In this paper, some preliminary experimental data collected irradiating various dosimeters in FLASH modality will be shown.

In particular, the saturation of two semiconductor dosimeters (PTW T60017 Dosimetry Diode and PTW T60019 microDiamond) and a scintillation dosimeter (DoseWire™ Series 10) was assessed experimentally at different dose-per-pulse values.

Since ElectronFlash was not yet operational in 2019, all the measurements were performed with an IORT dedicated electron linear accelerator NOVAC11, in a nonclinical configuration.



A DEDICATED RESEARCH LINAC PROPOSAL

A common clinical specification for the minimum FLASH dose rate has not been identified yet; the minimum amount of e-beam current is not known either. Furthermore, the optimal beam optic for delivering FLASH RT in electron mode is still under investigation. Therefore, the exact number of electrons to be accelerated has not been identified yet. In the following, the peak current of 100 mA for the accelerated e-beam is chosen as a reasonable, even preliminary, guess (at least with an optimized beam collimation system). Moreover, literature [2] suggests that the whole dose should be delivered in <200 ms. Such beam current features pose new and additional challenges both for beam monitoring system (inside the linac) and for linac commissioning, which are briefly discussed and analyzed in the following sections. The solution proposed in this work is the design of a new research linac.


System Architecture

In order to consolidate the promising radiobiological results given by the FLASH effect, a specifically designed linac is necessary. This idea led Institut Curie (https://institut-curie.org/), who pioneered the research in this field [1, 2, 18], to look for a dedicated linac: the system ElectronFlash (in the following identified as EF) has been designed according to this request. The system is a research linac operating in electron mode only, with energies 5 and 7 MeV, and a dose rate ranging from 0.01 to 4,000 Gy/s and higher. Pulse duration can be set according to the user need in a wide range.

EF can be installed in a common radiotherapy bunker; the first unit will be installed at Orsay Research Center of Institut Curie in summer 2020.

The system drawing is shown in Figure 1 and the system block diagram is shown in Figure 2.


[image: Figure 1]
FIGURE 1. ElectronFlash.



[image: Figure 2]
FIGURE 2. ElectronFlash block diagram.


The accelerating wave guide has been designed by adopting the radial focusing technique: the e-beam radial dynamics is guided by the electric field of the cavities and not by an external solenoid. This approach, though challenging from the manufacturing point of view, not only allows a better control with virtually no X-ray leakage, but also the design of a lighter and more compact system.

The accelerating waveguide concept is based on the experience gained by SIT staff in the design of IORT-dedicated linacs [29].

Beam dynamics simulations have been performed by La Sapienza SBAI Department (https://www.sbai.uniroma1.it/) in order to optimize the tank for high current beam. The guide is shown in Figure 3 together with some outputs of beam dynamics simulation performed with PARMELA code (https://laacg.lanl.gov/laacg/services/serv_codes.phtml). It is shown that no scattering happens between e-beam and the radiofrequency (RF in the following) cavities: e-beam radial dimensions are always smaller than the diameter hole (8 mm) of the RF cavities beam channel, as shown in Figure 3.


[image: Figure 3]
FIGURE 3. Accelerating tank and beam dynamics simulation.


A different approach has been implemented for e-beam collimation compared to the standard medical linac. Instead of using thick scattering foil, the beam is defocused by two quadrupoles into the desired field. Such approach provides several advantages for a linac operating in FLASH mode:

- Fluence transmission into the target is optimized, as long as the only element the e-beam scatters with is the thin titanium window that seals the vacuum tube.

- Due to the absence of thick scattering elements leakage radiation is minimized.

- Large/clinical fields are achievable by properly setting the quadrupoles current.

It is remarkable that such beam optic system implies that the ratio of the doses for two different fields F1 and F2 is given by:

[image: image]

where DF1 and DF2 are the delivered doses and SF1 and SF2 are the surfaces of the two fields.



Beam Energy Monitoring

In order to comply with the standard IEC 60601-2-1 [23], beam monitoring in the FLASH region requires not only a real time measurement of the beam current (which is proportional to the absorbed dose) but also a real-time check of the average energy of the beam.

The standard IEC 60601-2-1, in the paragraph 201.10.1.2.101.5 (“Selection and Display of Energy”) requires that:

“IRRADIATION shall be TERMINATED if the mean ENERGY, Ei, of the ELECTRONS striking:

[…]

- the ELECTRON RADIATION window deviates by more than ±20% or ± 2 MeV, whichever is the lesser during ELECTRON IRRADIATION, from the value of mean ENERGY that would occur under normal operating conditions for the selected energy and mode of operation.”

In a radiofrequency powered linac, the power generated by the RF source can be written as:

[image: image]

where WLINAC is the power absorbed by the accelerating waveguide and We−beam is the power absorbed by the beam itself. If the power absorbed by the e-beam becomes comparable with the power absorbed by the accelerating tank, e-beam current variation influences the beam energy.

Assuming a monochromatic spectrum,

[image: image]

the precise calculus of the power absorbed by the accelerating waveguide, WLINAC, can be performed as described in [30]; for an accelerating waveguide operating in the S band, designed for 10 MeV, WLINAC is around 2 MW.

The percentage energy variation of the electron beam can be roughly estimated as (refer to [30] for a detailed calculus).

[image: image]

In the abovementioned hypotheses, a beam current variation slightly >10% induces an energy variation >20%. It is therefore clear that a specific system for checking energy constancy is mandatory. Such system should operate independently with respect to the dose monitoring system.

The solution proposed is illustrated in Figure 4: e-beam energy can be real time monitored, pulse by pulse, by means of a signal taken by a pick-up positioned inside a RF cavity. The operation principle is briefly described; further details can be found in [30]. The total energy gain ΔKTOT in the accelerating waveguide is:

[image: image]

where NACC is the number of the accelerating cavities and ΔK is the energy gain per single cavity.


[image: Figure 4]
FIGURE 4. Energy real time measurement.


In general, ΔK ∝ E0 where E0 is the spatial average of the longitudinal electrical field along the cavity (at a fixed time, when e-beam is in phase with the field). Inside each cavity, the electric field has a fixed ratio respect to the magnetic field B. Therefore, the measurement of such field provides a real time, nondestructive measurement of the electric field E0 and, therefore, of overall energy of the accelerated e-beam [31]. The time derivative of the magnetic flux generated by B is measured through the pick-up shown in Figure 4 so that,

[image: image]

the speed of such system is determined by the electronic board maximum speed, as long as signal detection itself is luminal. Such technique provides an online and easy system for checking energy constancy, with a precision better than 5%.



Output Monitoring: Beyond Monitor Chambers

Ionization chamber technology appears probably not adequate both for beam monitoring and dose measurements. There are, at least, two issues:

- Assuming the electrical field inside the ionization chamber not being affected by the one generated by the ionization, the current models [32] cannot describe properly the ionization chamber behavior;

- Response time of the chamber itself.

The dose monitor system must guarantee that the correct dose is delivered within the required tolerance levels. Furthermore, the dose monitor system should respond quickly enough to shut off the beam when the dose set is reached. The drift time of the electrons within an ionization chamber operating in FLASH regime is probably too slow to reach this goal; hence, new dose monitoring techniques will be required. A solution for overcoming all the issues related to ionization chamber operation in the FLASH region represents a change of paradigm. Fluence can be detected by means of in vacuum electrical measurements. Such techniques, widely adopted in high-energy physics, are still not common in medical linacs but represent indeed the most promising perspective.

The system EF has been designed in order to produce both FLASH and conventional dose rates. Therefore, a dual-dose monitoring system has been implemented (Figure 5) to allow an adequate fluence reading within a very broad range (0.01 cGy/p−40 Gy/p) for FLASH and conventional modality.


[image: Figure 5]
FIGURE 5. e-beam monitoring system.


In FLASH modality, e-beam output is monitored by means of two toroidal inductors and monitor chambers are positioned outside the beam line; in conventional modality, the monitor chambers are inserted along the beam line, as illustrated in Figure 5. Because of their sensitivity of 10 V/A, the toroidal inductors provide a fast and robust signal up to few milliamperes of beam current. The dual hardware allows to get a very good signal to noise ratio in every operational mode.

A possible alternative to toroidal inductors is represented by a passive resonant cavity, as proposed by Leggieri et al. [33]: the beam, while crossing the cavity, induces a resonant electromagnetic field that can be detected through a pick-up. The voltage at pick-up terminations is representative of the real time beam current and is elaborated, by a microcontroller system, for the output monitoring.

The passive resonant cavity reading, for a given beam current, can be varied by changing parameters such as its internal shape and material [34]; however, an optimized monitor system capable of appropriately monitoring a beam in a wide range (1–100 mA for ElectronFlash) would necessarily require at least two different cavities, each optimized for a specific range. Furthermore, this solution requires the a fine tuning of each cavity and its thermostating at the same linac temperature. On the other hand, the dual monitoring system implemented in ElectronFlash adopts two different technologies (monitor chambers and toroidal inductors), achieving in principle the same overall accuracy. Monitoring system performances will be experimentally verified and validated after ElectronFlash installation.




SATURATION PROBLEMS OF ONLINE DOSIMETERS USED IN THE CLINICAL PRACTICE

The dose-rate DR generated by a pulsed electron beam is directly proportional to the dose-per-pulse Dp

[image: image]

where PRF is the pulse repetition frequency.

At PRF smaller than 100 Hz, all the dosimeters analyzed have a shorter signal collection time with respect to the repetition time of the pulses (≥ 10 ms), and, consequently, the saturation is influenced only by the dose-per-pulse (duration of the pulse is around 2.5 μs).

Considering a standard frequency of 30 Hz, in order to reach FLASH dose-rate values (> 40 Gy/s) it is necessary to produce dose-per-pulse higher than 1 Gy/p. This value is at least one or two orders of magnitude greater than the dose-per-pulse produced respectively by IORT and conventional linacs, for which the most common online dosimeters were designed, produced, and tested.


Materials and Methods

Absolute dose in a PMMA phantom was measured with a 10-MeV electron beam produced by a NOVAC11 mobile accelerator. The dose-per-pulse has been increased by a minimum of 5 cGy/p in reference conditions up to 40 Gy/p by modifying the collimation system as described in detail in section Experimental Setup. In order to investigate dosimeter saturation problems in FLASH dose-per-pulse conditions, different types of detectors were irradiated at increasing dose-per-pulse up to FLASH values (40 Gy/p), using as reference the measurements performed with independent dose-rate radiochromic films dosimeters.


Experimental Setup

Currently, IORT dedicated linacs are characterized by a significantly high dose-per-pulse [26, 27], typically around 5 cGy/p, with a pulse repetition frequency ranging from 1 to 30 Hz: dose rates higher than conventional ones are achievable. This feature, together with the very simple beam collimation system, makes the system itself particularly attracting for a preliminary study of the dosimeters behavior in FLASH mode.

In order to produce an electron beam with dose-rate values proper of a FLASH beam (>1 Gy/p), a preexisting dedicated IORT electron linear accelerator has been considered, the NOVAC11.

NOVAC11 provides 4 nominal electron energies (4, 6, 8, 10 MeV) and the electron beam collimation system is purely passive: NOVAC11 does not use any scattering foil for beam broadening that is obtained by means of a hard-docking collimation system. Such collimation system consists of two separated polymethylmethacrylate (PMMA) cylindrical applicators that can be directly attached to the radiant head. The applicator is made of two parts: an upper part called applicator holder or upper applicator—directly mounted to the radiant head—and the terminal part called terminal applicator, which is connected to the upper one by means of a ring nut. The PMMA applicators have 5 mm wall thickness, internal diameter ranging from 3 to 10 cm, and a flat or beveled end. The length of the applicators determines the Source Surface Distance (SSD), which is 80 cm for the reference applicator with a diameter of 10 cm. Thanks to this relatively simple architecture, it is possible to obtain several collimation configurations (Figure 6). Every configuration leads to a different SSD and, consequently, to a different resulting dose-per-pulse.


[image: Figure 6]
FIGURE 6. NOVAC11: FLASH irradiation setup.


The different setups are obtained as follows:

- Clinical reference configuration: upper and terminal applicator connected to the chambers housing (SSD 80 cm).

- Upper applicator connected to the monitor chambers housing (SSD 30 cm).

- Only monitor chambers housing (SSD 7 cm).

- Dismounted monitor chambers (SSD 1.6 cm).

In Figure 7, such configurations, together with the possible maximum achievable dose-rates, are detailed.


[image: Figure 7]
FIGURE 7. Beam collimation and achievable SSDs, maximum dose rates, and dose per pulse achievable with NOVAC11 (applicator Ø10 cm).


A more detailed description on how Novac can be converted into a FLASH research machine, and its dosimetric characterization is available in [28].



Dosimetric Equipment and Measurements

Even though NOVAC11 is not able to produce a FLASH beam suitable for radiobiological experiments, it is however possible, by changing the SSD, to reach a very high dose-per-pulse beam inside a small spot homogenous enough for the irradiation of small dosimeters like those considered in the present study. Due to the unsuitability of the dosimeters commonly used in the clinical practice—as they show saturation problems approaching to FLASH dose-rates—reference dosimetry was performed using radiochromic films. Radiochromic films are dose-rate independent, hence they allow an extensive dosimetric characterization of the e-beam. The GAFCHROMIC EBT-XD [35] calibration curve has been obtained by irradiating the films with increasing dose values in the range from 0 to 150 Gy, by positioning the films in a PMMA solid phantom at R100 depth. The calibration fitting function, according to the optimized protocol for calibration and dosimetry [36] distributed by Ashland, is represented by the rational function:

[image: image]

where A, B, and C are parameters of the function, and f (x) and x are, respectively, the absorbed dose in cGy and the color value in 16 bpch [36], as read by the RGB scanner Epson 1680 Pro. Cross-calibration between optical densities and absolute dose-response has been performed by means of an ionization chamber in a conventional dose-rate range.

The detectors to be tested have been chosen among the commercially available ones adequate for measuring the beam produced by IORT linacs. IORT linac is the highest dose-per-pulse machine among the currently available medical linacs (3–13 cGy/p against 0.07–0.3 cGy/p). Radiochromic films (GAFCHROMIC EBT-XD) irradiated within a PMMA phantom have been considered as reference.

The online dosimetric systems tested were:

- PTW TW34045 Advanced Markus® Electron Chamber [37].

- PTW TM60017 Dosimetry Diode E [38].

- PTW TW60019 microDiamond [39].

- DoseVue DoseWire™ Series 100 scintillating fiber [40].

DoseWire is an inorganic scintillator detector consisting of a hemispherical 0.1 cc active volume of europium-doped yttrium oxide. The emission light is in the range 600–650 nm. If the dosimeter is used in its standard counter mode, the minimum time between two consecutive events, in order that the system is able to discriminate them, is of the order of 20 ns.




Results

Calibration curve calculated by the dedicated software FilmQA Pro is shown in Figure 8.


[image: Figure 8]
FIGURE 8. Calibration fitting function in the green channel, as calculated by FilmQA Pro.


The focus of the present work is the saturation phenomena of the dosimetric systems tested. As previously discussed, saturation phenomena are primarily caused by the value of the dose-per-pulse Dp. At a value of 1 cGy/p, either the dosimeters cannot show saturation phenomena (scintillator, diode, and microdiamond [26]) or their saturation can be correctly calculated (ionization chambers [24, 25, 27]). Then, we have considered the ratio between the reading of each dosimeter at varying the dose-per-pulse and its reading at Dp = 1 cGy/p; such ratio is called DrR (dosimeter reading ratio) in Figure 9.


[image: Figure 9]
FIGURE 9. DrR vs. dose per pulse.


DrR is defined as

[image: image]

DrR combined standard uncertainty can be estimated as [image: image]. The quantity [image: image] is evaluated as the standard deviation over five consecutive measurements and results always around or <0.7%; therefore, the combined standard uncertainty is smaller than 1% and it is not shown in the graphs of Figures 9, 10.


[image: Figure 10]
FIGURE 10. DrR/dose-per-pulse vs. dose-per-pulse.


The graphs are displayed in a double log plot in order to facilitate their visualization. Such approach offers an immediate and qualitative picture of dosimeters behavior in a very wide range. Ideally, for a dosimeter not affected by any saturation phenomena, DrR is a line with angular coefficient equal to 1, as for radiochromic films (reference black line in Figure 9).

In Figure 10, the ratio between DrR and the dose-per-pulse as measured by radiochromic films is reported.

The measurements performed offer a clear, even though preliminary, picture of the inadequacy of the current dosimetric equipment when operating in the FLASH region.

PTW Diode E and microDiamond semiconductors show a nonreversible saturation beyond a threshold around 15 cGy/p. DoseVue DoseWire™ Series 100 scintillators show a negligible saturation up to 1 Gy/p, it increases significantly up to at least 11 Gy/p and it reaches a cutoff value between 11 and 36 Gy/p.

PTW Advanced Markus® Ionization chamber saturation cannot be adequately described according to the methods reported in literature for values above 30 cGy/p: the Laitano et al. [25] model does not provide any solution while the Di Martino model [24] greatly underestimates the recombination effect, as shown in Figure 10. Such experimental results are consistent with the data reported by McManus et al. [41], even they adopt a Very High Energy Electrons (VHEE) system and the maximum dose per pulse is 5.26 Gy/p.




DISCUSSION AND CONCLUSION

The recent experimental evidence of the FLASH effect obtained in vivo has generated great interest within the radiotherapy community due to its potential and important clinical implications.

Before the radiobiological mechanisms underlying this effect could be fully understood, several technological and scientific challenges must be faced.

Such challenges affect the irradiator as well as the measuring devices.

This work presents the design of an electron linac dedicated to ultra-high dose rate experiments, ElectronFlash [42].

The specific problems and requirements generated by the acceleration and monitoring of a Flash electron beam are discussed, and some possible solutions are presented. The first EF unit will be installed in Institut Curie during summer 2020; a complete characterization of its performances will be presented in a future manuscript.

While electron linacs may be the simplest implementation for a Flash irradiator, they may represent the most complex challenge for dosimetry. Radiofrequency (RF)-powered electron linacs produce a heavily pulsed beam, with a dose per pulse up to 40 Gy/p or higher, with a pulse repetition frequency (PRF) up to 400 Hz.

On the other hand, proton and carbon ion accelerators produce a continuous or almost continuous beam; even when reaching the ultra-high dose rate region, their dosimetric characterization can be performed adopting the common dosimetric protocols, provided that saturation is determined with a different approach (the recombination theory for proton and light ions has been presented and discussed in [43]).

Thus, while Flash proton beams may be successfully measured within the framework of the current protocols [44], even with some adjustment in the determination of recombination factor [43], Flash electron beams may require a complete change of paradigm. The experimental results with ionization chambers, which confirm the data presented by McManus et al. [41], show the inadequacy of the current approaches [24, 25, 44] in determining the chamber saturation.

The analysis performed in Appendix, Section 1—Ionization Chambers shows that, for electron beams around 1 Gy/p or higher, the electric field generated by ionized charges exceeds the one generated by the polarization applied and, therefore, cannot be neglected. This may lead to the need of introducing a different, more complex model, capable of describing properly the chamber ionization behavior in the ultra-high dose rate region.

This may lead to the need of introducing a different and more complex model capable of describing properly the chamber ionization behavior in the ultra-high dose rate region.

Other dosimeters were studied: semiconductor diodes and scintillators.

The tested semiconductor dosimeters have a total saturation at a precise dose-per-pulse value (cutoff value) around 15 cGy/p that is significantly lower than the FLASH dose-per-pulse values. Hence, semiconductor dosimeters currently available on the market cannot be used.

The tested scintillator shows a dose-per-pulse response as expected, with the saturation increasing with the dose-per-pulse, reaching a cutoff value between 11 and 36 Gy/p, where saturation is no longer correctable.

The scintillator was used in its standard mode (counter mode); nevertheless, the analysis performed in Appendix, Section 2—Scintillators suggests that a better behavior could be reached if the system works in integrator mode, introducing a correction for the deadtime.

Additional studies are required for assessing this result properly.

The present work offers some possible solutions in the design of an electron Flash linac and raises many questions about its dosimetric characterization which remain to be answered.

A new linac concept has been described, a system capable of accelerating and monitoring the fluence needed for reaching the Flash beam dose rates studied so far [1, 2, 4, 5] and even beyond; the specific solutions implemented were discussed and its performances will be described in a future work after its installation in Institut Curie.

However, the Flash electron beam dosimetric characterization still poses unsolved challenges, for online dosimeters, both concerning relative and absolute dosimetry.

In particular, the current description of ionization chambers behavior in the Flash region for electron beams is not adequate. When dose-per-pulse is around or above 1 Gy/p, the shielding effect of the electric field generated by the ionized charges, during their movement toward the two opposite electrodes, is no longer negligible. Therefore, the current recombination models [24, 25, 44], which totally neglect such effect, do not properly describe saturation phenomena in FLASH dose-per-pulse regime. New theoretical models must be developed and experimentally validated before ionization chambers could be used for FLASH beam dosimetry.

In conclusion, it is possible to state that there is a lot of research to be done before the dosimetric characterization of Flash electron beams will be fully understood.
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High-LET (Linear Energy Transfer) particle irradiation as being provided from heavy ion accelerator facilities has an increasing impact on bio-medical research and cancer treatment. Nevertheless, there are a lot of open questions concerning the understanding of damaging mechanisms and repair processes within the light of radio-sensitivity and thus, individualized medical applications. The three-dimensional architecture of genomes on the meso- and nano-scale acts in combination with epigenetic gene activation as an important player of gene regulation and fundamental biological processes such as DNA damage response and repair. So far only little is known about the impact of high-LET particles on the chromatin architecture along the passing track when they are “lumbering” through the cell nucleus. How does a cell nucleus manage such complex damages and re-organize the chromatin toward functionally intact units? Is there a radio-sensitivity related difference in this reaction? Here, we present some approaches to investigate spatial and topological parameters of chromatin to glimpse some aspects related to these questions. Two cell lines, a radio-resistant glioblastoma and a radio-sensitive fibroblast cell line, were used and irradiated by 15N-ions in 90° and 10° radiation beam geometry. Nano-probing of particle induced damage sites along particle tracks, and the recruited DNA repair proteins (as presented here for 53BP1 and Rad51) in combination with super-resolution Single Molecule Localization Microscopy (SMLM) are powerful methods for geometric and topological analyses to study particle related mechanisms of chromatin conformation and repair complexes in single cells. We used variable tools for such investigations based on image free high precision SMLM, nano-scaled molecule distribution analyses, appropriate metrics following Ripley’s distance frequencies and cluster formation analyses, as well as topological quantifications employing persistence homology. The data reveal a cell type specific nano-architecture of DNA damage foci along particle tracks and their dynamic molecular re-arrangements during repair. Comparing the topology of repair foci by persistence homology suggests similarities of repair cluster formation along given particle tracks. Our studies contribute to the molecular understanding of cellular radiation response at sub-light microscopic chromatin levels; thereby showing how chromatin architecture around complex damage sites and repair foci nano-architecture may contribute to ongoing repair processing. The methodological approach presented here may give a basis for improved biological dosimetry or radiotherapies in the future.
Keywords: heavy ion irradiation, single molecule localization microscopy, Ripley distance frequency analysis, topological analysis, persistent homologies, ionizing radiation-induced foci, DNA double strand breaks
INTRODUCTION
All over the Universe, matter is subjected to extreme conditions as for instance high temperatures, pressures, and densities. Stellar collisions and explosions prepare ultra-fast heavy ions interacting with any material crossing their ways. With mankind´s quest to discover space and our planetary system not only by vehicles but also by manned space missions, an understanding of interactions of these heavy ions with biological and especially cellular systems has become an urgent demand to science [1]. Modern nuclear accelerators enable researchers to create radiation conditions of space in the earth-based laboratory. Particle beams of various elements at different intensities and qualities can be generated and applied on cells, tissues, organs or organisms. While protective systems to control or even to avoid accidental exposure of humans on space missions are under development [2, 3], targeted applications as for instance the powerful treatment tool against aggressive tumors especially brain tumors, have been established worldwide in medicine [4, 5].
Up to now research has delivered a huge amount of knowledge and findings of biological, epigenetic response to low-LET (Linear Energy Transfer) photon and high-LET particle irradiation; thereby a lot of questions concerning damaging profiles and repair response remain unanswered [6–10]. Scientific results improving the understanding of mechanisms behind damaging and repair are demanded in order to optimize space mission planning or to individualize radiation treatment [11]. Therefore not only defined radiation experiments in accelerator facilities are required but also novel tools to elucidate components of epigenetic control and their impact on radiation response.
Radiation induced DNA damages are depending on the dose, dose rate, LET, radiation type, cell radio-sensitivity, DNA repair capacity, etc. In contrast to low-LET photon irradiation which induces DNA damages in a coarse gain pattern, high-LET particles (e.g., protons, α-particles, heavy ions) pass the chromatin in linear tracks [12] along which a complex damaging process happens, which locally may lead to an overload of single (SSB) and double strand breaks (DSB) [13–15]. The most severe damages being created are complex double-stranded breaks (DSBs) of the DNA molecule [16]. These complex lesions consist of several SSBs and DSBs generated in close mutual proximity in combination with other types of DNA damages [17] and highly challenge all repair mechanisms being available for cellular survival [18–20]. Multiple complex DSBs often remain unrepaired which leads to cell death, the treatment effect envisaged in successful radiation cancer therapy.
On the other hand, escaping cell death, the complexity of lesions increases the risks of dysfunctional cells with mutations and chromosome aberrations, a serious problem, which medical radiation treatment schemes always have to avoid [21–23]. In contrast to cell death being required for heavy ion radiation therapy, radiation protection in the field of long-term space missions planned [2] should save the cells in their best functional conditions. These extremely opposite demands show the urgent need for further investigations in order to better understand the mechanisms of DNA damaging and repair.
In general, the genome is responding to DSBs by specific phosphorylation of histone H2AX in a 2 Mbp region surrounding the chromatin damage site, which can be visualized in form of so-called γH2AX foci [24, 25] against which specific antibodies are available. Inside these foci, the cell starts to repair the damage by recruiting and releasing a complex network of proteins along given repair pathways. The main repair pathways are the canonic non-homologous end-joining (c-NHEJ), the homologous recombination (HR) and the less precisely classified alternative (or backup) pathways, such as Ku-independent non-homologous end-joining (a-NHEJ), single-strand annealing (SSA) or microhomology-mediated end-joining (MMEJ) [26–30].
All these repair pathways are functioning differently and recruit different series and amounts of repair proteins to the initially induced γH2AX damage foci. The main differences in the chosen pathways are the speed and quality of repair. HR is very precise in maintaining the base sequence of the damaged region exactly; thereby it is slow since an appropriate DNA sequence template has to be arranged, the damaged sites have to be resected correctly, and nucleotide by nucleotide has to be reconstructed. In contrast to HR, c-NHEJ is fast but tolerates the loss of some nucleotides in the new strand after trimming and “sticking” the broken ends together. a-NHEJ and other alternative pathways only seem to play a significant role after multiple damaging by high dose exposure. Due to a lack of availability of enough repair proteins, broken ends are repaired under omitting some typical c-NHEJ proteins with the consequence of being slow and more error prone. Repair errors also occur due to illegitimate recombination between short homologous sequences or repeats.
At a first glimpse, it appears that a cell decides individually or even randomly which repair pathway is used at a given damage site. However, a more detailed view on repair processes reveals that repair pathway selection is depending on several conditions like the phase of the cell cycle, the chromatin structure and compaction at the site of damage, the complexity and multiplicity of DSBs, the general radiation sensitivity of the cell type, and potentially several other factors [19, 31–42]. All these factors contributing to repair pathway choice at a given damage site in a given cell type require a complex epigenetic controlling system [9, 10] that may interact according to so far not fully understood rules.
Beyond the “classical” epigenetic systems following so far known epigenetic protein pathways, another level of epigenetic function and control appears to be relevant for further consideration especially in case of complex damaging processes. This epigenetic system, not pushed into the focus of investigations, yet, is the chromatin architecture. Chromatin architecture is known to be functionally organized [43, 44] on the micro-, meso- and nano-scale, and its relaxation and precisely regulated re-arrangements were observed at damage sites [6, 45]; reviewed in Ref. 8 [9, 10]. On the sub-micro scale, local chromatin architecture changes after DNA-damage induction and along repair processes. In the context of chromatin architecture, two perspectives have to be considered: a) the broken chromatin strands with their chemically different ends, environment of H2AX phosphorylation and variable mobility [6]; [8], and b) the spatial organization of repair protein during formation and release of repair complexes (visible as repair foci). Understanding how spatial arrangements of chromatin and recruited proteins impact DNA repair, requires a precise analysis of geometry and topology of single molecules of γH2AX as well as of by repair proteins forming foci, e.g., MRE11, 53BP1, RAD51, etc. Counting of these foci, generally known as Ionizing Radiation-Induced Foci (IRIFs), by means of light microscopy has become a well established measure for intra-cellular dosimetry [14, 46, 47]. Until recently, the investigations of nano-architecture of chromatin and repair complexes had to rely on electron microscopy [48–50], which, however, suffers from serious limitations and disadvantages. A breakthrough in the field was brought about by the development of super-resolution light microscopy techniques [51, 52], based on specific labeling of the target molecules that allowed to overcome Abbes’ diffraction limit [15, 45, 53–56].
For low-LET radiation, the numbers of DSBs and labeled γH2AX foci are directly correlated, although it is still under debate whether and how many DSBs are joined together within one IRIF. For high-LET radiation, it has become obvious that foci are enlarged and their number is considerably below the predicted number of DSBs [14, 57, 58]. This phenomenon can be explained by overlapping and aggregation of several foci in a not well defined way. The internal architecture and complexity of repair foci after high-LET particle traversing, however, have not been systematically and thus satisfyingly investigated. The spatial structure, organization, and topology of IRIF thus remain to be intensively discussed. Open questions such as the arrangement of elementary or functional foci sub-units call for further research on the nature and typical parameters (shape, size, quantitative composition, etc.) of these still mysterious structures and their relationship to particular repair pathways.
Investigations using super-resolution light microscopy or electron microscopy revealed sub-structures like clusters within γH2AX or repair protein (e.g., 53BP1, MRE11, Rad51, pATM etc.) foci. These cluster can be observed independently of nature or the LET of radiation [49, 54, 56, 59–65]. For low-LET irradiation, the number of repair-focus sub-units (clusters) seems to better correlate with the number of DSBs and damage complexity than the number of IRIFs detected at the microscale [54]. In addition, after low-LET irradiation, γH2AX cluster sub-units were found to show high topological similarity provided they were closely associated to heterochromatin [66].
For high-LET irradiation, beyond the analyses of γH2AX foci and sub-units [15, 16], it has become obvious that the architecture and topology of the clusters of the follow-up recruited repair proteins is important with respect to the question of spatial organization of molecules as epigenetic control systems. 53BP1 foci were analyzed in more detail [15, 55, 56] after high-LET radiation exposure. 53BP1 is involved in NHEJ and acts as a stabilizing factor during HR [67]. 53BP1 binds to methylated regions of histones where it interacts with other repair proteins, for instance to promote NHEJ. During such interactions, 53BP1 could be displaced from the primary damaged sites [68, 69] opening them for instance for access of BRCA1 or CtIP.
SMLM [70, 71] has been successfully applied to study DNA repair and cluster formation of γH2AX molecules under low-LET radiation condition [53, 54, 72] and during long-term cell culture under folate deficiency [73]. Foci and sub-focus clusters of repair proteins were also investigated after particle irradiation [15, 55, 56].
SMLM of fluorescently tagged 53BP1 molecules was performed and clusters of these tags were determined as sub-units of repair foci, so that the formation and relaxation of these clusters could be studied during the repair period [15, 55].
In the article presented here, we continue in the analysis of 53BP1 clustering after 15N particle irradiation with the focus on cluster size and environment during repair. In addition, we will show that persistent homologies of clusters as being calculated by topological methods of mathematics show different degrees of similarities in cell lines of high and low radio-sensitivity. These tools exemplarily presented here may be used to classify foci with respect of their follow-up repair mechanisms. Nitrogen ions were used as they are relevant for both space research and radiotherapy. They are present in galactic and solar cosmic radiation [74] and are extensively produced when cosmic radiation interacts with the atmosphere [75]. Interestingly, Pioneer 10 spacecraft have revealed increased (up to the factor of 20) amounts of N (and O) ions relative to their abundance in galactic or solar cosmic rays, pointing to specific sources of this component of cosmic radiation in the Universe [76]. N-ions are also generated during hadron radiation therapy and may significantly contribute to the patients’ absorbed dose [77]. Nitrogen ion beams have been also studied as promising particles for radiotherapy [78].
MATERIALS AND METHODS
Cell Culture and Specimen Preparation
Cell culturing and specimen preparation has been described in detail elsewhere [14, 15, 55]. In brief: Primary neonatal human dermal fibroblasts (NHDF) and human U87 glioblastoma cells were cultured in Dulbecco’s modified Eagle medium (DMEM) supplemented with 10% fetal calf serum (FCS) and a 1% gentamicin-glutamine solution (all reagents from Sigma-Aldrich). For the ion-radiation experiments, the cells were maintained in T 25 cell flasks at 37 °C in a humidified atmosphere with 5% CO2. 16 – 18 h before irradiation, cells were seeded on glass coverslips fixed on bottoms of Petri dishes and cultivated until 80% confluence. The cells were irradiated at room temperature. After irradiation the samples were further cultivated and individual slides in duplicates were fixed with 4% formaldehyde/PBS (phosphate-buffered saline) at indicated periods of times post-irradiation (PI), ranging from 5 min PI to 24 h PI (5, 15 min (10° only), 30, 45 min (10° only), 1, 2, 4, 8, 24 h). This approach ensured that cells of the same condition (proliferation phase, cell cycle distribution, and physiological status) were analyzed at all post irradiation time point. For fluorescence labeling, the cells were washed twice in 1x PBS, permeabilized in 0.2% Triton X-100 at RT, washed again three times in 1× PBS, and incubated in 2% bovine serum albumin (BSA) for 60 min at RT. Primarily rabbit anti-53BP1 (ab21083, Abcam) antibodies or rabbit anti-Rad51 (ab63801, Abcam) antibodies, respectively, were added to the cells and the cells were rinsed with 0.2% Triton X-100 and washed three times with 1× PBS for 5 min at RT. The secondary antibodies, AlexaFluor 594-conjugated goat anti-rabbit (Johnson Laboratories) (53BP1), or Alexa Fluor 568-conjugated donkey anti-rabbit (ThermoFisher Scientific) (Rad51), respectively, were applied to the cells for 30 min and again the cells were washed three times in 1× PBS for 5 min and counterstained with DAPI. After washing the slides three times in 1× PBS for 5 min each, the cover slips were air dried, and the cells were embedded in ProLong Gold® (ThermoFisher Scientific) for SMLM. Prolong Gold was left to polymerize for 24 h in the dark at RT before the slides were sealed with nail polish and stored.
Specimen Irradiation
As described in detail elsewhere [14] 15N ions were accelerated using a U 400M isochronous cyclotron in the Flerov Laboratory of Nuclear Reaction at the Joint Institute for Nuclear Research (JINR, Dubna) [79]. The radiation conditions applied are summarized in Table 1.
TABLE 1 | Radiation values of the experiments.
[image: Table 1]In the experiments, cells were exposed to an average of about 2 and 25 particles per nucleus for 10° and 90° irradiation, respectively. This corresponds to the doses of 1.3 Gy (10° irradiation) and 4.0 Gy (90° irradiation). The values were calculated as described in Ref. 80; for the average nuclear area of 186 μm2. The non-homogeneity within the irradiation field of 14 mm in diameter was less than 5%, as monitored using five identical flow-type ionization chambers; the central chamber served as the monitor of the radiation dose [79]. The energy and corresponding LET values of ions at the plane of the cell monolayer were calculated using LISE++ software [81].
The cells were irradiated on glass coverslips at Petri dish bottoms tangentially or perpendicularly. The side of the coverslips covered with cells was oriented toward the ion beam so that the cells were hit by the particles before the beam entered the culture medium in the Petri dish. During irradiation, the cells were kept in a thermostable box, ensuring a constant temperature of 37 °C and prevention from infection during the whole procedure. After irradiation, the cells were immediately placed back into the incubator until fixation. For microscopic analyses, the cell nuclei were fixed at numerous periods of time after irradiation (5 min–24 h PI), as explained in detail in paragraph Cell Culture and Specimen Preparation.
Single Molecule Localization Microscopy
A detailed description of the SMLM instrument has been published elsewhere [53, 54, 64, 82]. In brief: The microscope has an oil-objective (100×/NA 1.46) and four lasers 405 nm/491 nm, respectively. Measurements were done with the 561 nm wavelength laser. An in-built electron multiplier (EM-gain) enhances signals detected by the EmCCD camera (80 nm/px). The microscope was installed on a Smart-Table compensating for vibrations, and provided with a water-cooling system to keep constant temperature and to minimize drifts. Lasers were controlled using the “Omicron Control Center” program and image acquisition was carried out using “Live Acquisition v. 2.6.0.14” software. For thermal stabilization, first measurements with the microscope were performed 1 h after booting.
A protocol for automatized localization image acquisition was used. In brief, an initial excitation switched most fluorophores into a reversibly bleached state; then 2,000 single image frames were taken at maximum laser power with an exposure time of 100 ms per image frame. Wide-field images were always taken before localization image acquisition. For each time point during the repair period, a minimum of 23 cells was imaged. The image data stacks were stored as *.tif stacks and subjected to further computational analysis as described below.
Data Evaluation and Image Processing
The local positions of the detected dye molecules of the antibodies were obtained from registration of molecular blinking events according to an algorithm described elsewhere [82], which is based on subtraction of the brightness values of two successive frames. This method enables the differentiation of the blinking events from the background. A so-called “Orte-Matrix” was produced, which contained information about the signal amplitude, the lateral x- and y-coordinates, the standard deviations in the x- and y-direction, position errors, etc. This “Orte-Matrix” was the starting data set for all further evaluation procedures and for the construction of artificial images of the cell nuclei.
Mathematical procedures and algorithms were applied on these raw coordinate data of the detected labeling points instead on processed images. The data analysis program is modularly built up and was programmed in Python (https://www.python.org) (Gote, Neitzel et al., manuscript in preparation). Several algorithms developed are based on Ripley’s point-to-point distance frequency measure structure information [84] or use DBSCAN [85]) in order to obtain information whether the fluorophores were localized in clusters. The point-to-point distances were measured by distances from each given central point to its peripheral ones. Without regarding absolute position information, the graphical display of absolute and relative distance frequencies makes it possible to discriminate between specimen structure signals and background signals. The envelope function of the distance frequency histogram is correlating to functional arrangements of points [53].
A homogeneous point-to-point distance distribution leads to a linear increase in the distance frequency histogram. The slope of the straight line is scaled with the number of detected points. If the points appear in clusters, smaller distances are more frequent resulting in a peak. The width of the peak gives the maximum distance between two points in the cluster and thus the cluster diameter. The area under the peak is a measure relative to the point density in a cluster. The shape of the peak gives a measure of the homogeneity of the distribution of points in the cluster. If clusters are embedded in a pointillist background, the result consists of three parts: a) a homogeneous distribution (linear increase); b) a cluster distribution (peak) and c) a cross term or additional peak, which contains the distances between the points of two neighboring clusters.
According to the DBSCAN algorithm [85], clusters are compact regions of increased local density of points. The amount of all points inside a given radius around a point must have a minimum value to define a cluster. If any points inside such a cluster also meet the cluster definition they are attributed to the same cluster. The cluster size is the maximum area in which all points meet the cluster criteria. Inside clusters various characteristics can be examined and compared to the point distributions outside the clusters.
The following cluster parameters describing the minimum number of points within a given radius were interactively determined (Table 2).
TABLE 2 | Cluster parameters of the experiment.
[image: Table 2]Novel analytical methods for 53BP1 cluster characterization were applied using procedures of persistence homology [66]. This method, using established calculations and mathematical operations, allows two point distributions, here the point distributions of 53BP1 clusters of two irradiation schemes, to be compared to each other in a cell-independent manner, thereby giving a mathematical measure of their similarity [86].
The major principle of this analysis for persistent topologies is to record properties of point patterns, which are invariant under certain deformations of the object. Mathematically these deformations correspond to continuous transformations of the topological space defined by the structures. For 53BP1 clusters, the attention was focused on two properties: a) the number of “components”, which are independent from each other in such sense that connections between points only exist within the respective components; b) the number of “holes” of the structures inside the components. In algebraic topology, these properties are called the Betti numbers for zero- and one-dimensional simplicial complexes. They are the topological invariants that distinguish between different topological spaces.
SMLM data sets of repair foci are clustered point-sets for which components and holes can be defined [66]. In the following, this procedure is briefly described: A geometric relationship among cluster points is obtained by growing spheres of radius α around each point. Whenever two of these spheres mutually embed each-other’s center, these centers are connected by a line. The connected points belong to the same component. With increasing radii of the spheres, more and more points are connected to previously disjoint components. Thus, the number of components is decreasing with increasing of the radius α. At the end of the procedure, a single component is remaining. For the definition of holes, the simplest polygon, the triangle, is appropriate. Whenever a component of three connecting lines of points forms a triangle, the area of the triangle is considered as a hole. With reducing the number of disjunct components, the number of holes is increasing and decreasing again.
The amounts of components and holes are depending on the value of α. For the formation of each component and each hole, a bar of a barcode pattern starts. The end of the respective bar is fixed at the disappearance of components and holes with increasing α [87]. The mathematical transfer of the spatially organized pattern of labeling points into barcodes contains information about components and holes in a compact and illustrative way. The sets of barcodes for each 53BP1 cluster were compared with each other and their similarity was calculated. The procedure used for quantification of the barcodes similarity is based on the Jaccard index [88]. A detailed description and illustration is presented in Refs. 66 and 86. The result of this normalized similarity measure is a value between 0 and 1, where a value of 0 means no overlap of two bars and 1 the identity of two bars. The similarity of barcodes of different dimensions is defined as the average of the individual similarity values of the bars of a cluster. Such topological comparisons are independent of the scale and the perspective on the clusters so that it is possible to compare variably large foci randomly orientated to the microscopic detection system.
RESULTS
The Neonatal Human Dermal Fibroblast (NHDF) line was studied as model of normal (non-transformed) cells with relatively higher radio-sensitivity while U87 glioblastoma cells were selected for their high radio-resistance [55] and aggressive cancer phenotype. In addition, forming the skin, NHDF fibroblasts are always irradiated by external radiation sources. Glioblastoma (U87 cells) then represents a tumor treated by radiation but with poor results only due to its high radio-resistance. Both cell types were exposed to high-LET 15N ions in two different geometries (i.e., under the angle of 10°and 90° as described in Materials and Methods) and IRIF formed by γH2AX and selected repair proteins (53BP1 and Rad51) were studied with SMLM in different periods of time post-irradiation (PI), ranging from 5 min PI to 24 h PI. Within the first minutes after irradiation, 53BP1 proteins were recruited to the damaged sites, visualized as γH2AX foci. 53BP1 foci provide information of the early recruitment of proteins for repair. In the previous studies [15, 55], we have shown that DSB repair proceeds much slower in cells exposed to (high-LET) 15N ions than in cells irradiated with low-LET γ-rays. Also, it emerged obvious that 53BP1 repair foci differ in their parameters for NHDF and U87 cells. Here, the 53BP1 data sets already investigated by SMLM [55] were further analyzed for structural clustering and topological similarity. In addition, data sets of the same cell types and radiation conditions were prepared also for Rad51 protein, which is, unlike 53BP1, selectively involved in DSB repair via homologous recombination. The first data of Rad51 labeling and spatial organization of Rad51 foci were elucidated and compared to results obtained for 53BP1 repair protein participating both in NHEJ and HR. Focus formation and clustering, persistent homologies, and structural changes during the post-irradiation (PI) period of repair were analyzed at several repair relevant time points (5, 15 min (10° only), 30, 45 min (10° only), 1, 2, 4, 8, 24 h).
In contrast to U87 cells, NHDF fibroblasts quickly recruited the majority of the 53BP1 proteins (∼60%) to the damaged chromatin sites along the particle tracks so that clusters have already been visible and well developed at 5 min PI, though their number progressively increased within the first 30 min PI. In both cell types, the cluster numbers were maintained until 8 h and then started to decrease; thereby a considerable proportion of clusters persisted even after 24 h PI (Figure 1).
[image: Figure 1]FIGURE 1 | 2D density SMLM images of 53BP1 repair proteins. Typical examples are shown for fluorescently-labelled 53BP1 proteins in NHDF cells (A,B) and U87 cells (C,D) after 1.3 Gy tangential 15N-irradiation (A,C) (10° angle between the ion beam and the cell layer) and 4 Gy perpendicular 15N-irradiation (B,D) (90° angle between the ion beam and the cell layer). The time values indicate the period PI when the samples were taken as aliquots of the same irradiated culture and fixed. For comparison, examples of non-irradiated control cells are presented. The left columns are merged images of SMLM data and wide-field images. In the right columns the SMLM image data and cluster areas are shown. The scale bars equal to 1 μm.
U87 cells contained 53BP1 clusters also prior to irradiation (control samples) which was not observed in NDHF cells. In U87 cells, the formation of 53BP1 clusters in tracks was delayed up to 30 min PI and the relative number of recruited 53BP1 proteins was always less than 40% of the protein pool available. These results thus confirmed our previous observations [55]. In Figure 1, illustrative examples of SMLM images of 53BP1 foci/clusters are shown for the two cell lines, the two radiation schemes, and different periods PI. The left images show wide-field images of DAPI-stained nuclei with inserted point signals of individual 53BP1 molecules acquired with SMLM. The right columns then provide the corresponding SMLM images of the 53BP1 foci after cluster area determination. For the 10° irradiation angle, the specimens of both cell lines showed characteristic tracks highlighted by dense arrangements of labeling tags. At later periods PI, the tracks partly dissolved and separated protein cluster units became visible dispersed, over the cell nuclei. In contrast to the 10° irradiation experiments, the 90° irradiation experiments showed more clusters irregularly dispersed over the cell nucleus. Since the dose was higher in these experiments, all these clusters may represent a separate particle track perpendicular to the image plain.
The following investigations are reasoned by the hypothesis that repair proteins form characteristic, similarly sized clusters at the damaged chromatin sites. These proteins are recruited to and released from clusters during the repair period; thereby their spatial topology can be expected to show high similarity provided the chromatin environment around the damage sites is also similar and the same repair mechanism has been activated. The correct topological arrangement is assumed to be required for the downstream repair steps so that the follow-up repair protein molecules could correctly access the damaged chromatin sites. The results presented here support these ideas and show by which mathematical operations the biophysical verification of the hypothesis could be approached.
To further investigate the dynamics and cluster formation of tagged 53BP1 molecules, Ripley distance analysis was applied that is based on relative frequency histograms of pairwise point distances. The distance frequency histograms were compared for all repair time points of each cell type and each radiation condition. In Figure 2, the results are presented. The controls of both cell lines showed a peak at smaller distances, which indicates these small distances occur very frequently, i.e., the labeled proteins are often arranged in such closely adjacent conformations (=cluster conformations). These clusters are embedded in a random distribution of points which can be concluded from the linearly increasing frequency of larger distances. Note that the histograms show the relative frequency of distances but do not give information about the absolute number of distances or clusters.
[image: Figure 2]FIGURE 2 | Ripley distance frequency analysis. The relative frequencies of pairwise distances are presented for the aliquots of the irradiated cell samples at different time points PI (color label of curves); (A) NHDF and (C) U87cells irradiated under 10° irradiation angle; (B) NHDF and (D) U87cells irradiated under 90° irradiation angle.
Shortly after irradiation, the formation of clusters increases in NHDF cells but not in U87 cells. Subsequently, from 1 h PI, the absolute cluster frequency was decreasing in NHDF cells. For longer periods PI (2–24 h), some clusters remained while the rest of protein labeling points followed a strong random distribution (Figures 2A,B). This behavior was found for both, the 10° and 90° irradiation schemes, though it was less pronounced for 90° (compare Figure 2A vs. 2B).
The cluster and labeling point dynamics appeared to be different in U87 cell nuclei (Figures 2C,D). Significant clusters were found also in the non-irradiated controls, embedded within a random labeling point pattern. For the 10° irradiation scheme, the amount of labeling points was increasing and larger clusters were formed after 5 min PI (Figure 2C). From 15 min PI until the end of the period of investigation (24 h), the clusters kept their size and remained. Some minor fluctuations within some randomly dispersed labeling points were observed. For the 90° irradiation scheme, the control showed the same behavior as for the 10° irradiation scheme, separate clusters within an environment of randomly dispersed labeling points. However, after irradiation with the high dose (4 Gy), the situation was different as fluctuations in cluster formation and size appeared until 2 h PI (Figure 2D). Between 2 and 24 h PI, a low clustering frequency within a strong random distribution of labeling points could be seen.
These measurements, in conclusion, indicate that 53BP1 clusters are quickly formed after irradiation. With the progress of the early repair period (ending at about 30 min or 1 h PI) one part of the clusters becomes dispersed while the other part persists within a growing amount of randomly distributed proteins. These persistent clusters remained in cell nuclei until the end of the investigation period (24 h PI).
In the next step, we decided to analyze “remaining” 53BP1 clusters at 2 h PI in terms of the persistent homology and determined the degree of their mutual topological similarity. Based on the pointillist information obtained by SMLM, we used this new analytical method for 53BP1 cluster characterization after high-LET 15N ion irradiation for the first time. A cell independent, pairwise comparison of point distributions (here the point distributions of two 53BP1 clusters) with each other was elaborated for a selected ensample of clusters. For the evaluation, the following total numbers of clusters were considered (Table 3):
TABLE 3 | Overview of the number of clusters included into the analyses of persistent homologies.
[image: Table 3]The resulting barcodes of 0 (components) and 1 (holes) dimensions were compared in both directions and a mathematical measure of their similarity was calculated and visualized in heatmap descriptions (Figure 3). For both cell types the similarity measure as being determined by the Jaccard index was very high for the components (>0.9) independent of the irradiation scheme (Figures 3A,B, a). This indicates that the complex, ion-induced damages are marked with a specific repair cluster setup. On the other hand the similarity measure for the holes was below 0.5 for both cell types and radiations schemes (Figures 3A,B, b). Interestingly the similarity of holes was on average higher for NHDF (Figure 3A, b) than for U87 cells (Figure 3B, b).
[image: Figure 3]FIGURE 3 | Heatmaps indicating the similarity of 53BP1 clusters in (A) NHDF cells and (B) U87 cells irradiated under an irradiation angle of 10° or 90° and fixed 2 h PI. The heatmaps show (a) the similarity of the barcodes of dimension 0 (components), (b) the similarity of the barcodes of dimension 1 (holes), (c) the average similarity of the barcodes of dimension 0 and 1. The comparison of clusters in cells irradiated with 10° (90°) is shown in the upper left (lower right) corner of the heatmaps. In the upper right (lower left) corner clusters in cells irradiated with 10° (90°) are compared to clusters in cells irradiated with 90° (10°). Clusters occurring in the same cell are located next to each other in the heatmap. Blue color indicates that the compared clusters have similar topological characteristics, whereas red color indicates differing cluster characteristics.
The similarity values obtained by averaging of components and holes values for each 53BP1 cluster are presented in Figures 3A,B, c. When the clusters of the 10° irradiations scheme were compared, the Jaccard indices laid between 0.55 and 0.82 for both cell types. The frequency distribution was broad without a peak for NHDF cells whereas U87 showed a clear peak at 0.64 (Figure 4). Comparing the clusters of the 90° irradiation scheme, the peak was at 0.63 for U87 cells. This value was also obtained for the comparison of the 10° with the 90° irradiation scheme. For these two comparisons (90° vs. 90°, 10° vs. 90°), NHDF cells showed a bimodal peak distribution with one peak at 0.67 and another peak at 0.72 (Figure 4). In general it can be concluded that the more radio-sensitive NHDF cells revealed a higher topological similarity in 53BP1 clustering than the more radio-resistant U87 cells.
[image: Figure 4]FIGURE 4 | Normalized histograms of the frequencies of similarity values of barcodes (Jaccard indices) of 53BP1 clusters in NHDF and U87 cells irradiated under 10° or 90° irradiation angle and fixed 2 h PI. The distributions of the average similarity of dimension 0 and 1 barcodes of 53BP1 clusters in NHDF (compare Figure 3A,c) and U87 (Compare Figure 3B,c) cells are shown. The similarity distributions of clusters in cells irradiated under an angle of 10° (values from the upper left part of the heatmaps) are shown in blue, the similarity distributions of clusters in cells irradiated under 90° (values of the lower right part of the heatmaps) are shown in orange, and the similarity distributions obtained when comparing clusters in cells irradiated with 10° to clusters in cells irradiated with 90° (values of the upper right part of the heatmap) are depicted in green.
53BP1 is known to be preferentially involved in NHEJ but it could also act as a stabilizing factor during HR. So in a very first approach we wanted to see whether under harsh damaging conditions occurring during high-LET ion irradiation, HR is used for DNA damage repair. Therefore we labeled γH2AX and Rad51 simultaneously in cell nuclei of the two cell lines under the 10° irradiation scheme. In Figure 5A, a typical example is shown. It was obvious that also HR was employed as a repair pathway for broken chromatin in the track. In these cases, the Rad51 signals were always completely embedded in a γH2AX environment. However, the frequency of Rad51 clusters was very different for the cells analyzed. For both cell types, nearly no Rad51 cluster was found in the control. An increase of Rad51 clusters emerged between 1 and 8 h PI for NHDF and between 2 and 8 h PI for U87. The number of Rad51 clusters at 24 h PI was again on the level of the non-irradiated control specimen (Figure 5B).
[image: Figure 5]FIGURE 5 | (A) Example of an NHDF cell nucleus taken from the sample 1 h PI (irradiation angle 10°). Left: wide-field overview images taken in the color plain of γH2AX (upper row) and Rad51 (lower row); middle: SMLM image of the protein loci merged with the wide-field image; right: identified clusters as detected by the DBSCAN algorithm. (B) Box plots for the numbers of Rad51 clusters for NHDF and U87 cells determined in aliquots at different time points PI.
DISCUSSION
High-LET particle radiation has a Janus-faced nature. On one side it is highly dangerous and risky, as for instance during space mission. Even single particles could have a significant damaging effect on individual cells, with an unpredictable outcome for astronauts on space missions. On the other hand, high-LET particles can inactivate cells deeply inside the patients’ bodies, making them an ideal tool for radiation treatment, especially of brain tumors or tumors embedded in very sensitive (and potentially vital) tissues. Therefore radio-protection as well as radio-therapy require a better understanding of the processes which the cells employ to repair complex damage events along the particle track.
Heavy ion accelerator facilities offer defined high-LET radiation conditions as for instance in terms of the particle type, dose, irradiation angle etc. Hence, particle accelerators allow precise and defined experiments on given cell models, which are a prerequisite for sophisticated systematic analyses of DNA damaging and repair upon specific irradiation conditions. Research opportunities offered by these facilities have therefore rocketed bio-medical research.
High-LET particles lumbering through the chromatin of a cell nucleus induce a very complex damage pattern highlighted by γH2AX foci and other foci of recruited repair proteins. So far it is neither known how many damaged sites associate and are eventually repaired within one focus (visible at the microscale), nor whether the foci have an internal nano-structure composed of smaller sub-units (clusters), representing a single damage each, which are potentially functionally organized. A correct repair of the associated broken DNA ends indicates that the relevant repair units may be smaller clusters, for some reason aggregated in foci. Otherwise, multiple damage concentrated within one repair focus, would promote miss-repair in a much higher extent than it is observed. Hence, it cannot be excluded that the hypotheses of “repair factories”, postulated but not confirmed to explain DSB repair and formation of chromosomal aberrations at the microscale (reviewed in Ref. 8), will be revitalized at the nanoscale. Therefore, it is of high interest to better understand the spatial organization of repair foci and consequently the repair mechanism resulting from defined spatial arrangements of repair protein clusters. This has motivated us to perform sophisticated microscopy studies of repair protein foci along particle damage tracks by means of super-resolution SMLM. Systematic investigations have been started using the radiation facility at JINR Institute (Dubna, Russia) by applying different doses of various high-LET particle radiation types at different doses and under different irradiation angles to well established cell systems of different radio-sensitivity. In Ref. 55; we analyzed the abundance and recruitment dynamics of 53BP1 repair protein, which indicated significant differences in IRIF nano-architecture between radiosensitive normal fibroblasts (NHDF) and cancerous, highly radioresistant U87 cells. Here, we have continued these studies with a special focus on cluster formation and topological cluster similarity. Ripley distance frequency analysis in combination with calculations of similarity values after evaluation of persistent homology provided novel insights into the nano-architecture of repair foci that form at damaged sites in different cell types.
For normal NHDF fibroblasts, our data on 53BP1 molecules within IRIF revealed cluster formation and relaxation that was comparable for the two different radiations schemes and doses applied. In contrast, U87 cells showed a more variable cluster formation with fluctuations during the repair time. Moreover, independently of dose and irradiation angle the topology of the clusters was highly similar for NHDF cells in comparison to U87 cells. The high topological similarity of 53BP1 clusters in NHDF may indicate that, for both applied irradiation schemes, the 53BP1 clusters forming along the ion-induced chromatin damage have a specific, thus potentially functional setup. One reason for the existence of this setup may be the presence of several complex damage sites within the clusters instead of one single DSB. Further, with 53BP1 being located in the perichromatin and interchromatin [61], the specific arrangement of 53BP1 may be caused by the chromatin structure. Similar to our findings, the presence of resembling substructures of 53BP1 foci has also been observed by Reindl et al., who found that 53BP1 foci are subdivided into nano-foci of a constant size, thence no difference was observable in the setup of the nano-foci after low-LET proton and high-LET carbon ion irradiation [63, 89].
In addition, the comparison of the two cell lines (NHDF and U87) indicated that the loss of radio-sensitivity may be associated with a reduction of topological similarity of 53BP1 clusters. One possible explanation for this may be that, due to defects in DNA damage repair, U87 cells fail to build up clusters in a standard structured manner. In that case, the increased radio-resistance may originate from a “radiation adaptation” leading to cell survival with an unrepaired genome instead of more efficient repair [53]. As cancer cells often have modifications in their chromatin structure, another option would be that the characteristics in the repair cluster setup of U87 cells and their increased radio-resistance may be associated with chromatin re-arrangements characteristic for carcinogenesis in general or specifically for this cell type. Nevertheless, a combination of several phenomena seems to be the most probable explanation. In Ref. 55; we observed that the more complex 53BP1 clusters disappeared much faster from U87 cells compared to NHDF fibroblasts though the overall repair kinetics of both cell types was more similar. This could mean that while some repair pathways are defective, the others are augmented.
Here, we wanted to introduce novel technical and mathematical approaches. The results of 53BP1 SMLM analysis revealed the potential of these proposed approaches. Future investigations will therefore be directed not only to further analyses of the clustering and topological similarity of 53BP1 at other time points PI but also to systematic investigations on γH2AX foci that directly indicate the reaction of chromatin to (low-LET vs. high-LET) radiation damage.
In general, the structure of the chromatin and the arrangement of proteins involved in repair may influence repair process and even the pathway choice by determining the accessibility of the damage site for follow-up proteins [55, 66, 90]. It has been proposed that 53BP1 is excluded from the center of the repair region and relocated to the outer part, if the DSB repair is directed to HR. This reposition opens space for loading of particular HR proteins, such as Rad51 [63, 67, 69, 91]. Hence, the structure of 53BP1 clusters may have a direct impact on the pathway selection. This correlation remains to be studied in future. As the first attempt to investigate the relationship between a specific topology of 53BP1 clusters, chromatin architecture at the damage sites, and initiation of HR, we have checked whether the HR marker, Rad51, is recruited to the damage track. In order not to find a Rad51 cluster or focus just by chance somewhere in the nucleus, we irradiated the cells in a sharp (10°) angle, which allowed us to visualize particle tracks trough the nucleus (using γH2AX as the damage marker) in the x-y plane of the microscope with much better resolution compared to 90° irradiation [14]. Indeed, during later repair times we found a considerable increase of Rad51 clusters that colocalized with γH2AX, indicating an increase in HR activity. This may be surprising since the harsh complex damage generated by high-LET particles could be expected to be a very challenging target for HR. On the other hand there seems to be special chromatin conditions that favor HR repair at high-LET damage sites. So far this data on the repair pathway selection at specific DSB sites are preliminary but indicate the need of further investigations in order to better understand how chromatin architecture affects chromatin functionality in relation to DNA damage repair. As presented here, powerful mathematical procedures applicable to SMLM data of repair processes are available that will shed new light into the shadow of complex damage events along particle tracks. As well, modern particle accelerators offer systematic evaluation of damage events induced by different types of precisely defined high-LET particle radiation.
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Prediction of health risks associated with exposure to mixed beams of high- and low-linear energy transfer ionizing radiation is based on the assumption that the biological effect caused by mixed radiation equals the sum of effects resulting from the action of individual beam components. Experimental studies have demonstrated that the cellular effects in cells exposed to mixed radiations are higher than that calculated based on the assumption of additivity. The present work contains a comparative analysis of published results on chromosomal aberrations in human peripheral blood lymphocytes exposed to mixed beams of alpha particles and X-rays with computer simulations using the PARTRAC program based on Monte Carlo methods. PARTRAC was used to calculate the levels of DNA single-strand breaks (SSB) and double-strand breaks (DSB—both complex and simple) and the level of chromosomal aberrations. SSB and DSB yields were found to be additive. A synergistic effect was obtained at the level of chromosomal aberrations, being in good agreement with the experimental results. This result demonstrates that the synergistic action of mixed beams results from processing of SSB and DSB and not from their initial frequencies. The level of synergy was dependent on the composition of the mixed beam, with highest level at 50:50 ratio of alpha particles and X-rays.
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INTRODUCTION
Correct processing of DNA damage is crucial for maintaining the genomic stability of cells. Among the most important sources of DNA damage in humans is ionizing radiation, both of natural and man-made origin [1, 2]. Radiation is a potent inducer of DNA double-strand breaks (DSB), many of which are complex in nature and pose serious problem in the DNA repair machinery [3, 4]. Per unit radiation dose, the level of complex DSB increases with ionization density, which is described as the linear energy transfer (LET) [5, 6].
Biological effects of radiations characterized by various LETs have been analyzed in numerous studies. The majority of studies focused on analyzing effects induced by radiation of a single quality. However, environmental, occupational, and medical exposures are often mixed, showing simultaneous action of radiations with different LETs. Examples include gamma radiation plus alpha particles in high natural background radiation areas [1], gamma radiation and neutrons plus charged particles during aircraft or space flight operation [7], and gamma radiation and neutrons plus protons during some forms of radiotherapy [8, 9].
The interesting question behind mixed beam exposure is whether the radiations interact, resulting in effects that are higher than that expected based on an additive action of the single beam components. Using a dedicated mixed beam exposure facility [10], we could demonstrate in several studies that this is indeed the case [11–16].
Two radiation types may interact via various mechanisms leading to a synergistic effect. First, it is possible that the action of both radiation types in a target volume will lead to an increased density of ionization events and an increase in LET. Such effect could lead to an augmented level of single-strand breaks (SSB) and DSB and higher DNA damage complexity. Second, it is possible that exposure to one type of radiation transforms the DNA damage response machinery in such a degree that the additional damage induced by the other radiation type will not be signaled and/or repaired properly [13]. Results published so far suggest that mixed beam exposure overwhelms the DNA repair machinery [14, 15]. Up to this time, we have not been able to study the question whether mixed beam exposure leads to higher than expected yield of SSB and DSB, resulting in higher DSB complexity.
The distribution of hits inside a nucleus can be calculated with great precision by Monte Carlo (MC) simulation methods [6, 17, 18]. Methods are used to precisely calculate the number of hits within a certain volume in a certain time and per a certain dose. The track structure analyses rely on an “event-by-event” description of the physical and chemical processes following irradiation. Each type of interaction for an ingoing particle is described by the deposited energy and the position where the interaction takes place. This information allows studying spatial correlations of lesions within the DNA molecule and between different chromosomes within a cell nucleus. The PARTRAC codes [19] combine track structure calculations with a multilevel cellular DNA model; moreover, cellular repair processes and the formation of chromosomal aberrations (CA) can also be simulated [20].
The aim of the present study was to simulate, using PARTRAC codes, the formation of SSB, DSB, and CA in human peripheral blood lymphocytes exposed to mixed beams as described in the study by Staaf et al. [10, 11]. The computed chromosomal aberration frequencies were compared with the published experimental results [12].
MATERIALS AND METHODS
Experimental Data
Experimental data were generated using the mixed beam exposure facility MAX [10] available at the Stockholm University that allows exposure of cells to two different types of ionizing radiation: alpha particles and X-rays. The source of alpha particles was Am-241 with a energy of 5.49 MeV, yielding a dose rate of 0.21 Gy/min. The source of X-rays was an X-ray tube operating at 190 kV and 4 mA, yielding a dose rate of 0.07 Gy/min. The X-ray energy spectrum had a single peak at 80 keV and is described in the study by Brehwens et al. [21].
Staaf et al. [12] analyzed translocations and complex aberrations in human peripheral blood lymphocytes (from a single male donor) exposed to mixed beams. A complex aberration was defined as an exchange resulting from at least three primary breaks in two or more chromosomes [22]. Chromosomal aberrations were analyzed in chromosomes 2, 8, and 14 using fluorescence in situ hybridization for combined doses of 0.20, 0.40, and 0.80 Gy X-rays (X); 0.13, 0.27, and 0.54 Gy alpha particles (α); and 0.20X + 0.07α, 0.40X + 0.13α, and 0.40X + 0.27α Gy mixed beams. A linear-quadratic, dose–response curve for complex aberrations was observed after X-rays, and a linear dose–response curve was observed after alpha particles. Higher than expected from additivity frequencies of complex aberrations were observed at chromosomal aberration levels of 1.3 and 1.6 aberrations per cell. The uncertainties were not included in the publication, so they were calculated based on Poisson distribution and used for comparison with MC simulations. To expand the dose range, the fitted dose–response curves for experimental data were used.
Staaf et al. [12] presented aberration frequencies scored in chromosomes 2, 8, and 14. For comparing the observed frequencies with those generated by MC simulations, whole-genome frequencies of aberrations were calculated as described by Lucas et al. [23], assuming that the fraction of the male human whole-genome DNA represented by chromosomes 2, 8, and 14 is 0.0803, 0.0488, and 0.0338, respectively [24]. The envelopes of additivity [25] were constructed based on dose–response curves for CA induced by X-rays and alpha radiation.
The edges of the envelopes of additivity correspond to two isobolograms created for heteroadditive and isoadditive forms of interaction between these two types of radiation. Isoaddition is calculated based on assumption that two agents have the same mechanism of action, so that the combined effect is superadditive. Heteroaddition is calculated based on assumption that when the two agents have different mechanism of action, the combined effect is additive. The mixed beam data inside the envelope of the additivity mean the additive mixed beam effect, if they are outside, that the effect is either synergistic (to the left) or antagonistic (to the right).
MC Simulations
PARTRAC codes were used to model the frequencies of SSB, DSB, and CA. MC simulations were performed for the three types of ionizing radiations used by Staaf et al. [12]. Simulations were carried out for 1,000 cell nuclei of cells with a spherical shape and a diameter of 10 μm, being an approximation of published data [26]. It was assumed that each cell nucleus contains a total genomic length of 6.6 Gbp. Details of the model of chromatin structure inside the nucleus are described in the study by Friedland et al. [19].
Photon irradiation was simulated with PARTRAC by implementation of the spectrum of X-rays generated by a 190 kVp machine. Photons were generated randomly from the surface of the cytoplasm, and the simulations were performed until the dose values are achieved. The doses delivered to a cell nucleus were calculated based on energy deposition of X-rays passing through the cell nucleus. The energy limit for photon and electron scattering was 20 and 10 eV, respectively. The simulated dose range (0.2–2.43 Gy) for X-ray irradiation was wider than that used in the experiment. In case of alpha particle exposure, the simulated dose range started from 0.3 Gy, which is more than the dose of 0.13 Gy obtained experimentally, but it contains higher values till 2.33 Gy. Alpha particles with the energy spectra of Am-241 were generated based on Poisson distribution, and the dose was determined as division of the deposited energy by the mass of the target. The increased dose ranges for both types of radiation resulted in wide dose range of 0.44–4.76 Gy for mixed beam simulations. The physical and chemical interactions were generated separately for X-rays and alpha particles, and the combined information about track structures was used to calculate the DSB and SSB induced by mixed beams.
PARTRAC allows studying complex DNA damage and repair processes at each elementary stage: starting from the physical interaction with the DNA, through the indirect interactions coming from the water radiolysis products (chemical module), until the response at the level of chromosomal aberrations due to misrepair of DNA damage. Details of the physical, chemical, and biological modules that were used to model the level of chromosomal aberrations are described elsewhere [19, 27]. The parameters of the CA model were taken from Friedland et al. [28] but disregarding the special DNA structure of the hybrid cell type in that study. The DSB was considered when two DNA breaks were separated by no more than 10 bp. The DSB cluster was defined by two or more DSB occurred within a genomic distance of 25 bp.
The CA induction model starts from radiation-induced DNA damage assessed by overlapping radiation track structures with the DNA molecule as described above. The repair of DNA DSB via nonhomologous end joining is considered. The use of nonhomologous end joining and not of homologous recombination repair is considered because the simulations were carried out for unstimulated peripheral blood lymphocytes that are in the G0 phase of the cell cycle. Additionally, to the initial spatial distribution and complexity, the simulation includes diffusive motion, enzymatic processing, synapsis, and ligation of individual DSB ends. Improper joining of DNA fragments results in different chromosome aberration types simulated with the PARTRAC repair module by tracking the chromosome origin of the ligated fragments and the positions of centromeres. The motion of DNA ends is modeled considering chromatin mobility within time scales of a few hours. For a model validation, the number of dicentrics per cell was calculated with PARTRAC and compared with published results [27, 28].
RESULTS
The physical interactions of X-rays and alpha particles with the DNA molecule and the chemical reactions were simulated to calculate the DNA damage and its location in the nucleus using the appropriate modules of PARTRAC. High-energy helium nuclei ionize densely along their tracks when they pass the cell nucleus, giving rise to highly clustered and complex DNA lesions. High-energy photons and the energetic electrons liberated via photoelectric and Compton effect interact sparsely with electrons of atoms and can travel long distances inside a cell nucleus before they interact. Examples of simulated ionization events for X-rays and alpha particles are shown in Figure 1 (the simulations of early DNA damage take also into account excitation of the water medium, but they are not shown in the figure).
[image: Figure 1]FIGURE 1 | The simulated spatial ionization distribution within an exemplary lymphocyte nucleus after X-ray (left panel) and alpha irradiation (right panel) with the dose equal 1 Gy.
Verification of the Simulation Model Using Single-Strand Breaks and Double-Strand Breaks
In PARTRAC, DNA molecule structure includes the double helix, nucleosomes, chromatin fibers, chromatin fiber loops, chromatin domains, and chromosomes, which are represented by more than 6 billion DNA base pairs. The geometrical information about the interactions with the DNA can be translated into genomic distances given as numbers of base pairs from the end of the hit chromosomes and thus used to define the DNA damage size and position. The configuration of the damage can be retrieved as the number and position of individual SSB and DSB. The linear dependence of the dose of X-rays and alpha particles and the amount of SSB and DSB formation after physical and chemical stages are shown in Figure 2. For 1 Gy of X-rays (1,299 ± 40) SSB and (56 ± 7) DSB were induced per nucleus. According to theoretical predictions, 1 Gy of X-rays causes about 1000 SSB [29] and 50 DSB [30] per nucleus. Experimental data indicate that radiation causes about 923 SSB [31], and the ratio between SSB and DSB is equal to 25 [32]. Taking into account the uncertainties of performed simulations, it can be assumed that the simulated mean values of SSB and DSB are in line with experimental data and calculations performed with independent MC tools. The total SSB (110 ± 10) and DSB (21 ± 4) yields per 1 Gy and 1 Gbp calculated for alpha irradiation emitted from Am-241 source are comparable to simulated values (72 and 16, respectively) with Geant4-DNA published in the study by de la Fuente Rosales et al. [33].
[image: Figure 2]FIGURE 2 | Modeled numbers of SSB (A) and DSB (B) induced in a cell nucleus after X-ray and alpha particle irradiation as a function of the absorbed dose. The uncertainties are given as standard deviations.
Additionally, the SSB and DSB numbers were simulated for a simultaneous exposure of cells to alpha particles and X-rays. Because the linear function given by the equation y = Ax + B was fitted to all performed simulations (presented in Table 1), the expected numbers of SSB and DSB calculations based on additivity assumption could be generated. Both sets of results are shown in Figure 3. The simulated SSB and DSB induced by mixed beams are in agreement with calculated sums of SSB and DSB of alpha particles and X-rays simulated independently.
TABLE 1 | Dose–response fitting parameters for simulated SSB and DSB induced by X-rays, alpha particles, and mixed beams.
[image: Table 1][image: Figure 3]FIGURE 3 | Modeled numbers of SSB and DSB induced in a cell nucleus by mixed beams of alpha particles and X-rays and sums of SSB and DSB induced by both radiation types given independently. Error bars indicate standard deviations.
The equality of linear regression coefficients was tested with the Student’s t-test. The aim was to verify that the two Pearson’s linear correlation coefficients in tested samples are equal. The determined p value was 0.007 for SSB and 0.03 for DSB, indicating that the correlation coefficients do not differ.
The difference between low- and high-LET radiation interactions within cells is described by spatial distributions of ionization acts inside a nucleus. As shown in Figure 4, DSB clusters appear more often for densely ionizing alpha particles as compared with X-ray irradiation. However, PARTRAC calculations for mixed beams containing 50% of alpha particles and 50% of X-rays gives the total number of DSB clusters as the sum of DSB clusters induced by alpha particles and X-rays independently.
[image: Figure 4]FIGURE 4 | Dose–response curves for simulated DSB clusters in lymphocytes exposed to X-rays, alpha particles, and mixed beams: (A) comparison between alpha particles and X-rays, (B) calculated values for a mixed beam simulation compared with expected values if additivity is preserved.
Cellular Response in the Form of Chromosomal Aberrations
The calculated total numbers of CA formation in spherical cells (human peripheral blood lymphocytes) were compared with experimental data [12] collected previously in our laboratory for cells exposed to X-rays, alpha particles, and mixed beams. The results are shown in Figures 5 and 6. The uncertainties of data points scored during the experiment were calculated as square roots of variations based on Poisson distribution.
[image: Figure 5]FIGURE 5 | Comparison of modeled and experimental results. Linear quadratic and linear relationships between the number of chromosomal aberrations (CA) scored for a cell induced by X-rays (A) and alpha particles (B) and the dose for experimental data and MC simulations. The blue dashed lines represent PARTRAC calculations including scaling factors.
[image: Figure 6]FIGURE 6 | The number of chromosomal aberrations scored for a cell induced by mixed beams as a function of the dose for experimental data and MC simulations.
Although the calculated numbers of CA per cell for X-ray irradiation are described by linear quadratic function: CA = (0.08 ± 0.05) − (0.3 ± 0.2)D + (1.3 ± 0.1)D2, the dose response for alpha exposure is given by the formulae: CA = (−0.3 ± 0.2) + (4.3 ± 0.2)D.
Comparison of CA dose responses of cells irradiated with X-rays shows different trends obtained with experimental data and MC simulations. The experimental data were described by linear function in contrast to PARTRAC calculations, showing linear quadratic relationship. However, CA was scored experimentally only up to 0.8 Gy, where the quadratic element has smaller impact than the linear one. The scaling factor equal to 3.3 for simulations of CA induced by X-rays was introduced. The number of CA induced by alpha irradiation modeled with PARTRAC is higher than that induced by the experimental data (CAexp = (0.0002 ± 0.0001) + (3.90 ± 0.01)D) and needed to be divided by a factor 2. According to Student’s t-test, both linear functions are in agreement (p < 0.05).
Number of chromosomal aberrations induced by mixed beam radiation and modeled with PARTRAC was comparable to the experimental data, and no scaling factor was needed. The simulated dose response is described by the linear function: CA = −(0.01 ± 0.01) + (5.2 ± 0.3)D and differs from linear quadratic function describing experimental data. However, simulated data points are in agreement with the experimental data because the experimental uncertainties are large with respect to error bars of simulations.
Synergism or Additivity
Analogous to the approach taken by Staaf et al. [12], envelopes of additivity were prepared and compared with simulations of mixed beams consisting of equal contributions of both radiation qualities. In the experimental study [12], exposure to alpha particles and X-rays always started simultaneously, with X-ray irradiation source remaining on for a few minutes after the alpha exposure was stopped. There is no dose-rate model implemented in the PARTRAC codes, so simulations of X-ray and alpha particle irradiation were performed separately and combined for mixed beam calculations. It is assumed that cells need 48 h to repair the damage before they reach the first posttreatment mitosis. The results are shown in Figure 7.
[image: Figure 7]FIGURE 7 | Envelopes of additivity calculated for 4 selected frequencies of chromosomal aberrations (CA), from mixed beams composed of 50:50 alpha particles and X-rays: A: 3.69 CA/cell, B: 4.88 CA/cell, C: 7.95 CA/cell and D: 8.73 CA/cell. The mixed beam doses were 0.71 Gy (A), 0.94 Gy (B), 1.53 Gy (C), and 1.68 Gy (D).
Data points showing simulated numbers of CA induced by mixed beam radiation are located outside of the left envelope borders, indicating an interaction of alpha particles and X-rays leading to CA frequencies higher than predicted based on assuming additivity.
The same procedures were performed for two different composition of mixed beams: containing 80% X rays (and remaining 20% of alpha particles) and 80% alpha particles (and 20% of X rays). The results are shown in Figure 8.
[image: Figure 8]FIGURE 8 | Envelopes of additivity calculated for 2 selected frequencies of CA for mixed beams composed of 20% alpha particles and 80% X-rays (A), (B) and 80% alpha particles and 20% X-rays (C), (D). The mixed beam doses for 4.88 CA/cell and 7.95 CA/cell were 0.94 and 1.53 Gy, respectively.
The data points representing mixed beam-induced CA were again outside the left envelope borders, indicating synergism. However, a stronger synergistic effect was observed following exposure of cells to 20% alpha particles and 80% X-rays as compared to 80% alpha particles and 20% X-rays.
DISCUSSION
The characteristics of the physical features of the interaction of ionizing radiations with living matter and accompanying chemical reactions are a major determinant of their final biological consequences. The complexity of DNA damage increases with ionization density, poses serious problems for the DNA repair machinery, and increases the probability of misrepair. A combined action of alpha particles and X-rays results in an interaction of lesions leading to increased damage complexity and impaired damage repair. An interaction of the two types of radiations leads to an increase in biological effectiveness of mixed beam, beyond the level expected from additivity dependent on contribution of beam component with high LET.
There are differences between PARTRAC calculations and experimental number of chromosomal aberrations induced by radiation from X-ray tube and Am-241. Discrepancy in the number of dicentrics was previously observed and discussed for alpha and photon irradiation [27]. The scaling factors obtained from these adaptations were implemented in PARTRAC codes and used to model CA within this analysis. Nevertheless, the cellular response varies depending on the cell system, giving different number and different type of chromosomal aberrations (including dicentrics). CA overestimation by a factor of 2 in the alpha irradiation simulations may result from those aberrations that are not experimentally detectable. Underestimation of the number of CA induced by X-rays may come from the scaling factor introduced from dicentric analysis.
Synergistic effect in CA induction is observed for PARTRAC calculations, which were adapted using the experimental data collected at the Stockholm University. There are no signs of synergism observed after the physicochemical phase of interaction between ionizing radiation and cells. Spatial distributions of ionizations acts within a nucleus lead to spatial distributions of DNA damage, which can be classified as DSB or SSB of DNA. Alpha radiation, which densely ionizes the cell, gives more DSB, whereas X-rays damage DNA sparsely creating more SSB. The number of DSB and SSB from alpha and X-ray radiations given together is just a sum of DSB and SSB coming from single exposures. Complexity of the DNA damage is described not by absolute values of induced DNA breaks, but it depends on their relative position in a small volume of nuclear matter. Mixed beams produce clusters including DNA strand breaks, which are more difficult to be repaired. The complexity of DNA damage and focus induction for mixed beams consisting of different LET radiations was also modeled with PARTRAC codes [34].
The deviations from additive approach appeared in the last interaction phase, which is the biological response of the irradiated cells. Based on the calculated envelopes of additivity, the synergistic effect of CA induction using MC simulations was confirmed. MC modeling allowed us to perform different compositions of mixed beams to study the impact of high-LET radiation contribution. When the cells were irradiated with mixed beams containing 50% of both types of radiations or X-rays with small addition of alpha particles (20%), the stronger synergistic effect was seen for a given CA number per cell. Using mixed beams with large contribution of high-LET radiation, the effect becomes less significant.
The synergistic effect results from joining of broken DNA ends due to DSB from alpha particle irradiation with those from photon irradiation. In X-ray irradiated cells, the broken DNA ends are spread over the whole cell nucleus. They rarely undergo misrejoining with DNA ends from other chromosomes as long as the dose is relatively low. Alpha particle tracks typically cross the territories of a few chromosomes so that DNA ends from adjacent chromosome territories may misrejoin and form CA. The linear increase with dose or the number of alpha tracks per nucleus shows that the intertrack contribution (joining of DSB ends from different alpha particle tracks) is small under the conditions studied here. However, the presence of DSB ends in many chromosomes due to X-ray irradiation under mixed beam condition is supposed to considerably enhance the misrejoining probability for alpha particle–induced DNA ends aligned along the particle tracks.
In a recent study, Pantelias et al. [35] demonstrated that exposure to high-LET radiation induces chromosome shattering, which may give rise to chromothripsis. The scale of chromosomal rearrangements leading to chromothripsis is in excess of 1,000 bp, corresponding to a distance of 50–100 nm. The PARTRAC code does not consider such large-scale chromosomal rearrangements. On the other hand, despite applying the technique of chemically induced premature chromosome condensation, chromothripsis was not observed by Staaf et al. [12], suggesting that human peripheral blood lymphocytes with such extensive damage do not reach the G2 phase of the cell cycle or the mitosis, possibly by undergoing interphase death. In this respect, the results obtained by MC simulation with the PARTRAC codes are compatible with the reference experimental results.
CONCLUSIONS
Mathematical modeling, like PARTRAC codes, allows testing the mechanisms of cellular response to ionizing radiation, which are proposed based on experimental data. It can be done for different experimental scenarios taking into account different cell lines, radiation qualities, and experimental setups. The only price of doing it is computing power, which is not an issue nowadays. Using temporal and spatial evolution of particle track structure, the DNA damage in form of DSB and SSB induced by radiations with low- and high-LET was simulated. It was used to investigate morphological changes of chromosomes in cells after simultaneous exposure to alpha particles and X-rays. Although the PARTRAC simulation code allows the calculations of early DNA damage and has been validated based on numerous irradiation scenarios, the biophysical model of chromosomal aberration induction is still fragile. Modeling the DNA repair mechanism is very sophisticated, and it should always takes into account the reproducibility of the experimental data. The synergism observed in series of experiments performed at the Stockholm University was confirmed using adapted Monte Carlo simulations of chromosomal aberrations.
The action of mixed beams is interesting from the perspective of how cells cope with different forms of DNA damage. This is an important question in the area of genome stability, which is relevant both for basic cell research and for a deeper understanding of processes leading to radiation-induced transformation of cells. It is relevant for the assessment of cancer risk due to exposure to mixed beams as encountered during modern external beam radiotherapy with high-energy photons or with protons.
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We have performed dosimetry studies using electron beams with energies up to 50 MeV, which exceed current clinical energy ranges and approaches the bottom end of the very high energy electron range. 50 MeV electron beams can reach deep-seated tumors. In contrast to photon beams, electron beams can be generated with ultra-high dose rates by linear accelerators, which could enable FLASH radiotherapy of deep-seated tumors. The response of radiochromic film and alanine is compared with dose measurements using an ionisation chamber. Energy dependence is not observed within the measurement uncertainty in the investigated energy range from 15 to 50 MeV.
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INTRODUCTION
Radiotherapy (RT) is a cost-effective method of treating cancer, which alone or in combination with other cancer treatments contributes toward approximately 50% of cancer survivals [1–3]. To improve treatment outcomes and reduce adverse side effects, new treatment modalities should maximize tumor control, while minimizing damage to surrounding healthy tissues. FLASH radiotherapy is a promising treatment modality [4–8], which relies on delivery of therapeutic doses in less than a second (e.g., 90 ms [7]) at ultra-high dose rates (>40 Gy/s [4]), which are orders of magnitude higher than currently used in conventional radiotherapy. The extremely short duration of delivery of radiation leads to a reduction in normal tissue toxicity, while maintaining effective tumor control (FLASH effect) [4, 6, 9–11].
Most FLASH RT studies have been conducted using electron beams from dedicated linear accelerators with energies of 4–6 MeV [12, 13], or modified clinical linear accelerators with energies up to 20 MeV [14, 15]. Although modified clinical linear accelerators can deliver electron beams with ultra-high dose rates, the limited penetration depth of the clinical energy range (4–22 MeV) remains an obstacle in FLASH RT clinical trials. The percentage depth dose (PDD) profile for 15 MeV electrons, shown in Figure 1 as blue curve, indicates that clinical electron beams cannot reach tumors deeper than 10 cm. This limits FLASH RT with electrons to preclinical studies using small animals such as mice or cats [3, 9, 11] as well as human patients with superficial tumors [7] and indications for intraoperative radiotherapy (IORT) [10].
[image: Figure 1]FIGURE 1 | PDD profile in water for 15 MeV (blue) and 50 MeV (red) unflattened electron beams measured in this work using an ionisation chamber (dots) and EBT3 radiochromic film (crosses), and simulations using FLUKA (solid curves), in addition to PDD profile of a 6 MV, 10 cm × 10 cm photon field, measured with PTB’s clinical accelerator (black dots) and reference data set from BJR Supplement 25 [16] (triangles).
Beams of electrons with energies exceeding the clinical energy range overcome the depth limitation. Electrons with 100–250 MeV are known as very high energy electrons (VHEEs) [17, 18]. They have sharp penumbra and are insensitive to tissue inhomogeneity. In contrast to photon or proton beams, they enable better dose conformity for some tumors located in close proximity to tissue with varying densities, which also spares surrounding normal tissue [18–20]. The dosimetric benefits of VHEEs over photons have been investigated by Bazalova-Carter et al. [18] using a treatment planning system, where they compared VHEE treatment with clinical 6 and 15 MV state-of-the-art volumetric modulated arc therapy (VMAT) [21] photon plans. They reported that 100 MeV electron beams resulted in significant sparing of organs at risk (OAR), compared with conventional photon RT.
The majority of current radiotherapy treatments are administered using photon radiation produced by clinical linear accelerators. 6 MV photons, the most commonly used, deposit their maximum dose typically over a depth of 1–2 cm followed by an exponential decrease (see Figure 1 black dots), resulting in lower relative dose deposition in the depth of a deep-seated tumor (10–15 cm). However, the application of VMAT, where the radiation dose is delivered continuously as the gantry of the treatment machine rotates around the patient, enables dose to be concentrated also in a deep-seated tumor while minimizing it in the surrounding normal tissue and OAR.
The FLASH effect has been also observed with photon radiation (from a synchrotron light source) [10], but currently there is no method for generating ultra-high dose rate photon beams by means of a linear accelerator for FLASH RT of deep-seated tumors. However, 50 MeV electrons, as used in our study, can reach deep-seated tumors situated at depths of 10–15 cm (red curve in Figure 1). In contrast to photons, they can be generated with ultra-high dose rates by linear accelerators. This can enable FLASH RT also for deep-seated tumors.
Laser-driven accelerators are a promising solution for future RT machines as they are capable of producing electron bunches with energies from clinical to VHEE range suitable for depositing dose at ultra-high rates [22–25]. Research is underway to develop laser-driven accelerators for RT applications at facilities such as the Scottish Center for the Application of Plasma-based Accelerators (SCAPA), located at the University of Strathclyde in the United Kingdom. A vertical beam line utilising sub-picosecond electron bunches from a laser-driven accelerator with energies up to 150 MeV at the SCAPA facility is dedicated to in vitro and in vivo VHEE studies [26].
Accurate and reliable dosimeters are required to translate VHEE RT into the clinical stage, and also for application of sub-picosecond electron bunches from laser-driven accelerators used in pulsed radiolysis, laboratory astrophysics and warm dense matter studies. Ionisation chambers (ICs), are common detectors used in reference dosimetry for conventional external beam radiation therapy. However, they suffer from significant ion recombination effects when exposed to VHEE beams which deposit the dose at ultra-high rates and/or ultra-high dose per pulse (DPP) [27, 28]. Currently there are no dosimetry protocols available, either for FLASH RT or VHEE, nor recommendations for reliable dosimeters and validated methods for these novel modalities. At present no primary standard exists that can be used as a reference for determining the deviations of dosimeters under such conditions.
The work presented here aims to study the energy dependence of two passive, dose-rate independent detectors, EBT3 radiochromic film [29] and alanine [30], for application in electron fields of up to 50 MeV. The response of the dosimeters is compared with absolute dose measurements performed using an ionisation chamber. The DPP is reduced to a level where the ion recombination effect of the ionisation chamber type used is sufficiently small and models for quantifying the ion recombination correction are available. For this purpose, the distance to the source was increased while reducing the charge per beam pulse. An investigation of the deviations due to the ion recombination effects at ultra-high DPP as present in FLASH RT [31] and VHEE accelerators [27] is not the focus of this work.
MATERIALS AND METHODS
Accelerator
The experiments have been carried out at the Metrological Electron Accelerator Facility (MELAF) [32] at the German national metrology institute Physikalisch-Technische Bundesanstalt (PTB). The facility provides a research linear accelerator (commissioned in 2012) for investigating dosimetry for radiotherapy at ultra-high pulse dose rates (the FLASH RT regime), and over a large energy range of 0.5–50 MeV. This is considerably larger than for conventional medical accelerators, which typically operate between 4 and 22 MeV. Furthermore, in contrast to commercial medical accelerators, all electron beam parameters of the PTB research accelerator are adjustable and can be measured with a high degree of accuracy. Therefore, it is possible to study radiation effects as a function of their fundamental physical quantities such as energy and ﬂuence.
The research accelerator delivers pulsed electron beams with a fixed macropulse duration of about 2.5 μs and a 3 GHz micropulse fine structure. The term beam pulse here in the following refers to a macropulse. The accelerator provides controllable mean dose rates via variable pulse charge (about 1–150 nC per beam pulse) and adjustable pulse repetition frequency (1–100 Hz). All measurements presented here are conducted at a repetition frequency of 5 Hz. An Integrating Current Transformer (ICT), provided by Bergoz Instrumentation (in-flange version, windings ratio 50:1), is included in the beamline to non-destructively measure the charge of each electron pulse with a precision of ±0.03 nC [33]. The minimum charge per pulse used in this work is 2 nC and at least 100 pulses are measured to determine the charge with a precision better than 0.15%.
The kinetic energy of the electrons can be varied continuously, in contrast to medical accelerators where only a few fixed beam energies can be selected. The nominal energies are varied from 15 to 50 MeV with an increment of 5 MeV. The beam energy is measured with a magnetic spectrometer shortly before the dosimeters are irradiated. An example of an energy measurement is shown in Figure 2. The beams are quasi mono-energetic with full-width at half-maximum (FWHM) energy spread of less than 0.2 MeV. The measured actual energies are 15.8, 19.7, 25.6, 31.1, 36.0, 41.3, 46.1, and 49.0 MeV.
[image: Figure 2]FIGURE 2 | Example of an energy measurement using the magnetic spectrometer. A Gauss function is fitted to the upper part to half maximum to determine the peak position and width.
The transverse beam profile and divergence are measured using three 2d wire scanners placed at different positions along the beam line. All beams have Gaussian transverse cross-sections with a FWHM of about 3 mm and divergence of less than 0.1°. Figure 3 shows a typical measured beam profile.
[image: Figure 3]FIGURE 3 | Vertical beam profile obtained for 50 MeV nominal energy with a wire scanner.
At the end of the beam line the electrons pass through a 0.1 mm thick Cu vacuum window which scatters the beam. The diameter of this window was much larger (>3 cm) than the beam width, thus all electrons detected by the ICT contributed to the radiation field. This results in an unflattened electron radiation field with a Gaussian shape. The beam width increases with decreasing energy and increasing distance from the exit window. Figure 4 shows the 2-dimensional lateral relative dose distribution of a 40 MeV electron field recorded with an IC matrix (PTW OCTAVIUS Detector 1500) positioned 1 m after the exit window in air. A 1-dimensional cross section through the central beam axis has Gaussian shape (R2 > 0.9995).
[image: Figure 4]FIGURE 4 | 2-dimensional dose distribution of 40 MeV electron beam in air captured with an ionisation chamber matrix (PTW OCTAVIUS 1500) 1 m from the exit window.
Setup
A 30 × 30 × 30 cm3 water phantom with 2 cm thick poly-methyl methacrylate (PMMA) walls is placed with its 0.3 cm thick PMMA entrance window in a distance of 200 cm from the beam exit window along the central beam axis. The beam FWHM at the entrance window of the phantom is greater than 8 cm for all beam energies. Custom-made PMMA holders are used to position the EBT3 films, the alanine pellets and the IC inside the water phantom. A 3-dimensional precision motorized positioning system allows i) to place the dosimeters at a certain depth along the central beam axis, ii) to perform controlled longitudinal movement of the IC along the central beam axis for depth dose measurements, and iii) to perform controlled lateral movements to determine the cross-sectional dose distribution of the radiation field. Figure 5 shows a photograph of the water phantom with the positioning systems in front of the beam line.
[image: Figure 5]FIGURE 5 | Photograph of the setup. Water phantom inside the frame of the 3D positioning system in front of the accelerator beam line.
The dosimeters are irradiated successively at the same position to ensure they receive equal dose and are irradiated with identical dose gradient within the radiation field. The beam pulse charge measured by the ICT is used as reference for successive irradiation of the different dosimeters, because the charge is proportional to the dose. Two ICs (Wellhöfer IC10) are mounted in the water phantom at the depth of the respective dosimeter under investigation, about 10 cm left and right from the central beam axis. They are used as radiation monitors to verify the ICT signal. The ratio of the signals from both radiation monitor ICs is used to verify that the maximum of the radiation field does not change its position over time. Figure 6 shows the typical response of one of the radiation monitor chambers in the water phantom as function of the signal from the ICT beam current monitor during an irradiation. The typical pulse-to-pulse charge fluctuations (<3%) are proportional to the dose response from the radiation monitor.
[image: Figure 6]FIGURE 6 | Typical response of the radiation monitor chamber in the water phantom as function of the beam pulse charge measured with the ICT.
Dosimeters
Ionisation chamber
A parallel-plate Advanced Markus IC (PTW 34045, s/n:1279) is used to determine the absorbed dose to water Dw. The signal from the IC is read out using an analogue electrometer (Keithley 616) in current mode. The reading, M, of the analogue electrometer is recorded using a 16-bit analogue-to-digital-converter and analysed using custom software. A calibrated current source (Keithley 6430) is used to calibrate the electrometer with its own read-out system. The Advanced Markus chamber is calibrated using PTB’s Co-60 reference field in terms of absorbed dose to water, which is traceable to the PTB’s primary standard water calorimeter [34].
For absolute dose measurements the signal of the Advanced Markus chamber is converted to absorbed dose to water, Dw, following the German protocol DIN 6800-2 recommendations [35] for dosimetry in conventional radiotherapy:
[image: image]
where N′Co60,Dw is the calibration factor of the chamber with respect to Co-60 radiation, M is the reading of the dosimeter corrected for the reading without irradiation M0, kE is the quality correction factor accounting for the difference in detector’s response between Co-60 radiation and high-energy electron radiation, and kS is the correction factor for ion recombination. The factors kP and kT,p take into account the effects of polarity and the ambient conditions, respectively. The reference conditions, procedures and the approximation formulas in the DIN 6800-2 [35] are consistent with those in IAEA’s Code of Practice (CoP) TRS398 [36, 37].
The radiation quality correction factor kE in Eq. 1 is the product of a chamber design dependent constant [image: image] and a chamber independent function [image: image], which is essentially the energy dependent stopping power ratio. According to DIN 6800-2 [35] [image: image] for the Advance Markus chamber is equal to 0.985. At the reference depth, zref, the value [image: image] is calculated using the following equation:
[image: image]
where the half-value depth, i.e., the depth at which the absorbed dose is dropped to 50% of its maximum value, R50, of the energy dependent depth dose distribution is given in cm. Equation 2 is valid only for the measurements at the reference depth, zref, which is determined by:
[image: image]
where R50 and zref are expressed in cm. R50 must be determined experimentally for each energy from the half-value depth of the ionisation current depth curve R50,Ion, i.e., the half-value depth of the chamber signal as a function of the depth in water, by
[image: image]
[image: image]
The ion recombination correction factor, [image: image] in Eq. 1 depends on the DPP and the applied chamber voltage U. In this work kS is determined using two methods. The method recommended in DIN 6800-2 [35] is to obtain ks from Jaffé plots. This is described and investigated for many types of ionisation chambers in DPP ranging from 0.15 to 42 mGy/pulse [35, 38]. For a Jaffé plot U is gradually changed during irradiation while the associated IC reading M(U) is recorded and then 1/M(U) is plotted versus 1/U. If the obtained Jaffé plot is linear, then the ionisation chamber reading at infinite chamber voltage can be determined by linear extrapolation to 1/U = 0. If the Jaffé plot is normalized to the reading at chambers operating voltage the y-intercept of the linear fit is equal to kS. In this work, the voltage of the chamber, irradiated at zref, is changed gradually from chamber’s operating voltage 300–20 V for different DPP values in the range of 10–40 mGy/pulse in order to determine ks from Jaffé plots.
The high DPP range (20–120 mGy/pulse) delivered by linear accelerators in IORT is comparable to the DPP range used in this work. Extensive studies have been carried out on ion recombination effects of ICs for high DPP beams [39–42]. A method of determining kS for high DPP ranges without using a dose reference has been introduced by Laitano et al. [39]. This approach takes into account free electrons produced in the chamber, which are collected by the anode without being attached to oxygen molecules, described by three different models proposed by Boag et al. [43]. This approach has been applied by Pimpinella et al. [42] with the assumption that the third Boag’s model provides the best description. The approach of Laitano et al. [39] with the third Boag’s model is used in this work as second method for ks determination. The free-electron fraction p is calculated according to Laitano et al. [39] for the Advanced Markus chamber to yield p = 0.6855. Then numerical calculations using formula A.3 in the appendix of Ref. 39 are carried out.
The polarity effect of the Advanced Markus chamber has been investigated for clinical electron beams by Pearce et al. [44] who observed a large polarity correction effect for lower energy clinical beams (≈4 MeV). However, with increase in energy the correction due to polarity diminished, which for 9 MeV is 0.48%. In this work kp = 1 is assumed and an uncertainty of 0.5% is assigned. The correction factor kT,P has been calculated from pressure and temperature measured during IC exposures and found to be between −0.3 and +0.6 %.
To determine the dose at a depth other than zref an additional correction factor kNR, E must be included in Eq. 2. The PDD in Figure 1 results from the signal of the Advance Markus chamber after the conversion to a dose by taking into account kNR, E according to DIN 6800-2 [35].
Alanine
The alanine pellets are produced with diameter of 5 and 3 mm height. The pellets are arranged in stacks of 8 pellets to form a cylinder. The alanine stacks are positioned within a PMMA tube at zref with the longer dimension perpendicular to the beam central axis. Their response is temperature dependent (0.18%/°C) [45]. To account for this dependence, and to ensure that the pellets are at thermal equilibrium with their environment, the temperature of the water is recorded, and irradiation not commenced until the pellets have been immersed for about 10 min. At each energy an alanine stack is irradiated with a nominal dose of 15 Gy while the charge of the electron beam pulses was simultaneously measured. Uncertainties of 0.4–0.6% (k = 1) are reached at Co-60 radiation for irradiations in the range of 5–25 Gy [46]. For the conversion of the alanine’s response to electron radiation an additional radiation quality correction factor kEala has to be applied. This factor is known with an uncertainty of 1 % for electron energies up to 22 MeV [47]. A detailed description of PTB’s alanine dosimetry system and readout of the irradiated pellets can be found elsewhere [46–49].
GafChromic™ EBT3 films
GafChromic™ EBT3 films (www.gafchromic.com) from lot #06141702 (chemical composition provided in Supplementary Table S1) are used to measure the dose absorbed to water. The films are placed at zref and exposed to 6 dose levels between 5 and 20 Gy for all electron energies, while keeping all other beam settings fixed. The doses are delivered by varying the number of beam pulses in the range of 140–1600. The pulse charge is recorded with the ICT.
Stacks of equispaced films in a dedicated holder, as shown in Figure 7, are used to measure PDD profiles for all energies. All films in the stack together are 0.28 cm thick. The water equivalent thickness of the whole stack is about 0.3 cm. The measured PDD profiles are compared with those obtained with the IC and Monte Carlo (MC) simulations.
[image: Figure 7]FIGURE 7 | Stack of equispaced EBT3 films in a dedicated holder after exposure to electron beam.
All films are scanned one week after irradiation to avoid differences in film self-development after exposure [50]. A multichannel flatbed EPSON Expression 10000XL Pro scanner is used to record the digital image of each film. All films are scanned in the same orientation to avoid variations in optical properties due to scanning orientation [51]. Images are measured in transmission using the RGB-positive mode at a depth of 16 bits per color channel with a spatial resolution of 127 dpi, which corresponds to a pixel size of 0.2 mm × 0.2 mm. Images are saved in TIFF format and analysed using a python script, following the protocol described by Devic et al. [50]. A single unexposed piece of film, which is kept together with the exposed films, is used as a control. A Wiener filter is applied to the irradiated and control film images.
A region of interest (ROI) of 25 × 25 pixels (5 × 5 mm2) is selected from the central area of the film, which is comparable with the cross-section of the sensitive volume of the Advanced Markus chamber (5 mm in diameter). The average pixel value (PV) within the ROI is used to calculate the net optical density (netOD), which is the change in optical density before and after irradiation, given by netOD = log10(PVbefore/PVafter). Absolute response is determined using the green color channel, which is preferable for doses up to 40 Gy [52, 53].
Calibration of the EBT3 film has been performed at NPL with 12 MeV electron beams and a dose rate of 600 cGy/min using a clinical linear accelerator (Elekta Synergy). To avoid variations due to different lot numbers, film from the same batch is used for both the measurements at PTB and calibration at NPL. The irradiation is performed in a 30 × 30 × 30 cm3 solid-water phantom at 5 different dose levels between 1 and 20 Gy under reference conditions (source-to-surface distance of 100 cm and 20 × 20 cm2 field size) at zref = 2.8 cm. The dose delivered to each film have been established based on the output measurements at reference conditions using a Roos IC (PTW 34001), which has been traceably calibrated in terms of Dw to NPL’s primary standard graphite calorimeter [54]. The dose is determined from the netOD values and the dose-response calibration curve is fitted using the following analytical function:
[image: image]
where a, b and n are fit parameters.
Monte Carlo Simulation
Simulations have been carried out using the FLUKA MC code (FLUKA2011 Version 2x.7) [55, 56] with 107 particles and 10 cycles. The physics settings are described in the FLUKA manual under the physics package PRECISIOn. The photonuclear reactions are activated by the card PHOTONUC. The threshold for transport and production of δ-particles and photons (ECUT, PCUT) is set to 10 keV.
In the model, a monoenergetic parallel beam with a Gaussian cross-section (3 mm FWHM) is scattered by the 0.1 mm thick Cu foil of the vacuum exit window at the end of the beam line. The incident electron beam parameters are measured (see section Accelerator). The electrons propagate in air from the source (exit window) to the phantom.
The dose distribution in water is simulated by a 30 × 30 × 30 cm3 water cube defined with a FLUKA USRBIN mesh that has a resolution of 0.065 cm. The on-axis dose is calculated within a 0.5 × 0.5 × 30 cm3 rectangular volume around the central beam axis.
RESULTS AND DISCUSSION
EBT3 Film Calibration
The red crosses in Figure 8 shows the reference dose applied to the EBT3 films at NPL as a function of the resulting netOD value obtained from the respective film. The data points are fitted to the analytical function given in Eq. 6 (red curve).
[image: Figure 8]FIGURE 8 | Reference dose applied to the EBT3 films at NPL plotted against the resulting netOD values from the green channel (red crosses). Also shown are the doses applied to the EBT3 films at PTB, measured with alanine, at 15 and 20 MeV, respectively (open circles and squares, respectively). The solid and dashed lines represent fits using Eq. 6.
The radiation quality correction factor kEala to correct alanine’s response for electron radiation is known up to 22 MeV [47]. The alanine dose measurements for 15 and 20 MeV can therefore be traced to the PTB’s primary standard. They can, in turn, be used to calibrate EBT3 film irradiated under the same conditions. For comparison, the doses determined using alanine for 15 and 20 MeV are plotted as function of the corresponding netOD values in Figure 8 as open circles and squares, respectively. The resulting dose-response calibration curve from a fit to Eq. 6 is also shown. It is similar to the NPL’s calibration curve. In the studied dose range of 5–20 Gy the resulting dose difference between NPL and PTB calibration can vary from −1% up to 4%. The dose values determined with EBT3 in this work are based on the NPL calibration function.
Ion Recombination Correction for the Advanced Markus Ionisation Chamber
The mean dose rates used in this investigation vary between 3 and 12 Gy/min, which is within the range of conventional radiotherapy. However, the DPP, ranging from 10 mGy to 40 mGy per pulse, is significantly higher than for a medical accelerator (0.1–3 mGy per pulse) and comparable with that used in IORT, where non-negligible ion recombination effects have been reported [39, 40, 42, 57, 58]. Two approaches for evaluation of a kS factors i) the Jaffé plots and ii) the method described by Laitano et al. [39] (described in section Ionisation Chamber) were applied and compared against each other.
Figure 9 shows Jaffé plots for the lower and upper edge of the studied DPP range. The y-intercept (1/ks) of the linear fits is 0.98 and 0.94, respectively, yielding kS of 1.02 and 1.06. These ion recombination correction factors are significantly higher than in conventional RT (typically <1.01).
[image: Figure 9]FIGURE 9 | Jaffé plots: reciprocal readings 1/M of the Advance Markus chamber as function of the reciprocal chamber voltages 1/U, normalized to the reading at 300 V for 10 mGy/pulse (blue circles) and 40 mGy/pulse (red circles), respectively. Solid lines represent linear fits to the data points.
The open circles in Figure 10 represents kS factors determined using the Jaffé plots approach. The dashed red line represents the ks function given by Bruggmoser et al. [38] [image: image], where Dw, pulse is the DPP expressed in mGy and U is the chamber voltage expressed in V, for U = 300 V in the experimentally determined DPP range up to 5.5 mGy/pulse. This function is recommended for the Advanced Markus chamber in the DIN 6800-2 [35] protocol. The red solid line is the extrapolation to the high DPP investigated here. There’s no indication of any inaccuracy in determination of ion recombination factor by Jaffé plots because the plots shown in Figure 9 are well represented by linear fits. Moreover, the extrapolation of Bruggmosers function is also in good agreement with the determined ks values (Figure 10). However, Laitano et al. [39] pointed out that the observed linearity in Jaffé plots may motivate one to perform a zero linear extrapolation to find the factor ks even in conditions of high DPP and that this can lead to considerably inaccurate determination of ks (up to 40%). The blue squares in Figure 10 represent the results obtained employing Laitano’s approach using the same data as for the Jaffé plots. The function, that represents best fit to the series of data points [image: image]. After comparing both methods, it was found that the ks factors determined by Jaffé plots yield 1.5–5% higher values in the used DPP range.
[image: Figure 10]FIGURE 10 | kS factor as a function of dose per pulse determined for the Advanced Markus chamber at 300 V operating voltage using Jaffé plots (open circles) and approach from Laitano et al. [39] (open squares). For comparison, the kS function from Bruggmoser et al. [38], recommend in the DIN 6800-2 protocol, is shown in the range where determined experimentally (dashed red line) and extrapolated to the high DPP range used in the current experiment (solid red line). Also shown are the results from an experimental determination by Cella et al. [40] using a Fricke dosimeter as reference. Lines: linear fits.
For comparison, the results from an experimental determination of ks from Cella et al. [40] are also shown in Figure 10. These were determined by comparing the dose determined with an Advanced Markus chamber without taking into account any recombination effects against a reference dose determined with Fricke dosimeters, i.e., no theoretical assumptions were needed. In the relevant DDP range these values are about 0.3–1.5% larger than the results from this work using Laitano’s approach.
Comparison of Different Methods for Relative Dose Measurements
Figure 1 shows relative depth dose curves measured with the IC and EBT3 films for 15 and 50 MeV electron beams produced by the PTB research accelerator using the experimental setup described in Setup. The measurements have been compared with Monte Carlo calculations carried out using FLUKA, which incorporates an accurate physics model of electron interactions with matter within the investigated energy range. The ion chamber measurements for the 50 MeV beam are in excellent agreement with the MC simulations. However, some discrepancy exists between measured and calculated data for the 15 MeV beam at 1–3 cm. The PDD measured at discrete positions with EBT3 films is significantly more scattered compared to the IC measurement due to substantial uncertainties associated with this detector, which can easily reach 5% [52]. They vary between +3 and −9% with respect to the PDD measured with the IC.
The radiation field at the depth of the detectors is not homogenous, in particular at higher energies. Therefore, the relative dose distributions in lateral directions are recorded for each energy at two different depths to determine the exact position of the beam central axis at dose maximum. Figure 11 shows lateral dose distributions for the two extremes of the electron energy range used in this study and thus the narrowest and broadest radiation field used at PTB.
[image: Figure 11]FIGURE 11 | The lateral dose profiles for 15 and 50 MeV at 30 mm depth in water as well as for 50 MeV at 150 mm depth measured with the ionisation chamber (solid symbols). Also shown are the results of EBT3 films in 5 mm steps (open diamonds), and the stack of 8 alanine pellets (green crosses) for 50 MeV at 96 mm depth. Solid lines represent Gaussian fits to the data points. The vertical bar indicates the position and size of the sensitive volume of the Advanced Markus chamber (5 mm).
The variations in dose within the sensitive volume of the Advanced Markus Chamber (±2.5 mm from the beam axis, marked in Figure 11) is less than 0.5%, even for the narrowest radiation field (50 MeV). This indicates that on the beam axis the deviation due to non-uniform radiation fields is negligible. The data points from the stack of 8 alanine pellets (green crosses) are consistent with the IC results. The data points from the radiochromic film (open diamonds) scatters more than IC and alanine data but represent well the lateral profile.
Figure 12 shows R50 measured as function of electron energy. The relative depth dose profiles have been measured and calculated for all beam energies. The agreement between the FLUKA simulations and IC measurements, shown in Figures 1 and 12, indicate that the dosimetry procedures recommended by DIN6800-2 for homogeneous fields are also applicable to unflattened radiation fields, as investigated in this work.
[image: Figure 12]FIGURE 12 | R50 plotted as function of the energy, measured with the IC (red crosses) and calculated using FLUKA (blue dots) for the inhomogeneous field. The reference data from BJR Supplement 25 [16] for homogeneous radiation fields with 20 × 20 cm2 (triangles) and 4 × 4 cm2 (squares) field sizes are included for comparison. Dashed lines represent linear extrapolations to higher energies.
R50 depends on the energy and the field size. For comparison, the R50 values established in this study are plotted in Figure 12 together with the R50 values determined for 20 × 20 cm2 and 4 × 4 cm2 fields. The R50 of the used unflattened Gaussian shaped field is in between the R50 values of the small and the large flat fields. With increasing energy, the width of the radiation field becomes smaller and thus R50 tends to the extrapolated line for the smaller field.
Comparison of Different Methods for Absolute Dose Measurements
None of the three dose measurement methods can serve as a reference because one cannot rule out effects due to non-standard radiation fields. Therefore, the three dosimetry methods can only be compared against each other. Figure 13 shows the dose at zref per unit charge measured by the ICT, for the three different dosimeters as a function of electron beam energy. The dose rises with increase in energy. The slope increases because the width of the radiation field decreases with increasing energy and thus a larger fraction of the beam electrons deposits energy close to the central beam axis. A least square fit of a 2nd order polynomial function is fitted to all data points of the three dosimeters to evaluate deviations of each point from the common trend. Figure 14 shows the percentage deviation (for the three types of detectors) from the fit function.
[image: Figure 13]FIGURE 13 | Dose per unit charge measured with EBT3 film (crosses), alanine (squares), and ionisation chamber (circles) at the reference depth. Dashed curve represents 2nd order polynomial fit to all data points.
[image: Figure 14]FIGURE 14 | Deviation of the dose response for EBT3 films (green channel), alanine and IC, from the fit curve shown in Figure 13.
The response of EBT3 films has been averaged over 6 measurements (gray dots) carried out for doses in the range 5–20 Gy. The data points for single films are scattered within several percent (max. 9%) around the common mean value for all dosimeters (Zero line in Figure 14). The deviation (σ = 3.7%) is not correlated with the delivered dose or beam energy. The mean values of the 6 measurements (crosses) agree with the mean of the alanine and IC results to within 3%. No energy dependence is observed within the uncertainty.
The dose at the central beam axis from the dose measurements with the stack of 8 alanine pellets is obtained as the maximum of a Gaussian fit to the 8 doses captured along the lateral beam profile (see green crosses in Figure 11). The blue squares in Figure 14 represent the percentage deviation of the alanine dosimeter measurements from the common trend. The relative uncertainty was estimated to 1.1% (k = 1). The main contribution is the uncertainty in the radiation quality correction factor kEala (1%) [47]. No beam quality dependence is observed within investigated energy range. This indicates that the assumption that kEala is constant, as it is at lower energies [47], is adequate. A systematic shift of 1.9% on average can be observed, with respect to the results from the IC evaluated using ks from Laitano’s approach (open circles in Figure 14). This may indicate that this ks is too small. If the fit function to the results of Cella et al. [40] (dotted line in Figure 10) is used, then the mean deviation is about 0.9%. The relative uncertainty of the IC measurements is estimated to be 1.5%. Therefore, the average shift is within the uncertainties. However, the variation in the difference between IC and alanine results (0.4% at 40 MeV, 3.8% at 50 MeV) cannot explained by the considered uncertainty contributions: the uncertainty of alanine without the contribution of the constant kEala is only 0.4% and the approximations that introduce an uncertainty when converting the IC signal into a dose are smooth functions of energy. Approaches taking into account the free electrons at determination of ks are associated with large uncertainty [39] but IC measurements with different DPP are consistent with each other (multiple data points for IC at each energy in Figure 14). Due to the relatively large scattering of the difference between alanine and IC measurement it is not possible to make a conclusion about whether Laitano’s approach is correct. Further investigations with lower measurement uncertainty are planned to reveal the cause of the systematic difference between IC and alanine dose determination and its variation.
Neither the DIN 6800-2 [35] nor the TRS398 [36] protocol provide recommendations for high DPP beams, or mention limits due to effects of the free electron fraction in determining ks. Petersson et al. [31] reported up to 75% ion collection losses due to recombination effects for ultra-high DPP beams in FLASH RT (hundreds of mGy/pulse to few Gy/pulse). The data presented in the published literature [39, 42, 57, 58] and in this work indicates that there is a strong need to develop a clear dosimetry guidance to support accurate dosimetry of high and ultra-high DPP beams.
CONCLUSION
Three different dosimetry methods, including EBT3 radiochromic film, ionisation chamber, and alanine, have been investigated for electron beams with energies exceeding the clinical range up to 50 MeV in support of future studies of VHEE radiotherapy, and FLASH radiotherapy with VHEE beams.
All three methods provide similar results for relative dosimetry (depth dose curve, lateral dose profile). However, results from the EBT3 film has a variance of several percent, when compared with IC and alanine measurements. The half-value depth of measured percentage depth dose profiles of the unflattened radiation fields agrees well with MC simulations. This indicates that the dosimetry procedures for homogeneous fields are also applicable to unflattened radiation fields.
The ion recombination correction factor for the Advanced Markus IC is determined with an approach which considers free electrons. Comparing this approach with the results from Jaffé plots it is found that the latter yields 1.5–5% higher values for the high dose-per-pulse range.
The absolute dose measurements of the three methods have been compared against each other. For all beam energies single EBT3 film measurements show relatively high percentage deviations (up to 9%) over the dose range independent of the delivered dose. However, the mean values of 6 measurements agree well with the mean of the dose values from IC and alanine (mean deviation 1.2%, maximum deviation 3%). No energy dependence is observed within the uncertainty in the investigated energy range up to 50 MeV.
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The main effort of the laser-driven ion acceleration community is aimed at improving particle beam features (in terms of final maximum energy, particle charge, and beam divergence) and to demonstrate reliable approaches for use for multidisciplinary applications. An ion acceleration target area based on unique laser capabilities is available at ELI-Beamlines (Extreme Light Infrastructure) in the Czech Republic; it is called ELIMAIA (ELI Multidisciplinary Applications of laser-Ion Acceleration) and aims to provide stable and characterized beams of particles accelerated by high-power lasers to offer them to the user community for interdisciplinary studies. The ELIMAIA section dedicated to ion focusing, selection, characterization, and irradiation is named ELIMED (ELI MEDical and multidisciplinary applications). Thanks to ELIMED, very high-dose-rate (around Gy/min) controlled proton and ion beams, with energy levels ranging from 5 to 250 MeV, will be transported to an in-air section dedicated to absolute and relative dosimetry of the laser-generated ions. A transmission dual-gap air ionization chamber will allow an on-line, non-destructive characterization of the ion dose at the user sample irradiation point. The uncertainty in the final dose released onto the sample is expected to be well below 5%. An ELIMED radiobiology pilot experiment is scheduled for 2021, during which in-vitro cell irradiations will be carried out with well-controlled proton beams. In this work, the status of the ELIMED/ELIMAIA beamline will be described along with a complete definition of the main dosimetric systems and of their calibrations carried out at conventional accelerators.

Keywords: protontherapy, dosimetry, Monte Carlo, laser-driven, ELIMED, laser-driven ions


1. INTRODUCTION

Ion acceleration driven by pulsed laser-plasma sources is a rapidly emerging field of Physics resulting from recent high-power laser technology achievements in terms of ultra-high intensities (> 1021 W/cm2) reached on target. This has allowed us to explore extreme regimes of laser-matter interaction. Ultra-high electric and magnetic fields are generated in the laser-target interaction, and plasma electrons (known as hot electrons) are accelerated to relativistic energies in a very compact approach (um-scale). Typically, such a plasma electron heating mechanism leads to the acceleration of high-energy ion beams from a thin solid target (um-thick foil) based on a sheath field, which is created on the target's rear surface. Charge separation and proton/ion acceleration occurs for a very short time, and ions and electrons ultimately co-propagate in vacuum. Recent experiments have recorded proton energies around 100 MeV [1]. However, laser-driven ion beams are still not ready for societal applications, which require advanced beam parameters in terms of divergence, energy spread, homogeneity, and stability. Newly developed laser technologies based on diode-pumped lasers, such as various systems recently installed at ELI-Beamlines [2], will enable users to explore new laser-plasma acceleration schemes of interest for multidisciplinary applications. However, for such novel high peak power (1–10 PW), high repetition rate (up to 10 Hz) laser systems will have to demonstrate that the key challenge to progressing laser-driven ion sources from the realms of scientific curiosity to applications of benefit for the economy and society, i.e., high rep-rated capability and stability both of the laser and the particle sources, is successfully solved.

Hadrontherapy is a radiation therapy technique used for cancer treatment known for its high ballistic precision and radiobiological effectiveness, which is peculiar for hadrons with respect to electrons and gamma-rays [3, 4]. The idea of using hadrons for cancer treatment was first proposed in 1946 by the physicist Robert Wilson. The first patients were treated in the 1950s in nuclear physics research facilities by means of non-dedicated accelerators. Initially, the clinical applications were limited to few parts of the body, as accelerators were not powerful enough to allow protons to penetrate deep in the tissues. In the late 1970s, improvements in accelerator technology, coupled with advances in medical imaging and computing, made proton therapy a viable option for routine medical applications. However, only in the beginning of the 1990s were proton facilities established in clinical settings, the first of these being in Loma Linda, USA. Currently, about 30 proton centers are either in operation or in construction worldwide. Although protons are used in several hospitals, the next step in radiation therapy is the use of carbon and other ions. These have some clear advantages even over protons in providing both local control of very aggressive tumors and a lower acute or late toxicity, thus enhancing the quality of life during and after cancer treatment. Since the birth of hadrontherapy, more than 120,000 patients have been treated globally with hadrons, including 20,000 with carbon ions. In Europe, the interest in hadrontherapy has grown rapidly, and the first dual ion (carbon and protons) clinical facility in Heidelberg, Germany, started treating patients in 2009. Three more of such facilities are now in operation treating patients: CNAO in Pavia, MIT in Marburg, and MedAustron in Wiener Neustadt. Globally, there is a huge momentum within particle therapy, especially concerning treatment with protons. By 2020, it was expected there would be almost 100 centers around the world with over 30 in Europe. Even if within expansion, the number of hadrontherapy centers worldwide is still limited mainly due to the associated large costs for implementation and operation; this stems not only from the need of sophisticate acceleration systems (particularly for heavier ions) but also for the complexity of ion beam delivery systems (known as “gantries”), radiation protection (shielding), and facility management. One of the main objectives of the scientific community working in the field of laser-plasma ion acceleration is to demonstrate stable, flexible and compact (cost-effective) acceleration schemes for potential societal applications [5]. Moreover, a laser-plasma source offers the possibility of simultaneous delivery of particle (ions and electrons) and photon (X/gamma rays) beams, thus enabling hybrid approaches of interest to cancer therapy [6].



2. ELIMED: THE ION BEAM TRANSPORT AND DOSIMETRIC SECTION OF THE ELIMAIA BEAMLINE

The objective of the laser-driven ion target area ELIMAIA (ELI Multidisciplinary Applications of laser-Ion Acceleration) at ELI-Beamlines (Extreme Light Infrastructure) is to provide beams of particles accelerated by petawatt-class lasers suitable for multidisciplinary applications. Ion beams produced and accelerated in laser-matter interaction processes show high intensities, several ion charge states, broad energy spectra, and energy-dependent angular distributions. As a consequence, a beamline for laser-accelerated ions must be able to define and control particle energy and angular distribution. The ELIMAIA beamline consists of two principal subsystems: the Ion Accelerator section and the ELI MEDical applications (ELIMED) section. ELIMED, in turn, consists of three main parts: ion collection and focusing, ion energy selection, and in-air transport [7, 8]. The goal of the collection and focusing section is to collimate the ion beam and to reduce its initial high divergence. The focusing element is composed of a set of permanent magnet quadrupoles (PMQs). Quadrupoles are necessary to obtain a focusing effect on both transversal planes as well as for suitable matching with the acceptance of the following selection system. The energy selector system (ESS) consists of four tunable resistive dipoles arranged with alternating fields and whose magnetic characteristics can be varied depending on the energy and ion species to be selected. A rectangular aperture, locate after the second dipole, allows us to control the beam energy spread. The transported ion and proton beams are monitored along the beamline with several diagnostics based on solid-state detectors. In particular, diamond and silicon carbide (SiC) are extensively used along the beamline in a time-of-flight configuration (TOF) [9, 10]. The possibility to perform accurate shot-to-shot measurements of the dose released to user samples is a key feature guaranteed by the ELIMED diagnostic systems. In particular, ELIMED's absolute dosimetry system has been created to be independent from dose-rate and to allow on-line dosimetric evaluation with an error rate below 5%. The ELIMED dosimetry system is based on three main devices: a Secondary Electron Monitoring (SEM), a Multi-Gaps Ionization Chamber (MGIC), and a Faraday Cup (FC) for absolute dosimetry. Passive detectors, such as CR39 and radiochromic films (RCF), are also used to benchmark active ion diagnostic and dosimetry devices.


2.1. Beam Transport Elements

Figure 1 shows a photo of the ELIMAIA beamline. The Ion Accelerator section is visible in the photo only as a large laser-target interaction vacuum chamber (top-left), and laser/plasma optical and diagnostic devices for the two available PW-class lasers are not visible. Since the basic features of laser-driven ions are adverse to efficient beam manipulation (large divergence and energy spread), the use of several beam transport stages is mandatory. The ELIMED ion beam transport section is entirely shown in Figure 1 (blue and orange color). It consists of three main sub-systems. The Ion Collection section, located in a dedicated vacuum chamber close to the laser-target interaction point, is used to capture ions within a certain energy range, inject them into the energy selection system, and also provide a rough energy selection capability. This section consists of a set of five PMQs with high magnetic field gradient of 50 T/m [11, 12] (1.8 T over a 36 mm magnetic bore) placed on a displacement system to adjust the beam optical elements for different ion energies based on the energy selection system (ESS) configuration. Ions with a given energy spread are focused into a position where the energy selection occurs (radial plane) and their angular aperture is reduced angular aperture in the transverse plane, which is as required for an optimal matching between the acceptance and the transmission efficiency of the ESS. This device consists of a double dispersive mode magnetic chicane, made of four C-shaped electromagnetic dipoles with laminated core and a selection slit set in the middle plane [13], to cut the undesired energy components of incoming ions. The ELIMED ESS can select protons with 300 MeV maximum energy and heavier ions with 60 MeV per nucleon. The chicane is based on a fixed reference trajectory with variable magnetic field (0.063–1.22 T) to cover a large expected ion energy range. The energy spread of the selected ion beam has a linear dependence on the slit aperture (10 mm aperture corresponds to a spread of 10% FWHM). After the chicane, the ion beam is delivered to a final beam shaping section, which consists of two resistive quadrupoles (gradients up to 10 T/m over a 50 mm bore) and two correction elements for a fine focusing and alignment of the ion beam onto the user sample. The use of a laminated core for the electromagnets guarantees a fast change in the magnetic field, reducing the hysteresis effect. The whole ELIMED beamline, but the collection section, can thus be used as an active energy modulator. The possibility to carry out high resolution on-axis ion spectrometry has recently been investigated and is being implemented as an upgrade of the ESS, which will be used as a combined device: a selection chicane (as described) or a Thomson Parabola spectrometer using the first dipole and a set of electrodes placed inside the selector chamber. A feasibility study proposed in [14] shows the main feature of the upgraded chicane and the diagnostic performances in the case of its use as a Thomson Parabola spectrometer. It basically consists of the first dipole in the chicane used as a magnetic deflector plus two electrostatic deflectors to be installed in the vacuum chamber. In this way, the spectrometer will have a sector with a wide dynamic range and wide charge separation but relatively low energy resolution of about 10.


[image: Figure 1]
FIGURE 1. ELIMED ion beam line connected to the Interaction chamber (first chamber from the left), where the laser-acceleration occurs and where the collection systems sits. It follows the ESS and the beam shaping section. After this last section, the beam is delivered in the in-air dosimetry station.




2.2. Monte Carlo Simulations

The whole ELIMED beamline for laser-driven ion beam transport and characterization (including detectors for ion diagnostics and dosimetry) can be modeled by numerical simulations using the Geant4 Monte Carlo toolkit [15–17].

The ELIMED beamline simulation [18–20] is a powerful and reliable tool with which to predict the dosimetric parameters as well as the biological effects of high-dose-rate, pulsed ion beams on the human body. The ELIMED simulation software is divided into three different parts following the three main beamline sections as described in section 2.1: a part related to ion beam collection and diagnostics, one related to ion beam selection and transport, and finally a section related to ion beam dosimetry and samples irradiation [7]. A sketch of the ELIMED beamline as simulated by the Geant4 application is reported in Figure 2. Accurate magnetic field maps, obtained with the COMSOL and OPERA software for each quadrupole, are included in the application for a realistic simulation of the focusing effect by an accurate implementation of the high field gradients. A grid of the magnetic field maps for each single dipole of the ESS is also included in the ESS simulation.


[image: Figure 2]
FIGURE 2. Visualization of the complete beamline model.




2.3. Dosimetric System

The dosimetric system has been realized to meet the specific requirements of radiobiological experiments that cannot accept uncertainties above 5% in the absorbed dose measured at each shot. The definition of a protocol (including the detectors to be used, methods, and procedures) for absolute and relative dosimetry is, in fact, mandatory for the future clinical use of laser-driven proton beams in order to obtain absolute dose measurements with an accuracy and a precision comparable to what is typically required in clinical applications. The system must be suitable for operation with pulsed, high-intensity beams also in the presence of a strong electromagnetic noise associated with the interaction of ultra-high intensity lasers with a plasma target. All the detectors involved must be capable of measuring bunches of particles that are very short in time (1–10 ns) and very intense (typically 108 particle per bunch at the sample/detector). In order to accomplish this task, fast, low-noise, and variable-gains charge amplifiers were designed and realized at INFN-LNS and installed at ELI-Beamlines. The developed amplifier will allow to measure the total charge in each dosimetric system device at a repetition rate of 1 Hz, simultaneously minimizing the error.

This system includes three main devices: a secondary emission monitor, a multi-gap in-transmission ionization chamber for relative dose measurements, and a Faraday cup, which is designed to carry out absolute dosimetry. A sample irradiation system with sub-mm precision, dedicated to user samples (e.g., biological cells), is located at the end of the in-air section. Figure 3 shows a general outlook of the ELIMED beamline dosimetric section. The SEM detector, positioned in-vacuum just before the in-air section, is made of a thin (15 μm thick) tantalum foil. It is electrically insulated from the rest of the beamline by a polymethylmethacrylate (PMMA) frame. An actuator allows to move the SEM detector in/out the beamline axis. The SEM operating principle is based on the measurement of secondary electron emission (SEE) generated when multi-MeV charged particles pass through the tantalum foil. The detected signal is correlated to the incident beam current and can provide online information directly connected to the released dose at a given point if properly cross-calibrated against a reference dosimeter. The MGIC, developed by DE.TEC.TOR. S.r.l., Italy, is an innovative device realized for real-time dose monitoring delivered shot-to-shot. It consists of two consecutive ionization chambers, with a different inter-electrode gap of 5 and 10 mm, independently supplied with a voltage ranging from −1,000 to +1,000 V as well as −2,000 to +2,000 V, respectively. The presence of the second gap allows us, exploiting the different collection efficiency among the two chambers, to correct for any ion recombination effect caused by the expected extremely high dose rate (MGy-GGy per second). In order to overcome saturation effects typical of conventional dosimeters when used with laser-driven ions, an innovative FC has been designed and realized for absolute dosimetry. The FC was designed on the basis of previous works [21, 22], and the introduction of new geometrical solutions, aiming to optimize the charge collection efficiency and reduce uncertainties, related to the charge collection, which was explored by [23]. An additional electrode with a special beveled shape-coaxial and internal to the standard one in which a bias can be applied in the range between −2,000 and +2,000V, has been introduced. The final resulting electric field inside the FC is the combination of two field coming from the two coaxial electrodes. This special configuration of the electrodes produces an asymmetric electric field able to minimize the negative effects of the secondary electrons generated by the interaction of protons with the thin entrance window and the cup material itself. The beam energy spectra and the surface of its spot on the FC are necessary for the dose evaluation and will be measured using stacks of radiochromic films. They can be used both as a single detector, to precisely measure the transversal dose distributions profiles, or in stack configuration, in order to obtain information on the energy of the accelerated protons through an iterative procedure based on deconvolution methods (see section 2.4). The use of RCF films, if properly calibrated, also allows for an accurate measurement of the released dose distributions at the irradiation point with a spatial resolution less than 200 μm [24]. Solid state nuclear track detectors (CR-39 type) will also be used, representing a useful tool for charged particle fluences and spectroscopic analysis by measuring the track diameter arising from incident particles and extracting the corresponding energy from a suitable calibration curve [25].


[image: Figure 3]
FIGURE 3. Dosimetric section of ELIMED beamline: SEM and MG ionization chambers compose the relative dosimetry section, and FC is the element devoted to the absolute dosimetry.



2.3.1. FC Preliminary Characterization With a 35 MeV Conventional Proton Beam

The FC was firstly characterized with conventional (not pulsed and with intensities of the order of 400 pA) proton beams in terms of accuracy in absolute dose estimation during an experimental campaign carried out at the Zero Degree beamline of the INFN-LNS laboratory (Catania, Italy) [26]. The detector was positioned at the beamline isocenter and irradiated with a 35 MeV proton beam. The proton beam field was circular with a diameter of 15 mm. Size and homogeneity of the beam spot (in terms of space distribution) were measured for each experimental session using radiochromic film detectors (EBT3 type). The dose delivered was monitored online by an in-transmission ionization chamber previously calibrated with a Markus chamber (mod. 3002). A fixed dose of 5.13 ± 0.15 Gy was delivered for each measurement. The FC efficiency was evaluated by varying the voltage of the two electrodes. The working configuration corresponds to the maximum charge collection efficiency coupled with the minimum uncertainty due to the contribution of secondary electrons generated in the interaction between the beam and the detector itself [21]. The two-dimensional scatter plot of Figure 4 reports the percentage difference (expressed as a color gradient) between the dose measured by the FC and the dose released for each couple of applied voltage. The optimal configuration for which we register the minimal discrepancy corresponds to an electric field generated when −800 and +1,500 V are applied (circle indicated with the arrow) to the external and internal electrodes, respectively. In this case, the percentage discrepancy between the dose measured with the FC and the absolute dose monitored with the ionization chamber is 0.7%. Discrepancies up to 18% are observed for the other configurations.


[image: Figure 4]
FIGURE 4. Two dimensional scatter plot indicating the percentage difference between the dose measured by the Faraday Cup and the released dose. The discrepancy level is represented by a different color. The best configuration, obtained by applying the voltage of +1,500 to −800 V to the internal and external electrode, respectively, is indicated in the figure with a black arrow.





2.4. Spectroscopy and Dosimetry With Radiochromic Films

Radiochromic film is a dosimetric detection medium with high dynamic range and independent response from the incident dose rate. In general, RCF detectors contain one or more active layers of microcrystalline monometric dispersion buried in a plastic substrate [27, 28]. When an ionizing radiation hits it, the active material undergoes polymerization and changes its color with a degree of color conversion that, in a first approximation, is proportional to the absorbed dose. This makes possible the correlation (or calibration) between the absorbed dose and film darkening, which can be evaluated in terms of Optical Density (OD) [29]. The OD is the quantity able to quantify the intensity reduction of light transmitted through the film after the exposure. The correctness and precision in the OD calibration process represents the basis of an accurate measurement with an RCF. The OD value is obtained using a commercial scanner. RCFs arranged in a stack configuration can be used to detect the typical large divergence and continuous energy spectrum of laser-driven ion beams. The thickness of RCF is of the order of a hundred micrometers and can easily be crossed by protons of few MeVs. The stack consists of alternating layers of RCFs. Each layer allows detecting protons with different energies thus the entire spectrum of the incident proton beam can be reconstructed. In the framework of the ELIMED project, an analytical procedure able to reconstruct the incident energy spectra in a RCF stack was developed and validated [30]. The algorithm considers the dose read in the last irradiated layer of the stack and subtracts it from all previous layers applying specific weight coefficients for each layer. The whole process can be summarized the following:

[image: image]

where [image: image] represent the dose matrix related to the primary protons on the k-th layer of the stack; N is the number of layers in a stack, [image: image] is the dose matrix of the k-th layer taking into account all the traversing protons, and the ratio [image: image] represents the fraction of energy loss in the k-th layer of the stack of primary protons able to reach the i-th layer (i>k), which was acquired adopting the SRIM simulation programme [31]. The [image: image] is then converted in particle fluence [image: image] through:

[image: image]

where A is the area of the selected ROI constituted by LxM pixels (l=1,7,…, L, m=1,…, M), and [image: image] is the dose delivered by a single primary proton, and is calculated by SRIM. In order to verify the analysis approach above described, we tested the whole procedure irradiating the films with protons accelerated by the Superconducting Cyclotron available at Laboratori Nazionali del Sud-INFN (Catania, I). We positioned a stack of 31 RCF (EBT3 type) with the first film positioned at the isocenter of the CATANA experimental room; the stack was then irradiated with a monoenergetic beam of 35 MeV in energy. In Figure 5, the incident proton energy spectra derived with the described approach is shown.


[image: Figure 5]
FIGURE 5. Incident proton energy spectra obtained irradiating a stack of RCFs with 35 MeV monoenergetic beam of CATANA experimental room of LNS-INFN.





3. USER APPLICATIONS AT THE ELIMED FACILITY

The most recent studies performed with laser-driven particle bunches aim to compare the characteristics of such novel beams with the ones available at conventional accelerators. This is a key requirement to establish and validate irradiation procedures in analogy with the ones already existing when user samples are irradiated with conventional sources. The ELIMED beamline, indeed, was designed and realized with the long-term goal of exploring medical applications and to obtain extremely high shot-to-shot reproducibility, high precision in the delivered dose, quasi-monoenergetic beam spectra at the biological sample, and reproducibility of the transported beams. These specific characteristics can be certainly exploited for various multidisciplinary applications other than the medical ones; one example is the broad (Boltzman-like) energy spectrum of laser accelerated ions [32]. Most radiation occurring in space has an exponential or power-law energy distribution that cannot easily be reproduced with conventional accelerators. Radiation exposure is regarded as one of the main problems in long-term manned space missions. In this framework, it can be worthwhile to investigate the effects of beams with broad energy distributions on biological samples as well as on electronic devices and materials, and this can be easily carried out at the user sample irradiation station of ELIMED. Laser-accelerated proton beams transported and selected at ELIMED could be also used as an innovative diagnostic technique in the field of Cultural Heritage. Adopting these beams could have considerable advantages over conventional PIXE (proton-induced X-ray emission), PIGE (proton-induced gamma-ray emission), and DPAA [33] (Depth Proton Activation Analysis) spectroscopy. Protons accelerated by laser-matter interaction have the advantage of allowing complete chemical analysis on a larger volume of the artworks and deeper and more precise “layer by layer” analysis [34]. Moreover, the future perspective to develop extremely feasible and portable PIXE systems based on laser-matter interaction can be studied and consolidated. Finally, a laser-driven ion acceleration user beamline could open the possibility to use plasma and ions generated in the high-power laser interaction for production of medical isotopes by innovative production schemes [35]. Lasers could provide many advanced features with respect to methods based on conventional accelerators, where target activation represents a strong limitation. Presently, two different isotope-based imaging techniques are used in medical clinics: SPECT (Single Photon Emission Computed Tomography) and PET (Positron Emission Tomography). Both are mainly based on 18F, 11C, 15O, and 13N decay produced by the interaction of protons with solid targets. ELIMED could be the first worldwide facility able to produce radioisotopes for imaging techniques as well as clinical proton beams with the same accelerator machine based on laser-target interaction [36]. The ELIMAIA beamline will additionally offer the possibility to explore innovative schemes of interaction between well-controlled and characterized ion beams (thanks to the ELIMED section) and high-density plasmas for pump-probe investigations of warm dense matter [37], fast ignition approach to inertial confinement fusion [38], and estimation of ion-stopping power in plasma [39].
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Microtubules are one of the three components of the cell cytoskeleton. They are hollow wires, with a diameter of about 25 nm, formed by 13 laterally associated protofilaments composed by dimers of α and β-tubulin. Microtubules are dynamic structures which undergo constant modifications by shrinking and elongating in a phenomenon called treadmilling. Microtubules intervene in various fundamental aspects of the biology of a cell. They contribute to determine the shape of a cell, play a role in the cell movement, and in the intracellular transport of organelles during motion and mitotic chromosome segregation. Despite the relevance of the processes mediated by microtubules most studies on the effects of ionizing radiations focus their attention on the damages delivered to DNA. In this paper we attempt to assess the effects borne by IRs to the microtubules network as a biological target. In this study we irradiated Hs 578Bst cells (a no-cancer, no-immortalized, human breast epithelial cell line) with an 8 Gy single dose of either X-rays or protons. After the irradiated cells fixation, the microtubules were imaged by means of stochastic optical reconstruction microscopy to characterize the network disruption. In our results, Microtubules fibers integrity appears to not have been significantly affected at the administered dose of protons and X-rays, nonetheless we observed differences in the MT network distribution and fiber curvatures.
Keywords: microtubules, protons, Hs 578Bst cell line, ionizing radiations, super resolution microscopy
INTRODUCTION
Microtubules (MT) are one of the three components of the eukaryotic cell cytoskeleton. MTs are modular structures composed of protofilaments which are sequences of heterodimers made by pairs of α- and β-tubulin monomers (αβ-tubulin) that align in a head-to-tail fashion [1]. Filaments of αβ-tubulin laterally associate eventually closing up to form a hollow wire-like structure made of 13 protofilaments. MTs are dynamic structures which undergo constant elongation and shrinkage through polymerization and depolymerization in a phenomenon called treadmilling. The homeostasis of the MT lattice, alternatively defined “dynamic instability,” is thus controlled by the balance between the processes of adding and removing αβ-tubulin heterodimers which determines the phases of growth and shortening of the tubules. The phase when the balance of the process tips in favor of a rapid depolymerization is called “catastrophe,” whereas the opposite phase, where protofilaments recover, is called “rescue” [2, 3]. Since protofilaments are oriented sequences of polar αβ-tubulin heterodimers their concatenation results in the construction of protofilaments with polar ends that exhibit different behavior with respect to the processes of polymerization and depolymerization, the first taking place prevalently at the “plus end” of the filament where β-tubulin is exposed.
The hydrolysis of GTP bound to the E-site of β-tubulin into GDP is the key process that drives the MT conformational changes, leading the entire web toward rearrangements and generating mechanical strain on the microtubules [4, 5].
MTs stretch out from cellular structures called microtubule-organizing centers (MTOC) and extend toward the boundary of the cell. Centrosome-based MTOCs (cMTOC) were thought to be the most relevant centers organizing MTs until a recent paper [6] showed that in several animal cells they are neither the only nor the most relevant MTOCs, since they account for less than 10% of the overall MTs web. In these cells other cytoplasmatic sites, such as the Golgi bodies and other sites located in proximity of the cell boundary, were found to originate and organize MT bundles. This new fact sheds light on the MT network role and importance and is spurring new studies on the topic. Figure 1 depicts an example of MTs organization, distribution, and density as it could be structured in a fibroblast. Even though MTOCs can be everywhere throughout the cell cytoplasm, the MT density in fibroblasts is unevenly distributed and generally higher in regions far from the cell boundaries. Figure 2 shows the MT network of a cell taken from the control set of our experiment reconstructed by means of STORM imaging.
[image: Figure 1]FIGURE 1 | Schematic representation of a centrosomal microtubule-organizing center tied to the nucleus and the microtubule organization proximal to the edge of a cell.
[image: Figure 2]FIGURE 2 | MT STORM image of a control cell (Hs 578Bst cell line). α-Tubulin probed with mouse anti-human primary antibody and goat anti-mouse AlexaFluor 555 as the secondary antibody.
Treadmilling causes the MT web to transform and rearrange generating mechanical strain [5]. The dynamic instability between the phases of growth and shrinkage induces MTs to constantly bend and buckle that often results in MT lattice breaking, a type of event that, at a sufficiently high occurrence rate, affects many cellular activities, such as migration, motility, and chromosome segregation [7]. The MTs elastic properties are the physical factors that determine the way MT fibers respond to mechanical strain and stimuli. These properties ultimately are determined by the molecular structure of the filaments and it has been shown that any disruption that may interfere with the polymerization also alters the basic elastic characteristics of an MT (e.g., the Young modulus) thus changing its mechanical properties [8, 9]. MTs are involved in an extensive range of cellular processes such as intracellular transport, chromosome separation during mitosis, cell polarity, and morphogenesis tuning. MTs make up structural elements that control cilia and flagella. Since MTs are fundamental constituents of other cytoskeletal structures, such as the mitotic spindle involved in the cellular proliferation, they became a biological target for the treatment of cancer.
IRs are largely used for treating oncological pathologies because rapidly proliferating cancer cells are more sensitive than normal cells in relation to DNA damages. Nonetheless therapeutic protocols make use of different types of radiations, namely photons and protons, each one having different RBE [10–12].
RBE is measured from the dose response curve using an endpoint, namely the survival fraction, as a reference. The survival curve is usually fitted with a linear-quadratic mathematical model which is still today the most important tool in preclinical and clinical radiobiology. The interpretation of linear-quadratic model parameters could be strictly linked to DNA damages such as base damages or strand break [13]. However many could be considered as primary endpoints such as double strand breaks, chromosome aberrations, mutations, foci formation, and micronuclei formation which also fit the linear-quadratic relationship leading to the same RBE relationship as for cell survival [14].
It is a general assumption that, similarly to genomic DNA, macromolecules that play vital roles in the cell physiology are affected by IRs but less is known about the IR specific effectiveness in damaging such structures. It can be argued that specific radiation types can have differential disruption efficacies that could lead to differential probabilities of cellular death [15, 16].
For example tumor cells irradiated with protons show a higher apoptotic rate than those irradiated with photons. Some studies suggest that proton irradiation might significantly impair the primary cancer cells step-up to the metastasis formation and in addition low-energy protons could comparatively be more effective than photons in inhibiting the metastatic cells migration [17]. For this reason when examining radiation effects on cellular growth the specific damages delivered to cytoskeletal structures ought to be taken into account.
It is well established that there are effects that are not related to the direct delivery of energy to the DNA of cells affected by radiation. These effects include signaling pathways that are not dependent on DNA damage, bystander responses, adaptive responses, low dose hypersensitivity, genomic instability, and the inverse dose-rate effect [18].
The aim of the present paper is to carry out a preliminary study of cytoskeletal microtubules as biological targets of IRs such as protons and X-rays. We irradiated with an 8 Gy single dose of either X-rays or protons since in unpublished data collected with atomic force microscopy we observed that significant cytoskeletal remodeling took place at about 8 Gy.
In the case of breast cancer the therapeutic approach includes the irradiation of non-cancer tissue bordered by the neoplastic resected masses. For this reason in the presented study we used the Hs 578Bst cell that comes from the normal breast tissue peripheral to an infiltrating ductal carcinoma and is the nearest cellular model to the breast epithelial tissue used in a conventional cell biology laboratory. We irradiated cells taken from the Hs 578Bst cell line and attempted an assessment of the induced modifications by comparing the MT networks density, distribution, and curvature using stochastic optical reconstruction microscopy (STORM).
MATERIALS AND METHODS
Cell Culture
Cells of the human breast cancer Hs 578Bst cell line were purchased from American Type Culture Collection (ATCC) in partnership with LGS standard. Hs 578Bst cells were cultivated on Hybrid Care Medium (ATCC), provided with 10% of fetal bovine serum (Invitrogen). Cells were incubated at 37°C in a humidified atmosphere at 5% CO2. The cell culture dilution was carried out as soon as 90–100% of the cell dish bottom was covered, and the cell medium was refreshed every 48–72 h.
Sample Preparation and Irradiation
Before cell seeding and irradiation, the coverglasses (Marienfeld), 20 mm2 wide and 1.5 mm thick, were sealed on the bottom of the cell dishes, in order to avoid them floating through the medium. The bottom was previously washed with PBS (Lonza) 1X, suitable for cell culture. The dishes were left open under the cabinet flow for about 30′ to dry them and to secure the coverglass sealing. After, the sealing cells were seeded homogeneously on the coverglass, at the concentration of 4,000 cells/ml. Cells were irradiated 24 h after this procedure was completed.
Proton Irradiation of Hs 578Bst Cell
Since the experimental set up of the proton irradiation facility required the dishes to be placed upright, they were completely filled with medium in order to keep the cells submerged. To prevent medium leaking, dishes were wrapped with parafilm®. Cells were irradiated at the Proton Therapy Center (Trento—Italy) with a 150 MeV proton beam and a dose rate of 1.2 Gy/min. The total dose delivered was 8 Gy without fractioning, a dose that corresponds to the center of the spread-out Bragg peak. The combination of a tantalum foil and a collimation system (made of PVC) ensured a homogeneous dose delivery into an area of 6 cm2, significantly larger than the cell dish size [19]. After the irradiation, each sample was placed into an incubator suitable for cell culturing, waiting for the induced radioactivity to decay.
Hs 578Bst Cell Line X-Ray Irradiation
X-ray irradiation was done using an Xstrahl cabinet irradiator at the Trento Institute for Fundamental Physics and Applications facility. Single exposure 8 Gy doses were delivered at an applied voltage of 195 kVp. The cell dishes were placed on a rotating plate within the irradiator cabinet, so as to uniformly deliver the dose to the overall cell cultures.
Nanoscopy Imaging
Sample Preparation
After the sample irradiation procedure, cell medium was removed and samples were washed with PHEM 1.5X. After prefixation/denaturation with a mix of glutaraldehyde (Sigma) and triton (Sigma), cells were fixed with paraformaldehyde (Sigma) and glutaraldehyde (Sigma) for 10′ and then washed three times with PBS 1X (Sigma). After blocking with BSA (Invitrogen), cells were incubated with anti α-tubulin (Sigma) for 1 h at 37°C. The antibody was diluted in PBS with BSA at 1%. Following the primary hybridization, the samples were washed with PBS 1X, to get rid of antibody excess and incubated with secondary antibody [Alexafluo 555—(Sigma)] diluted in PBS 1X supplemented by BSA 1%. The reaction took 1 h at 37°C. Then the samples were washed with PBS 1X from the excess of the antibody mix solution and fixated with formaldehyde (Sigma) and again washed with PBS 1X. After the aldehyde reactions were blocked with NH4Cl, the samples were stocked at 4°C within sterile PBS 1X waiting for super resolution microscopy measurements.
Imaging
Samples were mounted with the SMART Kit buffer (Abbelight, Paris, France). The 3D STORM images were acquired using a SAFe360 module (Abbelight) coupled to an inverted bright-field Olympus IX71 microscope, equipped with a ×100 oil-immersion objective with a high numerical aperture (1.49 NA). This quad-view system (dual-cam sCMOS cameras, Orcaflash v4, Hamamatsu) provided 3D nanoscopy information with high isotropic localization precision (15 nm × 15 nm × 15 nm). Axial information was obtained by a technique named DAISY [20], coupling super-critical angle fluorescence (SAF) and strong astigmatism of the point spread function. Twenty-thousand frames at 50 ms were acquired to collect the single-molecule detections and reconstruct a nanoscopy image. The resulting coordinate tables and images were processed and analyzed using the SAFe NEO software (Abbelight).
Statistical and Data Analysis
STORM images were analyzed using the ImageJ software [21] to calculate the MT area occupancy. Control and irradiated groups were compared with one-way ANOVA and a Tukey statistical test. Filament reconstruction and MT curvature were calculated with the MATLAB® based SIFNE software [22]. Statistics and graphing were performed in MATLAB. For each population the Kolmogorov–Smirnov statistical test was performed on a subpopulation of 300 randomly extracted values.
RESULTS
The contribution of secondary radiation generated by the interaction between the proton beam and the experimental setup (Petri dish and culture medium) was estimated with a Monte Carlo Fluka simulation [14, 15] whose details are outside the scope of this paper. The simulation results showed this contribution to be negligible with respect to the dose delivered by the primary beam (secondary dose contribution <1%).
A comparison of the MT network structural organization between control and irradiated cells showed no observable MT ruptures. We estimated for each cell both the total and peripheral occupancy ratio of the MT network. The total occupancy ratio was calculated dividing the total MT network extension, measured as the number of MT-identified pixels, by the total area of the cell. The total area of the cell was estimated by counting the number of pixels contained in a polygonal region drawn as to accurately delimit the external boundary of the cell. The peripheral occupancy ratio was calculated dividing the MT network extension contained in an annular region along the cell boundary by the total MT network extension. The annular band of a cell was delimited on the outer edge by the polygon that contains the entire cell and, on the inner edge, by the same polygon rescaled by a factor suitable to have a ∼4 μm width. Figure 3 shows an example of such annular bands. The generally lower density of MTs near the cell boundaries and the smaller cellular thickness in such regions reduce the probability of MT overlapping and buckling thus enabling a more accurate identification and analysis of the fibers with SIFNE. Table 1 summarizes the computed total and peripheral occupancy ratios.
[image: Figure 3]FIGURE 3 | MT STORM image of a control cell (Hs 578Bst cell line). The 4 μm annular band marked in red is the region selected to evaluate the MT occupancy and curvature.
TABLE 1 | Computed total and peripheral occupancy ratios.
[image: Table 1]The different occupancies are also evident in the 3D color visualization (supplemented material). The control cell shows a higher (Supplementary Figure S1) (green) region clearly located near the nucleus, a cell zone where the centrosomal microtubule-organizing center (cMTOC) is placed. Usually in proliferating (i.e., cancer cells) and not in differentiated cells the cMTOC is found in a similar cell site [17]. The MT network of control cells seems to originate from a specific point near the nucleus. On the contrary, in the irradiated samples it is not possible to recognize such organization and a different distribution is also demonstrated by a color map indicating different altitudes. Control and irradiated groups were compared with a one-way ANOVA test that showed no statistical difference in the total occupancy ratios (p = 0.12) but revealed a significant difference in the peripheral occupancy ratio when comparing the control and the irradiated groups (p = 0.02). The outcome of the former test was confirmed by a Tukey test which indicated significant differences between the control and proton irradiated groups (p = 0.02) as well as between the control and X-ray irradiated groups (p = 0.03). The same test rejected a difference between the two irradiated groups (p = 0.88). The second characteristic investigated was the MTs curvature. The molecular aspects of MT functions have been intensively studied, but how the global MT networks collectively contribute to the physical and biochemical attributes of cells has not been fully understood [8, 23]. Nonetheless, the potential importance of the latter is supported by emerging examples in which the physical properties of MTs directly participate in cellular physiology in a highly regulated manner [6, 24].
The analysis of microtubule bending, especially in vivo, may serve as a useful tool for measuring the net mechanical stress in different regions of the cell. In addition, microtubule buckling near the cell edge suggests mechanical compression [25]. To analyze MT curvatures we used SIFNE software, to both reconstruct the MTs and calculate the curvature values of each selected filament [22].
We selected a sector of the annular band that encompassed the leading edge of the cell, where the curvatures of the MTs were more evident. In Figure 4, an example of the SIFNE-reconstructed MTs is displayed for the selected sector of a control cell. In migrating cells, the MT structure is polarized toward the direction where the cells are moving. In fibroblasts and endothelial cells, the centrosome and most MTs are oriented toward the leading edge [26]. Also epithelial cells have MTs oriented in such a way that plus ends are stretched toward the leading edge, where the MTs growth prevalently takes place [9, 27, 28].
[image: Figure 4]FIGURE 4 | Microtubule reconstructed filaments occupying the 4 μm band identified as the leading edge of the cell. MTs were reconstructed with the SIFNE software, using the cell shown in Figure 3.
We extracted from the SIFNE internal data structures the whole collection of single pixelwise (pw) curvature data in order to proceed with the computation of the mean values. Since the curvature average values were calculated out of the whole set of individual reconstructed MT pixels contained in the selected sector we disregarded the fact that filaments had in general been clipped by the selection of the region of interest. For each cell and for all reconstructed filaments the pw curvature values were computed [22]. In Figure 5A shows the distributions of the pixelwise curvature values of the control and of the X‐ray irradiated cells while in Figure 5B the same distributions are shown for the control and proton irradiated cells. The pw curvature mean and standard deviation (SD) of each group are shown in Table 2.
[image: Figure 5]FIGURE 5 | Pixelwise curvature distribution of the reconstructed MTs of the control and the proton-irradiated samples (A). Relative pixelwise curvature distributions of the reconstructed MTs of the control and X-ray irradiated samples (B).
TABLE 2 | Pixelwise curvature mean and standard deviation (SD) of each group.
[image: Table 2]These values in Table 2 are in complete agreement with literature [29].
A pairwise comparison of the control group with the two irradiated groups based on the Kolmogorov-Smirnov test did not reveal statistical difference (p = 0.76 for the control/protons comparison, p = 0.23 for control/X-ray comparison). We explain the lack of significant difference between the groups with the fact that the curvature distributions are highly concentrated at low values, as the median values of the curvatures were 0.27 rad/μm for the control group and ∼0.25 rad/μm for both the irradiated groups. We then focused our attention on the high curvature values in the tail of the distributions limiting our analysis to values higher than 0.92 rad/μm (which delimits the 5% highest values in the control group). Some studies made quantitative analysis of the conditions that led to MT breaking [29] and showed an overall average curvature value of 0.39 rad/μm whereas MTs that eventually broke had a much higher average curvature of 1.5 rad/μm. Various processes contribute to bringing an MT into the curvature range that might lead to rupture, all of them affecting the molecular structure of the MT and reducing the tubule Young modulus. The modulation of the MT mechanical properties exerted by the association to external proteins is a possible mechanism that might account for the breaking of MTs in cells under compression and the interaction with kinesins could be the cause of molecular alterations that reduce the Young modulus [7]. We therefore restricted our analysis to the highest curvature value range to seek information about the fibers that might have undergone some process that degraded their pristine mechanical features.
The MT curvature distribution comparisons are shown in Figure 6A (control and X-ray irradiated groups) and in Figure 6B (control and proton irradiated groups). The Kolmogorov–Smirnov test on the high curvature distribution values shows a clear difference between control and proton-irradiated populations (p = 6 × 10−5) as well as between control and X-ray irradiated groups (p = 7 × 10−5). The same statistical test could not differentiate between protons and X-ray irradiated distributions (p = 0.89). Such high curvature distributions had a median value of 1.13 rad/μm for the control, 1.24 rad/μm for the proton-irradiated, and 1.23 rad/μm for the X-ray irradiated group.
[image: Figure 6]FIGURE 6 | Pixelwise curvature distribution of the reconstructed MTs for pixelwise curvature values >0.92 rad/μm. (A) Control and proton-irradiated samples, (B) control and X-ray irradiated samples.
DISCUSSION AND CONCLUSION
It is easy to notice that in the control cells the MTs do not evenly fill all the cell districts. The MT network seems to be more dense is some regions and, likewise, the percentage of MT-occupied areas varies when different cells are compared. Prior to cell fixation, if the cells were migrating toward a particular coverslip district, the MTs lattice and its web structure were constantly under modification and rearrangement. The observed variability is also due to the fact that we chose different cell morphologies to create a wider picture of the control cell MT distribution. Our analysis of the MT area occupancy revealed two findings correlated to the MTs distribution inside the cells. The first is connected to the MT density: the control and the proton-irradiated groups have the same MT area occupancy ratio, while cells irradiated with X-rays, show lower MT density values. Nevertheless the ANOVA test did not reveal any difference between the groups and, if any difference existed, a larger number of samples would have been needed in order to improve the statistical power of the test.
The second aspect is linked to the MTs distribution between control and irradiated groups. The Tukey test for the peripheral occupancy ratio indicated a significant difference between control and irradiated groups and no difference between the irradiated groups. The control indicates that the MTs are more concentrated into the central part of the cell while the irradiated groups exhibit a substantially constant density throughout. Proton and X-ray irradiations might have damaged, either directly or indirectly, the cMTOC pushing the cells toward a reorganization of the cMTOC sites. Cell cycle progression and cellular differentiation are associated with a significant loss of centrosomal activities as well as its MTOC properties. As a consequence the reorganization of microtubules into non-centrosomal arrays is mandatory for cell life [30, 31]. A change in MT distributions, in particular in the case of proton-irradiated samples where the MT density did not change, could be a sign of MT severing or reorganization.
Concerning the MT curvature results and considering only curvatures higher than 0.92 rad/μm, we observe a significant difference between control and irradiated groups, with a significantly higher pw curvature median value. Because the curvature is strictly connected to the external mechanical stress and to the Young’s modulus, these differences need to be investigated in detail in order to better understand the reasons why they occur. Higher compression could be a cause in the case of proton-irradiated cells, where the MTs density in that region is higher with respect to the control group. However this does not explain X-ray data, where the density is lower. Higher curvature could be a sign of change of the Young’s modulus due to a modification of the intrinsic MT proprieties or an alteration in the MT surroundings, for example because of the presence of proteins binding to the MT molecular structure [32]. At this point, there could be many a speculation about the biological explanations for these findings also because many questions are still open [33].
In conclusion, results show that MTs respond in a similar way in the case of proton and X-ray irradiation, both in terms of MT peripheral occupancy and in terms of the change of MT curvature. Nevertheless, a larger number of cells is needed to create clearer statistical insight into MT total occupancy after X-ray or proton irradiations. Because of the MT dimensions, that are comparable with DNA, and given the self-repairing and self-healing capabilities of MTs, MTs could be a promising biological target for IRs. Unlike DNA, which is located in the nucleus of the cell, the MT network is distributed throughout the cell therefore it can be an indicator of possible damages that may occur alongside the cell edge as well as in the area near the nucleus.
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Ion beams passing through lung tissue show more pronounced energy straggling than expected for solid materials of the same thickness. Energy straggling in active scanning particle therapy can enlarge the pencil beam Bragg peaks in-depth as well as displace them, deteriorating the dose coverage of a target within the lung. While this is not yet considered in any known treatment planning system, we implement a mathematical model to be used for treatment planning, using TRiP98, which relies on a deterministic pencil beam algorithm. Through a randomization process based on a continuous Poisson probability distribution, the HU values of lung voxels are replaced with a modified value in successive iterations. The beam-modulation effect of the lung can thus be taken into account in treatment planning by recalculating the dose n times for n randomized CTs using the raster scan file of a plan that was optimized on the nonmodulated CT. The evaluation follows by averaging the resulting n dose distributions and comparing to the corresponding nonmodulated dose distribution, attending at dosimetric indices and dose-volume histograms. In this work, the functionality of these routines was tested for proton and carbon ion plans for two selected lung cancer patient cases with deep-seated tumors, showing that, with existing standard tools, it is possible to calculate the beam-modulation effect of the lung in TRiP98 in a transparent way. Variable model parameters, such as modulation power, voxel size and density voxel selection range, were evaluated. Furthermore, a systematic study for spherical geometries in a lung tissue CT cube is presented to investigate general trends.
Keywords: ion beam therapy, particle therapy, proton therapy, lung cancer, treatment planning, pencil beam scanning
1. INTRODUCTION
With the dose deposited locally in the energy-dependent narrow Bragg peak (BP) after which little-to-no-dose is given, particle therapy offers potentially more conformal treatments, as compared to photon irradiation, with improved normal tissue sparing. In particular with the pencil beam scanning method, where the lateral beam displacement is done by magnets and the range of each BP is changed by modulating the beam energy, a more conformal dose delivery, with fewer field directions, can be achieved compared to photons [1, 2].
Due to the porous nature of the lung, ion beams passing through a lung (or lung substitute material) show a more pronounced energy straggling than for solid materials [3, 4]. A substantial broadening of the BP shape has been found when irradiating lung tissue [5, 6]. So far, current treatment planning systems (TPS) assume no additional BP broadening due to tissue heterogeneities. Ordinary planning CT images cannot capture this beam-modulation effect of the lung since the CT voxel size spatially undersamples the microscopic lung alveoli. However, the beam-modulation effect of the lung could be of clinical relevance for lung tumor treatments, which motivates this study. If this broadening effect is not taken into consideration, it can potentially lead to an undesired inhomogeneity in the dose distribution, underdosage of the planning target volume (PTV) and overdosage of the healthy surrounding normal tissue, especially in the distal region close to the PTV [3, 7].
Through the use of a 3D printed binary voxel model (the voxels in the geometry are either composed by air or by the printing plastic material) the BP degradation of lung irradiation for protons has been shown to cause for initial beam energies of 140 and 200 MeV an increase of up to 60% for the 80–20% distal beam fall-off as compared to the unperturbed reference curve [5]. Using a similar binary voxel model, a mathematical method for estimating the broadening effect of a porous material has been developed [4, 6, 8]. The degree of this broadening depends on the average size of the microscopic structures as well as on the material density and thickness. For materials with a fine ([image: image]500 μm) and homogeneous microscopic structure, the BP enlargement has been shown to be well-described by a modulation of the unperturbed reference Bragg curve for water with a normal distribution and its sigma as a parameter for the strength of the modulation effect.
Treatment planning studies investigating the effects on the dose uncertainties in treatment plans of lung cancer patients are limited to a few published works. Flatten et al. [9] investigated the effects of the BP degradation in proton beams by using CT phantoms with spherical targets of variable sizes placed at different depths in the lung. The lung modulation has been implemented in the TOPAS Monte Carlo tool [6] using sets of modulated DICOM images. It was shown that the underdosage of the target volume, due to the BP degradation, increases with an increasing depth of the tumor in lung and a decreasing tumor volume. In a further study by the same group [10] the effects were investigated on proton treatment plans of lung cancer patients. It was found that the maximum underdosage of the target volume due to the BP degradation was in the order of 5% while the average underdosage was roughly 2%. In another study [11] the effects on clinical treatment plans in proton beams were investigated using an analytical approach: Instead of using sets of modulated DICOM images and Monte Carlo tools, the pristine proton BPs were convolved using the MatRad toolkit [12] with several superimposed normal distributions of sigma values defined by certain modulation power values of the lung tissue. The underdosage of the target volumes was comparable to the results from Baumann [6]. However, to the best of our knowledge, there are no studies investigating the modulation effects for treatment planning with carbon ion beams. For carbon ion beams a more pronounced modulation effect is expected, because of the much sharper carbon BPs compared to protons. The lack of a carbon ion TPS for carbon ion beams that can calculate the lung modulation effect was a main motivation for this work.
To take the lung modulation effect into account directly, the CT resolution is crucial [5]. The resolution of a clinical CT image used for treatment planning is typically around 1 mm but the biological porous structure of the lung leading to the modulation is in the μm range. To work with CTs with μm resolution, assuming such images can be obtained, would lead to an impractically large data array and time increase in the handling of the DICOM data. The method presented in this work bypasses this problem.
The aim of the present work is to show that, with existing deterministic pencil beam dose calculation algorithms like the one in TRIP98 [13–15], it is possible to calculate the beam-modulation effect of the lung tissue. Here the term, “deterministic” applies to dose calculation algorithms with analytical functions that describe a 3D pencil beam dose distribution and deliver reproducible results without random seeds. TRiP98 is a treatment planning system that was developed for research and patient treatment at the Helmholtzzentrum für Schwerionenforschung, Darmstadt, Germany (GSI). It was used to treat 440 patients during the GSI pilot project. The basic algorithms and the pencil beam model of TRIP98 were implemented into the carbon ion planning module of the Siemens Syngo PT TPS [16] that is currently used at the ion beam facilities in Heidelberg (HIT), Marburg (MIT), Shanghai (SPHIC) and Pavia (CNAO). Although we are using a deterministic pencil beam dose calculation, the results of the procedure cannot be considered entirely deterministic because the sampling of the HU values is done with random functions.
The beam-modulation effect calculation is done by implementing a mathematical model based on a continuous Poisson probability distribution within the open-source PyTRiP tool [17]. Through a randomization process, the HU value of each selected lung voxel is changed into a modified value. The lung beam-modulation effect on patient treatment plans can then be estimated by recalculating the dose n times for n randomized CTs, using raster scan files for plans optimized on nonmodulated CTs and afterward averaging the n dose distributions. Thus the result can be compared to the corresponding nonmodulated dose distribution. Using spherical PTV geometries and two selected patient cases, we evaluated a number of different model and planning parameters to show their respective relevance in terms of PTV coverage deterioration as a result of the lung modulation effect for carbon ion as well as for proton plans.
2. MATERIALS AND METHODS
2.1. Treatment Planning System TRiP98 and Python Package PyTRiP98
All treatment plans were calculated using the ion TPS TRiP98 [13–15].
In former studies [18, 19], facility-specific baseline data, including depth-dose distributions and lateral profiles, were generated with SHIELD-HIT12A [20] for both carbon ions and protons.
PyTRiP [17, 21] is an open-source python package for, among other purposes, facilitating the work with TRiP98 and with TRiP native files. PyTRiP can import, export, convert and modify such files and execute TRiP98 locally or remotely. PyTRiP enables scripting large parameter studies of treatment plans and more advanced and automatized (programmable) manipulation than what a commercial TPS usually allows. PyTRiP handles the CT and planning contour files, as well as dose cubes from calculated plans and permits extensive manipulation on these objects, making it possible to randomize n CTs, recompute a plan on each of them and average all the calculated dose cubes.
The presented concept follows Baumann et al. [6] but is done in a fully automated and integrated environment and works for a standard pencil beam algorithm.
2.2. Mathematical Implementation of CT Randomization
For each investigated planning case, first a treatment plan on the unmodified planning CT is calculated, producing a raster scan file for each case. Afterward, a dose recalculation, using these raster scan files, is done n times following the mathematical method described below. This is based on the “binary voxel model” for porous targets, where the target is divided into high and low density voxels, which each traversing particle will hit with probabilities of p and (1-p), respectively, [4, 6]. The probability for hitting k voxels with high density is thus given by a binomial distribution, which, for a large number of voxels, can be approximated by a normal distribution. While this normal distribution can be subsequently used to modulate the individual PBs, here we will modify the CT voxels of a certain volume of interest (VOI), in this case the ipsilateral lung VOIlung.
First the tissue density in each voxel of the CT image is calculated using the standard HU conversion table of TRiP98. Then, the voxels of VOIlung (within a user-defined density range [image: image] from [image: image] to [image: image]) are selected and defined as the voxels to be modulated. The modulation power Pmod as defined prior is a good estimation for the strength of the lung modulation effect [4, 6, 8–10] and given as a second user-defined input parameter:
[image: image]
with σ being the Gaussian sigma from the normal distribution and t the mean water-equivalent path length. The larger the value of Pmod, the broader the BP and the wider its distal fall-off.
Both parameters [image: image] and Pmod are discussed in more detail below and are investigated within this work.
The water-equivalent voxel length t = [image: image] is then calculated for each individual voxel, where d is the voxel size and [image: image] is the water-equivalent density of the given voxel. For the case that the beam is parallel to one of the three CT axes, d is simply assigned as either [image: image], [image: image], or [image: image], being the voxel length in the x-, y- and z-directions, respectively. If the beam direction is oblique, then the intersection lengths through each voxel can differ much from each other. We found that for our model, d can be well described by:
[image: image]
where n = ([image: image], [image: image], [image: image]) is the normalized direction vector parallel to the beam. This formula approximates the mean-quadratic length divided by the mean length of the intersection pieces, (averaged over many shifted beams and voxels) and was tested with a simple ray-tracing program.
In each of the n runs the following procedure is performed for all selected lung voxels. The water-equivalent path length through the voxel is randomized corresponding to [image: image]. The first approach would be a sampling by a Gaussian distribution with a width σ = [image: image] around the water equivalent density [image: image] of the individual voxel. However, such a Gaussian density distribution, for voxel sizes in the millimeter range, has a relevant contribution in the negative range (for details, see Ref. 6), which must be corrected by an adapted distribution with a singular weight at [image: image] = 0. This is in accordance to the above mentioned binary voxel model and the corresponding Poisson distribution [image: image], which describes the discrete probability distribution for hitting n non-void voxels when traversing a row of the binary voxels. However, since a discrete Poisson distribution cannot be applied here, a continuous Poisson distribution for the water-equivalent thickness [image: image] was chosen instead:
[image: image]
[image: image]
The delta-Dirac function [image: image] adds the aforesaid singular weight for [image: image] = 0 (Figure 1). The gamma function replaces the factorial function normally occurring in a non-continuous Poisson distribution for non-integers in order to generalize the formula into the continuous Poisson distribution. The distribution parameters, δ, λ and [image: image], depend on the nonmodulated values t and the modulation power [image: image]. The dependencies were calculated for 30 different values for [image: image], from 0.1 to 0.8 mm, and for 40 different t values, from 0.1 to 2.0, and interpolation between the matrix elements in these pre-calculated matrices were used to obtain other values. The mathematical principle behind these calculations are given in the subsection below.
[image: Figure 1]FIGURE 1 | Histogram of the WEPL voxel values in the beam direction of the original CT (t values in blue) and after application of the randomization voxel modulation routine ([image: image] values in green) for (A) patient P1, and (B) P2, with respectively large and small PTV sizes (for details, see patient selection subsection). The bins at [image: image] = 0 for the modulated functions are divided by 10 not to dilute the plot. VOIlung was equal to all voxels in the ipsilateral lung, meaning no [image: image] parameter value was used.
For the density sampling of the individual voxels with an initial density [image: image] and (mean) size d the following density distribution is then applied:
[image: image]
At the end HU([image: image]) for all selected voxels are found using the previously loaded lookup-table and a final randomized (henceforth called “modified”) CT, usable in TRiP98 for dose computation, is obtained. By recalculating the dose n times on n different modified CTs and averaging these n dose cubes, one obtains a dose distribution that takes the beam-modulation effect of the lung into account. This can then be compared to the original plan dose distribution.
In comparison to the previous work [6], where [image: image] was individually optimized as a discrete function for each density value and each [image: image], the method presented here is much faster and can be easily reproduced with the provided tables [22]. By simultaneously calculating on 24 CPUs, for n = 100, the whole recalculation procedure lasted 15–20 min when using the TRiP dose calculation algorithm “all-point” and 50–100 min when using the more complex “multiple scattering” algorithm [23].
2.2.1. Calculation of the Poisson Distribution Parameters
The mathematical principle for the calculation of the tables of the Poisson distribution [image: image] parameters [image: image], [image: image] and [image: image] is that these parameters were adapted such that when folding [image: image]N times by itself, the resulting distribution best fits the Gaussian distribution for the total path length [image: image] and [image: image]:
[image: image]
N is chosen as a value large enough (typically 10), that the contribution of the negative part of the Gaussian distribution (right term in Eq. 5) becomes negligible. The idea behind this concept is that [image: image] substitutes the Gaussian distribution, avoiding non-physical negative contributions for the density distribution in the single voxels. The tables for [image: image], [image: image] and [image: image] and the scripts for their calculation can be downloaded from Mendeley [22].
2.2.2. Benchmark With an Analytical Convolution
Our PyTRiP routine was tested against our well-established analytical convolution method [6] (which has been confirmed experimentally [4, 8]) for 130 and 230 MeV/u carbon ion beams. For this test we used n = 60, Pmod = 0.500 mm and [image: image] from 0.1 to 0.5 g/cm3 to calculate the modified doses. A lung tissue cube with constant HU of −741 HU [24] and a length of 15 cm in the beam direction was placed within a water phantom, starting at 3 cm water phantom depth z. For each depth value z of the modulated curve the pristine depth-dose curve (in water equivalent scale) was individually convoluted by a Gaussian filter, with a σ-value given as (t[image: image]Pmod)1/2, where t is the water equivalent thickness of the lung tissue in the beam path up to the depth z.
The comparisons of the Bragg curves can bee seen in Figure 2. The agreement between the analytical curves and the curves from our PyTRiP routine is clearly seen.
[image: Figure 2]FIGURE 2 | Modulation effect of the lung tissue for a 130 MeV/u (left) and a 230 MeV/u (right) carbon ion beam. The curves compare the analytically modulated Bragg curves (blue) vs. the Bragg curves modulated by PyTRiP (red) for a 15 cm lung cube starting at 3 cm inside a water phantom.
2.2.3. Lung Voxel Selection Range
When selecting the VOIlung voxels to be randomized, instead of using all voxels in the lung, we implemented a voxel selection by a user-defined density range [image: image]. By using all lung voxels, one would end up modulating a case-specific variable number of non-porous voxels such as massive vessels.
We adopted values of [image: image] from 0.1 to 0.5 g/cm3 using experimental data from an inflatable pig lung set-up [4, 6, 8] and visually analyzing the CT slices of our two patient cases and the density values of different structures observed within the lung. It is assumed that voxels within this range are lung voxels as well as any edge voxel that consists half of air and half of tissue. Both of these can lead to a modulation effect. In addition to this preselected range, we evaluated the effect on the patient plans when varying [image: image].
2.3. Study of Spherical Planning Geometries
For a systematic analysis of the modulation effect as a function of the isocenter depth [image: image] (placed at the PTV center) and the target size, plans for simulated spherical geometries were calculated for carbon ions. The spheres, composed of water, were placed within a cubic CT phantom, containing only voxels with a constant single Hounsfield unit value of −741, representing the lung environment [24].
First, a sphere of a constant 17 mm radius was placed at variable [image: image] values of 40, 70, 100, 125, 150, 175, 200, 225, 250, and 260 mm. Second, spheres with variable radii, from 8 to 15 mm in steps of 1 mm, from 17 to 25 mm in steps of 2 mm, and of 28 mm, were placed at a constant [image: image] = 100 mm.
For the sphere planning study, n = 100 and Pmod = 0.400 mm were used and all lung voxels were taken into account for the modulation. All plans were single field plans with the beam parallel to the z-axis. A 2 × 2 mm2 lateral grid, a 3 mm depth step size and a lateral contour extension of 0.7[image: image]FWHMiso were used. All plans where optimized for the physical dose with the “ap”-algorithm. At [image: image] = 40 mm, a 4 mm bolus was required.
2.4. Patient Selection and Planning
Two lung cancer patient cases, henceforth called P1 and P2, with different PTV volumes VPTV and locations were selected. They were originally treated with photons at the university hospital in Marburg. For P1 the PTV is deep-seated and located close to the spine, whereas the PTV for P2 is centrally located. For both cases, the tumors are not close to the thorax wall, as some distance in the lung is required for the degradation effect. The PTVs were sufficiently small as to not drastically decrease the lung volume to be modulated. The isocenter slice of both patient geometries, P1 and P2, is given in Figure 3, showing for each patient case the PTV position and an exemplary dose distribution calculated on the non-modulated CTs.
[image: Figure 3]FIGURE 3 | Patient geometries and nonmodulated carbon ion dose distributions for a horizontal beam for P1 (left) and P2 (right). Shown here are the isocenter transversal slices. The arrows indicate the four different field angles used in this work. The PTV contours are shown in dark blue.
Multiple plans for each of the two patients were created for protons as well as for carbon ions, focusing on the latter. For each nonmodulated case (planned on the nonmodulated CTs), planning parameters such as raster scan grid size, energy step size and optimization margins yielding the best PTV coverage with respect to dose conformity and target homogeneity were found by iterations. For the nonmodulated plans the planning objective was to deliver at least 95% of the prescribed dose to 98% of the PTV [25]. All plans were 1- or 2-field plans and optimized for physical (absorbed) dose. For the carbon ion cases, a 3 mm thick ripple filter was applied to broaden the BP, as is routine in the clinic [26].
Coplanar fields were used for the study. In order to have data with beams traversing different distances through the lung tissue [image: image], variable field angles were chosen. For the carbon ions, a horizontal field direction at 0° as well as −45°, +45° and +90° to horizontal were selected. For carbon ions dual-field plans with 0° and +45° field angles and with 0° and +90° field angles were calculated as well. For protons 0°, −45°, and +45° to horizontal was used for P1 and 0° for P2. The 0° and +45° options match the fixed beamlines at the Marburger Ionenstrahl–Therapiezentrum and Shanghai Proton and Heavy Ion Center. Some of these field directions might not be clinically relevant, since sensitive structures and long distances through the lung are typically avoided, but were included here for investigative purposes. Table 1 shows the [image: image] for the investigated field angles and the VPTV values. The [image: image] values were estimated as the distance starting from the surface of the lung to the isocenter, placed in the middle of the PTV, along the central path of the beam. The VPTV values were given by TRiP.
TABLE 1 | PTV volumes VPTV and estimated travel distances through the lung to the isocenter [image: image] for both patient cases.
[image: Table 1]For protons, the “multiple scattering” algorithm was used for optimization and dose calculation, which considers the broadening of the beam as a function of patient depth [15]. For the carbon ion plans the much faster “all-points” algorithm, which is considering only all neighboring raster beam spots that may contribute to a given voxel [15], was used as this is normally sufficient for carbon ion plans [27]. Although comparisons between carbon ion plans with the two algorithms showed a slight difference in the plans (data not shown), the relative coverage difference between a modulated and nonmodulated dose distribution when comparing the algorithms was, even in the worst case, less than 0.5 percentual point (pp).
In addition to the main study, we calculated for the patient case P1 a range of carbon ion plans with lateral contour extensions from 0.6[image: image]FWHMiso to 1.2[image: image]FWHMiso in steps of 0.1, and for each of these with beam spot spacing of 2 and 3 mm and depth steps of 2 and 3 mm. A coplanar horizontal field was used for all plans. Dose distributions, calculated on the original CT, were compared to modulated doses with Pmod = 0.400 mm and [image: image] = 0.1–0.5 g/cm3. The goal was to estimate the influence of the planning parameters on the relative difference in PTV coverage between the nonmodulated and modulated dose distributions.
2.4.1. Evaluation of the Parameters of the Lung Modulation Model
For the patient cases, the model parameters n, d, Pmod and [image: image] were evaluated.
The parameter n was evaluated for values of 24, 48, 72, 100, 120, 150, 200, and 400. For Pmod, we chose 0.300, 0.400, 0.500, and 0.600 mm, as our former works show that realistic values of Pmod lie below 0.600 mm. For the treatment planning cases with oblique fields for P1, plans with three different values of mean voxel length d were calculated: One following Eq. 2 yielding d = 0.8439 mm, one using the unchanged length of the voxel d = [image: image] = 0.9473 mm, and the last value was obtained using the maximum diagonal length through the voxel calculated with trigonometry as d = [image: image][image: image] = 1.339 mm. The parameter [image: image] was evaluated by changing the maximum and minimum density value. We evaluated plans with [image: image] of 0.2–0.4, 0.2–0.5, 0.1–0.3, 0.1–0.4, 0.1–0.5, 0.0–0.5, 0.0–0.8, and 0.1–0.8 g/cm3 and additionally ran calculations modulating all lung voxels.
After the parameter study was done, selected values of these parameters were then used throughout the paper: n = 100, [image: image] = 0.1–0.5 g/cm3, Pmod = 0.400 mm and d corresponding to Eq. 2.
2.4.2. Plan Evaluation
PTV coverage, dose homogeneity and planning conformity were used for dosimetric plan evaluations. In each patient case, the doses to lung, spinal cord, trachea and heart were compared between nonmodulated and modulated dose distributions. V95%, being the volume receiving at least 95% of the prescribed dose, was used for evaluating the PTV coverage. The homogeneity index (HI) and the conformity index (CI) were defined as:
[image: image]
[image: image]
where V95%pi is the volume within the patient receiving 95% of the prescribed dose.
3. RESULTS
In general, the coverage and dose homogeneity of the PTVs were found to be worse for the modulated doses compared to the dose distributions calculated on the original CTs. This leads to a PTV dose overestimation by the TPS. The change in dose homogeneity was mainly due to a change in the minimum dose D98%. As expected, the relative difference between the modulated and nonmodulated dose distributions increases for larger values of Pmod.
For [image: image]72 to 400 the dose distribution for the modified plans only changes with maximum 0.1 pp in V95% and D98%, while D2% remains constant. We adopted the value n = 100 throughout the rest of the work.
3.1. Spherical Geometries
Figure 4 summarizes the results for modulated and nonmodulated dose distributions calculated for the spherical targets with 17 mm radius in a lung tissue CT cube. In Figures 4A,B), the DVHs for the nonmodulated and modulated dose distributions are shown for 6 different [image: image] values. In Figure 4C, V95% as a function of [image: image] is plotted for both the nonmodulated and modulated dose distributions and the differences between the corresponding pairs of values of the PTV coverage are shown in Figure 4D. Figure 4D shows a clear linear dependency of the relative difference in coverage as a function of [image: image].
[image: Figure 4]FIGURE 4 | A),(B) show selected DVHs for a spherical PTV with a 17 mm radius at 6 different isocenter depths [image: image] for carbon ion plans on the non-modified CT (full lines) and for the same cases but for 100 summed dose cubes on 100 modified CTs with Pmod = 0.400 mm (dashed lines). (C) The PTV V95% for all non-modulated and modulated cases for 17 mm PTV radius and variable [image: image]. (D) The relative difference in PTV V95%, i.e., the difference of the two curves represented in subfigure (C).
In Figure 5A, the V95% values for plans with [image: image] = 100 mm and variable PTV radii are shown. The relative difference in V95% between the nonmodulated and modulated dose distributions is given in Figure 5B. In general the larger the PTV volume the better the coverage for both the nonmodulated and modulated dose distributions with an approximated exponential decrease of the relative coverage difference with PTV radius.
[image: Figure 5]FIGURE 5 | (A) The PTV V95% for the non-modulated and modulated cases for spherical PTVs with variable radii at [image: image] = 100 mm with Pmod = 0.400 mm. All plans are for carbon ions. (B) The relative difference in PTV V95%, i.e., the difference of the two curves represented in (A).
In both cases of Figures 4C, 5A, some outliers can be seen in the individual V95%-curves. Importantly, they occur for both the nonmodulated and modulated case, leaving their relative difference consistent. This is to be expected as the “modulated plans” are dose recomputations of the nonmodulated ones. Similar curve shapes were seen when using other coverage indices, as for example V90%, V80% or the mean dose (data not shown). One deviation from the smooth tendency that can be easily explained is the very superficial case at [image: image] = 40 mm. Here, there is very little lung tissue in front of the PTV, resulting in a marginal difference between the nonmodulated and modulated dose distributions. Additionally, due to the low beam energies required at such low depth, a 4 mm bolus was applied, which might lead to an inferior coverage independently of the lung modulation effect.
3.2. Patient Plans
Dosimetric indexes V95%, D98%, D2% and dose homogeneity HI of the carbon ion patient plans are presented in Table 2 (for P1) and Table 3 (for P2) for the nonmodulated cases and for the recalculated modulated dose distributions. The planning cases for P2 for [image: image]45° field angles have been omitted due to not fulfilling the planning objectives. In Table 2, dosimetric indices are additionally given for the three different values of d used for the oblique beam cases. Dosimetric indexes for the proton patient plans are given in Table 4 for both patient cases.
TABLE 2 | Dosimetric indices for carbon ion treatment plans for P1 with [image: image] of 0.1–0.5 g/cm3 and different planning parameters.
[image: Table 2]TABLE 3 | Dosimetric indices for carbon ion treatment plans for P2 with [image: image] of 0.1–0.5 g/cm3 and different planning parameters.
[image: Table 3]TABLE 4 | Dosimetric indices for proton treatment plans for P1 and P2 with [image: image] of 0.1–0.5 g/cm3 and different planning parameters for each for the two patients.
[image: Table 4]DVHs for PTV, trachea and lung in the nonmodulated and modulated dose distributions in selected one-beam plans for P1 (horizontal and oblique beams) and P2 (horizontal beam) are shown for carbon ions and protons in Figures 6, 7, respectively. No difference was found in the DVHs with and without lung modulation for the organs not displayed in these graphs. Zoomed plots for the DVHs of the PTV help to see the relative differences between nonmodulated and modulated dose distributions.
[image: Figure 6]FIGURE 6 | DVHs of relevant VOIs for [image: image]C plans on the non-modified CTs compared to plans on n = 100 plans summed for n = 100 modified CTs with different Pmod values. Three treatment planning cases are shown with P1 planned with a horizontal field as well as with one 45° to horizontal and with patient case P2 with a horizontal field. Plans were optimized and calculated for physical dose with a 2 × 2 mm2 raster scan size and a 3 mm depth step size.
[image: Figure 7]FIGURE 7 | DVHs of selected VOIs for proton plans on the non-modified CTs compared to plans on n = 100 summed modified CTs with different Pmod values. Three treatment planning cases are shown for P1 planned with a horizontal field as well as with one oblique field at +45° as well as for P2 with a horizontal field. Plans were optimized and calculated for physical dose with a 3 × 3 mm2 raster scan size and a depth step size of 3 mm P1 and 2 mm for P2.
As can be seen comparing Tables 2–4 and by comparing Figures 6, 7, the relative differences between nonmodulated and modulated dose distributions are larger for carbon ions than for protons, which can be attributed to the generally sharper carbon ion BPs. Actually, for all cases of the modulated proton plans for P1, the drop in V95% never compromised the planning objective of giving at least 95% prescribed dose to 98% of the PTV volume. Our conclusion is that the lung modulation effect is not very severe for proton treatment planning. This is in agreement with other findings [10, 11]. We focus on the carbon ions plans for further analysis due to the larger modulation effect observed for this particle type relative to protons.
Of all the displayed DVHs, only those corresponding to the trachea for the case P2 exhibit a slightly changed maximum dose when considering the lung modulation effect (D2% changes from 45.5% of the prescribed dose for the non-modulated plan to 38.9% for the case of Pmod = 0.600 mm). In the low dose region, the DVH for the trachea is slightly larger for the modified doses compared to the nonmodulated one. For example V20% = 7.3% of the prescribed dose for the nonmodulated dose compared to 10.4% of the prescribed dose for the dose distribution calculated with Pmod = 0.600 mm. None of these findings bear however a clinical relevance.
The dose to the lung displays minimal changes between modulated and nonmodulated dose distributions. Due to the generally smaller beam spot sizes of carbon ion beams, the ipsilateral lung could be better spared using carbon ions with approximately half the integral dose given to the lung compared to the proton plans. As an example, for P1, the V5% with a horizontal proton beam is 18.8% of the prescription dose compared to 8.9% delivered with carbon ions.
Due to the tumor location of the selected patients, far from critical organs (the spinal cord for example), we will focus on assessment of the changes in target coverage as presented in Tables 2–4.
In Figure 8 is shown the relative difference between the V95% of the nonmodulated doses and the modulated doses calculated for the values of Pmod = 0.300 mm (blue plots) and Pmod = 0.600 mm (green plots) as a function of the distance traversed through the lung [image: image]. The general trend of the sphere study, that a larger relative difference is seen for smaller PTV sizes, is present. However, that the relative difference is larger for a larger value of [image: image] is only partially confirmed. For P1, when comparing the single field plans at 0° and +45°, the relative differences between the nonmodulated and modulated dose distributions are larger for the +45° case. This is expected since at this angle the beam traverses a larger amount of lung tissue. However, the beam at 0° yields a larger relative difference than for −45° by a large margin, even for the lowest Pmod value, although [image: image] is slightly lower for the −45° setup. For the largest [image: image] value at +90°, a much smaller relative difference between nonmodulated and modulated doses are observed than for the 0° and −45° angles.
[image: Figure 8]FIGURE 8 | The difference in target coverage between the non-modulated doses and the doses calculated with Pmod = 0.300 mm (blue plots) and Pmod = 0.600 mm (green plots) as a function of the amount of lung traversed by the particle beam (see Table 1). Circles mark data for P1, squares mark data for P2. For the Pmod = 0.600 mm plots the matching field angles are shown. All plans are for carbon ions.
In the clinic, single field plans would rarely be used. Therefore, we also included selected few dual-field plans in the study. The dual-field plans are providing better and more conform target coverage, also for the nonmodulated doses and it can be seen that the drop in target coverage caused by the beam-modulation effect is slightly smaller for the dual-field plans relative to the nonmodulated ones.
3.2.1. The Effect of the Voxel Length d
As expected, and as can additionally be seen in Table 2, the relative difference between the plans with different values of d are significantly larger for the +45° cases where the particles traverse roughly twice the amount of lung tissue compared to the −45° cases. Also, it can be seen that the larger the value of Pmod, the more critical a variation in d becomes. However, even for +45° the largest decrease in V95% seen between d = 0.8439 mm and d = 1.339 mm is 2.9 pp. For −45°, the largest decrease is only 0.4 pp.
3.2.2. Selecting Modulation Lung Voxels
Dosimetric indexes for plans with Pmod = 0.400 mm and variable [image: image] values are listed in Table 5 for carbon ion plans and Table 6 for proton plans. Values for the nonmodulated cases are given for comparison.
TABLE 5 | Dosimetric indices for carbon ion plans for patients P1 and P2 and Pmod = 0.400 mm for variable values of [image: image].
[image: Table 5]TABLE 6 | Dosimetric indices for proton plans for patients P1 and P2 and Pmod = 0.400 mm for variable values of [image: image].
[image: Table 6]The same trends for V95% and HI as for [image: image] = 0.1–0.5 g/cm3 are seen. For protons, the dependency of the [image: image] parameter on the plans is generally much lower when compared to carbon ions, as the relative differences between modulated and nonmodulated dose distributions are generally lower for protons. In the case of the largest variation for the protons plans, there is a decrease in V95% of 1.4 pp when using the narrowest [image: image] of 0.2–0.4 g/cm3 compared to using all the voxels in the ipsilateral lung. There HI has an increase of approximately 43%. In comparison, for the carbon ions, the extreme case of P1 shows a decrease in V95% of 4.2 pp when comparing [image: image] = 0.2–0.4 g/cm3 with using all the voxels and an 58% HI increase. The less severe case of P2 shows for the same comparison a coverage drop of only 1.8 pp and a small HI increase of 16%.
Both of the extreme cases, [image: image] = 0.2–0.4 g/cm3 or no fixed [image: image], are unrealistic choices. For P2, the V95% values of the experimentally estimated [image: image] = 0.1–0.5 g/cm3 lie in between the values of these two extremes for both protons and carbon ions. For protons, this is also the case for P1. For carbon ions for P1, the difference in V95% from [image: image] = 0.2–0.4 g/cm3 to [image: image] = 0.1–0.5 g/cm3 is 1.7 pp, while for [image: image] = 0.1–0.5 g/cm3 compared to the case with no [image: image] limit is 2.5 pp.
3.2.3. Effect of Changes on the Planning Parameter Settings
Figure 9 shows a boxplot with outliers for coplanar horizontal field plans for P1 with variable planning parameters (see the materials and methods section). Nonmodulated and modulated doses, calculated with Pmod = 0.400 mm, are shown separately. All plans that in the nonmodulated cases had V95% below 98.0% or a CI above 2.5 were omitted from this study, as they did not fulfill the planning objectives.
[image: Figure 9]FIGURE 9 | A standard boxplot (median, 1. and 3. quartiles and whiskers including the outliers) for V95%, HI and CI data sets obtained for patient case P1 using a horizontal beam for non-modulated as well as modulated dose distributions for carbon ions. A set of variable planning parameters was used as given in the materials and method section.
It is seen how V95%, for the modulated dose distributions, varies more from a change in planning parameters. We observed that the better the nonmodulated plan was, in terms of PTV coverage and dose homogeneity, the smaller the relative difference between the nonmodulated and the modulated dose distribution.
For a small number of plans with specific parameter settings, the dose distribution was even improved by the lung modulation, in terms of PTV coverage and homogeneity. It was seen that, in some cases, it is possible to first calculate an inferior plan for the nonmodulated case, which due to the broader and slightly displaced BPs caused by the lung-modulation effect can result in a plan fulfilling the planning objectives for the modulated case. As an example, we show in Figure 10 DVHs for a plan calculated on patient case P2, for a non-modified case (solid lines) compared to the sum of doses calculated on 100 modified CTs (dashed lines). A horizontal field was used, with beam spot spacing of 3 mm, energy step 3 mm, and lateral contour extension 1.2[image: image]FWHMiso with values of Pmod = 0.400 mm and [image: image] = 0.1–0.5 g/cm3 for the calculation of the modulation effect. V95% = 97.7% and HI = 0.102 were found for the nonmodulated doses and V95% = 97.0% and HI = 0.061 were found for modulated doses, respectively. Although the values of the PTV coverage were similar for these two cases and slightly lower still for the modulated case, the HI value was reduced by one third after the modulation, as the much steeper fall-off for that DVH curve in Figure 10 also illustrates.
[image: Figure 10]FIGURE 10 | DVHs for proton plans calculated on patient case P2 for non-modified (solid lines) vs. sum of 100 modified CTs (dashed lines). The corresponding planning parameters and dosimetric indexes are given in the text.
4. DISCUSSION
The beam-modulation effect caused by the porous material of the lung results in a lower PTV coverage and dose homogeneity. This effect is clearly more pronounced for carbon ions than for protons, as the sharper the initial BP the stronger the modulation effect. The modulation effect is generally negligible in proton treatments, as compared to the other dose delivery and treatment uncertainties related to protons, which confirms the work of Baumann et al. [10]. Among such uncertainties are particle range uncertainties, patient setup errors, inter-fractional anatomy changes (e.g., weight loss, tumor shrinkage, etc.) and intra-fractional tumor motion. Additionally, TPS algorithms often have problems handling the air cavities and sharp density gradients present in the lung.
Using spherical geometries, we show that when 1) increasing the distance the beam travels through the lung tissue and/or when 2) reducing the PTV size, the effect of the beam-modulation increases. Both tendencies have been shown previously only for protons [9]. The latter effect fits the general knowledge that a good PTV coverage is more difficult to obtain for smaller PTVs when using broader BPs. For the non-modulated plans, the PTV coverage increases with an increasing depth, while for the modulated cases, the larger the depth of the target in the lung the larger the beam-modulation effect. This altogether yields the increasing relative difference with depth between the non-modulated and modulated dose distributions.
These trends were only partially confirmed for the patient cases. The systematic study on spherical target geometries represents a simplified scenario, while for patient cases there are many degrees of freedom and many further parameters in consideration, such as case-dependent planning parameters and much more complex patient geometries. The angle from which the beam comes might lead to a large change in the relative difference between modulated and nonmodulated dose distributions. Our conclusions are based on our limited number of planning cases, but in this work, a wider general test of the lung modulation model as well as the systematic study with spheres were prioritized.
The largest uncertainties in our model (and as an extension in any similar routine dealing with the lung modulation) lie in the parameters Pmod and [image: image]. As Pmod has been investigated in other works, we focused on [image: image], which has not been studied before. A too large [image: image] would mean that non-porous biological lung structures, such as massive vessels, are falsely taken into account as porous voxels and the calculated modulation effect would be slightly larger than the actual modulation. On the other hand, by choosing a too small [image: image] the modulation effect of the lung would be underestimated, which in particular for heavier ions can be important (as the effect is more pronounced for heavier ions as indicated in this work). We found that the upper limit might be more critical than the lower limit, since a too low upper limit would filter out too much porous lung material from the calculation. As long as the lower limit is kept within a reasonable value, which can easily be determined from CT voxel histograms, this value only marginally influences the modulation results. One should do at least a manual filtering of voxels containing visible big vessels and/or similar biological structures, which should not be modified.
Another, less important, parameter in the model is the voxel length d. For beam angles running parallel to the CT axis d is trivially the voxel length in that direction whereas, for any other angles, it must be calculated. The effect on the lung modulation of the value of d was found to be not so dramatic and only important when the distance through the lung traveled by the particles is large. We recommend using the tested formula, given in this work as Eq. 2.
The specifically chosen example shown in Figure 10 might indicate that, in some rare planning cases, an inferior dose coverage of the PTV can actually be improved by the lung modulation effect, although, in the large majority of cases, not taking the lung modulation effect into consideration in treatment planning is a net disadvantage for the patients.
The mathematical model described in this work could, in theory, be built into other TPSs too. We note, although, that the “future” of implementing the lung modulation into a TPS lies within MC codes when these will be coupled to treatment planning in a more general way. MC codes allow for on-the-fly modulation of the voxels during the actual treatment planning process and not by recomputing the dose on many different modulated CTs, followed by summing up the dose distribution to estimate the modulation effect. However, even with MC available, for the case that a deterministic TPS mode would still be opted for—for instance to calculate biologically effective dose with the Linear Effect Model (LEM) [14, 28]—the concept presented in this work is an appropriate option for recalculation of treatment plans and for assessment of the lung modulation effect. For carbon ion therapy, the authors estimate that TPS with deterministic pencil algorithms are assumed to remain still in clinical use in the next years. Additionally, deterministic TPS programs, like TRiP98 and matRad [11], will play an important role for educational purposes.
5. CONCLUSION
With existing standard tools, it is possible in a transparent and reproducible way, to implement and calculate the beam-modulation effect of the lung in a known TPS for particles. Our evaluation of two selected lung cancer patients is in line with previous results. For protons, the lung modulation effect is found to be negligible compared to other dose delivery uncertainties related to particle therapy treatments of the lung. For carbon ions, the effect is significantly more pronounced and cannot be ignored. The decrease in both PTV coverage and dose homogeneneity, caused by the modulation effect, could lead to underdosage within the PTV and to overdosage in the healthy normal tissue surrounding the PTV. Planning parameters and beam angles also have an impact on the relative difference between nonmodulated dose distributions and those taking the beam-modulation effect into account, caused by the porous nature of lung tissue.
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Secondary neutrons produced in particle therapy (PT) treatments are responsible for the delivery of a large fraction of the out-of-target dose as they feebly interact with the patient body. To properly account for their contribution to the total dose delivered to the patient, a high precision experimental characterisation of their production energy and angular distributions is eagerly needed. The experimental challenge posed by the detection and tracking of such neutrons will be addressed by the MONDO tracker: a compact scintillating fiber detector exploiting single and double elastic scattering interactions allowing for a complete neutron four-momentum reconstruction. To achieve a high detection efficiency while matching the fiber (squared, [image: image] side) high granularity, a single photon sensitive readout has been developed using the CMOS-based SPAD technology. The readout sensor, with pixels of [image: image] size, will be organised in tiles covering the full detector surface and will implement an autotrigger strategy to identify the events of interest. The expected detector performance in the context of neutron component characterisation in PT treatments delivered using carbon ions has been evaluated using a Monte Carlo simulation accounting for the detector response and the neutrons production spectra.
Keywords: neutron tracking, particle therapy, carbon ions radiotherapy, secondary radiation monitoring, SPAD technology
1 INTRODUCTION
Particle therapy (PT) is a modern technique of solid tumor treatment that exploits the energy deposit of charged light ion beams, highly localised in the target region defined as “Bragg-Peak,” to preserve the healthy tissues. The interaction of therapeutic beams with the patient, besides releasing the dose necessary to induce the tumor cells apoptosis, produces secondary particles (neutral and charged radiation and beam fragments) whose contribution to the total dose is generally negligible. However, secondary neutrons can deposit an absolute nonnegligible energy in and out of field even far away from the target volume (voxel) as they are weakly interacting with the patient's body [1 2]. Their contribution has hence to be taken into account with the highest possible precision when performing the treatment plan optimisation and evaluating the dose absorbed by the organs at risk. To this aim, a high precision experimental characterisation of the secondary neutron spectra and fluxes is eagerly needed.
So far, the experimental attempts have been focused on measuring the total neutron production yields and energies, regardless of their production points summing up all the contributions coming from different production processes. To separate the secondary neutrons, produced directly from the beam interactions with the patient, from the ternary neutral component generated in the iterative interactions of fragmentation products with the treatment room and the patient itself, a tracking detector would hence be needed. Tracking the primary neutrons produced by the PT beam interactions with the patient tissues, which have energies of hundreds of MeV, is extremely challenging from the experimental point of view.
The MONDO tracker [3, 4] was designed, as a primary goal, to provide such capability for these ultrafast neutrons and to this aim exploits the detection single (SES) and double (DES) (consecutive) elastic scattering interactions. The detector is made out of a compact matrix of thin plastic scintillating fibers, assembled in orthogonally oriented layers, and has a total size of [image: image].
The tracker layout has been optimised to ensure a detection efficiency of the order of [image: image] and [image: image] for SES and DES events, respectively. The details on the fiber choice (squared fibers with [image: image] side), the implemented layout, and the related readout performed using the SPAD technology have been already presented elsewhere [5]. The final tracker will be realised with the same technique previously described by means of a constant step motorized system able to weave a single plane of fibers. Fibers of the same layers are then glued together, dropping a small quantity of glue in fiber interspace. Between each plane, a [image: image] aluminized Mylar foil will be placed in order to prevent the intralayer crosstalk.
The readout sensor will be able to cover the full detector area, providing the necessary spatial resolution (matching the fiber granularity) and detection efficiency. An autotrigger algorithm will be implemented using a two-level strategy (at pixel and chip level), allowing a significant combinatorial background reduction, while keeping a very high efficiency for signal events [6].
The strategy to evaluate the tracker’s expected performance when detecting monoenergetic neutrons originating from a point-like source has already been discussed in detail elsewhere [7]. In this contribution, we present the evaluation of the expected performance using a detailed MC simulation of the neutrons production during a carbon ion PT treatment. The MC simulation was implemented using an accurate description of the detector geometry and accounted also for the trigger strategy.
The pixel size has been chosen in order to oversample the fiber; however, a fiber-pixel coupling is not expected to be possible, as the size of the fibers can range with a tolerance of about [image: image]. Calibration would be performed before operating the final detector. In order to take into account the nonperfect match between pixel and fibers, a fiber/pixel misalignment of [image: image] in both directions has been introduced in the simulation.
At present time, the Mylar foils and the glue are not included in the MC simulation.
The simulation was used as the basis for the background rejection algorithm development and to evaluate the performance of the fragment energy measurement strategies (for both partially and fully contained tracks). In this work, the elastic scattering event selection was performed exploiting MC truth information: protons emitted from single and double elastic scattering are selected using an elastic flag that identified the events. The secondary neutron spectra expected from a carbon ion beam impinging on a PMMA target have been used to evaluate the detector neutron tracking performance in a PT case scenario.
In the following, we present the simulation details, and we report the expected detector performance, in terms of both back-pointing resolution and efficiency.
2 MATERIALS AND METHODS
To evaluate the expected performance of the MONDO neutron tracker in a clinical environment, an MC simulation has been used. In the following, we describe the procedure used to evaluate the detector performance and the details about the simulation configuration.
The MC simulation studies discussed in this manuscript, used to evaluate the expected performance of the MONDO tracker in the context of PT applications, are based on the FLUKA code (FLUKA 2011.2c) [8, 9]. In particular, the study presented hereafter aimed at the evaluation of the detector backtracking efficiency and energy resolution.
The back-pointing performance is crucial in order to discriminate the scattered neutrons coming from the target and the ones produced by subsequent interactions with the treatment room environment. The latter contribution is an unavoidable background when using traditional, nontracking, neutron detectors. In this case, only the overall neutron production can be measured. Instead, by using a tracking detector like MONDO, it is possible to measure the neutron flux disentangling the different components. The precision achievable on the neutron production point plays a crucial role in this task. For this reason, an MC simulation has been set up to evaluate the MONDO potential in detecting the emission point of the neutrons produced by PT hadron beams (e.g., p or 12C). The neutron production induced by a hadron beam is represented schematically in Figure 1. MONDO is a compact, movable detector and can be placed in different positions and at different angles with respect to the neutron production point. In this way, it is possible to reconstruct neutron production fluxes as a function of the emission angles. Moreover, the irreducible background of ternary neutrons produced from secondary interactions with patients and with the treatment room can be identified and rejected, thanks to the tracking capability of the detector. The distance between detector and neutrons production source (e.g., the fraction of solid angle) will be adapted to the specific treatment room and chosen beam rate. Assuming that the tracker is used to study the neutron production induced by PT beams, different strategies in the data analysis can be pursued depending on the experimental conditions. It is possible to exploit the reconstruction of single elastic scattering events (SES), assuming that the production point is known when studying the beam interactions with a thin target. Whenever the production point is not known (as in the case of PT applications), it is however possible to perform the full reconstruction of double elastic scattering events (DES) and measure the neutron four-momentum disentangling the primary and secondary radiation components. In Figure 1, a schematic representation of a DES event reconstruction is shown, showing the principle behind the neutron emission point measurement.
[image: Figure 1]FIGURE 1 | Schematic representation of the detection of a DES event in MONDO for a neutron produced in a target by a particle therapy beam. The beam (p or 12C) interacts with the target (e.g., patient tissues or material placed on the beamline) producing neutrons detectable in MONDO. The neutron emission point can be measured once the neutron four-momentum reconstruction is performed and the relative position of the detector and the target is known.
A detailed description of the detection strategy of how SES and DES can be used to measure the neutron characteristic is discussed elsewhere [4, 10]. In the following, the two-step approach adopted in the simulation to specifically reproduce the conditions expected in the PT environment is discussed.
Firstly, the expected neutron spectra, produced in PT treatments, have been obtained by means of a dedicated MC simulation. The energy of the neutrons produced by the interactions of 12C ions of 200 MeV/u energy with a PMMA phantom (volume: 10 × 10 × 20 cm3) has been obtained. The primary ions were shot at the center of the entrance phantom face (x and y planes), along the z-axis.
The second step has been the study of the interaction of such neutrons with the detector in a simplified setup: neutrons with the proper energy spectra (obtained in the previous step) have been generated, assuming a point-like source placed [image: image] away from the detector. The neutrons were shot along the z-axis in the detector center, while the entrance face of MONDO lies in the x and y planes.
The MONDO tracker layout used for the simulation has been optimised for the reconstruction of neutrons produced in PT applications [4]. The simulated detector has 800 layers of [image: image] fibers made of plastic scintillating material, x-y oriented, for a total size of [image: image].
The response of the MONDO detector has been carefully included in the simulation to evaluate the resolution on the neutron energy and direction reconstruction, for both SES and DES events. The interactions of all the particles with the fiber matrix have been recorded by FLUKA and the details in the conversion of the collected light, at the fiber output, and the number of pixels that had an over threshold signal have been obtained.
The SPAD-based readout, described in Ref. 5, has been implemented in the simulation allowing us to test the reconstruction algorithms starting from the information provided in terms of pixels that have a signal over the threshold when a particle interacts with the corresponding fiber. The readout response has been simulated in an external dedicated code that uses as input the energy release in the fibers and processes this information following the measured performances [6]. When a scintillating fiber is crossed by a particle, it releases a [image: image] fraction of its energy. Pixels associated with fibers are generated matching the fiber coordinates with the pixel one. Since fibers and pixels have different dimensions (and the mismatch between fiber matrix and sensor tiles is simulated with the introduction of a difference of [image: image] in both pixel dimensions), each generated pixel can be associated with two or more contiguous fibers. The [image: image] released in the fiber has been converted in terms of photoelectrons detected by a single pixel. The energy release [image: image] is first converted into scintillating photons considering the fiber light yield and the trapping efficiency. Conversion from scintillating photons to detected photoelectrons has obtained considering the pixel Fill Factor (FF [image: image]), the photon detection probability (PDP [image: image]), and the maximum number of SPADs in one pixel (30 SPAD). Fill Factor has been introduced considering that the active area is limited to the high part of the pixel; thus, only photons produced in correspondence with the area covered by SPADs can be considered in the conversion. To obtain the number of activated SPAD in a single pixel, all the photons produced from the fibers overlying the active area of the considered pixel have been considered. Since a SPAD can convert only one photon in photoelectron for each event, the formula
[image: image]
must be applied to all the considered photons impinging on the considered pixel. [image: image] represents the number of occupied SPADs when the [image: image] photon is impinging on pixel and [image: image] is the number of total SPADs in one pixel.
The noise of the detector (dark current) has been included in the simulation of the detector but in this study, this contribution has not been taken into account and only the physical interactions of the particles with the detector have been considered. A more detailed experimental characterisation of the sensor is needed in order to implement reasonable values and obtain a realistic tracking evaluation.
The detector performance has been studied using different energy spectra as input: either monochromatic or following the expected energy dependence in case of a PT application scenario. The obtained results are shown in the following section.
3 RESULTS
3.1 Monochromatic Beams
The kinetic energy of the recoil protons produced via elastic scattering interaction is calculated via range measurements in the MONDO baseline approach. Therefore, full containment of the proton tracks in the detector is required. To study the impact on the efficiency achievable in the neutron tracking, monoenergetic neutron beams in the range between 30 and 300 MeV have been studied. Neutrons undergoing both SES and DES were reconstructed applying the full containment constraint to the scattered protons and the obtained results were presented in Ref. 11. The expected DES (SES) interactions range from [image: image] to [image: image] as a function of the neutron energy. The proton containment in the MONDO detector, due to the need for computing kinetic energy via range, impacts strongly for neutrons above [image: image] and in particular for DES events where the detection probability drops exponentially after [image: image].
For this reason, a different and complementary strategy has been developed in order to recover some of the events that were not totally contained inside the detector. In order to compute the proton kinetic energy, the deposited energy in each fiber and the timing of the scintillation photons have been studied. The proton [image: image] has been studied as a function of the track length and particle depth with respect to its production point along its direction. Monoenergetic neutrons have been used also to evaluate the achievable detector energy resolution. For all the reconstructed neutrons, the difference between the production and detected energy has been studied and the RMS of the resulting distribution, normalized to incoming neutron energy, has been used to compute the relative energy resolution.
For all the events with proton crossing at least 10 fibers, the length of the particle tracks inside the detector has been reconstructed for both contained and noncontained protons and the value of the energy loss in the single fibers provided from the FLUKA simulation has been collected for the first [image: image] of the total number of fibers composing the track. The choice of [image: image] allows us to consider only the initial flat part of the energy release distribution as a function of the particle path, excluding the Bragg-Peak area. The β value associated with the computed mean energy loss has been evaluated from the Bethe-Bloch equation. The initial proton kinetic energy that will be used from the reconstruction of the incoming neutron energy and direction can be computed from the obtained β.
The results are shown in Figure 2 both for the neutron four-momentum reconstruction performed using the range (fully contained events, shown in orange) and for the energy loss inside the fibers for partially contained events (shown in green). While for neutron incoming energies below [image: image], the dominant contribution to the resolution is clearly the one that comes from the range measurements, while above [image: image], the full containment requirement is not fulfilled by most of the tracks, and hence the energy loss method is the only viable one.
[image: Figure 2]FIGURE 2 | Energy resolution for DES events as a function of the incoming neutron kinetic energy. Orange squares represent the energy resolution obtained via energy-range measurements while the green squares show resolution obtained from the [image: image] measurement. Violet squares represent the resolution obtained from the combination of the two methods.
While the energy resolution achievable with the range method is more performing ([image: image] vs. [image: image]), the kinetic energy measurement via the energy loss detection inside the fibers allows reconstructing events above [image: image], providing a neutron full four-momentum measurement.
The monoenergetic beams have been used to study the back-pointing resolution as a function of the incoming neutron energy. The event reconstruction proceeds as detailed in Ref. 10: DES events are flagged and selected by means of MC truth information, the events are processed, and the production point is obtained, backtracking the reconstructed neutron in the plane that contains the point-like source. The distribution in the x and y planes for neutrons with incoming energy of [image: image] is shown in the left picture of Figure 3.
[image: Figure 3]FIGURE 3 | (Left) Two-dimensional reconstructed emission point at [image: image] from MONDO detector. The distribution is symmetric for both x and y planes. (Right) Back-pointing resolution for the X-projection as a function of the neutron kinetic energy. Emission point at [image: image] from MONDO detector is assumed. The resolutions obtained from MC truth proton energy and direction are also shown. The error bars correspond to the statistical contribution in the back-pointing resolution measurement.
The projections along the x and y directions can be obtained and a Gaussian fit can be performed in order to extract the single neutron reconstruction emission point resolution. The results for the projections in the x direction are shown in Figure 3 (right, full markers) as a function of the neutron energies. In order to evaluate the intrinsic resolution on the neutron production point related to the uncertainty on the production angles and energy loss in the fibers, the back-pointing has been computed exploiting the MC truth kinetic energy of the protons; thus, the empty markers show the resolution obtained in backtracking the neutron on its production plane. As can be seen, such contribution is nearly negligible and confirms the observation that the dominant contribution to the neutron tracking resolution in DES events is related to the error in reconstructing the protons angle and energy. The achievable resolution is below [image: image] in the full explored energy range (above [image: image]) and improves with the neutron energy as the proton multiple scattering decreases allowing a more precise reconstruction of the protons’ direction and hence of the scattering angles. It has to be stressed that this back-pointing resolution fulfills the MONDO requirement of separating the ternary neutron component, coming from the treatment room, from the secondary one produced in the patient.
3.2 PT-Like Beams
The energy spectra of the neutrons produced in the interactions of carbon ions of [image: image] with a PMMA target have been used to generate neutrons in a PT-like scenario, as represented in Figure 1. In Figure 4 (left), the spectra of the neutron generated in the PMMA impinging on the MONDO detector depositing at least [image: image] in one fiber are shown in red. The blue spectra show the reconstructed energy of the neutrons interacting in MONDO via DES. As well as in the previous study, the MC truth has been exploited to select the DES events; thus, no inelastic contamination is included here.
[image: Figure 4]FIGURE 4 | (Left) Comparison between the simulated neutron spectrum generated from a [image: image] ion beam on a PMMA target and the spectrum reconstructed by MONDO. (Right) Profile of the reconstructed emission point at [image: image] from MONDO detector. The distribution is symmetric for both x and y planes. Only the x plane is shown.
For all the reconstructed events, a production point distribution in the plane containing the point-like source has been obtained. In Figure 4 (right), the profile along the x-axis of the reconstructed point is shown. A similar symmetric behavior in the x and y projections is observed as in the case of monoenergetic beams. A fit with a function implementing three Gaussian components is performed in order to account for the different contributions to the tracking resolution and the impact of a tail at large values: an overall resolution of [image: image] is obtained as the weighted average of the three measured σ values.
4 DISCUSSION
The potential of the MONDO tracker in characterising the neutrons produced in a PT treatment with carbon ions has been explored using neutrons from a point-like source placed [image: image] from the detector face, according to the energy spectrum of neutrons produced in PT conditions (from FLUKA simulation). For this initial study, the neutrons have been produced with only a specific angle of impact in the center of the detector (zero neutron angles). Future developments foresee the study of achievable detection efficiency and resolution with more realistic scenarios in which neutrons have a widespread spatial emission and direction distributions.
While the geometry and readout structure have been implemented in the MC simulation, the detector electronic noise and the fiber crosstalk have not yet been introduced in the analysis of the MC-data events, as an experimental and complete characterisation of the readout sensor coupled with the scintillating fibers is still ongoing.
A preliminary event reconstruction software for which the full simulation chain is accounted, starting from the particles’ interactions with the MONDO fibers up to the signal collection (readout response in terms of pixels with signals over threshold), has been implemented and DES events have been reconstructed and used to evaluate the detector performance.
Results have been obtained for monoenergetic beams and for neutrons generated with the energy spectrum expected in PT applications. In that condition, an energy resolution of [image: image] has been evaluated for DES events, while the expected back-pointing resolution is below [image: image] (for a neutron source placed [image: image] from the detector surface).
The preliminary results presented hereafter fully support the capability of MONDO to monitor the neutrons produced in PT treatments with the required precision needed to disentangle the secondary and ternary neutron components, thus the direct production of beam interactions with the patient tissues from the neutrons produced by interactions with the surrounding environment.
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Auger electron emitters are considered to be a promising strategy for targeted radionuclide therapy of metastatic diseases, given their high linear energy transfer (LET) and short range in tissue which could potentially limit normal tissue toxicity. Particularly Auger electron emitters that can be targeted into the DNA of tumor cells have been considered as an attractive cancer therapy in the past decade. In this study, the efficiency of the Auger electron emitter 123I (half-life 13.2 h) to induce chromosomal damage was investigated by using the cytokinesis-block micronucleus assay. A stannylated deoxyuridine was synthesized and radiolabeled with 123I, resulting in 123IUdR that carried the Auger electron emitter across the nuclear membrane and allowed its incorporation into newly synthesized DNA. The DNA damage caused by the 123I Auger cascade was estimated by evaluating the induced micronuclei frequencies in human peripheral blood lymphocytes obtained from three different donors. The isolated lymphocytes were stimulated with phytohemagglutinin (1 mg/ml) for 48 h before pulse labeling with 123IUdR and the S-phase fraction was determined using flow cytometry. Geant4 Monte Carlo calculations were performed to determine the absorbed dose in cells by the Auger emitter. The relative biological effectiveness (RBE) was calculated by comparing the dose response curves for 123IUdR with the reference dose response curves, obtained with 60Co γ-ray irradiation in this study, for lymphocytes of the same donors. This resulted in a range of individual RBE values from 3 up to 10, depending on the donor and the radiation dose. In addition, dose limiting RBE values (RBEMax) were calculated for each donor and ranged from 5 to 11, dependent on the inherent radiosensitivity of the donors. This study provides valuable information on the RBE of Auger electron emitter 123I, which is identified as a promising theranostic radionuclide for future targeted radionuclide therapy.
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INTRODUCTION
The Auger effect refers to the emission of a cascade of low energy electrons, including Auger, Coster-Kronig (CK), and super-CK electrons (collectively called Auger electrons) as a result of radioactive decay by electron capture or internal conversion. Both processes result in the creation of inner shell electron vacancies that are filled by electron transitions from shells of higher energy, resulting in the release of energy either as characteristic x-rays or as low-energy Auger electrons [1, 2]. The Auger effect was first discovered in independent work by Lize Meitner and Pierre Auger in the 1920’s [3–5]. Many radionuclides that are commonly used in nuclear medicine follow this decay process, including 123I, 125I, 67Ga, 99mTc, 111In, 201Tl and others as described in Ref. 6. However, it took many years since the discovery of Auger electrons before radiobiologists observed the extreme cytotoxic effect of Auger electron emitters, particularly when they are incorporated into the nucleus of cells [7, 8]. This prompted the interest to use Auger electron emitters as a promising radionuclide therapy for the treatment of various types of cancer [6, 9]. Radionuclide therapy, as an alternative to external beam radiotherapy or brachytherapy, almost exclusively uses energetic electrons from particle emitting isotopes. It takes advantage of their limited range in tissue in order to deliver relatively high doses to tumors whilst sparing surrounding healthy tissue. The most commonly used β-particle emitters have a tissue penetration range in the order of up to 1–10 mm, depending on the energy, characterized by a low linear energy transfer (LET) of approximately 0.2 keV/μm [10]. Consequently, high radionuclide concentrations are required in the targeted tissue to make them effective. The β-particle emitters also induce a cross-fire effect, which results in the irradiation of not only the target cell but additional neighboring cells in their range. This might be beneficial to homogenize the radiation dose in large solid tumors, but it is rather disadvantageous for the treatment of a small cluster of tumor cells and it might also result in greater hematological toxicity [10–12]. In recent years, α-particle emitters have regained interest and popularity, based on new, optimized production processes and the availability of various targeting vectors, such as monoclonal antibodies [13, 14]. Their range in tissues is about 50–100 µm depending on the α-particle energy. Since they deposit most of their energy at the end of their track in a very small volume with a high relative biological effectiveness (RBE), cancer cells can be significantly damaged while causing minimal toxicity to surrounding healthy cells. Recent clinical studies have given encouraging results for targeted alpha-particle therapy (TAT) in the treatment of metastatic, castration-resistant prostate cancer and the number of promising radiopharmaceuticals for clinical TAT is growing rapidly [15, 16]. However, while it has been a long-standing research goal, the majority of the Auger electron emitter therapy studies still remain preclinical [10]. Both α-particle and Auger electron emitters are considered as high LET radiation qualities; with an LET of 80–100 keV/μm for α-particle emitters and an LET of 4–26 keV/μm for Auger electron emitters [15]. As a result, the path length of Auger electrons is much shorter compared to α-particles, typically <0.5 µm [16]. Another important difference is the lack of a cross-fire effect for Auger electron emitters. For α-particle emitters on the contrary, recent studies did observe a significant therapeutic effect on large tumors, pointing in the direction of a cross-fire effect [17, 18]. In the situation of DNA-associated decay, the RBE of Auger electrons is very similar to α-particles. The main challenge for Auger emitter therapy remains the requirement to target the radioisotope into individual tumor cells and more specifically, into the nucleus of those cell. On the other hand, this makes Auger emitters even more appealing, since they have a lower toxicity when they decay outside the cell nucleus (e.g., cytoplasm or outside cells), in contrast to α- and β-particle emitters [8, 19]. However, a growing body of evidence suggests that internalization in the cell nucleus is not obligatory for Auger electron emitters to induce cell killing, although the cytotoxic effect is less prominent than in the case of nuclear DNA targeting [20, 21].
Since nuclear localization seems to be of critical importance for the efficacy of Auger emitter therapy, several labeling methods and experimental approaches have been tested in the past decades in order to target Auger emitter to the nucleus of cancer cells [6]. More recent radiolabeling efforts are focused on monoclonal antibodies or peptides that recognize cell surface receptors displayed on cancer cells [22]. However, most of the pioneering work has come from using radiolabeled iododeoxyuridine, in particular with 125I- or 123I-5-iodo-2-deoxyuridine (IUdR) [16]. These thymidine analogues are directly incorporated into cellular DNA during the synthesis-phase (S-phase) of the cell cycle and provide one of the most reliable methods for the experimental measurement of the radiobiological effects of these nanometer range Auger emitters [10]. The dependence on the synthesis phase of the cell cycle for the incorporation poses a restriction to in vivo applications, but it is still very useful for in vitro proof of principle studies.
While 125I is one of the more commonly used radioisotopes to study in vivo and in vitro Auger electron induced DNA damage, 123I was chosen for this study. Despite the fact that it only releases about 14% of its decay energy in the form of Auger electrons, its relatively short half-life of 13.2 h makes it possible to deposit biologically detectable quantities of radiation energy over a short period of time. It makes this radioisotope also a good candidate for therapy, since this half-life would adapt well for peptide or oligonucleotide labeling and the biodistribution could be followed by scintigraphy based on the 159 keV γ-radiation [10]. The relatively long half-life of 125I (59.4 days) would require exposing the cells to the isotope for weeks to accumulate enough disintegrations that result in detectable levels of biological damage. Using such long lived isotopes requires cryogenic freezing of in vitro cell samples in a mixture containing dimethyl sulfoxide (DMSO). The latter is a free radical scavenger with radio-protective properties and previous studies have shown a significant reduction in biological effects of DNA-bound Auger emitters in the presence of DMSO, pointing to the importance of indirect effects [23]. Therefore, it was decided to use 123I in this study, so the cell samples could be exposed to the radionuclide under normal physiological conditions.
The short range of the Auger electrons coincides with the 2 nm diameter of the DNA helix, since the typical high LET Auger emitter cascade will deposit its highest energy in a range of 1–2 nm [24]. Therefore, it is generally accepted that one decay of 125I and 123I associated with the DNA, will result in one DNA double-strand break (DSB). In addition, Auger electron emitters also damage the cells indirectly via the radiolysis of water and the production of free radicals, such as reactive oxygen species (ROS). More recently, several studies have investigated the non-targeted effect of Auger-electron emitters, known as bystander effects, on more distant cells [25–27]. Previous studies which made use of 125I- and 123I-iododeoxyuridine (IUdR) measured RBE values of 8 and 7 respectively in Chinese hamster V79 lung fibroblasts [24, 28]. It has been demonstrated by several authors that Auger electron emitters will cause complex and multiple DSB to the DNA via direct interaction or through the ROS production [29, 30], which can result in cell death if unrepaired or chromosomal aberrations in the case of misrepair [31–33]. The induction of complex DNA damage that challenges the cells’ repair capacity, is generally accepted to be the underlying mechanism of the high genotoxic potential of Auger emitters. However, a recent study by Schmitz et al. highlighted that only a limited number of studies are available on chromosomal aberrations induced by Auger emitters [32]. In their study, the authors illustrated a strong genotoxic effect on 125IUdR, even at a low dose of 0.2 Gy, by analyzing chromosomal aberrations and apoptosis in human peripheral blood lymphocytes for the first time [32]. To the best of our knowledge, similar in vitro data on 123IUdR is not available yet, however Hindorf et al. did establish the feasibility of treating B-cell lymphoma with internalized 123I or 125I using Monte Carlo dosimetry calculations [34, 35]. In the current study, the micronucleus assay was used since it is considered to be one of the most reliable methods to determine chromosome damage as it enables the measurement of both chromosome loss and chromosome breakage. Micronuclei (MNi) are small extranuclear bodies resulting from chromosome breaks. The cytokinesis-block micronucleus (CBMN) assay is the preferred method to measure MNi in genetic toxicology testing, since it restricts the scoring to once-divided binucleated (BN) cells. This BN appearance is obtained by adding cytochalasin-B (Cyto-B) to the cell cultures, which inhibits the completion of cytokinesis. Restricting the scoring of MNi to these BN cells prevents confounding factors due to suboptimal or altered cell division kinetics [36]. Over the years, the CBMN assay has proven to be a very reliable, thoroughly validated and standardized technique in the field of radiation biology to evaluate in vivo radiation exposure of occupational, medical and accidentally exposed individuals and to assess individual in vitro radiosensitivity or cancer susceptibility [37].
Dosimetry calculations are needed in order make a good interpretation of the radiobiological effects caused by an internally distributed radionuclide and to allow comparison with the effects observed with an external beam source. Early attempts to determine the absorbed dose used semi-analytical methods according to the MIRD schema [38, 39]. Monte Carlo methods have been used to overcome the limitations of analytical methods in describing the transport of low energy charged particles at the cellular level [40–42]. Direct comparisons of radionuclide microdosimetry are complicated since different radionuclide emission spectra, particle interaction cross section tables, low-energy physics models, simulation geometry and other approximations are employed by the different Monte Carlo codes. In this work, we employ the open-source and well-documented Geant4-DNA Monte Carlo toolkit which has been widely used for nano- and microdosimetric applications [43], and previously described in [44]. The 123I-iododeoxyuridine (123IUdR) was synthesized to carry 123I across the cell membrane and be incorporated into synthesizing DNA. Human lymphocytes were used in this study, which reside predominantly in the G0 phase, the DNA pre-synthetic stage of the cell cycle. Therefore, lymphocytes were stimulated to undergo in vitro mitoses using phytohemagglutinin (PHA) in order to push the cells into the S-phase and allow maximum incorporation of 123IUdR. As previously mentioned, chromosomal damage was evaluated with the CBMN assay and RBE values were calculated at several levels of biological effect as well as RBEMax by comparison with 60Co γ-ray irradiations.
MATERIALS AND METHODS
Synthesis of 123I-Iododeoxyuridine
All reagents were received from commercial sources (Sigma-Aldrich, Merck South Africa) and were used without further purification. All reactions were performed under a nitrogen atmosphere; unless otherwise stated. 123IUdR synthesis was performed using a modified protocol from that of Uddin et al. [45]. Hexabutylditin (200 µL) was added to a solution of 5-iodo-2′-deoxyuridine (50.0 mg) and tetrakis (triphenylphosphine)palladium (0) (Pd(PPh3)4) (7.00 mg) in anhydrous dioxane (3 ml) and heated at 100°C for 18 h. The reaction progress was monitored by thin layer chromatography (TLC) using aluminum backed silica-gel 60 F-254 plates (Merck, South Africa) and was observed using both ultraviolet and fluorescent light. Following completion, the reaction mixture was cooled to room temperature, concentrated under vacuum and subjected to flash chromatography using Kieselgel 60 silica gel (Sigma, South Africa), hexane and ethyl acetate to afford 5-(tributylstannyl)-2′-deoxyuridine (48.2 mg, 67%) as a yellow oil.
Synthesis of 123IUdR, 2
5-(Tributylstannyl)-2′-deoxyuridine (0.50 mg) and Na123I (8 μL, 123I produced via the 127I (p, 5n) 123Xe cyclotron reaction and recovered as no-carrier-added Na123I in 0.01 M NaOH solution) were reacted at room temperature in the presence of N-chlorosuccinimide (1.00 mg) in a (1:2) DMSO: phosphate-buffered saline (PBS) solution for 20 min. The reaction was then quenched by the addition of an aqueous solution of sodium thiosulfate (0.5 mg) in deionized water (0.5 ml). The quenched mixture was further diluted with deionized water (2 ml) and loaded on a pre-conditioned (3 ml methanol; 2 ml deionized water) reversed phase C18 mini-cartridge (500 mg C18, 3 cc, Sep-Pak, Waters, United States). Elution was carried out with the eluent composed of 5% ethanol in 95% deionized water with a flow rate of 1 ml/min, at λ = 254 nm and produced a peak at tr = 17.1 min on a high-performance liquid chromatography (HPLC) C18 column (250 mm × 4.6 mm, 5 µm) (Phenomenex Luna, United States). The radiochemical content of the labeled product was determined using a CsI (Tl) radioactivity detector (Carroll and Ramsey Model 105S-1). The radioactivity content of 123IUdR constituted approximately 52.9 MBq (or 1.43 mCi), was further diluted to 2.00 ml of 5% ethanol in water. The collected fraction of 123IUdR was diluted in Roswell Park Memorial Institute (RPMI) medium (Gibco, ThermoFisher, South Africa), supplemented with 10% fetal calf serum (Lonza, South Africa) and 1% penicillin and streptomycin (Lonza, South Africa) to a final activity concentration of 26.5 MBq/mL.
Blood Sample Collection and Experimental Conditions
The ethics approval for the study was obtained from the Human Research Ethics Committee at Stellenbosch University (reference number: S12/04/091). Blood samples were collected by venipuncture from three male adult volunteers (25–50 years), from whom informed consent was obtained prior to the experiments. Blood samples were collected in lithium-heparin collection tubes and peripheral blood mononuclear cells (PBMCs) were isolated from whole blood using density gradient cell separation medium (Histopaque-1077, Merck). The PBMCs were counted and suspensions of approximately 1 × 106 cells/1.00 ml were pipetted into a 15 ml round bottom tube. Samples were divided for irradiations with 60Co γ-rays and the labeling with 123IUdR. Each sample set included a sham-irradiated control sample. For all radiation exposure conditions, lymphocytes were stimulated to divide in culture using phytohemagglutinin (PHA, 1 mg/ml) and kept at 37°C in a humidified 5% CO2 incubator for 48 h.
Thereafter, the cell suspensions from each donor were exposed to graded doses of 123IUdR (0, 0.19, 0.37, 0.56, 0.74, 0.93, 1.9, and 3.7 MBq) diluted in culture medium at 37°C. After a 1 h pulse labeling, samples were washed (two times) with cold PBS to remove excess 123IUdR that was not incorporated into the cell. The radioactivity levels were then measured in a 3-inch well type NaI (Tl) scintillation detector (CANBERRA model 802 series) that was coupled to a multi-channel analyzer (Silena). The Silena EMCA 2000 software was used to collect the characteristic γ-ray emissions of 123I at 159 keV. The readings were corrected for detector efficiency, photo-peak abundance, and decay. After readings were completed, the culture tubes were left at room temperature for 24 h in order to accumulate radiation damage. After these 24 h, the cell pellet was resuspended in fresh complete RMPI medium containing PHA (1mg/ml, Sigma Aldrich, South Africa) and cytochalasin B (6mg/ml, Sigma Aldrich, South Africa) at 37°C in a humidified 5% CO2 incubator for 24 h.
For the cultures irradiated with 60Co γ-rays, the isolated, stimulated lymphocytes were exposed to graded doses of 0, 0.5, 1, 2, and 4 Gy. Cell suspensions were placed between a 5 mm thick sheet of Perspex (build-up) and 50 mm backscatter material with a dose rate of 0.49 Gy/min for a 300 mm × 300 mm field size at 750 mm Source to Surface Distance (SSD). Thereafter, cytochalasin B (6mg/ml, Sigma Aldrich, South Africa) was added and cultures were incubated for a further 24 h.
Cytokinesis Block Micronucleus Assay
After exposure to either 60Co γ-rays or 123IUdR, the cell cultures were harvested at total culture time of 72 h. This involved washing the pelleted sample with a cold hypotonic KCl solution (0.075 M). Samples were then washed using methanol: acetic acid: ringer fixative solution (10:1:11) and stored at 4°C overnight. Samples were then washed with methanol: acetic acid (10:1) solution. Thereafter, concentrated cell suspensions were dropped on clean microscope slides and stained with acridine orange. For each sample, approximately 500 binucleated lymphocytes were manually scored using a fluorescent microscope (Zeiss, Axio Imager A1) at 20× magnification. At least 3 slides were analyzed per exposure condition and the average number of micronuclei per 500 BN cells was calculated for each condition.
S-phase Fraction Determination
The 123IUdR incorporation in the DNA of the lymphocytes depends on the fraction of cells that goes through the S-phase of the cell cycle. Therefore, flow cytometry was used in this study to determine the number of cells which were in S-phase at the time they were labeled with 123IUdR. Two lymphocyte cultures (one stimulated by PHA and one non-stimulated) from each donor were used for this purpose. A bromodeoxyuridine (BrdU) kit (BD Pharmingen, Germany) was used to detect active DNA synthesis, through antibody-based staining of BrdU, together with total DNA content based 7-AAD staining. BrdU is a synthetic nucleoside and well-known thymidine analogue, which can be incorporated into newly synthesized DNA of replicating cells during S-phase. This staining technique makes it possible to clearly separate cells in G1 from early S-phase, or late S-phase from G2/M [46]. The non-stimulated culture was used to determine the background counts which should be subtracted from the stimulated culture. Briefly, cells were stimulated with PHA as described previously, pulse labeled with BrdU for 1 h and analyzed after 48 h in culture. The cultures were fixed and permeabilized using the BD Cytofix/Cytoperm buffer and incubated with DNase for 1 h at 37°C. Thereafter, the samples were washed with the BD Perm/Wash buffer and incubated with the anti-BrdU antibody for 20 min at room temperature in the dark. The samples were washed again and total DNA was stained using 20 uL 7-AAD, resuspended in about 1 ml of the provided staining buffer and events acquired using the BD Accuri C6 Flow cytometer ((BD, Becton Dickinson and Company, San Jose, United States).
Determination of the Absorbed Dose (MBq to Gy)
The Geant4 Monte Carlo toolkit was used to calculate the dose delivered to the cells by the incorporation of 123I into the cellular DNA as previously described in [44]. The dosimetric calculations for these in vitro experiments with 123IUdR involved converting the energy imparted by the incorporated activity A0 in a mass M of cells into an absorbed dose value D. The absorbed dose is defined as the mean energy imparted Ē̅ by ionizing radiation to matter of mass m in a finite volume V by D = Ē/m.
The mass of a spherical shape, m = ρV = 4/3πr3, can be obtained using the density and the volume, or the radius if it is known.
The dependence of the dose absorbed on the size and geometry of the cell is clear from the definition of absorbed dose. For this reason, experimental measurements of the diameters of isolated and stimulated lymphocytes were made using light microscopy and a calibrated imaging system. The total number of intra-nuclear decays during the 24 h period could be derived by integration of the experimentally obtained average incorporated radioactivity [47]. 123I has a half-life τ of 13.2 h (the decay constant [image: image]. The activity at a time t is given by:
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The number of disintegrations after a time Δt would then be given by:
[image: image]
As described by Makrigiorgos et al., the cumulated radiation dose to the cells may be calculated by using the total number of decays, the average [image: image] energy deposited in the cell per decay, and the cellular dimensions [28]. Sefl et al. concluded that under relevant clinical conditions, the uptake rate of the radiopharmaceutical is an important additional factor that needs to be considered in radiobiological models of cell survival in targeted radionuclide therapy [48]. In our study, the incorporated activity A0 was measured experimentally in the cell pellet using a 3-inch well type NaI-scintillation detector. To improve the radionuclide uptake, the 123IUdR was introduced to the lymphocytes 48 h after stimulation, when a large percentage of the cells would be in S-phase. To further prevent additional radionuclide uptake, the residual activity was washed out and cold medium was used to prevent further division. Therefore, the uptake rate as defined by Sefl et al. was not taken into consideration in the dose calculations that were performed as part of this study. Following from equation [2] the absorbed dose in the mass M of cells is determined by:
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The average energy Ē deposited in a cell per decay was obtained from Monte Carlo simulations using the Geant4-DNA toolkit and described in Fourie et al. [44]. The Geant4-DNA extension of the Geant4 Monte Carlo toolkit simulates electron tracks and their energy deposition, collision-by-collision, down to the excitation threshold of liquid water (7.5 eV); opposed to other MC codes like MCNP or EGS which are limited down to 1 keV. In the study by Fourie et al., spheres of unit density water were used to represent a cell and its nucleus in suspension. The G4EmDNAPhysics physics list and Livermore models were used to describe all particle interactions during the simulation. The G4RadioActiveDecayPhysics class along with the built in ENSDF emission data from Brookhaven National Laboratory was used to simulate the radioactive decay of 123I and resultant x-ray and electron emissions. Readers are referred to [49] for more details.
The mass M in which the cumulative energy is deposited is obtained from the mass of total number of cells seeded per culture, corrected by the S-phase fraction. Sefl et al. investigated the effect of cell geometry on S-values (energy deposited per unit activity) using the Geant4 Monte Carlo toolkit with the Geant4-DNA low-energy extension [50]. For the 125I radionuclide they found the S-values of the commonly used spherical geometry corresponded within 5% to ellipsoid geometries when the radionuclide was distributed within the cell. For the most oblong ellipsoid, the dose to the nucleus was 22% less compared to the spherical geometry when the radionuclide was distributed in the cytoplasm. Similarly to Fourie et al. [44], they found the dose to the nucleus was a factor of 10 less when the radionuclide was distributed outside of the nucleus. The S-phase fraction attempts to approximate the number of cells in the sample which incorporated the 123I into the nucleus.
Relative Biological Effectiveness
The resulting radiation-induced chromosomal damage is expressed as the number of MNi per 500 BN cells. This value was then plotted against the absorbed dose and a dose-response curve was fitted to the data points. For low-LET radiation (e.g., 60Co γ-rays) the curve usually had the linear-quadratic form, which can be described as y = c+ αD + βD2. Here, y represents the number of micronuclei (per 500 BN cells) induced by a dose D. The background MNi frequency of each donor c (obtained from the control sample which was not exposed to radiation) is subtracted from each data point before the line fitting is done, resulting in y = αD + βD2. For high-LET radiation, the α-term becomes large and eventually the β-term becomes biologically less relevant and also statistically “masked” such that the dose response is approximated by a linear equation.
The RBE is expressed as the ratio of the absorbed doses of a low-LET reference radiation quality (e.g., 250 kV X-rays or 60Co γ-rays) to a test radiation quality which produce the same level of biological effect (i.e., in this specific study: the doses DCo-60 and DI-123 which produce y MN). The dose producing the effect y can be determined by solving for D in the fitted dose-response curves.
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The RBE value is dependent on the spatial distribution of the energy imparted, the density of ionizations per path length of ionizing particles and the reference radiation. The IAEA TRS 405 and the ICRP-ICRU RBE Committee defined two representative RBE values: the maximum value of relative biological effect (RBEMax) and the minimum relative biological effect (RBEMin) [51, 52]. RBEmin is the RBE at very high doses; whilst RBEMax, also known as the dose limiting RBE, is the RBE at near zero dose and can be represented by the ratio of the initial slopes (α–values) of the dose-effect curves for the studied radiation and the reference radiation:
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Statistical Analysis
Data presented includes the mean number of MN ± standard deviation where applicable and radioactivity levels of independent experiments on different days. Statistical analysis and curve fitting were performed using GraphPad Prism Software Version 5.00 for Windows. Results were considered to be statistically significant at p < 0.05.
RESULTS
Radiolabeling of 123I-Iododeoxyuridine
The radiolabeling of IUdR (Figure 1) was achieved by first producing a tin intermediate by heating 5-iodo-2′-deoxyuridine with hexabutylditin and tetrakis (triphenylphosphine) palladium (0) (Pd(PPh3)4) in anhydrous dioxane for 18 h [45]. The tin intermediate was produced via the palladium-catalyzed metal-halogen exchange reaction, whereby the palladium (0) catalyst is oxidatively added to the carbon-iodine bond, followed by transmetallation of one of the tin groups to the palladium center with removal of bromotributyltin [53]. The reaction progress was monitored by thin layer chromatography (TLC) and once the reaction was completed, the reaction mixture was subjected to column chromatography using ethyl acetate and hexane as mobile phase to isolate 1 as a yellow oil in 67% yield. The structure was confirmed using high performance liquid chromatography (HPLC) and 1H NMR (proton nuclear magnetic resonance) spectroscopy. Then, 123IUdR, 2, was successfully synthesized by adding Na123I to a solution of 1 and N-chlorosuccinimide in DMSO and PBS for 20 min at room temperature. The reaction was stopped by the addition an aqueous solution of sodium metabisulfite to quench any iodine in the reaction mixture. Thereafter, purification was done by reverse phase HPLC using a solution of 5% ethanol in deionized water to obtain 2 with approximately 52 MBq (or 1.4 mCi) radioactivity.
[image: Figure 1]FIGURE 1 | Synthesis and labeling scheme of 123I-iododeoxyuridine, 2.
Incorporation of 123I-Iododeoxyuridine
The 123IUdR incorporation into DNA of isolated lymphocytes is dependent on the fraction of cells that goes through the synthesis phase of the cell cycle. Cell cycle analysis was performed with flow cytometry to determine the percentage of cells that were in S-phase during pulse-labelling with 123IUdR. Two lymphocyte cultures of approximately 1 × 106 cells each (one stimulated by PHA and one non-stimulated) were used from each donor to determine the S-phase fractions. The non-stimulated culture served as the background count which was subtracted from the stimulated culture. After subtraction, the fraction of lymphocytes which incorporated BrdU was found to be approximately 22% for donor 1, 22% for donor 2, 13% for donor 3. The residual radioactivity that was measured after the different wash steps is presented in Figure 2 for donor 3 after 1 h pulse-labelling with 123IUdR. This clearly illustrates that stimulated lymphocytes could incorporate 123IUdR more effectively than their non-stimulated counterparts. Comparing the slopes of the fitted trend-lines, the average uptake of 123IUdR at different activity levels increased by a factor of 2 due to the addition of PHA.
[image: Figure 2]FIGURE 2 | Radioactivity levels incorporated by stimulated (PHA) and non-stimulated (no PHA) lymphocyte cultures of Donor 3 after the 1 h pulse-labelling with 123IUdR activities.
123I-Iododeoxyuridine Dose Response Curve
The lymphocyte samples were exposed to concentrated solutions containing 123IUdR, washed with cold PBS and residual radioactivity levels were measured in a well type sodium iodide scintillation detector. These measured activities were converted to absorbed dose (Gy) as described in a previous publication using equation [3, 44]. The International Atomic Energy Agency reports that peripheral lymphocytes 48 h after stimulation have a cell volume of about 500 μm3. Using a calibrated image analysis system, an average cell diameter for our isolated and stimulated lymphocytes was found to be 9.8 ± 1.7 μm (∼486 μm3). Therefore, in the absorbed dose calculations, a cellular diameter of 10 μm and a nuclear diameter of 8 μm were assumed. The resulting absorbed dose and associated induced MNi per 500 BN cells are presented in Table 1 for the three donors.
TABLE 1 | The mean absorbed dose (Gy) and mean micronuclei (per 500 BN cells) induced following exposure to different levels of123IUdR activity.
[image: Table 1]The 123IUdR activity levels resulted in a higher absorbed dose for donor 3, compared to donors 1 and 2, while the S-phase fraction of donor 3 was only 13%. The higher absorbed dose value might be attributable to the fact that a different synthesis batch was used for donor 3, while donor 1 and 2 came from the same batch. Therefore, it is suspected that the new batch had a higher labeling efficiency, thereby leading to an increase in uptake for donor 3 per added activity.
A linear relationship between micronuclei frequency and 123I activity (converted to absorbed dose values) could be established, as shown in Figure 3. The background counts are subtracted from the individual dose points, hence the linear fit intercepts the origin. The lowest activity level of 0.19 MBq 123IUdR did not induce a significant increase in MNi compared to the background MNi frequency of each donor (p = 0.24), but a significant increase was observed from 0.37 MBq 123IUdR onwards (p < 0.05). The MNi frequencies induced by the higher dose points (>1 Gy) deviate significantly from a linear response. This under-response could be a characteristic of cell death or mitotic delay due to the high biological effectiveness of Auger electrons. Therefore, these higher dose points were not taken into account for the linear fit presented in Figure 3. In addition, the 1.85 MBq of 123IUdR activity induced a very high level of MNi for donor 2 (207 MNi/500 BN cells). This point was considered as an outlier and not included in the fitting.
[image: Figure 3]FIGURE 3 | Dose-response curves following exposure to 123IUdR activities presenting micronuclei formation as a function of absorbed radiation dose (Gy). The error bars are the standard deviations of the mean micronuclei frequency/500 BN cells for each dose point.
Dose Response Curve Donor After 60Co Dose Response Curve
In order to determine the biological effectiveness of the 123I Auger electrons, lymphocytes from the same donors were exposed to a reference radiation quality, 60Co γ-rays, with graded doses ranging from 0.5 up to 4 Gy. The observed number of MNi per 500 BN cells for each donor were plotted against the dose, which resulted in the characteristic linear-quadratic dose-response curves for low-LET radiation for each donor, as shown in Figure 4. Again, the induced MNi frequencies were plotted, where the background counts from the sham-irradiated controls were subtracted for each dose point. Table 2 shows the α- and β-values obtained from the linear-quadratic curves as described in Eqs 4 and 5. The α-values for the Auger emitter are significantly greater than that of the reference radiation, indicating that the lymphocytes are more radiosensitive to the Auger electron emitter thereby causing more biological damage than the 60Co reference radiation quality.
[image: Figure 4]FIGURE 4 | Dose-response curves following exposure to 60Co γ-rays radiation. The error bars are the standard deviations of the mean micronuclei formation per dose point.
TABLE 2 | Slopes of the fitted curves for123IUdR and60Co γ-ray exposures. The α- and β-values correspond to the linear-quadratic curve fitting.
[image: Table 2]The Relative Biological Effectiveness
Using the fitted curves obtained from the 123I and 60Co experiments with the same donors, the RBE was calculated using equations [4] for each 123I dose point reported in Table 1 (which induces a specific number of MNi, i.e. the biological effect). In this way, a range of RBE values was obtained for each donor, depending on the dose under investigation. This calculated RBE range is given in Table 3 and visually presented in Figure 5. The dose-limiting RBE (RBEMax) was obtained from the α-values of the fitted dose-response curves as outlined in equation [5] and is also listed in Table 3.
TABLE 3 | The RBE ranges and RBEMax values for123I as test radiation and 60Co as reference radiation.
[image: Table 3][image: Figure 5]FIGURE 5 | RBE values based on the data points in the linear region of the 123I dose-response curves for each donor. The error bars are the standard deviations of the mean RBE per dose point.
As shown in Figure 5 the RBE plateaus for each donor, reaching RBEMin values between 3 and 5, suggesting that above a certain dose level, the relative effectiveness of the Auger electrons to induce a certain response remains constant. Much larger RBE values were observed at the radiation doses below 0.1 Gy, particularly for donor 1 and 2 (see Figure 5). This observation is in line with the general rule that RBE values increase with decreasing dose. Based on our findings, it seems that the variation in the RBE values for the different donors is much more pronounced at low doses. This could be indicative of donor specific cellular response at low doses. In addition, a rather large variation was observed in RBEMax values, where the dose limiting RBE for donor 3 was almost half the value of donor 1 and 2.
DISCUSSION
Owing to the ability of Auger electron emitters to deposit their energy in an extremely small volume, typically in the range of cubic nanometers, Auger electron emitters are now increasingly considered for therapeutic purposes [54]. There are few satisfying vectors available for specifically targeting the nuclear DNA of cancer cells; historically antibodies or peptides are used to target cancer cell membranes but, following internalization in the cells using these vectors, the transport from the cytoplasm to the nucleus is one of the key stages in the delivery of Auger emitter therapy as recently described by Rosenkranz et al. [55]. The number of pre-clinical studies with Auger electron emitters is growing, which is illustrated in two very recent publication with the 123I-Meitner-Auger PARP1 inhibitor (123I-MAPi) and a small-molecule Auger electron emitter targeting the prostate-specific membrane antigen (PSMA) [56, 57]. 123I-MAPi the first Auger-based theranostic PARP inhibitor able to directly deliver its lethal damage in the DNA of glioblastoma cells [56]. The isotope 123I is an ideal candidate for targeted radionuclide therapy, due to its Auger decay and the opportunity to simultaneously image the tumor with SPECT imaging based on its characteristic 159 keV γ-ray, which provides the option to calculate dosimetry and treatment efficacy. However, 123I is less often studied compared to its 125I counterpart for radiobiology investigations and therefore, information on the RBE of the Auger emitter 123I remains limited. This study aimed to add to the evidence of the high-LET characteristics of this radionuclide, by using 123IUdR incorporated in the DNA of lymphocytes of healthy adult volunteers in order to get a better understanding of the induced chromosomal damage and respective RBE values. When comparing the dose response curves obtained with 60Co γ-rays and 123IUdR Auger electrons, RBE values ranging from 3 to 10 were observed, depending on the radiation dose and the donor.
The CBMN assay was used to estimate the radiation damage in this study, instead of the dicentric and chromatid aberration assays that were previously used by other research group to investigate the biological effects of Auger emitting isotopes [32, 58–60]. As outlined in a study of Slabbert et al. on inter-donor variations in radiosensitivity to high- and low-LET radiation, the CBMN assay is a useful endpoint for RBE studies that involve high-LET radiation qualities [61]. The radiation-induced MNi stem from acentric chromosome fragments that are directly associated with dicentric formations [62]. In addition, the fact that lymphocytes present a synchronous population of resting G0 cells at the start of the experiments, with a uniform radiosensitivity, is an advantage compared to cell lines which are distributed in different phases of the cell cycle. The work of Slabbert et al. used the same CBMN method on lymphocytes of four different donors to illustrate that variations in the RBEMax of high-LET radiation, namely fast p (66)/Be neutrons (29 MeV), differ due to a different inherent radiosensitivity to low-LET radiation [61]. Therefore, dose-response curves of 60Co γ-rays, generally accepted as the reference radiation quality for RBE calculations, of the same donors were included in this study. From the sets of lymphocyte data of the three donors, a slight inter-donor variability in the dose-responses to 60Co γ-rays was noted, being indicative for the inherent radiosensitivity, which was also observed by Vral et al. [63]. A linear relationship between micronuclei frequency and 123I activity could be established as shown in Figure 3 for all donors. In general, even low doses of approximately 0.15 Gy of 123I already induced a significant increase in chromosomal damage. Furthermore, it was observed that the higher dose points deviated significantly from linearity. This stunted response might be attributable to a critical amount of lethal damage or a G2/M cell cycle arrest at the higher damage, which limits the number of viable or BN cells expressing MNi for scoring. However, this plateau was not observed in the linear fit of Schmitz et al. for chromosomal aberrations after exposure to 125IUdR [32]. In the current study, the higher dose points were not taken into account for the linear fit. The observed plateau in our study indicates that the type of DNA damage caused by 123IUdR is structurally more complex and therefore comparable with clustered high LET-type damage, which challenges the DNA damage repair machinery of the cells [29]. Another explanation for the observed plateau effect might be attributable to bystander effects, which are estimated to contribute approximately 30% to the total cell killing effect of Auger electron emitters [27]. In this study, the uptake at the higher radioactivity level might have been inferior, meaning that the observed plateau is coming from the bystander effect which might be less dose dependent compared to the direct cell killing effect. While there is no reason to assume that the uptake at 3.7 MBq did not increase compared to 1.85 MBq in our study, further investigations on the contribution of direct and bystander effects to the MN results could be interesting.
As previously mentioned, the attempts to use Auger emitters as cancer therapy have been hindered by the limited range of the emitted radiation and the difficulty of reliably deliver the electron close enough to the DNA target [64, 65]. The short range of Auger emitters makes them advantageous for disseminated cells and metastasis, but for larger solid tumors, a larger number of Auger electron emitting radionuclides might be needed to obtain the same level of cytotoxic effects as cross-firing β-emitters. This was previously illustrated in a study where tumor bearing rats were exposed to 111In-octreotide peptide receptor radionuclide therapy, where a complete response was observed in rats with a small (<1 cm3) tumors, but only partial regression was observed in rats with larger lesions [66]. The short range of most Auger electron emitters requires a very close proximity to the DNA. Therefore, it was decided to use a carrier molecule in this study that allows to build the radionuclide directly into the DNA, namely 5-iododeoxyuridine. However, the lack of a satisfying vector to specifically target nuclear DNA of cancer cells remains a limitation since IUdR would also target healthy cells in S-phase. In addition, radiolabeled deoxyribonucleotides are known to have a rapid washout and the limitation to only target cells in the S-phase. However, it is well known that the percentage of cells in S-phase is higher in tumors compared to normal tissue [67]. In this in vitro study, lymphocytes were stimulated with PHA, since human lymphocytes reside predominantly in the G0 phase. In order to determine the fraction of cells that was in S-phase during the pulse labeling this cell proliferation was compared to non-stimulated lymphocytes of the same donor. As shown in Figure 2, incorporated 123I radioactivity increased linearly with the added total activity and stimulated lymphocytes are able to incorporate approximately double the 123IUdR amount than their non-stimulated counterparts. This trend was also noted by Kassis et al. in their studies using 125IUdR [68]. A difference in S-phase fraction was observed between the different donors in this study. This variability is not unusual, since it is generally accepted that the time when PHA-stimulated lymphocytes enter their first S-phase can range from 24 h up to 100 h. Sörén et al. calculated that the total number of lymphocytes that entered S-phase during a 6 days culture period with PHA was approximately 40% of the initial population [69].
Previous cell killing experiments illustrated that DNA-incorporated 125I is as effective as 5 MeV alpha-particles, which could be useful for the treatment of radioresistant tumors [19]. However, RBE values differ significantly between different studies. As previously mentioned, RBE values on 123IUdR are limited, however some studies using 125IUdR found RBE values that are within the range of RBE values observed in this study. Roa et al. reported RBE values of 7.9 ± 2.4 for 125IUdR for spermatogonial cells [70]. The RBE relative to X-rays was estimated to be 7.3 by Kassis et al. in the 125IUdR in the radiotherapy of brain tumors in rats [71]. While a study by Yasui et al. gives a RBE of 3.1 for 125IUdR based on cell survival in Chinese hamster ovary cell line transfected with human estrogen receptor [72]. The difference in RBE values can be attributable to the fact that RBE is an empirical value which depends on several parameters such as radiation dose, biological effect and cells type, to only name a few. Another important consideration which is receiving growing attention recently, is the dose rate effect in targeted radionuclide therapy [73]. While the absorbed dose rate in conventional external beam radiotherapy is approximately 60 Gy/h, the irradiation in targeted radionuclide therapy is usually protracted from hours to days at a low dose rate of <1 Gy/h. This could be considered as a limitation in the current study, where the dose rates for the 123IUdR exposures were very low (0.02 Gy/min at the activity level of 3.7 MBq) compared to the dose rate of the reference 60Co γ-rays radiation quality (0.49 Gy/min) that was used to calculate the RBE. This limitation also applies to the previously mentioned studies where RBE values were calculated for Auger electron emitters. While it has long been considered that the dose rate dependence of high-LET radiation qualities is negligible, there is a growing body of evidence that suggest the contrary [73–76]. In addition, several studies describe an inverse dose rate effect, where increased cytotoxic effects per Gy are observed at low dose rates compared to high dose rates, while others studies contradict these findings [77–80]. Future studies are needed to confirm these observations and investigate the underlying mechanisms. Furthermore, the RBE values might also depend on the exposure conditions and the type of Auger emitter that was used. Direct comparison of various Auger electron emitting radionuclides is complicated due to the diverse electron emission spectra of these isotopes [67]. As already mentioned in the introduction, it was decided to use 123I in this study instead of the more frequently used other Auger electron emitters, such as 125I, in order to avoid the need to freeze the samples to accumulate disintegrations in the presence of anti-freeze agent DMSO. Since it is known that both the presence of DMSO and the irradiation of cells in frozen state has a radioprotective effect on cellular damage, it was decided that these conditions were best avoided for the assessment of the RBE of Auger electron emitters. This might also be important to have a clear idea of the impact of the two main damaging effects associated with Auger decay as described by Adelstein et al. [54]. Including a direct effect at the immediate decay site and an indirect effect many bases away from the decay site, which is due to radiolysis and the subsequent production of ROS. 123I might also be more interesting for clinical applications than 125I, due to its potential to function as a theranostic radionuclide. In addition, the physical half-life of radionuclides used in targeted radionuclide therapy should preferably be in the same order of magnitude as biological half-lives. It is therefore assumed that the most suitable physical half-life ranges from a few hours up to some days when a targeted approach is considered for disseminated cells [67].
The energy deposited in the cell is required to calculate the absorbed dose from the radioactive decay of 123I. It has been shown that this depends highly on the subcellular localization of the Auger electron emitter [28, 44]. The nucleus of the target cell, its cytoplasm, and the extracellular region can be considered as source regions. In the study done by Fourie et al., using Geant4 simulations, it was found that the energy deposited in the target nucleus per 123I decay in the nucleus equals 4.1 keV/decay and the energy deposited in the nucleus per decay in the cytoplasm equals 0.5 keV/decay [44]. That is, the overall contribution from the cytoplasm source region to the energy deposited in the cell nucleus per decay is ∼10% of the total. Furthermore, the contributions from decays external to the cell stemming from photons and the few high-energy conversion electrons amounts to a nuclear deposition of 0.024 keV/decay, less than 0.5% of the total energy deposited in the nucleus. Correspondingly, Makrigiorgos et al. concluded in their studies that cytoplasmic (7%) and external (<0.5%) dose contributions to the nucleus were negligible and that the cell survival mainly depends on the nuclear dose from 123I decays in the cell nucleus [28]. However, Humm et al. stated that considerable in vitro experimental evidence exists to suggest that the absorbed dose to the nucleus alone is insufficient to predict the biological effects of Auger electron emitters concentrated in the cell nucleus [2]. Therefore, the microdosimetry calculations should include the energy deposition in all regions of the cell, especially when in use in comparison studies in radiobiological experiments. Using a calibrated microscopic image analysis system, the average cell diameter for our isolated and stimulated lymphocytes in suspension was found to be 9.8 ± 1.7 μm (∼486 μm3). The IAEA reports that peripheral lymphocytes 48 h after stimulation have a cell volume of about 500 μm3 [81]. In our dosimetric calculations, a cellular diameter of 10 μm and a nuclear diameter of 8 μm were assumed. These mathematical assumptions were also used by Kassis et al. and Bousis et al. [24, 42, 47, 82]. The average energy deposited within the entire cell with the above geometry was calculated to be 4.5 keV per 123I decay when distributed uniformly in the nucleus and this energy value was used to determine the absorbed dose values listed in Table 1 [44].
There is a growing body of evidence that other sensitive sites besides the DNA, such as the cell membrane and mitochondria, could be critical targets in Auger emitter therapy. This would mean that nuclear uptake is not strictly required for Auger electron emitters in order exhibit their cytotoxic effect. The group of Pouget et al. could illustrate tumor growth delay with 125I labeled non-internalizing antibodies [21, 27]. Furthermore, a different research group used an 111In labeled non-internalizing peptide F3, which induced a marked drop in colony survival and a delay in tumor growth [83]. However, the mechanisms by which membrane-associated Auger electron emitters can cause cytotoxicity has not yet been elucidated and should be the focus of future research efforts. In addition, recent studies also described radiation-induced bystander effects (RIBE) from Auger electron emitters, which might induce cytotoxicity in neighboring cells that have not been directly irradiated themselves [6]. These bystander effects might overcome the limitation that only a limited number of tumor cells get damaged by the Auger electrons directly because it is impossible to target every single cell in a tumor. These recent observations illustrate that nuclear localization might not be an absolute requirement and could open up the scope to label 123I in the future with small molecules or peptides to develop novel targeted theranostic applications.
The current investigation found a linear increase in MNi induction with increasing 123IUdR activity. This linear dose-response for 123IUdR exposures is indicative of the high-LET nature of Auger electron emitters, which is also reflected in the high RBE that goes up to values of 10 for some of the donors. To our knowledge, no other study has evaluated chromosomal damage in human lymphocytes induced by DNA incorporated 123I. Previous studies have reported a reduction in the variation of inter-donor radiosensitivity in lymphocytes for other forms of high-LET radiation like fast neutrons and α-particles when compared to low-LET radiation, however this could not be confirmed in this study. The current study provides useful information on the RBE of the Auger electron emitter 123I, which might play a growing role as theranostic radionuclide in the near future.
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The use and interest in Monte Carlo (MC) techniques in the field of medical physics have been rapidly increasing in the past years. This is the case especially in particle therapy, where accurate simulations of different physics processes in complex patient geometries are crucial for a successful patient treatment and for many related research and development activities. Thanks to the detailed implementation of physics processes in any type of material, to the capability of tracking particles in 3D, and to the possibility of including the most important radiobiological effects, MC simulations have become an essential calculation tool not only for dose calculations but also for many other purposes, like the design and commissioning of novel clinical facilities, shielding and radiation protection, the commissioning of treatment planning systems, and prediction and interpretation of data for range monitoring strategies. MC simulations are starting to be more frequently used in clinical practice, especially in the form of specialized codes oriented to dose calculations that can be performed in short time. The use of general purpose MC codes is instead more devoted to research. Despite the increased use of MC simulations for patient treatments, the existing literature suggests that there are still a number of challenges to be faced in order to increase the accuracy of MC calculations for patient treatments. The goal of this review is to discuss some of these remaining challenges. Undoubtedly, it is a work for which a multidisciplinary approach is required. Here, we try to identify some of the aspects where the community involved in applied nuclear physics, radiation biophysics, and computing development can contribute to find solutions. We have selected four specific challenges: i) the development of models in MC to describe nuclear physics interactions, ii) modeling of radiobiological processes in MC simulations, iii) developments of MC-based treatment planning tools, and iv) developments of fast MC codes. For each of them, we describe the underlying problems, present selected examples of proposed solutions, and try to give recommendations for future research.
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1 INTRODUCTION
The use of Monte Carlo (MC) techniques and their interest in the field of medical physics have been rapidly increasing in the past years. This is the case especially in particle therapy, where high accuracy in dose calculations, patient geometry, beam model, and all aspects in the physics of interactions are crucial elements for a successful planning of patient treatment and its verification. Thanks to the possibility to track particles in 3D in a fully detailed geometry and to take into account all relevant physics processes on their way, MC simulations have become an essential calculation tool.
Applications in particle therapy where MC simulations have proven to be a very useful tool are several. For instance, they are crucial in the design and commissioning of novel clinical facilities, allowing for shielding calculations and full treatment head simulations. MC simulations are also a valuable tool for the commissioning of treatment planning systems (TPS), where they can provide accurate look-up tables describing 3D dose distributions of particle beams, that include electromagnetic and nuclear interactions of the primary particles and all secondaries produced. Furthermore, MC simulations allow to accurately include various radiobiological effects in dose calculations, thanks to the possibility of coupling to dedicated models. These properties make MC simulations suitable for dose calculations of complex patient cases. Especially if highly heterogeneous tissues are involved, MC methods are generally considered to be more accurate than analytical calculation methods [1–3]. Finally, thanks to the capability of performing detailed simulations of nuclear interactions, MC are also fundamental for the development of in-beam treatment monitoring strategies through positron-emission tomography, the detection of prompt photons, or other fragments from nuclear de-excitation.
A vast amount of works concerning MC simulations in particle therapy have been published in the past decades. Several reviews are also available, including, for instance, general works about MC techniques in particle therapy [4–7], MC simulations for range monitoring [8], the role of MC simulations in radiobiological modeling of treatment outcomes [9], and MC simulations in GPU dose calculations [10]. The high demand for accurate calculation tools and the general consensus that MC simulations can provide the requested accuracy for complex dose calculations have led to a more widespread use of these tools in daily clinical practice, especially in proton therapy, where commercial treatment planning systems have started to offer MC calculation tools. In most cases, these are specifically developed and optimized codes. However, the use of general purpose and fully detailed MC codes is still limited. Among the reasons are the complexity of the usage of the codes, the excessive computation times, the need to improve nuclear interaction models, the lack of data for tuning these models, and the complexity to combine radiobiology and physics into a single calculation tool.
In this review, we discuss some of the ongoing developments and challenges that remain to be faced in order to improve the accuracy of MC simulations and to facilitate their use in clinics and in research. Undoubtedly, a multidisciplinary approach is required to overcome many of the remaining challenges. It is beyond the scope of this review to include all the available literature and topics that regard MC simulations in particle therapy. Here, we try to identify some of the aspects where the community involved in applied nuclear physics, radiation biophysics, and computing development can contribute to find solutions. We have selected four specific challenges for this review:
(1) The development of models in MC to describe nuclear physics interactions, including data to benchmark MC codes.
(2) The development of MC simulations including calculations of RBE, LET, and microdosimetry.
(3) The development of MC-based treatment planning
(4) The development of fast MC codes.
Below, we take an in-depth look at these issues, and describe the problematics, the ongoing developments, and the future directions, trying to emphasize the role of applied nuclear physics in overcoming these challenges. A complete review of all ongoing works about the above topics is beyond the scope of this work. Therefore, the selection of works that were chosen to be highlighted in this article should be considered as non-exhaustive.
2 DEVELOPMENT OF NUCLEAR INTERACTION MODELS IN MC CODES
Charged hadrons of energies relevant in particle therapy (up to a few hundred MeV/nucleon) interact in tissue by electromagnetic and nuclear interactions [11]. Concerning the former, inelastic collisions with atomic electrons, resulting in ionization and atomic excitation, cause the particle to continuously lose energy along its path. Energy losses can be well described by the Bethe-Bloch formalism, predicting an increasing energy loss with decreasing particle energy. This is the main process governing the shape of the Bragg peak for charged particle beams in material. Also, discrete inelastic energy losses can occur in the form of delta-rays. Moreover, charged particles undergo numerous elastic Coulomb scatterings from the nuclei themselves (multiple Coulomb scattering, MCS), causing lateral broadening of the incoming particle beam. Modeling electromagnetic interactions is highly complicated in MC codes, but usually considered sufficiently accurate. On the contrary, hadronic physics models are still not considered completely satisfactory [12].
In this section, we try to point out the most important difficulties and challenges in nuclear physics model building, quoting the features of some of the most widely used MC codes used for particle therapy. Then, we shall summarize the possible impact of nuclear interaction modeling in dose calculation and in the evaluation of additional quantities useful for particle therapy. In particular, we shall focus the discussion on secondary particle production for range monitoring purposes. Finally, we shall present a summary of existing experimental data which are useful for tuning and benchmarking calculation models.
2.1 Main Problematics in the Development of Nuclear Interaction Models
There are many aspects of hadronic interactions that are relevant for correctly describing interactions of protons or heavier ions in the energy range relevant to particle therapy. Among them, we point out nuclear reaction cross section, elastic cross section, secondary particles, and fragment production, considering at the same time multiplicity, angle, and energy distributions. Secondary nucleons, particles, and fragments produced in nuclear reactions can considerably affect the spatial pattern of energy deposition and must be carefully taken into account. In particular, for the case of ion projectiles, nuclear fragmentation reactions are responsible for the deterioration of the physical selectivity in the longitudinal and transverse dimension, especially around the Bragg peak region. The amount of fragments produced generally increases with the mass and charge of the primary particle.
The commonly used general purpose modern MC codes make use of phenomenological models. Although a common approach is to fit existing data to predict certain quantities, in our opinion, they should be built upon reliable physical bases to have full predictive capability. In practice, this means that these models have to be built according to a “microscopic” approach, that is, starting from the fundamental properties of the nucleus and of its constituents. All relevant conservation laws have to be fulfilled, and correlations within each single interaction must be preserved. The treatment of nuclear environment and all phases following the primary fast interaction (pre-equilibrium, evaporation, fission, and de-excitation) is to be taken into account.
Models of this kind have necessarily a number of parameters that must be tuned by means of experimental data at single interaction level. In order to achieve a reliable level of predictive power, the number of these parameters should be kept minimal and their dependence on projectiles, targets, and energies should be predetermined without adapting them to the specific situation. On the one hand, this approach allows in principle to achieve a high degree of reliability. On the other hand, this might result in complex algorithms which can be demanding in terms of computing power with respect to simpler solutions, such as the parametric interpolation (or extrapolation) of existing data. It must also be pointed out that is not always possible, within a given model, to achieve the same level of accuracy at all energies or in the whole accessible phase space. Furthermore, in the therapeutic energy range, it is not always possible to rely upon a single model. Great care has to be taken in order to ensure the proper continuity in the transition from one model to another. Different MC codes have found different solutions to the above problems. In the following, we shall summarize the nuclear models adopted for a few of the most relevant MC codes presently used in particle therapy.
2.2 Approaches and Proposed Solutions to Model Nuclear Interactions
2.2.1 GEANT4
GEANT4 is used by a large number of experiments and projects in a variety of application domains, including medical physics and radiation protection. In the case of GEANT4 [13–15], the user has the possibility of selecting different models by specifying the so-called physics list. Reference physics lists are available in Ref. 16. In the context of particle therapy, an often recommended choice is the one called QGSP_BIC_EMY, which includes, beyond a Quark Gluon String model for the multi-GeV energy range, a Binary Cascade model. The GEANT4 Binary Cascade is a hybrid between a classical intranuclear cascade and a quantum molecular dynamic model [17–19] for the simulation of inelastic scattering of hadrons and light ions of intermediate energies. It is considered valid down to 200 MeV. New developments are under investigation to improve models for energies below this value, an example of which was published recently [20]. However, this study also highlighted the need for many more improvements in nuclear interaction modeling and calculation speed.
There are user-friendly interfaces to GEANT4 which are used by different groups working in particle therapy. For instance, the TOPAS (TOol for PArticle Simulation) toolkit [21, 22] wraps and extends the GEANT4 Simulation Toolkit to facilitate the use of MC simulations in radiotherapy environments. It allows the user to configure pre-built components (nozzles, patient geometry, dosimetry, and imaging components) to simulate a wide variety of treatments with no required knowledge of any programming language. Another example is GATE (GEANT4 Application for Tomographic Emission) [23]. It has been developed by the OpenGate collaboration and encapsulates the GEANT4 libraries, providing a toolkit mostly oriented to nuclear medicine by easily including detailed geometry of many imaging devices. It has been tested in the context of particle therapy, especially for range monitoring applications [24–26].
In order to respond to the need of benchmarking the code against reference data, the GEANT4 community has recently developed a testing system, denominated G4-Med [27], which is specifically oriented to medical physics. Among the different options, it offers the possibility of benchmarking both electromagnetic and hadronic physics processes and models available in the pre-built, physics lists. A whole chapter is dedicated to the topic of hadronic models in the specific context of particle therapy. Total cross section of hadron–nucleus and nucleus-–nucleus collisions have been compared to the data publicly available in the EXFOR database. Different subjects have been considered: yields, charge changing, and double differential cross sections. Tests concerning comparisons with Bragg peaks have been also reported. A detailed discussion on the quality of these benchmarks can be found in the report.
In addition to this recent work, in the context of proton therapy, we point out the work of Hall et al. [28], where GEANT4 results were compared to accurate measurement of longitudinal absolute dose profiles for 177 MeV protons at different radial distances from the beam axis, up to a radius of 10 cm. The test is sensitive to the dose envelope originating from nuclear interactions. Excellent agreement is reported over five orders of magnitude in the dose scale.
2.2.2 FLUKA
In the case of FLUKA [29, 30], the number of available physics models is limited. The code automatically selects the appropriate model for each interaction according to the energy of projectile. The nuclear environment, down to a few MeV, is provided by the interaction model called PEANUT (Pre-Equilibrium Approach to NUclear Thermalization) [31–33]. Interactions proceed along the steps of a generalized intranuclear cascade, followed by pre-equilibrium particle emission and by an equilibrium phase. For residual having A [image: image] 16, a Fermi breakup model is implemented [34]. In the emission of nucleons, a coalescence model is considered. The excitation energy still remaining after nuclear evaporation is dissipated by emission of γ rays. Competition of gamma ray emission with particle evaporation is considered. In the case of nucleus–nucleus collisions, for incident energies below [image: image]130 MeV/u, FLUKA makes use of the BME (Boltzmann master equation) model [35], which simulates the thermalization of a composite nucleus created in the complete or incomplete fusion of two ions. For increasing energy, FLUKA relies on the RQMD (Relativistic Quantum Molecular Dynamic) model [17, 36], which can also be run in intranuclear cascade mode.
2.2.3 PHITS
A QMD approach has been chosen also in the PHITS (Particle and Heavy Ion Transport code System) code [37, 38] for the treatment of hadron–nucleus and nucleus–nucleus collisions. Here, the JQMD (JAERI Quantum Molecular Dynamics) code is used [18]. JQMD is combined with the JAM (Jet AA Microscopic Transport Model) code [39], which implements a hadronic cascade approach, capable of dealing with hadron–hadron collisions up to center-of-mass energy [image: image]100 GeV. At the end of the dynamical stage of the interaction, excited residual nuclei are treated by the GEM (Generalized Evaporation Model) model [40] to generate light particle evaporation and fission processes. Benchmarks of PHITS are reported in Ref. 41.
2.2.4 MCNP
MCNP (Monte Carlo NParticle), now in the version MCNP6 [42], developed at Los Alamos National Laboratories, is one of the most important general purpose three-dimensional MC codes. It is well known in nuclear physics and used for studies including criticality, shielding, and detector response, but also dosimetry and many other applications, such as medical ones. As far as hadron–nucleus and nucleus–nucleus interactions are concerned, also MCNP makes use of different models depending on energy. For incident energy below 1 GeV, of relevance for particle therapy, interactions are mostly treated by means of the INC (intranuclear cascade) approach. The MCNP6 default option for reactions induced by d, t, 3He, 44He is the ISABEL INC generator, described in Ref. 43, and can be used also for nucleons and heavy ions with E [image: image] 1 GeV. It can optionally include pre-equilibrium reactions described by the MPM (multistage pre-equilibrium model) [44]. Evaporation reactions are treated with EVAP [45], while for fission, RAL [46] or HETFIS [47, 48] can be chosen. A newer and improved model is CEM03.03 [49–51] which has its own treatment of pre-equilibrium, evaporation, and fission reactions. It considers also coalescence of nucleons into complex particles up to 4He and Fermi breakup of excited or unstable nuclei with mass numbers up to A = 12. Another recent alternative for the INC approach is INCL [52] for nucleons, d, t, 3He, and 4He at energies up to several GeV. It does not consider pre-equilibrium and makes use of the abration–ablation model implemented in the ABLA code [53, 54], developed at GSI, to describe evaporation and fission.
2.2.5 SHIELD-HIT
SHIELD-HIT, in its last version SHIELD-HIT12A [55, 56], is a MC particle transport program optimized for proton and ion particle therapy. Nuclear reactions are treated within the MSDM (multistage dynamical model) generator [57]. It is composed of a fast cascade stage of nuclear reaction, which, according to projectile energy, is treated by the DCM (Dubna Cascade Model) [58] or by the QGSM (Quark-Gluon String Model) [59, 60]. At the end of the cascade stage, nucleons which are close to each other in phase space can coalesce to form a complex particle. Pre-compound emission of nuclei is handled by a cascade-exciton model [61]. Subsequent equilibrium de-excitation is handled by Fermi breakup, according to the implementation described in Ref. 62. Then, evaporation/fission competition and multi-fragmentation of highly excited nuclei follow.
2.3 Impact of Nuclear Reaction Models on Dose Calculations
Nuclear interactions cause the attenuation of primary ions and build up of secondary ions, aspects that are crucial for accurate dose delivery and dosimetry [12]. Inelastic interactions are responsible for beam attenuation of the primary beam with penetration depth, and elastic interactions contribute to beam broadening. In the case of carbon ions, it was estimated with MC simulations that up to about 40% of the dose in the region between the entrance channel and the Bragg peak is delivered by fragments [63]. Thus, wrongly modeled cross sections would clearly lead to discrepancies in longitudinal and lateral dose distributions between measurements and MC simulations. A vast amount of works exist, mostly in the context of proton and carbon therapy, showing excellent agreements between MC codes and dosimetric measurements, both in terms of lateral and longitudinal dose (Bragg peak measurements). An example of a measured Bragg peak together with a GEANT4 MC simulation is shown in Figure 1. Results with analogous quality of agreement have been obtained also for other codes, including FLUKA comparisons with HIT [1], CNAO [64], and GSI [65].
[image: Figure 1]FIGURE 1 | From Lechner et al. [66]: an example of an excellent agreement between data and GEANT4 MC simulations in predicting the depth–dose profile of carbon ion beams.
From these nice agreements in dose distributions, one may conclude that we have reached a satisfactory level of accuracy of the description of nuclear reactions in MC codes for physical dose calculations. However, this is only partially true, and several important improvements in the context of dose calculations remain to be done:
• For particles other than protons and carbon ions, the agreement in physical dose between MC codes and measurements is still not fully satisfactory. For instance, some significant discrepancies were found between simulations and data of spread-out Bragg peaks of Helium atoms in water [67, 68]. These differences were attributed to an underestimation of dose contributions from secondary particles produced at large angles.
• Nuclear interactions strongly affect biological dose [12]. Secondary fragments produced during nuclear interactions lead to an altered spatial dose distribution, because different fragments have different ranges and angular distributions. Some of these fragments may hardly contribute to the physical dose, but they can lead to a modification of the LET spectra, which results in a difference of RBE for the same delivered dose. Thus, even when longitudinal and lateral physical dose measurements show excellent agreements with a MC code, this does not automatically imply that the biological dose in the patient is correctly calculated. In Section 4, we discuss the importance of biological aspects in more detail.
• Other aspects different from nuclear interactions can affect the prediction of dose distribution. For instance, in proton therapy, δ-ray electron build-up effects are important in the dose build-up region [69], and should be correctly accounted for in physical and biological dose calculations.
Summarizing, physical dose is indeed an important measure to validate the description of nuclear reaction models in MC codes, and newly developed models should always be validated with dose measurements. However, evaluating physical dose alone is not enough, as will become clear in the next paragraph.
2.4 Impact on the Calculation of Secondary Particle Production
Although dose calculation is the primary role of MC application in particle therapy, there are other aspects in which this kind of tool turns out to be essential. These are related to the capability of providing a reliable prediction of secondary particles produced in nuclear interactions. We have mentioned above that nuclear reactions influence the spectrum of fragments and how this can be crucial for the correct evaluation of both physical and biological doses. Moreover, although of scarce numerical relevance for dosimetry, production of secondary particles is relevant for various other issues, including the implementation of range monitoring techniques, neutron production, shielding, treatment facility design, or full treatment head simulations. In the following, we discuss the issues that we consider most complex: range monitoring and neutron production.
2.4.1 Calculation of Secondary Products for Range Monitoring Purposes
The nuclear processes that can yield secondary radiation suited for range monitoring application are three: the production of [image: image] emitting nuclei, the de-excitation of nuclei by means of prompt photon emission, and the fragmentation of ion projectiles into fast hadrons capable of escaping out of the patient. In all cases, a MC prediction of the measured distributions is essential for their effective use for range monitoring purposes. Here, we summarize the main issues which are of interest for these processes as far as MC codes are concerned.
• Production of [image: image] emitting nuclides. Nuclear [image: image] decays produce positrons that annihilate with electrons, resulting in an almost back-to-back 511 keV photon pair that can be detected. The most likely [image: image] emitting isotopes that can be formed are 10C, 11C, 15O, and 13N. Much research has been dedicated to range monitoring with PET, summarized, for instance, in various reviews [8, 70–72]. The capability of MC codes to provide a reliable prediction of the production of these isotopes is strongly correlated to the quality that the physics models achieve in managing the fragmentation process in general, and all the other stages occurring in the nuclei following the fast interaction. An alternative approach to full modeling, whenever validated experimental measurement of production cross sections exist (as, for instance, those available in EXFOR database), is to fit them and interface them to the simulated track length distribution. In range monitoring, both approaches are being used. The general situation is that the most important general purpose codes are able to predict the production of the most abundant nuclides (like 11C or 15O) with a sufficient quality. The main challenge remains in the capability of predicting nuclides with short lifetimes, where also the available experimental measurements are scarce. Data that can be used to improve the accuracy of MC models for the production of short-lived isotopes for range monitoring are discussed in Section 2.5. All stages concerning transport of positrons and their decay can be considered more standard and manageable without particular difficulty.
• Prompt gamma from nuclear de-excitation. Prompt gamma imaging methods are based on the detection of prompt photons that are emitted in the de-excitation phase of a nuclear interaction. The distribution of prompt gammas is correlated with the beam range. A recent review is written by Krimmer et. al. [73]. In the past years, MC developers started to pay particular attention to correctly predicting prompt gamma distributions. Also, in this case, the complexity of non-elastic nuclear reactions makes it difficult to accurately reproduce the level and shape of prompt γ emission. Of course the quality in the prediction of residual nuclei and of their excitation, as for the case of [image: image] emitters, is important. Whenever possible, photon energies and branching ratios should be sampled according to existing databases of known nuclear levels and transitions. For example, they can be derived from data provided by the most recent release of the RIPL [74] data provided by IAEA. However, not only the level energies, but also spin and parity have an influence on photon emission. Furthermore, the shape of emission lines is subject to Doppler broadened due to nuclear recoil, and this also deserves attention in the development of the interaction model.
• Production of fast charged hadrons. The principle of range monitoring in ion therapy by means of hadrons escaping the patient (mainly protons) was proposed about a decade ago [75] and since then investigated by different research groups, see Section 2.5. Fast hadron production is clearly part of nuclear fragmentation, and therefore we are again dealing with the physics models which are relevant to dose calculations. However, as discussed in Ref. 76, the most accurate result in the measurement of a proton emission distribution correlated with a longitudinal dose profile, is achieved by detecting particles emitted at large angles with respect to the beam direction. This involves a limited region of the available phase space and it is not trivial for available calculation models to reproduce with the same quality both fragmentation at small angles (the most important as far as dose is concerned) and the emission at large angles. As discussed later, there is a lack of experimental data useful for model tuning and benchmarking, and available data are limited in angle and primary energy [77, 78]. Double differential cross sections are eagerly needed. More available data will be discussed in Section 2.5.
2.4.2 Calculation of Neutron Production and Interaction
MC codes allow to evaluate neutron production during a particle therapy treatment. The simulation of neutrons with energy exceeding [image: image]10 MeV is provided by the same models discussed so far for charged particles. The situation is different for lower energies, since neutron cross sections have a complex structure. They cannot be calculated and usually one has to rely upon evaluated nuclear data files. Different libraries are accessible (ENDF/B, JEFF, JENDL, CENDL, ROSFOND, and BROND) [79, 80] and are periodically updated. By means of dedicated software codes, it is possible to obtain cross sections to be used within MC codes.
Simulations have been used to evaluate the risk of secondary cancer due to neutron exposure, especially in the comparison between passive and active scanning (see for instance [81–85]). At present, there is some consensus that risks deriving from neutrons are negligible with respect to those associated to the primary beam, at least as far proton therapy is concerned. The contribution of neutrons to dose is therefore normally neglected in treatment planning. However, there remain other cases in which the calculation of neutron interactions is important:
• for prompt γ detection for range monitoring purposes, the evaluation of background deriving from neutron interactions is relevant.
• The long-term effects of neutron production should be done with MC models that include radiobiological models [83, 84].
• In Boron neutron capture therapy (BNCT) [86, 87], which is based on the direct use of neutrons. It is one of the cases in which treatment planning and dosimetry are strongly based on MC. One of the main reference codes for BNCT is MCNP [42, 88], which was used for treatment planning [89]. More recently also PHITS [37, 38] has entered in use for this purpose [90]. A comparison of results obtained with GEANT4 for different physics list, and with FLUKA, is reported in Ref. 91. MC simulations are also widely used in BNCT to design new beams for the specific application [92, 93].
For reliable neutron production models, benchmarking nuclear interaction models with neutron data are important. Fortunately, a large amount of neutron production data at an enormous energy range is already available from reactor experiments and radiation protection in space, as we will see in Section 2.5. Finally, even though neutrons might not seem very interesting in the context of charged particle therapy, we point out that neutron data are very powerful to constrain nuclear interaction models.
2.5 Data for Benchmarking and Tuning Nuclear Physics Codes
To determine the effects of secondary particles and to exploit them in range monitoring, MC models can be used to predict the yields and characteristics of the secondary particles. The accuracy of the predictions ultimately relies on the ability to correctly model the relevant production cross sections. In our opinion, experimentally measured cross sections are the most valuable data that are needed to tune the models in the relevant range of ion species, energies, and target mass. In particular, single and double differential cross sections are the most interesting measurements.
A collection of measured cross sections in the energy range from 100 MeV/u up to 10 GeV/u can be found in reviews by Norbury [94], Sihver [95], and Bauhoff [96], focusing mostly on radiation protection in space. Moreover, the handbook by Heilbronn and Nakamura [97] contains lots of data for neutron production, mostly from design studies of heavy ion accelerator facilities and radiation protection in space. In the context of radiotherapy, much effort has been done in the last decades to improve the accuracy of MC codes in the energy range up to 400 MeV/u for tissue-like targets. However, although a large amount of valuable data are available for the purpose of benchmarking and tuning calculation models, at present, there still remain significant gaps. In the following, we summarize some of the most relevant measurements that have to be considered. We divide them into three categories: i) measurements of cross sections on thin targets, ii) measurements performed on thick targets, and iii) measurements specifically oriented for range monitoring purposes.
2.5.1 Measurements of Cross Sections on Thin Targets
These measurement concern total cross sections, partial cross sections, and single and double differential cross sections of specific processes. While total cross sections are valuable to predict primary beam attenuation, partial cross sections, and single and double differential cross sections are important to predict yields, angles, and energies of secondary particles. The usage of thin targets is most appropriate for tuning MC models, because the energy of the beam does not decrease, and the model parameters can be isolated from transport issues. A non-exhaustive selection of cross section measurements that have frequently been used for tuning nuclear models in MC simulations in the particle therapy energy range is reported in Table 1.
TABLE 1 | Cross section measurements on thin targets for tissue-like targets in the energy range up to 400 MeV/u.
[image: Table 1]The majority of the cross section measurements in Table 1 are for carbon projectiles; however, the growing amount of interest in particle therapy with other projectiles has led to recent new initiatives. For instance, valuable new cross section measurements for 4He [98, 99] are displayed in Figure 2. This figure illustrates a general problem with many cross sections: there are differences between data sets, and for analytical or MC model parameterizations, it is ambiguous with which measurements the tuning should be done. New data are thus useful to resolve ambiguities between data sets.
[image: Figure 2]FIGURE 2 | Cross section measurements from Horst et al. [99]: in red, the new measured mass-changing cross sections for 4He ions on C (top left), O (top right), Si (bottom left), and H (bottom right) targets, compared with different data from the literature and with two parameterizations of the measurements.
As reported in 2010 by Böhlen [63], a tuning of the hadronic models in FLUKA and GEANT4 was based on some of the measurements in Table 1, revealing several shortcomings in both codes, in particular at lower energies. Further developments in the improvement of the nuclear models in GEANT4 were reported afterward [104, 106, 107], and new efforts are currently in progress [20]. PHITS, FLUKA, and MCNP6 were recently benchmarked with experimental data for neutron production cross sections [108].
Concerning protons, the work by Braunn et. al. [109], aimed at benchmarking the TALYS nuclear reaction code, contains a large number of references of total proton–nucleus cross section measurements as a function of energy in the range up to 250 MeV with tissue-like targets.
Despite the progress made over the years, Table 1 shows that double differential cross section measurements for charged fragment production are still scarce, while such measurements are the most essential for tuning nuclear reaction models. Measurements that are specifically aimed at improving the knowledge for particle therapy are planned in 2021 by the FOOT collaboration [110]. The ultimate goal of this experiment is to provide measurements of energy differential cross sections for the production of charged fragments with an accuracy of 5–10%. This would provide reference data sets for model benchmarking with a high level of accuracy. However, for processes or phase space regions where there is a complete lack of data, even less accurate measurement would be valuable.
2.5.2 Measurements on Thick Targets
These measurements include cross sections, primary beam attenuation studies, Faraday cup measurements, fragmentation yields, and emission angles. Rather than being directly useful for model tuning, these measurements allow us to assess the overall accuracy of MC codes, that is, transport, nuclear, and electromagnetic interactions together. A vast amount of measurements on thick targets have been done in the last decades; however, only a handful are useful for MC benchmarking. First, they should include a clear description of the experimental setup. Second, the physical quantities should be reported in absolute units. In Table 2, a selection of valuable measurements is presented. Of these measurements, the cross section measurements by Schall [111], Heattner [112, 113], and Golvschenko [114, 115] are most suitable for benchmarking MC codes at particle therapy energies, and these data were used for benchmarking FLUKA [63], GEANT4 [63], PHITS [116], and SHIELD-HIT [55, 56]. Examples of studies aimed at studying emission angles and fragment yields were performed for PHITS [117], FLUKA [118], and GEANT4 [119], allowing for additional improvements in these codes. A recent experimental work of Aricò et al. [120] points out that there are differences in secondary fragment production between water and PMMA targets. Furthermore, simulations were performed using FLUKA, and some differences were found between experimental measurements and calculations. All these differences should be taken into account when dosimetric measurements are performed using PMMA instead of water phantoms.
TABLE 2 | A non-exhaustive selection of measurements on thick targets relevant to particle therapy: projectile, energy, target material, measurement, literature with MC-data comparisons, and reference with first author.
[image: Table 2]A different approach is represented by charge measurements performed by means of a multilayer Faraday Cup. For example, in the work of Rinaldi et al. [121], a FLUKA simulation of protons at 160 MeV was compared to existing experimental data. This is an integral test which allows to estimate the accuracy of MC models in reproducing the overall range of nuclear secondaries produced in target fragmentation. However, as remarked by the authors, it cannot provide any specific check of a particular reaction channel. Besides FLUKA, also other MC codes have been previously compared to the same kind of measurements. For instance, SHIELD-HIT is considered in Henkner et al. [122], MCNPX in Mascia et al. [123], and GEANT4 in Zacharatou et al. [124] and in Hall et al. [28].
2.5.3 Measurements That Were Performed in the Context of Range Monitoring
These measurements are those that specifically concern the production of secondaries which can be exploited for range monitoring, a topic where the reliability of nuclear models in MC is of particular relevance. These secondaries include [image: image] emitting nuclei, prompt gammas, and energetic secondary charged fragments. We summarize a selection of these measurements in Table 3. Again the list is non-exhaustive, and we selected only those measurements that were reported in absolute physics quantities on homogeneous targets, since we consider these as the most suitable for the benchmarking of MC models.
TABLE 3 | Summary of measurements in the context of range monitoring studies.
[image: Table 3]As far as [image: image] emitting nuclei are concerned, a large amount of measurements is available for offline, in-room, and online monitoring. Most of them are measurements of the detection of the activity spatial distribution. However, the data which are particularly useful for MC model tuning are cross section measurements. Actually there are not yet enough cross section data available. Existing data have large uncertainties, and to achieve a range accuracy below 1 mm, more accurate cross section measurements are needed [132]. The case for which more data are available is that of 11C production in p-12C collisions. Figure 3, taken from the work of Matsushita et al. [133], illustrates a situation which points out that considerable systematic differences exist between different data sets. Clearly, the uncertainty of the predictions of MC models can be, at best, of the same order as the experimental uncertainty. FLUKA was compared with these cross section data, starting from the work of Sommerer [134], and the quality of results, as summarized in Figure 7 of the article of Battistoni et al. [135], can be considered satisfactory. The comparison with data for 11C and 15O production is shown. These are the two most relevant radionuclides in case of PET monitoring in proton therapy, but other isotopes can be important, especially in in-beam PET. Less data are available in case of 10C production. Recently, new cross section data for 10C, 11C, and O15, very useful for future benchmark studies, were published by different groups [133, 136], where the work of Horst et al [136] concerns also data relative to C–C and C–O collisions. Since recently, the use of PET monitoring technique is under consideration also in the case of ion therapy [137]. The prediction capability for short-lived [image: image] emitters remains subject to uncertainties. A recent comparison [138] between GEANT4 for short-lived [image: image] emitting nuclei with data [139] clearly demonstrated the need for improvement.
[image: Figure 3]FIGURE 3 | Cross section measurements for 11C from different groups in the past 70 years, with new recent measurements included. Reproduced with permission from Matsushita et al. [133] Discrepancies between various measurements are visible.
Regarding prompt gammas, soon after the first proposal to use prompt gamma detection for particle therapy [140], it was realized that existing MC models were not reliable, see, for instance [141]. This has led to many new developments, among which the Envision project [142], in the context of European FP7 program, dedicated to imaging in ion therapy, which also stimulated new efforts for the improvement of existing codes and the development of new ones. For instance, valuable measurements in the framework of Envision were reported by Smeets et al. [143] and Pinto et al. [144], as well as several studies aimed at improving the accuracy of MC codes like MCNPX [143], GEANT4 [145], and TOPAS [146]. The study by Dedes et al. [145] revealed that prompt gamma yields were strongly overestimated by GEANT4 [145]. Improvements in GEANT4 were reported in 2016 [147], and good results for the FLUKA code concerning the prediction of both yields and energies of prompt gammas are obtained [135].
Finally, charged fast hadrons were considered more recently for range monitoring purposes [148–150] in the context of ion therapy. Table 3 summarizes various measurements that are useful for MC benchmarking. From the point of view of fundamental cross sections of interest in this case, also data reported in Table 1 are very useful. However, the approach aiming at achieving more spatial precision [149] requires the use of fragments emitted at large angles (mostly protons). Simulating such processes is challenging, because only a few of the total number of charged hadron secondaries produced are emitted at large angles. In fact, the standard available biasing techniques (importance biasing and biasing of inelastic cross section) do not apply in this context, especially when a comparison with experimental data on the basis of event-by-event reconstruction is required. It would be possible to develop dedicated variance reduction techniques for this purpose. In addition there is lack of data at large production angles to benchmark production models. A recent attempt to perform this kind of measurements for 12C interactions on different elements is reported in Ref. 105.
2.6 Future Directions in Model Development
In the last decade, many important developments of interest for particle therapy concerned the use of MC. So far, the attention has been mainly focused on the treatments with proton and 12C beams. Therefore, also the efforts in the development of nuclear models were necessarily concentrated on the interactions of these projectiles. More recently, the attention is focusing on 4He interactions, since this appears to be most probable application of new ion beams for therapy [168]. The case of 16O projectiles is also a next study case. Consequently, future work to improve MC models should be oriented in the same direction.
It turns out that adopted hadronic models are in general adequate for physical dose calculations. However, it is clear that none of the models considered in the above-discussed MC codes, or others, is capable, alone, to provide reliable predictions in all clinical and research applications. Due to their intrinsic phenomenological nature, experimental data are needed to drive model development and to allow their benchmark. In this respect, our claim is that the most valuable data for this purpose are single and double differential cross sections, measured on thin target experiments. Unfortunately, in the whole range of interest for particle therapy, there is still a significant lack of measurements, mainly concerning nucleus–nucleus interactions. In the next years, new data are expected from the FOOT experiment [110]. Of course, also indirect approaches and measurements on thick targets, often involving multiple interactions and different energies, are very important for model validation.
Finally, we would like to point out that a judgment of the level of accuracy of certain model may strongly depend on the scope of use. The capability of correctly reproducing in detail the cross sections may not be necessary in all cases. For instance, a model can be accurate in reproducing the physical dose but not enough for range verification techniques. In any case, MC models require a continuous work of upgrade and development. This concerns both the improvement of physics modeling and the optimization of their algorithmic implementation. Actually, the complexity of the description of interactions can result in elevated consumption of computing time. As we shall discuss also in the next sections, this aspect remains one of the major limitations in the use of general purpose MC codes in clinical practice.
3 MONTE CARLO AND RADIOBIOLOGICAL MODELING
3.1 Rationale
The capability of performing a reliable calculation of physical dose is a necessary condition for an MC to be used in particle therapy. However, this is not sufficient, and the evaluation of effective biological dose is eventually required. This is a fundamental aspect which is particularly important in ion therapy. In fact, one of the most important reasons for the use of carbon or heavier ions in particle therapy is their increased relative biological effectiveness (RBE) in the Bragg peak region. A primary ion beam will give rise to a mixed radiation field with particles and nuclear fragments of different charge, energy, and LET. Each of them will have a different biological impact, even for the same imparted physical dose in the same kind of tissue. This is related to the different ionization density which the different particles will produce on length scales comparable to the size of DNA structure and cell nuclei. Many complex biological aspects are involved that may give rise to significant uncertainties in effective biological dose calculations. Thus, the study of radiobiological effects cannot be limited just to the physics of the interactions of radiation with matter, but should include the modeling of biological factors. Below, we discuss strategies that have recently been developed to take into account some biological effects in MC dose calculations in clinical and research context.
3.2 The Track Structure Approach
This review mainly concerns MC codes adopting the condensed history approach, while radiobiological calculations are most properly performed by means of track structure codes. These are codes designed to track the passage of electrons and ions simulating each individual basic interaction and recording positions and energy depositions of all produced particles. Besides the description of physical processes, radiochemistry models must be implemented in these codes to take into account the many body processes relevant for radiobiological purposes. Track structure codes are in general able to perform calculations on microscopic (nanometric) volume scales in liquid water, making their application in simulations of actual treatments highly unpractical from the point of view of computing power. However, they remain fundamental, together with mathematical models of the cell structure, for the investigation of all basic mechanisms related to biological effects of radiation. Among the examples of codes belonging to this class, we can quote PARTRAC [169], able to perform calculations on microscopic scales in liquid water, and TRAX [170, 171], which can deal with different materials. Results obtainable by these codes can in principle be coupled with the radiation field simulation achievable with general purpose MC codes.
A recent approach aiming to merge the track structure approach into the framework of a general purpose MC code is the GEANT4-DNA project [172]. It was started in the context of the studies for radiation protection in space missions. The code currently includes the interactions of light particles (electrons) and ions including hydrogen and helium isotopes down to the eV scale in liquid water. An example of the tracking capabilities of the code is shown in Figure 4, where the 2D pattern generated in liquid water by a single 1 keV electron is shown.
[image: Figure 4]FIGURE 4 | Projected 2D pattern generated by a single 1 keV electron in liquid water using the GEANT4-DNA physics processes. The primary particle originates at the (0,0) position. Different colors represent different physics processes [172].
Thanks to the geometrical modeling capabilities of GEANT4, it allows to implement the geometry of biological targets at sub-micrometric scales. In particular, it can use either a voxelized or an atomistic approach. The latter allows to model targets at nanometric scales, such as the DNA molecule, using the combination of standard mathematical volumes, as shown in Figure 5. A chemistry model can be coupled to simulate indirect effects of radiation due to the generation of molecular radical species.
[image: Figure 5]FIGURE 5 | Visualization of a whole chromatin fiber irradiated by a single 500 keV He+ particle, emitted perpendicularly to the main revolution axis of the fiber. Individual bases are modeled as sectors of cylindrical shells, with an inner radius of 0.5 nm and an outer radius of 1.185 nm. They have a thickness of 0.33 nm. The positions of 100 pairs of bases are parameterized into a DNA helix loop. [172].
Another attempt is being made in the context of the TOPAS [21, 22] project, where an extension was developed called TOPAS-nBio [22, 173], which is aimed at the modeling of detailed biological effects at the nanometer scale, facilitating and extending the use of GEANT4-DNA models for subcellular geometries, physics, and chemistry processes.
3.3 Coupling of General Purpose MC Codes With Radiobiological Models
A common approach to evaluate the RBE-weighted dose ([image: image]) in a MC simulation is to obtain the RBE by exploiting the survival probability S of cells as function of physical dose D as predicted by the linear quadratic dependence, inspired by the dual radiation model of [174] formulated as
[image: image]
Here, α and β are parameters, which depend on several variables including those of biological nature, such as the tissue type, and of physical nature, like particle type, energy, dose, and LET. The RBE factor, for a given survival level S, is then given by
[image: image]
where [image: image] and [image: image] are the coefficients for photons, while [image: image] and [image: image] are the coefficients for the ions of interest (at a given LET).
When general purpose condensed history MC codes are considered, the most common approach is to rely on a precomputed database of the coefficients α and β. They can be estimated by numerical radiobiological models, such as the local effect model (LEM) [175–178] or the microdosimetric kinetic model (MKM) [179–185]. Alternatively, they can be obtained from experimental data or from track structure simulations. One of the first examples of this approach within a MC can be found in the work of Kase et al. [186], using GEANT4 in the context of ion therapy activity at NIRS. In the case of FLUKA [135], a general interface is available to the user in order to provide a database in terms of α and β for different tissue types and for the different components of the radiation field as a function of energy per nucleon. As implemented also in other codes, in order to compute the biological effect, FLUKA performs the calculation of dose-weighted averages [image: image] and [image: image]:
[image: image]
where [image: image] is the dose from the ith charged particle (composing the mixed radiation field) with associated [image: image] and [image: image] in voxel j and i runs over all particles depositing dose in voxel j. Eventually, RBE and RBE-weighted dose values can be determined for each voxel of the irradiated target knowing the absorbed dose and the dose-weighted averages [image: image] and [image: image]
As an example, we report in Figure 6[image: image] and [image: image] (left panel) and the absorbed dose and [image: image] (right panel) for a carbon ion biologically optimized spread-out Bragg peak, as available at CNAO. The SOBP was calculated for a homogeneous dose distribution of 3 Gy-RBE in a cubic shaped target of side 6 cm centered at 9 cm depth in water. The FLUKA weighting was achieved for a cell line having [image: image] = 2 Gy, as obtained from photon irradiation measurements.
[image: Figure 6]FIGURE 6 | Example of biological weighting of dose performed with FLUKA [135] in the case of a carbon ion spread-out Bragg peak for a cube-shaped target of side 6 cm centered at 9 cm in water. Left panel: [image: image] (solid line) and [image: image] (dashed line) calculated as a function of depth in water. The β results have been rescaled by a factor of ten for display purposes. Right panel: absorbed dose (dashed line) and [image: image] (solid line) values calculated as a function of depth in water.
Another example where this approach was applied is a newly developed radiobiological model denominated BIANCA [187, 188], implemented in the form of MC simulation as well, which takes into account the development of complex DNA lesions, chromosomic aberrations, and their capability of inducing clonogenic cell death. In Ref. 188, the coupling of BIANCA with the FLUKA MC is reported. This work shows a comparison of survival data of CHO cells after an irradiation mimicking a clinically relevant scenario using carbon ions and protons. An interesting result of this work is reported in Figure 7.
[image: Figure 7]FIGURE 7 | Surviving fraction for CHO cells in a typical two-port irradiation with carbon ions (panel (A)) and protons (panel (B)) [188]. The solid lines represent the predictions performed by BIANCA interfaced to FLUKA, the points are experimental data taken from Ref. 189, and the dashed lines represent the prediction performed by LEM model [189].
Different RBE models can produce different results, and this can result in different dose prescriptions. This aspect has been studied in detail for carbon ion therapy at CNAO with the help of MC calculation. The starting point is that it was considered to take as reference the clinical protocols assessed in the past in the NIRS Japanese center. At NIRS the MKM radiobiological model was used, while, for several years, the treatment planning system of CNAO, as in the rest of Europe, was based on the LEM-I model. Since 2012, Fossati et al. [190] showed that for the same DRBE, significant variations of the physical dose D in the target volume, up to 15–20%, were found when comparing the two approaches. In order to minimize target physical dose variations, and possible consequent risks of undercoverage of target, prescription dose conversion factors, as suggested in Ref. 190 in a study with water phantoms, were validated for a series of patient cases by Molinelli et al. [191] by means of simulations performed with the FLUKA MC, where the alpha, beta radiobiological parameters from LEM-I were used according to the procedure described in this section. Further studies using MC simulations are reported in the work Magro et al. [192]. A Matlab-based tool was developed to generate a biological database, that is, a set of input tables of some model-specific parameters for a variety of particles, based on the MKM mode. This database was benchmarked with published ICRU energy loss tables. Then, using this database together with the information about the mixed-radiation field (particle type, energy, etc), FLUKA can calculate the RBE-weighted dose of the mixed-radiation field in each voxel. To clinically benchmark the coupling of FLUKA with the NIRS approach, a few real patient treatments were simulated, corresponding to different prescripted dose levels. The simulation results (physical dose, effective dose, and RBE) were compared to the results obtained by means of the TPS adopted at NIRS. Some discrepancies were found, but the general level of agreement was considered satisfactory. A similar investigation has been more recently performed for 4He ions, as reported in the work of Mein et al. [193] using both MC and an analytical calculation platform.
3.4 Semi-Analytical Approaches
The dose average linear energy transfer ([image: image]) is frequently used as physical quantity to describe the biological effectiveness of the mixed radiation field. [image: image] is the dose-weighted mean value of the particle LET distribution at depth z in the radiation field consisting of dose contribution [image: image] from all particle species i and is defined as
[image: image]
The quantities [image: image] and [image: image] can be evaluated by means of MC codes so that [image: image] can be calculated by means of Eq. 4. This can be exploited to evaluate RBE in the case of proton therapy, where it is possible to make use of phenomenological models which predict proton RBE as a function of LET, dose, and the (α, β) tissue-specific parameters for photons. The most common models of this type, derived from the analysis of proton RBE experimental data, are those of Wedenberg [194], Wilkens [195], McNamara [196], and Carabe [197].
Dependence of RBE on LET can be fitted in different ways. For example, in the Wedenberg model [194], RBE is given by
[image: image]
where q is a parameter obtained by experimental data, different for each cell line.
Instead, the RBE expressions of McNamara [196] is given by
[image: image]
where [image: image], [image: image] Gy keV−1 μm, [image: image], and [image: image] Gy−0.5 keV μm.
These kind of approaches can be useful in proton therapy to take into account variations in RBE, as alternative to the common assumption in clinical treatments of a constant RBE value of 1.1. In principle, it is possible to introduce these parameterizations also in ion therapy; however, it is usually preferred to make use of more sophisticated phenomenological or mechanistic models.
3.5 Future Directions and Developments
Considering the present state of the art, the possibility of making use of track structure simulation within a MC calculation of particle therapy treatments seems to be confined, for the moment, to research activities. In fact, the exceptionally high computing time which is required by such an approach can discourage to adopt this solution for a systematic study of clinical cases, and treatment planning in particular, even when accelerating techniques or large clusters are employed. It can be considered sometimes for retrospective analyses of clinical data. In general, the use of an interface to pre-calculated tables from external radiobiological models will remain the most practical solution for MC simulations.
Future developments, useful for biologically oriented treatment planning, need to consider not only RBE but also other important radiobiological quantities. One of the most important parameters is the oxygen enhancement ratio (OER) and its dependence on physical variables. This parameter is particularly interesting in view of the use of high-LET radiation for the treatment of hypoxic tumors, as discussed, for instance, in the works of Scifoni and Sokol et al. [198–200].
The development of new generation treatment planning is also considering the radiobiological effect of target fragmentation in proton therapy. As proposed in Ref. 201, this phenomenon may contribute to an increase of RBE especially in the entrance channel, and neglecting this contribution can bring to an underestimation of damage to the healthy tissues. The investigation of this particular aspect, usually not considered so far, requires both experimental activity and MC simulations. This is also a theme where the importance of modeling nuclear interactions, as discussed in Section 2, is emerging [202, 203].
Other topics in which MC simulation can be important in the context of radiobiology is the comprehension of possible mechanisms leading to the enhancement of radiobiological effectiveness. An attempt in this direction is the recent suggestion concerning the additions of specific radioisotopes (like 11B or 19F) to exploit nuclear reactions triggered by protons on these nuclei. These reactions can generate short-range high-LET alpha particles inside the tumors, thereby allowing a highly localized DNA-damaging action [204]. Another interesting challenge is coming from the possible extension of the FLASH Radiotherapy approach [205, 206] to particle therapy, that is, the delivery of very high dose rates ([image: image] 100 Gy/s). It has been suggested that such high dose rates can enhance differential effects between normal tissue behavior with respect to the tumor. From the point of view of MC codes, no changes are expected for the physics of interactions of radiation in matter, while specific radiobiological models are still under investigation and development.
4 DEVELOPMENT OF MC-BASED TREATMENT PLANNING
4.1 Introduction
Over the past years, the superior accuracy of MC calculations with respect to analytical calculations has been confirmed in many studies. This is thanks to the more accurate implementation of physical (and possibly radiobiological) processes, the fact that the material composition is included in calculations, and the precise tracking algorithms. At present, MC dose calculations are therefore successfully used for various purposes in treatment planning and related research. Although the applications of MC in treatment planning are mostly in forward dose calculations (to compute the dose distribution in a tissue given a treatment plan), new developments are ongoing to include them in inverse dose calculations (to find a treatment plan whose execution will achieve a desired dose distribution).
In the next paragraphs, we shall first summarize some considerations on the role of MC in the present use of MC in treatment planning systems. Then, we shall present an example of developments in MC-based treatment planning systems, and we finish with some consideration about the underlying problematics and developments.
4.2 Present Usage of MC in Treatment Planning
MC simulations play an important role in the development and commissioning of treatment planning systems. Different treatment planning systems exist for particle therapy. A discussion of these tools goes beyond the purpose of the present review, but a few general issues can be mentioned. For dose delivery with spot spanning, commercial treatment planning systems are usually based on fast analytic dose engines using pencil beam algorithms. Such algorithms are often developed with the help of MC dose calculations, since it is not possible to rely completely upon analytic expressions or available tabulations. Many treatment planning systems require that the user provides specific measurements and MC simulations of pencil beams in water as a part of the TPS commissioning process for a given facility.
Moreover, MC simulations are currently often used for verifying the treatment plans of commercial treatment planning systems for complex patient dose calculations. Such verifications are often desired in situations which are characterized by large density heterogeneities (see, e.g., [1–3]), at least for a limited number of patient cases. The TPS prescription is used as input to the MC, which performs a forward dose calculation, that can be compared with the analytical result.
The clinical interest in high-accuracy MC tools is demonstrated by the fact that vendors of commercial treatment planning systems have since recently started to provide the user with MC-based dose calculation kernels for proton therapy, albeit only for forward calculations:
• The RayStation ® [207] TPS provides the user the possibility to perform forward MC dose calculations for protons, based on a condensed history MC for primary and secondary protons, while heavier secondaries are considered only using a continuous slowing down approximation [208]. This MC dose engine has been validated also in clinical context [209]. Here, the authors demonstrated the superior accuracy of the MC dose engine with respect to the analytical algorithm in specific situations: in the presence of range shifters, large air gaps, or when beam directions are tangential to the patient surface. This may also depend on patient anatomy [2, 3]. RayStation also includes a tool allowing for an easy comparison between the MC and the analytical result, so discrepancies can be easily identified.
• The Eclipse treatment planning system provides users a MC dose algorithm for proton therapy, AcurosPT [210]. Here, computational run time is minimized by simplifying and eliminating less significant physics processes. The algorithm was benchmarked with TOPAS.
4.3 Recent New Developments in MC-Based TPS
There are several promising new developments in the usage of MC calculations in treatment planning. For instance, in the context of ion therapy, new developments are ongoing in the TRiP98 (treatment planning for particles) [211, 212] tool. This TPS was created as analytical dose calculation and optimization tool and used clinically for carbon ion radiotherapy at GSI until 2008, taking advantage from the development of the LEM radiobiological model carried on at GSI [175–178, 213, 214]. In the clinical applications of TRiP98, the LEM-I version was adopted. It also served as prototype for the clinical TPS Syngo® RT Planning Software [215]. The original TRiP98 used a 1-dimensional deterministic transport algorithm, and the broadening of the ion beam as a function of depth was accounted for by means of a double Gaussian function. In order to overcome this kind of limitations, a fast MC algorithm was developed within TRiP98, as reported in the article of Iancu et al. [216]. This dose kernel could potentially also be used for plan optimization.
Also, in the development of ion treatment planning at HIMAC, MC has played a role. As reported in a dedicated textbook [217], GEANT4 was used to build the prediction of ion species and their kinetic energies of the therapeutic carbon-ion beam and to predict the dose mean-specific energy (z*) which is necessary for their microdosimetric radiobiological model.
A recent example of MC dose calculation tool for both proton and heavy ion therapy is the work of Russo et al. [218, 219]. It describes a TPS computing kernel for different ion types, called PlanKIT (Planning Kernel for Ion Therapy), developed within a collaboration between IBA and INFN, currently only used for research. This TPS is based on the use of a “Beamlet Superposition (BS) model.” The concept, similar to what is adopted in other projects, is that an ion beam can be thought of as composed of subunits, here called Beamlet, that are obtained splitting the beam phase space in smaller phase spaces. The total irradiation result is obtained by summing the interactions of the different beamlets, computed with FLUKA MC simulations. In this way, it is possible to produce universal Look-Up tables of physical and radiobiological quantities, like dose, track-averaged, and dose-averaged LET and, by coupling to the MKM radiobiological model, α and β coefficients to derive RBE according to the linear quadratic model. The main advantages deriving from this approach were two: i) the possibility to simulate the irradiation with different ions species and ii) the evaluation of several physical and radiobiological quantities at the same time. At present, only forward calculations can be performed with PlanKIT.
All above mentioned examples, with exception of the TriP98 research, are examples where MC is used as forward dose calculation tool. Considering the recognized quality of results in dose calculation which can be obtained by means of simulation, it is natural to consider also the possibility of coupling MC to an optimization code for inverse dose calculations, so that MC accuracy would be assured for all stages in treatment planning, from development to clinical use. This would have a few important advantages:
• It would allow to include the most accurate description of physics, geometry, beam models, and materials during all stages of treatment planning, including plan optimization, that is, the calculation process to obtain all beam weights by optimizing the dose in terms of target coverage and OAR dose.
• It would allow to consider the actual composition of tissues. In fact, TPS calculations are usually performed just considering a water equivalent path length environment. For electromagnetic processes, this is generally not a problem, but for processes involving nuclear interactions, it may lead to errors, especially in calculations for high density regions in the patient (bone and implants), or in modeling treatment heads and beam shape devices.
• It would be possible to simultaneously predict dose and secondary particle production, useful for treatment verification techniques.
One of the first attempts to proceed in this direction has been reported in the work of Mairani et al. [220], which describes the development of a MC treatment planning (MCTP tool) for proton therapy based on the FLUKA code. The workflow of this solution is illustrated in Figure 8.
[image: Figure 8]FIGURE 8 | Workflow of the multi-step procedure for dose calculation and optimization of the work of Mairani et al. [220].
The procedure requires as input a set of pre-optimized pencil beams P1(N1). Here, N1 is the initial pre-optimized guess for the fluences that is obtained with a commercial TPS or fast MC, starting from all the possible beams P0 available in a given therapy facility in terms of energy values and positions. Then, the MC-optimized solution, P2(N2), is obtained iteratively by an optimizer algorithm which runs over a MC calculated dose kernel, that is, 2-dimensional matrix of [image: image] values (dose in voxel j of patient geometry deposited by pencil beam i). Hereby, an RBE-weighed dose kernel is achieved by either using a fixed RBE value of 1.1 or using pre-computed tables of radiobiological coefficients, as described in Section 3. An optimizer code, taking as input the MC dose kernel, produces the treatment plan by minimizing a cost function which takes into account the prescribed dose to the planned target volume (PTV) and a set of dose limits for organs at risk (OAR).
This approach has been initially validated at CNAO by comparing the results to those achieved by the standard TPS adopted in the facility. Figure 9 reports the results of one of those comparisons.
[image: Figure 9]FIGURE 9 | Example of results of the MC TPS tool of Mairani et al. [220]: DVHs for PTV and OAR calculated for a three-field patient case (chordoma in the head–neck district). The standard TPS results (labeled TPS) are compared with the MC-recalculated (labeled MC REC) and MCTP (labeled MC OPT) ones.
The project was soon extended to ion therapy, as described in the work by Böhlen et al. [221]. Since then, it has been used mainly for research purposes. For instance, we can quote two examples: i) the investigation of the robustness of ion beam therapy treatment plans with respect to uncertainties in biological treatment [222] and ii) the study and validation of treatments with different ion species, including 4He and 16O (also protons and C), by comparing results with dosimetric measurements, as performed at the Heidelberg Ion Therapy Center [223].
4.4 Developments and Perspectives
As mentioned in the conclusions of Section 3, work is ongoing in view of a new generation of TPS considering new features, as other radiobiological parameters and target fragmentation, and the possible use of new ions other than 12C. In all these cases, the use of MC will undoubtedly remain important both for development and check. A new case study where simulation can play a fundamental role (provided that the coupling with radiobiological modeling is properly implemented) is the optimization calculations for multiple ion treatments, as described by Sokol et al. [200]. Here, the combination of 4He and 16O beams has been considered as advantageous to achieve the “kill painting” approach [198, 224]. The first studies have been performed by means of the multi-ion biological optimization (MIBO) version of TRiP98 where specific algorithms to consider OER were added.
The MC approach discussed in Section 4.3 to treatment planning is surely of great interest and is potentially an innovative breakthrough. A few issues are still hampering the application in clinical practice. The most obvious difficulty is the large computing power that is required by full MC calculations, several hours for a multi-field proton therapy treatment plan [220]. From a clinical point of view, treatment planning with full MC can become attractive only if the required time is comparable to that employed using the standard approach, even if the quality of physics can be superior. Of course it is possible to reduce computation time by running parallel independent histories on a cluster of CPUs. However, the use of a very large cluster is not straightforward for all therapy centers. Instead, a more promising road is the development of fast MC techniques. This will be reviewed in Section 5. As we shall see, new attempts to develop MC treatment planning environments are under way [225, 226].
Finally, higher computation speed is not the unique requirement. In order to facilitate the use of MC in treatment planning in a clinical environment, it is important to develop the necessary software interfaces for the integration with TPS and image processing.
5 DEVELOPMENT OF FAST MC CODES
As mentioned previously, a major issue hindering widespread clinical implementation of MC simulations is computational efficiency. The complexity in the implementation of physics models and transport algorithms is very demanding in terms of computing power. Considering that a normal MC simulation of a treatment often requires transporting a large number of particles, usually large computer clusters have to be used. For this reason, in the last years, the interest for the development of fast simulation techniques has grown considerably. These attempts make either use of new technologies in computing hardware, or they adopt dedicated algorithmic solutions. Since it is often sufficient to have a code fully dedicated to dose calculation, a significant contribution to the speedup is also obtained by simplifying the structure of the code with respect to a general purpose MC, focusing only on the relevant processes. In this Section, we highlight a few examples of fast MC code development.
5.1 Current Methods to Speed up Monte Carlo Simulations
5.1.1 Usage of Graphics Processing Units (GPU)
The progress in the use of graphics processing units (GPU) allowed a new effective direction in the search for higher computation speed. This approach, pushed by computed graphics, has allowed for the development of techniques for general purpose computing exploiting the high degree of parallel operation which characterize these hardware units. This has brought to the approach denominated “General Purpose computing with Graphics Processing Units” (GPGPU). MC is one of those computing cases which can profit from the high degree of parallelism allowed by this technology, since events may be processed in many different cores at the same time. A comprehensive review about advantages and challenges about GPU proton dose calculations (analytical and MC) was written by Jia et al. [10].
The GPGPU architectures have evolved in time, and since about 2007 commercial solutions are available with full possibility of programming. Probably, the most diffused and interesting hardware units are those produced by NVIDIA® through the CUDA® (Compute Unified Device Architecture) platform [227]. CUDA® is a development environment which allows the writing of applications by means of the extension of diffused programming languages, like C/C++, overcoming the difficulties of assembly languages. CUDA® compilers for other languages are also commercially available. Programs exploiting the GPGPU architecture can be also written using the OpenCL (Open Computing Language) software libraries. MC algorithms must in general be rewritten in order to efficiently exploit GPU features, taking also into account possible limitations and bottlenecks, as those coming from the interactions between CPU and GPU memories. Limits such as the size of global and shared memory, maximum number of threads per block, and number of stream multiprocessors are GPU dependent. In the case of MC simulations, there exist some limitations to the effective number of parallel threads in a GPU. The large number of cores (typically thousands) cannot, in practice, be totally exploited at all times. The random structure in MC algorithms generates the so-called thread divergence, which limits the actual number of cores which effectively run in parallel. However, the achievable gain factor remains in any case significant.
A recent example of a MC simulation framework exploiting the GPU approach for pencil beam dose calculations is the FRED (Fast paRticle thErapy Dose evaluator) [225] code, developed in the context of treatment planning for proton therapy. Using effective models for particle-medium electromagnetic and nuclear interactions, it allows for tracking and scoring of energy deposition of primary and secondary particles, also in a voxel geometry imported from CT scans. Single pencil-beam dose simulations have been validated. A merit of this framework is that, since the beginning of its development, it already contained all the optimization tools for full treatment plan MC-based calculations. Moreover, not only the use of the water path length approximation is possible, but also simulating realistic materials. The tracing kernel can achieve an event processing rate of 10 million primary/s on a single GPU card. This performance allows to recalculate a treatment plan at 1% of the total particles in a few minutes.
As an example of the quality achievable with this tool, in Figure 10, we show the dose comparison between measurements, FRED, and the commercial TPS used at CNAO, for a spread-out Bragg Peak (SOBP) corresponding to a uniform dose irradiation in a 6-cm sided cube volume at 15 cm of depth in water. Panels (a) and (c) show the longitudinal dose profiles, while panels (b) and (d) show the transversal profiles.
[image: Figure 10]FIGURE 10 | Results for the comparison of FRED results with TPS adopted at CNAO for a SOBP cube at 15 cm depth in water resulting from a treatment plan with protons. TPS and FRED dose lineouts through the cube center are shown in panels (A) and (B). Enlarged version of the profiles together with the measured dose level for a pinpoint ionization chamber is visible in panels (C) and (D) [225].
Preclinical application of FRED is presently being studied in Kracow, also in conjunction with the development of plastic-scintillator-based PET detectors for particle therapy delivery monitoring [228]. Further development of FRED for carbon ion treatments is in progress.
Moving to an example in a more clinical context, complete 4-D patient dose calculations in proton therapy including respiratory motion can be ran on GPUs, as reported in Ref. [229]. The GPU calculations include the distribution of the treatment plan according to breathing phase, calculations, and dose accumulation from the various breathing phases. Proton transport simulations were done according to the track-repeating algorithm (described below). Simplified approaches for electromagnetic and nuclear physics processes were used. Validation of the GPU dose calculations was done against GEANT4/TOPAS in terms of secondary particle yields, energy and angular distributions, and for treatment plans [230]. The calculations are fast enough to have allowed for the development of a GPU-based TPS [231].
A GPU-based proton MC tool (GPUMCD) has been developed by Maneval et al. [232]. They introduced a rigorous formalism for energy loss calculation at the typical proton energies used in therapy. The purpose was to accelerate the MC dose calculations by allowing larger steps while preserving accuracy. A lookup table linking the fractional energy loss per step length, ϵ, to the equivalent restricted stopping power Leq was created. The mean energy loss for any step length was simply defined as the product of the step length with Leq. The proton CSDA (continuous slowing-down approximation) was modeled with the Leq formalism and added to GPUMCD. GEANT4 had been used as reference for the validation. This formalism was found to lead to an intrinsic efficiency gain factor ranging between 30–630, increasing with the prescribed accuracy of simulations. It can be considered a promising variance reduction technique for computing proton dose distributions. Combined with GPU acceleration, the total acceleration provided by the Leq formalism with respect to CPU-based GEANT4 simulations was found to be the order of 105.
Still in proton therapy, a calculation package for proton dose calculations, gPMC (GPU Proton Monte Carlo), was developed [233]. This framework aims at improving speed without applying simplified approaches. Protons are transported according to a class II condensed history scheme and continuous slowing down. Production of delta-electrons is considered, but their kinetic energy is deposited locally. Regarding nuclear interactions, the empirical strategy developed in Ref. 234 is adopted (described in more detail below). Only proton–proton elastic reactions, proton–oxygen elastic reactions, and inelastic interactions were included. The framework was validated using TOPAS/GEANT4 and performing the gamma passing rate analysis. It can be noted that the authors of this work explicitly mention some technical problems, typically encountered in the interaction between GPUs and CPU, and their solution. Since then, developers of GPU-based MC codes have progressively learned how to manage and overcome these difficulties.
For carbon therapy, recently a framework called goCMC (GPU OpenCL Carbon Monte Carlo) was developed, simulating particle transport in voxelized geometry [235]. The package operates using the OpenCL framework. Electromagnetic processes are modeled by the standard class II condensed history scheme with a continuous slowing down approach. Regarding nuclear interactions, only 4 (inelastic) reactions are included, and secondary particle production is simulated using pre-computed tables, containing particle yields, energy, and scattering angle probabilities. The disadvantage of this method is that energy and momentum conservation is not assured event-by-event, as in full MC simulations. The method was validated for mono-energetic mono-directional beams against GEANT4 and data, using the gamma analysis and dosimetric quantities. A new development, oriented to provide a real MC-based treatment planning is presented in Ref. [226]. An example of results is given in Figure 11, for three patient cases (prostate, pancreas, and brain) treated with 12C ions. The total time needed, including MC simulation, optimization, and final dose calculation, ranged from about 800 to 6,400 s, depending also on the adopted hardware.
[image: Figure 11]FIGURE 11 | Example of TPS calculation with the GPU framework described in Ref. 226. First and second rows are biological dose and physical dose, overlaid on CT images, in three patient cases. From left to right: prostate, pancreatic, and brain cancers. The color bar indicates the dose levels relative to the prescription dose. Arrows indicate beam directions. The bottom row is the corresponding dose–volume histograms (DVHs). Solid lines and dashed lines denote biological dose and physical dose, respectively. The OTV represents the optimization target volume, a similar concept to CTV.
Recently, a GPU simulation framework called FRoG (Fast Recalculation on GPU) was developed allowing to simulate protons, carbon, helium, and oxygen ions [236]. Although Frog is reported to have MC accuracy, the framework used an analytical dose calculator.
5.1.2 Usage of Phase-Space Files
Rather than fully modeling the beam line and treatment head, a fixed machine output for a given installation can be used for treatment simulations. In that case, “phase-space files” can be produced for a given treatment head, containing the physical properties (energy, direction) of the primary particles that exit a given treatment head. This technique is common in conventional radiotherapy. In particle therapy with passive scattering techniques, usage of phase space files is typically not possible because the treatment head varies. However, even for active scanning techniques applying this method is not straightforward, because of facility dependence of the characteristics of outgoing particles, for instance, due to differences in the beam line devices or differences in operational beam parameters like beam size. In that case, using “optimized” phase space files could be an option [237–239], in which the parameters are somehow tuned until the simulations match the measurements (typically longitudinal and lateral dose profiles) at a certain treatment site. This method was recently applied at the Shanghai Proton and Heavy Ion Center [239].
5.1.3 Track-Repeating Algorithms
The track-repeating approach, originally proposed by Li et al. [240] for protons, is based on the idea to use pre-generated events during simulation to accelerate dose simulations. First, a full MC simulation is performed to generate events of protons interacting in water, with various initial beam energies. These events, including particle trajectories with path length, scattering angles, energy losses, and deposits in water for each step, are stored in a large database. All the physics interactions (in water), including secondary particles, are thus calculated by a general purpose MC code. Then, during particle transport in a given medium, the particle track length in a given material is adjusted to that of water, using the local density. For materials such as bone, corrections can be included by considering the different stopping power. Angles are adjusted according to the direction of the incident particle. At each step, appropriate tracks are selected from this pre-generated database, which are tracked further. This so-called track-repeating approach is different from the normal MC simulation, where physics interactions are sampled on the fly at each step. The track-repeating approach was clinically validated [241] against data and GEANT4, using the gamma index analysis and dosimetric quantities (DVHs) and is in use at the Shanghai particle therapy facility [238]. Figure 12 shows a comparison between the fast dose calculator (CDC) described by Yepes et al. [241].
[image: Figure 12]FIGURE 12 | Comparison of results from the FDC developed by Yepes et al. [241] and GEANT4. Dose distribution for a particular coronal section of a head-and-neck patient: as (A) GEANT4 and (B) FDC. (C) 2 mm/2% gamma-index for the voxels on that particular section of FDC relative to GEANT4. (D) For the same section, the dose along the z-axis (inferior-superior) for x = 0 calculated with GEANT4 and FDC for that section.
A GPU implementation was also performed by the authors [242]. The usage of pre-generated tracks from a database was also adopted by [243], reusing ideas from available codes from conventional radiotherapy. The advantage of their approach is that they use pre-generated events in many different materials, rather than only in water. They used MCNPX for the generation of the pre-calculated tracks, as well as for the validation of the code. The latter was based on depth–dose curves along the central axis and lateral dose distributions.
A possible shortcoming of the track repeating approach, in the context of particle therapy, concerns nuclear interactions. While there are assessed methods to perform scaling of stopping power for different materials and densities with respect to water, there may be a substantial dependence of nuclear cross sections on the actual elemental composition. It is therefore questionable whether using events based on the physics interactions in water is sufficiently accurate. Regarding the calculation of dose, which is dominated by electromagnetic interactions, the accuracy is probably sufficient. In those cases where an accurate description of nuclear interaction is desired, as those we have discussed in Sections 2.3 and 2.4, this could not be the case. This problem could probably be overcome by pre-generating full events also in other materials.
5.1.4 Voxel Monte Carlo Algorithms
Based on ideas from traditional radiotherapy algorithms, a Voxel MC code for proton (VMCpro) therapy was developed [234]. Here, protons are step-by-step traced through a voxelized volume (typically a CT scan). One step is equal to the distance between the voxel boundaries, unless a discrete interaction took place within the voxel. The geometrical step length is calculated from the geometrical step length in water according to the ratio of densities and the ratio of the stopping power in a given voxel density to that in water, using an empirical fit formula. A multiple scattering angle is sampled at the new position, and the proton is rotated accordingly. Nuclear interactions are modeled as corrections to electromagnetic processes, treating all soft tissues as water. In the quoted article, the authors claim that they succeeded to achieve, at that time, a computing speed higher by a factor of 13 with respect to FLUKA and of 35 with respect to GEANT4.
5.1.5 Macro Monte Carlo Simulations
In the work of Fix e al. [244], a method inherited from electron dose calculations is adapted to proton therapy: Macro Monte Carlo simulations (MMC). In this method, full MC simulations (in this case with GEANT4) of protons in different spheres of different materials with many energies are performed, and exiting particles with all their characteristics are stored (macro-steps). The dose distribution in a voxelized grid can be obtained by a sequence of macro steps. The method was validated by comparing depth–dose curves and lateral dose curves with GEANT4.
5.1.6 Other Approaches
An example of a dedicated in-house proton MC code developed at PSI for assessing possible deficiencies of analytical dose calculations in inhomogeneous patient tissue is described in Ref. [245]. Here, a slab-by-slab approach is adopted for proton transport, calculating energy loss and taking into account multiple Coulomb scattering in the voxel. However, nuclear interactions are simulated analytically, with no tracking of secondary particles. The code was tested on a variety of patient plans.
Yet another approach of speeding up MC simulations for protons is with simplified Monte Carlo (SMC) simulations [246]. The approach is based on an effective model to take into account all physics processes relevant to dose calculations, using measured depth–dose curves in water. At each voxel, two effects are modeled. First, the residual range of protons is decreased according to the local material properties and corresponding energy loss. Second, MCS is modeled according to a Gaussian distribution. Thus, rather than sampling detailed interaction processes step by step, they capture all net effects (including nuclear interactions) in terms of dose deposition in each voxel. The code was also implemented on a GPU platform.
5.2 GPU-Based MC for Radiobiological Calculations
The use of GPU allowed to develop efficient MC applications specifically oriented to radiobiological purposes. As discussed in Section 3, the quantitative evaluation of radiation damage in biological cells, such as DNA strand breaks and base damage, in general take a considerably long execution time. This is particularly relevant for track structure computations. We report here three interesting examples.
In the work of Kalantzis et al. [247], the authors present an implementation of a MC code for microdosimetric calculations of low energy electrons and protons tracks on a GPU under the above quoted CUDA® platform developed by NVIDIA®. Performance and accuracy have been tested on a commercially available general purpose GPU. They also developed a hybrid implementation employing OpenMP (an application program interface (API) used to explicitly direct multi-threaded, shared memory parallelism among CPU cores) and CUDA® in order to demonstrate the potential of utilizing simultaneously a multi-core CPU and a GPU for further acceleration of the MC simulations.
Another interesting example is reported by Okada et al. [248], where a new MC simulator named MPEXS-DNA is described, allowing high computing performance by using a GPU. The code has been developed for track structure and radiolysis simulations at the subcellular scale. Physics and chemical processes are based on GEANT4-DNA processes available in GEANT4 version 10.02 p03. The validation was performed by comparison with existing experimental data and simulation results obtained by other simulation codes, including PARTRAC [169]. By using NVIDIA® GPU devices adopting the Volta architecture, MPEXS-DNA has achieved speedup factors up to 2,900 against GEANT4-DNA simulations performed with a single CPU core.
Finally, Tsai et al. [249] present a GPU-based fast microscopic MC simulation package, gMicroMC. They also built a human lymphocyte nucleus DNA model and implemented a DNA damage calculation method to compute single- and double-strand breaks of different complexities. The comparison of the simulation results with those generated by GEANT4-DNA gives good agreement. They achieved speedup factors of [image: image]540 times for the entire simulation process, as compared to the computations by GEANT4-DNA executed on a CPU using a single thread.
5.3 Role of Full MC Frameworks
From the amount of literature written about fast simulation frameworks, it is evident that there is a large interest in speeding up calculation codes, as this brings us a step closer to application in a clinical environment. At the same time, we have seen that all fast codes have validated their calculations also by means of comparison with general purpose MC codes. Thus, we can conclude that codes like MCNPX, GEANT, or FLUKA remain important role also for the development of new calculation methods to be adopted in particle therapy. Summarizing, we can conclude that in the context of fast MC developing, there are two main tasks for full general purpose codes:
• To generate realistic pre-generated data bases for track-repeating approaches.
• To serve as validation for accelerated simulation codes.
In the case of phase space file and track-repeating algorithms, attention has to be paid to possible artifacts. The size of pre-calculated samples need to be carefully considered. In fact, when using standard sampling techniques, the very long period in the cycling of random number generation algorithms allows a totally safe margin against the possible repetition of the same events. Instead, when sampling from a file of pre-generated events, which is necessarily limited in size, more attention has to be paid if the same configuration has to be used more than once. In this case, there is the risk of generating fake structures and correlations in the distribution of scored variables.
In addition it has to be remarked that for specific applications going beyond dose calculations, like, for instance, the case of range monitoring, general purpose MC codes still remain the most appropriate tool.
6 DISCUSSION
In this review, we have discussed some of the ongoing research and challenges that remain to be faced in order to improve MC simulations for particle therapy so as to facilitate their use in clinics and in research. One of the challenges is the improvement of nuclear interaction models. In particular, there is still the need of more new experimental data sets of double differential cross section measurements for radiotherapeutic beams and tissue like targets, since this is essential for benchmarking and tuning nuclear interaction models. Although the calculation of physical dose has already reached in most cases a satisfactory level of accuracy, improved models can lead to more accurate biological dose calculations and improved range monitoring methods, not only for carbon and protons but also for new ions like helium and oxygen. New experimental activities designed for this purpose are at present in progress [110].
Another important challenge for MC development concerns the reliability of modeling radiobiological factors in simulations. The coupling with radiobiological models, or databases, may allow to evaluate the onset of initial DNA damages, but the task of treating all later processes governed by radiochemical processes is out of scope, at least in general purpose MC codes. The uncertainties in this context are particularly difficult to mitigate. The experimental radiobiological measurements, which provide results that are the most useful references for RBE evaluation, still exhibit important uncertainties, as demonstrated in the data base of the particle irradiation data ensemble (PIDE) project [250].
Regarding MC-based treatment planning, many interesting developments are ongoing, and MC-based biological dose calculations are entering more and more in the clinical workflow for all patients. Fast MC codes based on GPU-based calculations or special algorithms are very valuable to come a step closer toward MC-based biological treatment planning. However, such fast MC calculations should always be carefully validated with full MC codes, which then maintain their important role.
There are certainly other topics which are still relevant to the development of MC simulations in particle therapy that we have not considered in this review. For instance, we have not discussed the possible benefits related to improving the description of patient composition in MC simulations, through new imaging techniques. Currently, MC simulations of all processes in patients are based on CT scans. When hadronic interactions are relevant, the actual nuclear composition of tissues has a relevance. Parameterization as a function of CT Hounsfield numbers, like the one by Schneider et al. [251], provides mean values. Improvements could derive by the adoption of imaging techniques with a higher resolving power in distinguishing material differences, like Dual Energy computed tomography (DECT) or multi-energy computed tomography (MECT). Research and development on new approaches like proton-CT can be also an alternative solution. Also, much research is ongoing to how to simulate time-dependent geometries (4D-MC simulations) to include motion effects in dose calculations, which was not treated in this review. There are also some arguments which are related to quality control, dosimetry, and microdosimetry which surely benefit from the use of MC. New developments in this direction are ongoing [252]. Last, but not least, we have not entered in the discussion about the importance of easy user interfaces for MC codes. Several interesting developments in this context are ongoing [21, 22, 253]. Examples on this subject, in view of clinical application of MC in proton therapy, have been recently published [254–256]. The spread of MC tools in clinical practice can be also facilitated providing nonexpert users with clear tutorials and easy installation procedures.
Despite the important progresses achieved so far in the application of MC simulations in particle therapy, we are still far away from efficient MC simulation codes that can model the physical interactions and biological response of tissue at multi-scale level, that is, from the level of DNA segments (nm) to large populations of cells (cm). Such MC codes should include simulation of physical, physicochemical, and chemical processes in human tissue, within short time scales and without the need of enormous computing resources. It is also clear that MC tools, for their nature, need to be continuously improved and maintained, also from the point of view of computing technology. Frequent code upgrades, close collaboration, and resources are also necessary to further improve the usage of MC calculations. Not only developers but also users of MC simulations in particle therapy can contribute by validating their simulation framework with measurements, whereby it is essential that the beam model and dose delivery system are accurately simulated. Finally, the diversity of the literature studied in this review highlights the need for a balanced multidisciplinary multi-scale approach to realize such codes, combining physics, biology, chemistry, medicine, and computing. Bridging the gaps between the various research fields is therefore of prime importance for the development of efficient MC tools in particle therapy.
7 CONCLUSION
Having access to accurate MC simulation codes is considered crucial in particle therapy, not only because such codes provide more accurate calculations of dose in patients but also in several research fields including range verification techniques, neutron dose calculations, modeling of biological effects, and research to new treatment techniques. In this review, we have discussed a few of the challenges that are to be faced before MC simulations can be widely and efficiently used by the particle therapy community. Improving nuclear interaction physics models, radiobiological modeling, MC-based treatment planning, and development in fast MC codes are the topics selected for this review, but many other topics remain to be addressed.
We have tried to emphasize how the successful development of these codes is a task that need a multidisciplinary approach, as in fact is true for the whole subject of particle therapy. Applied nuclear physicists can have an important role in bringing the particle physics community a step closer toward an efficient use of MC simulations. In particular, the expertise and data from nuclear physics experiments are very important to improve the radiobiological modeling of tissue response to particle treatments in MC simulations.
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The concept of spatial fractionation in radiotherapy was developed for better sparing of normal tissue in the entrance channel of radiation. Spatial fractionation utilizing proton minibeam radiotherapy (pMBRT) promises to be advantageous compared to X-ray minibeams due to higher dose conformity at the tumor. Preclinical in vivo experiments conducted with pMBRT in mouse ear models or in rat brains support the prospects, but the research about the radiobiological mechanisms and the search for adequate application parameters delivering the most beneficial minibeam therapy is still in its infancy. Concerning preclinical research, we consider glioma, non-small cell lung cancer and hepatocellular carcinoma as the most promising targets and propose investigating the effects on healthy tissue, especially neuronal cells and abdominal organs. The experimental setups for preclinical pMBRT used so far follow different technological approaches, and experience technical limitations when addressing the current questions in the field. We review the crucial physics parameters necessary for proton minibeam production and link them to the technological challenges to be solved for providing an optimal research environment. We consider focusing of pencil or planar minibeams in a scanning approach superior compared to collimation due to less beam halos, higher peak-to-valley dose ratios and higher achievable dose rates. A possible solution to serve such a focusing system with a high-quality proton beam at all relevant energies is identified to be a 3 GHz radio-frequency linear accelerator. We propose using a 16 MeV proton beam from an existing tandem accelerator injected into a linear post-accelerator, boosted up to 70 MeV, and finally delivered to an imaging and positioning end-station suitable for small animal irradiation. Ion-optical simulations show that this combination can generate focused proton minibeams with sizes down to 0.1 mm at 18 nA mean proton current - sufficient for all relevant preclinical experiments. This technology is expected to offer powerful and versatile tools for unleashing structured and advanced preclinical pMBRT studies at the limits and also has the potential to enable a next step into precision tumor therapy.
Keywords: proton minibeam radio therapy, spatial fractionation, linear accelerator, preclinic, irradiation facility, pencil beam scanning, proton therapy
1 INTRODUCTION
Radiotherapy treatment of tumors is used in approximately 50% of all cancer cases worldwide and is therefore besides chemotherapy, surgery and immunotherapy one of the four pillars of cancer treatment throughout the last decades [1–4]. External beam and especially intensity modulated radiotherapy using X-rays, where radiation is applied from the outside of the body, is the standard procedure for performing state-of-the-art radiotherapy [4]. The damaging effects of radiation originate from the ionization of biochemical molecules and lead to the destruction of DNA in cells. Therefore, it is not only limited to cancerous tissue, but also normal tissue is affected by radiation. The unwanted side effects occurring in the normal tissue located in the beam path in front and behind the tumor is one of the main limiting factors for the dose which can be applied to the tumor within one fraction of radiotherapy. Modern therapy concepts aim to overcome the limits of radiotherapy and try to widen the therapeutic window, by either reducing the risks of side effects or by enhancing tumor control. One of these approaches is the radiotherapy with protons instead of X-rays, which was already introduced in 1946 [5]. When protons traverse matter, the dose is distributed following the Bragg curve, where the maximum of dose is deposited at the end of the particle range [6]. Due to this unique dose distribution, there is near-zero radiation applied behind the tumor. Additionally, the integral dose in the normal tissue in front of the tumor is reduced substantially compared to X-rays although still non-negligible. Together, proton therapy clearly widens the therapeutic window decreasing the risks of side effects and enhancing the potential of tumor control.
Originally, patient treatments with high energy protons typically have been carried out at large-scale research facilities such as iThemba Labs (formerly NAC) [7], Paul Scherrer Institute (PSI) (starting at 1996) [8] in Switzerland or Harvard Cyclotron Lab (starting at 1973) in the USA [9] and various others, by installing an extra treatment room besides several experimental target stations used for fundamental research in nuclear physics [10]. In the 1990s, first stand-alone centers have been built dedicated to treat cancer patients with proton therapy. One of the first was the cancer center in Loma Linda (USA) [11, 12]. With an increasing number of companies offering turn-key solutions for proton therapy systems (PTS), the number of proton therapy centers has increased rapidly since the beginning of the 21st century. In the following, the term “standard proton therapy” is used for this type of treatment modality.
Apart from using a different type of radiation other methods to reduce side effects have been proposed. Temporal fractionation has been established as the common solution to keep side effects in external radiation therapy under control [13]. One further approach in proton therapy is the reduction of the lateral penumbra by reducing the size of the pencil-beams in spot scanning therapy systems, which provides advantages in the treatment of shallowly situated tumors e.g. in children. A group at the St. Jude Children’s Research hospital (US) decreased the size of the beam at 221 MeV to 1.5 mm (σ) at a synchrotron-based facility compared to about 2.1 mm (σ) in the conventional mode of this system [14]. Another option is spatial fractionation that opens new possibilities. It was originally proposed in 1909 by Alban Köhler [15]. Here the use of metal grids in the beam path leads to high X-ray doses in the irradiated channels and low doses in the valleys shadowed by the grid. Thus, by sparing parts of normal tissue from radiation, side effects are reduced. Since then, several different approaches of spatial fractionation have been made. A meticulous overview is presented by Meyer et al. [16]. In the 1990s, the idea of spatial fractionation with X-rays was picked-up again and was coined microbeam radiotherapy (MRT) [17, 18]. Research in this field led to the development of dedicated beamlines at research facilities in Europe [17] and the USA [18], investigating the benefits and constraints of MRT for patient treatment in preclinical studies. Thereby, typically planar beams with beam sizes of 25–100 µm and an inter-beam distance of several hundred µm, with beam doses of several hundred Grays and valley doses of approx. 10–30 Gy are used [19–21]. Studies in rat and mouse brains lead to promising results, opening the possibility to push this method further to clinical trials [22–24]. Nevertheless, several problems remain. It is important to note that in MRT technique the tumor is irradiated with the same peak and valley pattern as the normal tissue. As the non-negligible doses in the valleys still damage normal cells this might limit the beneficial sparing effect, whereas the valley doses in the tumor might be too low to efficiently kill all cancer cells. In addition, going below the confidence interval of the prescribed tumor dose is not in accordance with the ICRU-requirements for dose homogeneity in tumor tissue [25]. The recommendations of the ICRU are well accepted in tumor therapy and act as a paradigm which has to be respected at all times during tumor therapy. But in some preclinical studies a better tumor control could be achieved using heterogeneous tumor doses in MRT [26, 27]. Additionally, simulation studies show better results when looking at the cell survival, when using heterogeneous tumor dose neglecting the upper bound of ICRU [28]. Therefore, using new therapy approaches fully exploiting the benefits of spatial fractionation could make it necessary to change the paradigm from the IRCU report 50 [25]. To do so precise and detailed preclinical research has to be performed. The major disadvantage of MRT is that this therapy approach uses X-rays, which still deposit a considerable amount of dose behind the tumor.
A method that combines both, the beneficial effects of proton radiotherapy and spatial fractionation, is proton minibeam radiotherapy (pMBRT), which was introduced in 2013 independently by two groups in France [29] and Germany [30]. In pMBRT the protons are applied like in MRT, but it can benefit from two big advantages. First, as explained above, the protons stop at the end of range and, therefore, no dose is deposited behind the tumor. Second, the angular straggling from multiple Coulomb scattering of the protons in the tissue causes a widening of the beams increasing with depth and a merging of distinct beams to a homogeneous dose distribution in the tumor, like in every conventional radiotherapy [31]. For achieving the same dose at any position in the tumor, as required in standard proton therapy, the total number of applied particles must be the same. The difference is that the protons are applied in sub-millimeter sized planar beams or pencil beam spots with center-to-center (ctc) distances in the millimeter range at the skin of the patient. In consequence, no or a low dose of radiation is applied in-between the minibeams. The ctc distances of the beams must be chosen in a way that the small angle scattering together with initial beam divergence leads to an overlapping of the beams and a quasi-homogeneous dose distribution already at the beginning of the tumor when considering unidirectional irradiation schemes [32]. Interlaced minibeams from two or more directions and heterogeneous tumor dose distributions are an additional option to increase sparing of healthy tissue up to the close tumor vicinity. The dose profiles of minibeam arrays may be chosen as steep as possible resulting in a high ratio between peak and valley doses (peak-to-valley dose ratio, PVDR), i.e., high doses in the minibeams and lowest possible doses in the valleys. With a high PVDR, the cells in the beams are in general killed due to the high doses, but the cells in the valleys get low doses that most normal cells survive without severe damage. Healthy cells in large valleys probably offer repair options by their proliferation and migration capabilities when replacing eliminated cells within the minibeam irradiated healthy tissue [32]. Although the basic principles are not yet known it is assumed that the so-called “dose-volume effect” [33, 34] and the “microscopic prompt tissue repair effect” [35, 36] play a major role in the healing of healthy tissue in pMBRT.
Preclinical studies conducted at the ion microprobe SNAKE (Superconducting Nanoprobe for Applied nuclear (Kern-)physics Experiments) [37, 38] in a mouse ear model showed that acute side effects in normal tissue are reduced by using pMBRT with PVDR = 540 compared to quasi homogeneous irradiation (PVDR 1–1.2) when pencil spot beams are applied with sizes in the range of 0.1–1 mm, a ctc distance of 1.8 mm, and a mean dose of 60 Gy [31, 39]. Side effects are negligible when beam sizes are small compared to the ctc distance. They steadily increase but are still lower than for homogeneous irradiation when decreasing the PVDR down to PVDR = 2.7 due to larger, Gaussian shaped beam sizes. Irradiations by individual X-ray pencil minibeams showed, in addition, the importance of minibeam sizes that allow for their efficient repair. While beam diameters smaller 2 mm showed nearly no side effects, a strong but gradual increase of the side effects was obtained for larger beam diameters at 60 Gy plateau dose [40].
Preclinical studies from Prezado et al. with rats showed also substantial reduction of side effects after proton minibeam irradiation of the brain with planar beams at a minibeam width of 1.1 mm and ctc of 3.2 mm (PVDR of ∼6.5) compared to homogeneous irradiation at 25 Gy mean dose [41]. Additional experiments exploiting the minibeam effect on tumor control showed that at least the same tumor control in high-grade gliomas in rats was achieved whereas survival after treatment was increased to 67% compared to 22% after homogeneous irradiation [22, 24]. The most recent study shows that cognitive function and also emotional and motor processes are mainly conserved after pMBRT [42]. Also, Dilmanian et al. have proven the technical feasibility of pMBRT at the MD Anderson Proton Therapy Center (Houston, Texas, US) [36]. Eley et al. recently used the same facility to perform a study of neurologic toxicity in a proton minibeam irradiation experiment with mice [43]. One specific approach is reported by a group from Krakow that performed first dosimetric characterization of mesh-formed collimators that are supposed to spare the eye lid during proton therapy treatment of uveal melanomas [44]. Overall, it can be concluded that pMBRT shows great potential in reducing side effects in front and behind the tumor while keeping tumor control.
Up to now although pMBRT is applicable to various kinds of tumors and therefore affects a lot of different tissues the preclinical testing at the moment is limited to studies either showing side effects in mouse ears and rat brains or only treating rat brain tumors. Effects of minibeams to various, more complex tissues such as lung, liver, heart, muscles or nervous tissue are not yet known. Furthermore, the effectiveness of pMBRT in various tumor types has also not been studied until now. Further research on these two topics is of urgent need to fully foresee the possible benefits and limits of this new type of therapy and to be able to bring it into clinics. The two main research facilities conducting pMBRT experiments in Germany and France are very specialized for the experiments on mouse ears (Germany) and rat brain (France) [32]. To be able to study various tumor types and the effects on different kinds of healthy tissue within a systematic roadmap to translate this method into clinical treatments, we believe it is necessary to build a dedicated preclinical pMBRT facility, which has also been suggested by Meyer et al. [16].
In this article, we will discuss the technical parameters which are of crucial importance for developing a preclinical small animal irradiation facility that is feasible to answer the most important questions in pMBRT. The minibeam sizes, the dose rate at the target and the energy range play an important role and are depending on the used technology related to each other. Based on existing standard proton therapy technology and methods, it will be evaluated which accelerator type and beam application method provides the best opportunities for a preclinical proton minibeam facility. The gained knowledge and the experience from the field of X-ray MRT and proton minibeam research will be reassessed for its applicability to the powerful and versatile preclinical testing facility. It will be discussed whether radio-frequency linear accelerators (RF-LINACs), which are currently being developed for standard proton therapy, can be a promising approach to fulfill the technical requirements. We will further present our idea of a research facility, capable of fully covering the preclinical experiments which are essential to prove the concept of pMBRT right and be able to bring it into clinic. This will be accompanied by our thoughts on which questions have to be answered and which kinds of tumors are best suited to be treated by pMBRT and should, therefore, be included in preclinical studies.
2 PHYSICS REQUIREMENTS FOR PROTON MINIBEAM RADIOTHERAPY
In the following, we will review and discuss the necessary parameters that are needed for designing a preclinical proton minibeam facility. This is based on the experience gained from the research performed on pMBRT so far as well as on the technological progress made in standard PTS serving in today’s clinical treatment centers.
2.1 Beam Application in Standard Proton Therapy
Concerning the acceleration of the protons to clinically relevant energies two types of accelerators have become established in the market of PTS: cyclotrons and synchrotrons. Synchrotrons are typically the first choice if a therapy center wants to use heavier ions such as carbon for therapeutic purposes in addition to protons. In almost all other cases where only protons are applied, cyclotrons are state-of-the-art. According to the PTCOG website [45], more than 95 particle therapy centers are reported to be in clinical operation at the beginning of 2020. In Europe, more than 80% of them are equipped with cyclotrons and less than 20% with synchrotrons [45].
Once accelerated, the particles are guided by magnetic fields and transported to the treatment rooms. Therein, a proton beam is shaped and measured by several devices in the nozzle, so that it can finally be applied to the target in the isocenter. Passive scattering for generating a homogeneous dose distribution in a field was the technology used in the early days of standard proton therapy [46]. For delivering a better conformal dose to the shape of the tumor, patient-specific apertures made from brass were used, while the energy was varied by range modulator wheels [47]. The PSI started to develop a new and more sophisticated beam application method called spot scanning or pencil beam scanning [8, 48, 49]. Thereby, the proton beam is magnetically focused to form a spot in the isocenter with a lateral Gaussian distribution and a size around 4–8 mm, which is increasing with decreasing beam energy [50, 51]. This pencil beam is deflected with fast dipole magnets in two perpendicular directions (x- and y-direction), producing a dose pattern that corresponds to the shape of the tumor in the beam’s eye view [52]. Compared to the simpler method of passive scattering, the spot scanning approach is able to achieve a better three dimensional dose conformity to the shape of the tumor, sparing additional healthy tissue from undesired dose [8, 53–55]. Moreover, handling of heavy patient-specific apertures at the beam nozzle–in the case of the passive scattering technology–is eliminated, saving a lot of time and costs in the treatment routine. Furthermore, a potential source of failure by using the wrong aperture is eliminated. As a consequence, almost 100% of the new PTS installations nowadays rely on the pencil beam scanning technology [45].
2.2 Minibeam Irradiation Methods –Collimation Versus Focusing
Originally, in the GRID X-ray therapy, standard metal grids with a few millimeter thickness were used that have been directly attached to the skin of the patient to laterally shape the beam in millimeter dimensions [15]. For X-ray planar microbeams and submillimeter minibeams in the 20–500 keV regime, multi-slit collimators have been manufactured with beam widths in the order of 25–75 µm or up to 0.7 mm [17, 56, 57].
When moving from X-rays to protons in early 2010s it was clear that µm-sized beams would not be needed since protons spread in tissue quickly to several 100 µm. However, in order to obtain submillimeter proton beams, the continuation of using collimators to form the proton minibeams seemed to be the logic consequence. Although proton pencil beams were available in several PT-systems the minimum sizes of a Gaussian shaped proton beam were several millimeters (σ). This was approx. one order of magnitude too large for spatial fractionation as considered in pMBRT. Therefore, the research groups actively working in the field of MRT needed to reassess the topic of beam collimation completely. In the case of clinical proton therapy, several centimeters thick metal collimators are required to safely stop the protons with therapy relevant energies. Extensive simulations were performed to optimize several parameters like material and thickness for the collimator [36, 58]. Manufacturing slits or holes of a few hundred µm width or diameter in collimators with several centimeters thickness is very challenging [51]. In complex Monte Carlo-simulations the characteristic parameters – slit width and center-to-center distance – and its influence on the dose distribution in the target were investigated [51, 59, 60]. Peucelle et al. manufactured collimators for pMBRT applications and tested them at an existing proton therapy facility [60]. They used a proton beam of 100 MeV penetrating a multislit collimator with 400 µm wide slits and a thickness of 50 mm to generate a planar minibeam. In 1 cm depth of tissue they measured a beam width of 1.1 ± 0.05 mm (fwhm) and a PVDR value of about 6.5 [60]. While all above mentioned studies investigated planar collimator designs, the following works analyzed collimators generating mesh- or grid-like minibeam patterns [44, 61, 62].
In most of these studies maximizing of the PVDR in the tissue proximal to the tumor was the major goal. However, large PVDR ratios cannot be produced either in planar minibeam cases and even worse in pencil beam minibeam cases due to scattering of the protons at the walls of the channels and penetrating portions at the collimator edges. Although PVDRs are not much larger than 15 at the entrance to the patient and decrease quickly, Prezado et al. showed that it is possible to adapt a clinical proton therapy facility for successfully performing preclinical pMBRT experiments [22, 24, 42] via using collimators with a planar multislit design. In a recent work from Lansonneur et al. a 6.5 cm brass collimator is used for a first theoretical study on clinical relevant proton minibeam treatment plans [59].
On the other hand, protons being charged particles leave the option of being focused to beam spots or lines by electromagnetic lenses which is not easily done with X-rays. This method has the potential to form minibeams with PVDRs of 100–10,000 [31, 63, 64]. The SNAKE group began simultaneously but independently from the group of Prezado to perform preclinical experiments in pMBRT, but utilizing focused 20 MeV proton beams. Instead of using a clinical PTS they utilized a proton microbeam facility and applied focused submillimeter proton pencil beams in a scanning mode to mice ears. With this method a matrix of 4 × 4 spots spread to Gaussian-like spot sizes of 0.09 mm (σ) or larger have been applied [31]. A recent work of Schneider et al. extends this idea to larger beam energies presenting extensive simulations of magnetically focused proton minibeams at a clinical proton center at the clinically relevant energies and proposes an adapted and optimized nozzle system [63]. Simulations result in PVDR values up to 1,000 at the entrance of the target.
In the following, several advantages and disadvantages of both methods for producing proton minibeams based on recent research in the field of pMBRT are presented:
(1) Collimation of the proton beam is a passive beam shaping method that unavoidably leads to a large decrease of the beam current at the target. This is independent whether the collimator is illuminated completely by a broad homogeneous dose profile or is scanned by a pencil beam scanning over the entire area of slits. When considering a ratio of irradiated to non-irradiated area of 1 : 100 as already performed in preclinical experiments using a magnetically focused pencil minibeam [31, 39, 65], the beam current at the target would be reduced at least by a factor of 100 when using a collimator. If the beam current upstream of the collimator cannot be increased, the application would take at least 100 times longer for delivering the same dose to the tumor compared to focused pencil minibeams. Even when considering planar minibeams, as shown in a recent study, the use of a multislit collimator results in a huge reduction in dose rate at the Bragg peak maximum of a 123 MeV proton beam from 2.6 Gy/s (broad beam without collimator) to 0.12 Gy/s (multislit) or even 0.09 Gy/s (SOBP condition) [51].
(2) The scattering of the proton beam at the edges of the slits (or holes) leads to enhanced lateral spreading of the proton beam adding to an unavoidable beam halo that enhances the valley dose [51, 66]. Thus, the PVDR is much lower in collimated minibeam systems compared to magnetically focused minibeams. The preclinical experiments from Sammer et al. revealed measured PVDR values larger than 540:1 for the smallest spot size used in mouse ear experiments [31]. Schneider et al. concluded that the dose simulations showed PVDR >50 in all investigated focused proton minibeam cases [63]. According to their work this is at least a factor of three more than feasible with mechanical collimators. Additionally, corresponding to the high aspect ratio, e.g., 0.4 mm (opening) to 65 mm (thickness), the slit geometry works as a divergence aperture. It cuts parts of the beam due to its intrinsic divergence. DeMarzi et al. [51] simulated this effect and showed that an 0.1° divergent collimator can theoretically mitigate this issue. However, the production and the alignment of divergent collimators to the beam would be a challenge in practical use.
(3) Preclinical simulations showed evidence that circular minibeam spots are superior to planar beams when irradiating from one side [67]. However, initial beam currents are even more reduced (quadratic reduction) when small bore holes in a grid pattern are considered compared to slits. Both geometries are acting as a collimation tool. Simulations using grids with submillimeter sized holes like 0.6 × 0.6 mm2 or even 0.05 × 0.05 mm2 indicate that not only the beam current is reduced but also the proton depth dose distribution along the beam axis is severely distorted. Martínez-Rovira et al. conclude a strong reduction in range of 105 MeV protons with these small grid sizes [62].
(4) The use of collimators for blocking high energy protons produces additional radiation due to nuclear reactions of the protons in the collimator. This leads to secondary radiation such as gamma-rays and neutrons [63] and lower energy protons, which unavoidably hit the patient. This will give an additional unwanted whole-body neutron dose to the patient [55, 68] and increase the risk of late side effects or secondary tumor induction. However, Guardiola et al. have calculated this unwanted additional biologic neutron dose in the patient to be less than 1% of the total absorbed dose [58]. On the other hand, due to the 4π characteristic of the neutron emission this dose is distributed to the whole patient. Further studies, e.g., using mesh-shaped pinhole instead of multislit collimators and performing measurements of the neutron doses would be helpful to assess the associated risks.
(5) There is a high effort for modeling the nozzle to simulate the correct depth dose distribution downstream of the interaction with the collimator. Especially the interaction at the edges of the slits has a considerable impact on the valley doses [51]. Moreover, experiments and simulations revealed that the lateral dose distribution downstream from the collimator is strongly dependent on the length of the air-gap between the collimator and the target [58]. All effects have to be modeled and implemented thoroughly in a treatment planning system for calculating the correct dose deposition in the target [69]. A recent study from Lansonneur et al. performed first theoretic investigations of therapy treatment plans with collimated minibeams and developed therefore a dedicated dose engine on the basis of TOPAS/Geant4 [59].
All of these mentioned issued do either not exist or have only minor implications if a magnetically focused beams are used as minibeam application method. Nevertheless, there are also advantages for using beam collimation:
(6)Placing a collimator in a fixed holder at the nozzle in front of the patient and illuminating it with a broad homogeneous beam is, from a technical point of view, easier to accomplish compared to focusing a hundred MeV proton beam to submillimeter spots or lines and scanning them.
(7)The collimator setup requires much less space than a magnetic focusing unit for pencil minibeams and can, therefore, be more easily integrated into rotating gantry setups at a standard PTS as demonstrated by DeMarzi et al. However, one suggestion to integrate a magnetically focused minibeam setup into a clinical proton gantry has been designed and presented by Schneider et al. [63]. They concluded that the current pencil beam scanning nozzle is not suitable for proton minibeam generation. Though, with a substantial nozzle redesign they proposed that beam spots with 0.66–1.67 mm (fwhm) are feasible at energies of 100 and 200 MeV. Beam currents are not specified, which makes it difficult to compare the benefit in the achievable dose rates at the target with the case of the collimated beams. Another possible solution for a focusing unit described in Section 3 has a length of 6 m [64]. This is too long to be integrated in a gantry nozzle, but an integration in a fixed beam nozzle of a standard PTS seems to be possible.
This study has the primary goal to evaluate the best suited technology for building a dedicated preclinical irradiation facility for proton minibeam application. To sum up the discussion so far, we conclude that for this purpose magnetically focused pencil minibeams are superior for the following reasons. This application method can provide the largest PVDR values and has therefore the highest potential for sparing healthy tissue. Especially in the testing and evaluation phase of preclinical experiments focused and scanned minibeams have a huge flexibility in producing different beam sizes, patterns and shapes as well as seamlessly variable ctc distances, and the resulting dose distributions can be modeled faster and easier. Furthermore, focusing and scanning minibeams is the only irradiation method feasible of providing intensity-modulated radiation therapy in all three dimensions [63]. Additionally, they ensure the lowest possible secondary radiation contribution. Last but not least, compared to collimation the focused minibeams offer the highest possible dose rates at the target. In particular the latter topic is an ongoing trend in the radiation oncology community for three reasons: the mitigation of moving targets [70–73], the exploration of hypofractionation [74–76] and the potential of reduced normal tissue toxicity due to the FLASH-effect at ultra-high dose rate [32, 77]. The topic of dose rate i.e. beam current will be elaborated in more detail in the next section. The preference for focused and scanned minibeams is supported also by other researchers in the field [16, 63]. Nevertheless, the technical layout of the nozzle in a preclinical facility should have the possibility to implement a collimator as well, for further evaluation of the individual advantages of both application methods.
In the process of the transition from preclinical experiments with tiny targets to clinical patient treatments with large tumors, the question of the best fitted beam application method probably has to be reassessed. Once the technical and bio-medical parameters are investigated more in-depth, it might be found out that the collimation method is a reasonable alternative for certain indications. On the other hand, the acceptance in the proton therapy community for going back to passive beam application technology with all its listed drawbacks might be very low. As nowadays proton pencil beam scanning is the state-of-the-art method in standard proton therapy the step forward to using submillimeter beams for spatial fractionation to spare healthy tissue seems feasible. The current requirements on scanning velocity, position accuracy and beam deflection are almost equal to those needed for pMBRT. Finally, the choice may also partly depend on the effort to integrate a minibeam focusing and scanning unit into a PTS nozzle, e.g., as suggested by Schneider and co-workers [63]. Another approach is based on a completely different accelerator technology [64], as used today for proton therapy, and will be discussed further in this work.
2.3 Beam Parameters for a Preclinical Facility
For the assessment of a suitable accelerator technology for producing proton minibeams within the scope of a preclinical irradiation facility, the relevant technical parameters have to be defined in a first step. These are the beam energy range, proton beam current (i.e., dose rate) at the target and beam spot size.
Considering beam energy, the existing proton therapy centers were reevaluated. The proton beam energy needed for patient treatment in clinics is typically defined to range between 70 and 230 MeV [46], sometimes up to 250 MeV [78], leading to projected ranges of protons in water between 4.1 and 33 cm [79] in water equivalent. However, for preclinical experiments with small animals such as mice or rats the energies have to be scaled down according to the animals’ size. A maximum energy of 70 MeV protons would be acceptable in a first step, as the bodies of these animals can be penetrated using this energy. But it has to be considered that in the case of small animal irradiation it is crucial to decrease the energy down to approximately 35 MeV (corresponding to a range in water of 1.2 cm [79]) in best case without the use of a range shifter. Otherwise the propagation of the minibeam size in dependence of the depth in the tissue will be substantially influenced due to the additional lateral straggling in the range shifter material.
The required beam current at the isocenter was originally determined by the maximum time tolerated for irradiating a tumor with one fraction of the dose. In this case, a general accepted rule has been established in particle therapy, that the irradiation of a tumor with a dose of 2 Gy should not last longer than 1 min [46]. In the passive beam application mode with double scattering the beam current at the target is reduced by a factor of up to five [46]. In the case of pencil beam scanning typically nearly 100% of the beam that reaches the nozzle is transported to the target. The back-calculation from a required dose rate to the necessary beam current at the nozzle depends on different additional factors such as beam diameter, scanning velocity and the time required for switching the beam energy. Thus, the application time strongly depends on the tumor volume. In the proton therapy community, an average beam current of 1 nA or a few nA at the target has been established to fulfill the mentioned dose application requirement for normal tumor volumes as used in classical X-ray fractionation schemes [46, 53, 80]. Therefore, we conclude that 1 nA proton beam current at the target should be considered as a lower limit for a preclinical as well as clinical facility.
Of course, when performing preclinical experiments, one typically deals with small tumor sizes. On the other hand, most of the small animal experiments have been conducted in single dose fractionation schemes (hypofractionation) with doses in the range of 25–60 Gy. In addition, heavily discussed challenges in radiotherapy like moving targets as well as modern therapy approaches in particular FLASH therapy require beam currents that are orders of magnitudes higher. For using the advantages of the FLASH effect, a dose rate of at least 40 Gy/s is necessary [77]. Looking at dose rates as specified by vendors for standard PTSs with pencil beam mode one finds values of 100 Gy/min (corresponding to 1.7 Gy/s) [81], which is still a factor of 23 below the lower limit set by Favaudon et al. [77]. It is certainly favorable for a preclinical facility to be able to vary the beam current over many orders of magnitude.
The specification of the required beam spot sizes for minibeam applications can for obvious reasons not be derived from standard proton therapy. The question of an optimal minibeam spot size of pencil minibeams has been addressed in two preclinical experiments [31, 40]. Besides experimental data, Sammer et al. also simulated the effects of pMBRT using dose profiles and corresponding cell survival using parameters α and β from LQ model provided by the PIDE platform [31]. Here beam spots and σ/ctc values are different to the measured ones. We think this is due to possible limitations regarding the choice of cell line and the corresponding α and β parameters. We therefore refer only to the measured beam sizes and σ/ctc here. The first experiment used single spot irradiation of mouse ears with beam sizes varying from 0.5 to 6 mm (fwhm) using X-rays at a small animal radiation research platform [40], which have comparable biological effects as proton irradiation, as shown before [39]. The smallest beam sizes of single pencil beam spots (0.5 and 1 mm diameter of pencil X-ray beams) showed no side effects, while for bigger beam sizes starting from 2 mm, side effects were increasing linearly with increasing beam sizes [40]. This result of the in vivo mouse ear study defines an upper limit of single spot irradiation with no side effects in the outermost tissues where the beams have not widened much. Another experiment was performed applying 20 MeV proton beam spots in a 4 × 4 matrix of 1.8 mm spacing at the ion microprobe SNAKE [31]. In this study the size of the Gaussian-shaped spots varied between 0.224 mm fwhm (σ = 0.095 mm) and 2.075 mm fwhm (σ = 0.883 mm). The experiment showed in both examined end points – maximum ear thickness and scoring of desquamation and erythema – the smaller the beam size the better the tissue has been spared, and the fewer side effects have shown up. The smallest spot size (σ = 0.095 mm) led to almost no side effects and therefore showed a considerable reduction compared to the second smallest (σ = 0.2 mm). Consequently, the experimental part of this study requests a beam size of σ < 0.1 mm for side effect free treatment in the superficial tissues of small animals. Slightly larger beam spot sizes might be acceptable when larger ctc’s are applied in the clinics, which show no side effects. Whether these size limits will be the same in other organs or in human tissue is to be addressed in further experiments when considering pMBRT. But beam sizes in the range of σ∼0.1 mm are requested in a preclinical facility to serve all necessary parameters for radiobiological studies in small animals.
In the case of clinical radiotherapy, the dose needed for tumor control cannot be applied in a single fraction in most of the cases. Therefore, fractionated therapy schemes are standard in conventional radio-oncology. Considering the topic in pMBRT, performing (temporal) fractionated therapy adds another complex parameter in the case of applying submillimeter beams on a day-to-day basis. This issue was already addressed in another preclinical study within the mouse ear model [65]. Here the authors wanted to investigate whether in each (temporal) fraction the very same beam spot locations have to be hit or if the exact spot position on the skin in each fraction is irrelevant. Again, the 4 × 4 beam geometry was applied using beams with a σ of 0.222 mm to the mouse ear model. The irradiation was performed in four fractions with 30 Gy each. The results revealed that the group where each spot was hit repeatedly at the same position within an accuracy of ∼0.5 σ (in this case corresponding to ≈0.1 mm accuracy) showed substantially less acute side effects compared to the irradiation where in each fraction deliberately different regions were hit and also compared to the positive control irradiation. In total, in a future preclinical facility, similar studies on optimum beam sizes and on the combination of spatial and temporal fractionation requires beam sizes in the range of σ∼0.1 mm and also an imaging and repositioning accuracy of 0.1 mm at proton energies of up to 70 MeV.
2.4 Achieving the Requirements
2.4.1 Review of Facilities in Operation
Up to now, the two European groups leading the field of preclinical pMBRT research used existing facilities and experimental setups with appropriate adaption to perform the first irradiation experiments by proton minibeams on small animals. However, both attempts are limited with respect to the important technical parameters discussed in the previous section. In the case of SNAKE, the beam sizes are well below the 0.1 mm limit and adjustable to wider beam spots by either beam scanning of a 1 µm focused beam or by passive beam spreading within a thin aluminum sheet. In addition, it has proven to deliver dose rates in a wide range from 0.01 Gy/s to about 1,000 Gy/s. But the proton energy is too low, as the tandem Van-de-Graaff accelerator, at which SNAKE is installed, delivers protons only up to an energy of about 25 MeV [82]. This corresponds to a water equivalent range of 0.64 cm [79] and thus is not sufficient for the treatment of tumors in deeper organs in mice or rats.
The French group has chosen another approach by using an existing clinical proton therapy facility based on a cyclotron accelerator at the Institute Curie-Centre de Protontherapie d’Orsay for first preclinical pMBRT experiments [22, 24, 41]. This strategy makes sense for two reasons: First, this solution allows direct access to an existing clinical system, with the opportunity to use the whole infrastructure of a clinical institute and a certified medical device. Second, it would certainly help gaining acceptance in the community if existing clinical treatment facilities can use their PTS with a possible technical upgrade also for pMBRT and thereby spread the new treatment modality widely. As mentioned above, about 80% of the PTS in Europe use cyclotrons.
Prezado et al. have already demonstrated that normal rat brains can be irradiated with planar proton minibeams produced through a collimator. A PVDR ∼10 was obtained with all drawbacks of creating minibeams by collimation as discussed above [60]. However, they could show reduced side effects in the brain compared to homogeneous irradiation. This study has been performed at 100 MeV leading to a shoot through the head of the rat, which is reasonable when only studying side effects in normal tissue. For delivering treatment doses to tumor tissue in small animals, proton energies at and below 70 MeV are needed. This ensures the maximum range of the protons is lower than the size of the animal and a tumor can be treated with full use of the Bragg peak. This can either be achieved by degrading the energy of protons coming from a clinical accelerator or by using an especially designed accelerator facility. Advantages and disadvantages of both methods are described below.
The lowest possible energy, without additional range shifters, at clinical cyclotron facilities is typically 70 MeV [46, 83]. This low energy limit of therapy cyclotrons originates from the process of energy variation and the requirement for a certain beam current at the isocenter. These cyclotrons extract the proton beam at a fixed maximum energy of about 230 MeV at maximum proton beam currents between 300 and 800 nA [78]. The emittance of the extracted beam is in the order of 5 π mm mrad [84] to 10 π mm mrad (root mean square, unnormalized) [85]. For achieving the clinically relevant energies the beam is decelerated by a degrader unit consisting of carbon wedges that are inserted in the beam path. This process completely destroys the phase space of the beam in the transverse and longitudinal dimension [86]. For transporting the beam further to the isocenter, it must be drastically cut by apertures to stay within the acceptance of the beam transport system (transverse phase space). Furthermore, an achromatic section has to be added to cut the broadened energy distribution, keeping the energy spread below a certain limit (dE/E ± 0.7%) [83] so that the Bragg peak is not smeared out too much compared to a monoenergetic beam. This is assuring a reasonable range accuracy of the proton beam within ±1 mm [85]. Both destructive beam-shaping methods lead to the fact that the transmission of the protons through the energy selection system (ESS) drops rapidly with decreasing energy. Already at about 200 MeV, the transmission is below 10%, at 70 MeV it is below 0.2% [80, 84]. Together with the maximum beam current at the extraction of the cyclotron this results in maximum beam currents of 1–2 nA at the isocenter for 70 MeV protons [78, 80]. Due to this effect, the lower limit of the proton beam current is already reached and there is no more space for further cutting the beam.
For translating the beam current into a dose rate the study of DeMarzi et al. is helpful [51]. Although they do not specify the beam current at the nozzle, it can be expected that it is in the order of a few nanoampere due to the transmission at a proton energy of 123 MeV. DeMarzi has measured a dose rate of 2.6 Gy/s at the target generated at the Bragg peak of a 123 MeV in the middle of proton pencil beam field of 5 × 5 cm2. Using the multislit collimator for minibeam widths of 1.1 mm at the depth of a rat brain, the dose rate was reduced to 0.12 Gy/s (multislit) or even 0.09 Gy/s (for SOBP condition). In consequence, the dose rate using a multislit collimator is reduced by at least a factor of 23. For reaching the lowest dose rate where FLASH effects are expected (40 Gy/s) an enhancement factor of more than 300 is necessary. Going to energies of 70 MeV and below the situation worsens due to the rapid decline in transmission.
The question is whether focusing the beam to minibeams in this scenario is an option for keeping the dose rate at least at the level of a few Gy/s and to obtain large PVDR ratios. The smallest beam size achievable at standard cyclotron-based PTS at the isocenter at an energy of 100 MeV is approximately between 5 mm [87] and 7.5 mm (σ) [69]. A demagnification of the lateral beam size with a magnetically focusing unit for example from 6 to 0.1 mm (σ) in beam size in one direction requires a demagnification factor of 60. This would imply a ratio of object distance to image distance of 60 : 1. It is unrealistic to achieve this in particular in a gantry nozzle due to three reasons: The total length in a gantry nozzle for a focusing unit is limited to about 3 m. Concerning the high demagnification factor, this would results in a distance of about 5 cm between the last magnet and the focal plane. Neither a strong enough focusing lens exists for this short focal length nor is it possible for animal treatments to have so little room for positioning and other devices such as an exit window. Additionally, one would obtain an inherent increase of the beam divergence by a factor of 60 resulting in lower PVDRs already when entering the tissue.
For further considerations, the parametrization of the Orsay gantry universal pencil beam scanning nozzle as presented by DeMarzi et al. [69] has been used as a starting point for estimation of the beam current in a minibeam resulting from a theoretical magnetic focusing unit, being well aware that there is not enough space for such a setup in a gantry. A beam spot size of 11 mm (σ) at a mean proton energy of 100 MeV and a beam divergence of 3.3 mrad (σ) at the nozzle entrance derived from [69] was used. A 5 m drift distance followed by a triplet of quadrupole magnets was simulated, which creates the focus after 0.6 m drift. The particle tracking code TRAVEL [88] is used to determine the detailed particle distributions at the beam focus for 106 protons, Gaussian distributed in the given initial longitudinal and transverse phase space. The resulting particle distribution at the focus was cut in x-y-space with a virtual aperture (radius of 0.3 mm). The transmission of protons (from the 106 protons) into this circle is 3.3% for the 100 MeV beam. Thus, the beam has to be cut by apertures to form a proton minibeam of that size without halo. The maximum current obtainable is estimated as follows: A maximum beam current of 800 nA is assumed for common cyclotron types [78]. Due to the degrader it can be expected that the beam current is reduced to 1% for 100 MeV resulting in maximal 8 nA behind the degrader and subsequently 0.27 nA (3.3%) for a spot size 0.3 mm (radius). Beam current might be even less since a lens that accepts the large divergence may be not technically feasible. In addition, the focused minibeam would have a divergence of about 30 mrad that would result in a larger beam spreading behind the beam focus than from multiple scattering. In the case of 70 MeV protons, the beam current would further reduce by a factor of approximately five due to the reduced transmission at the degrader.
In summary, using therapy cyclotrons for achieving very small spot sizes together with a high beam current for achieving high dose rate seems not possible. The situation becomes even worse when going to lower energies as needed for preclinical animal irradiation, because the lower the energy the lower the available beam current at the target due to the rapidly decreasing transmission trough the ESS. Therefore, we conclude that considering a preclinical irradiation facility for pMBRT research, proton therapy cyclotrons are not well suited because they do not provide the versatility to perform research exploring the entire parameter space for dose rate, minibeam size and energy.
To the authors’ knowledge, there is not a single proton therapy facility in operation worldwide that achieves 0.1 mm sized proton pencil spots fulfilling the requirements for energy and beam current as derived in the last chapter.
Nevertheless, it could be possible to use other types of cyclotrons with energies suited for preclinical needs. For instance, cyclotrons that are feasible of producing proton currents up to 500 μA at an output energy of about 70 MeV [89] or sector cyclotrons, also delivering 70 MeV at high beam quality [90]. These cyclotrons could be adapted to meet the requirements. Focusing a minibeam from the high current cyclotron could lead to a radical cropping of the beam by apertures to generate the required emittance but keeping tens of nA in tiny beam spots. As a consequence, a collimation process is needed but could be performed with a radiation shielding positioned far away upstream of the target in order to avoid parasitic irradiation from the large amount of secondary radiation. In 2020, several low energy cyclotrons are in clinical operation for eye tumor treatment. Among these are the cyclotrons in Clatterbridge [91], Nice [92] and Berlin [90] providing maximum energies of 62–68 MeV. For assessing the applicability of using these low energy cyclotrons to provide protons for a preclinical proton minibeam facility, a detailed study has to be conducted, which was beyond of the scope of our consideration here.
2.4.2 Radio-Frequency LINAC Concepts
Instead, a completely different particle accelerator type for PTS came into focus in the past years, since this technology has some unique physical characteristics that are complementary to a cyclotron [93]. Already in 1991, Hamm et al. suggested a compact, low current, normal conducting proton linear accelerator (LINAC) based on 3 GHz side-coupled structures for standard proton therapy [94]. The same technological principle is used in every modern clinical LINAC for X-ray radiotherapy of cancer patients in hospitals around the world. The only fundamental difference is that in this case electrons are accelerated to generate high energy (6–18 MeV) X-rays, enabling these LINACs to be built compact and light-weighted for mounting them on a small rotating gantry [95]. However, for the purpose of proton therapy the LINAC systems are more complex and need different sub-types of linear accelerators in a sequence to bring the energy up to 250 MeV for clinical use.
The existing technology of high current proton LINACs for nuclear physics experiments have been redesigned for the needs of proton therapy, which does not need particle currents in the µA to mA region. Going to much higher radio-frequencies allowed to produce higher electric fields and led to a reduction of the system length [93]. Furthermore, this high frequency enables to design smaller structure sizes allowing drift tube apertures with radii as small as 2–3 mm. The side effect of using normal conducting resonator structures is that only pulses of about 5 µs length can be generated at a maximum repetition rate of approximately 200 Hz [95]. Thus, the mean current obtained is in the range of about 20 nA due to the low duty cycle.
Two groups are currently leading the challenge to build the first clinical PTS made from these RF-LINACs: The TOP-IMPLART project headed by Dr Picardi at ENEA Frascati, Italy [96] and the CERN spin-off company AVO-ADAM with its project LIGHT [97]. Both systems follow the all-LINAC approach. For the first acceleration of the proton beam behind the ion source, a Radio-Frequency Quadrupole unit (RFQ) is used up to energies of about 5 MeV followed by Drift Tube LINACs (DTL) [95]. The second stage of acceleration is performed by a so-called SCDTL (Side-Coupled Drift Tube LINAC) [98], which has been specially designed for standard PTSs. They close the gap between the RFQs for the low beta (β = v/c) protons (β < 0.06) and the Coupled Cavity LINACs (CCL) that are becoming efficient at energies around 70 MeV [93, 99]. With the CCL technology, the proton beam can be accelerated to 230 MeV or more for clinical systems. These systems require a length between 25 and 30 m [93].
This design promises to obtain any kind of proton energy at about the same beam current but better beam quality than degraded cyclotron beams. Thus, also protons with 35–70 MeV are expected with high beam quality and tens of nanoampere beam currents being sufficient for preclinical pMBRT therapy. The calculated transverse root mean square (rms) emittances for these systems are ≈0.5 π mm mrad (unnormalized) at 70 MeV (i.e., 0.2 π mm mrad normalized) [96] which is at 70 MeV at least a factor of 10 smaller than a beam extracted from a therapy cyclotron after the ESS unit with 16–36 π mm mrad [80]. The feature of having an exceedingly small transverse emittance makes the linear accelerators a promising candidate for producing proton minibeams with high brilliance and very high dose rates within single 5 µs pulses.
For analyzing the potential of a 3 GHz LINAC in detail, a 3D-simulation study has been performed in collaboration with AVO-ADAM to calculate the transport and focusing of the proton beam for generating a minibeam at the target [64]. In this collaboration, extensive Monte Carlo beam transport simulations were performed. As an alternative to the all-LINAC approach, a 16 MeV proton beam coming from a tandem accelerator was injected into the third section of the LINAC system as a post-accelerator to achieve a proton energy of 70 MeV. Details of this setup will be presented in section 3. Simulations showed focusing the beam after the LINAC via a magnetic quadrupole triplet is feasible of delivering a mean current of 18 nA to a target in a square of 0.1 × 0.1 mm at a repetition rate of 200 Hz [64].
It can be concluded that the energy, the beam currents and the spot size required for minibeam applications in a preclinical facility can be fulfilled with this technology. Besides these crucial parameters, the LINAC technology has the potential to provide additional features that are of interest for standard proton therapy but can be advantageous even for pMBRT. In contrast to cyclotron systems, a fast and continuous energy modulation can be obtained by switching off the power of LINAC modules and tuning the power of the last LINAC module, without the use of degrading material. This feature together with high dose rates and spot scanning opens the possibility of fast dose repainting in all three dimensions. Additionally, this electronic energy variation enables to reduce remarkable amounts of radiation shielding and in consequence save costs [96].
While the beam originating from a therapy cyclotron is quasi-continuous, the LINAC structure accelerates the beam in bunches of a few µs due to its inherent duty-cycle with a mean beam current in the order of about 20 nA. Considering a bunch width of 5 µs and a maximum repetition rate of 200 Hz the beam current in one bunch is expected to be about 20 µA (1,000 times higher). In the case of small irradiation targets where only one or a few single minibeam spots are required, the effective dose rate can be orders of magnitude higher than the mean current indicates. An exploitation of this unique feature of LINACs can be used for combining pMBRT with FLASH therapy approaches. Furthermore, the omission of a beam degrading unit keeps the phase space conserved and simplifies the generation of proton minibeams. Finally, a further unique feature of LINACs is their modular structure allowing a sequenced expansion of maximum proton energy by simply adding additional structures in a later stage of the preclinical tests, e.g., for the irradiation of larger animals or even to convert the preclinical facility into a clinical one.
The two above-mentioned systems are following the roadmap on their way to manufacture a clinical standard PTS for a pencil beam scanning therapy using an all-LINAC approach. The prototype machine of TOP-IMPLART has successfully accelerated protons up to 35 MeV at the ENEA institute [100]. AVO-ADAM produced a proton beam of 52 MeV at their test site at CERN in autumn 2018 [101]. Especially the company AVO-ADAM is already very close to the energy of 70 MeV for the first phase of a preclinical irradiation facility. Nevertheless, the target energy of 70 MeV is not yet reached. Therefore, a full characterization and validation of the calculated beam parameters (emittance, beam current) is still missing. However, a measurement of the emittance at 7.5 MeV (after the first SCDTL module) showed a value ≈0.1π mm mrad (normalized; rms) and a peak beam pulse current of 39 µA [97].
3 DESIGN IDEA OF A RESEARCH FACILITY FOR PRECLINICAL EXPERIMENTS
Following the technology assessment described above, the RF-LINAC system seems to open the largest possibilities for conducting preclinical research with pMBRT. In early 2020, the LIGHT and the TOP-IMPLART system are not accessible for external users for performing preclinical experiments with small animals, since they are used for commissioning and validation.
However, we are convinced that it is the right time to enter the next step of preclinical pMBRT research. Concerning the technological aspects, we have the goal to minimize costs and time to operation of a preclinical facility. Therefore, we propose using an accelerator at an operating laboratory and implementing copies of a certain number of LINAC modules as a post-accelerator for reaching the desired preclinical energies. Moreover, there is another striking argument for this combined solution. Due to the complexity and the administrative effort of performing preclinical tests with living animals, it is very likely that the available beam time of dedicated stand-alone preclinical setup cannot be used for research at full capacity. We suggest the usage of an existing high energy tandem accelerator and installing a LINAC at one of its high-energy beam lines. The total beam time can be shared between the preclinical experiments and other multidisciplinary research activities, such as material analysis and modification, fundamental radiobiology research or high resolution accelerator mass spectroscopy [82]. This approach would also distribute the running costs of such a facility among several other research partners. In the following, we want to propose a setup for such a preclinical pMBRT irradiation facility. This will be discussed with respect to technological and biomedical aspects.
3.1 The Tandem-LINAC Setup
Regarding the arguments listed above, a tandem Van-de-Graaff machine was chosen as an injector for the LINAC-structures for performing an in-depth study of the beam transport for two reasons. First, the brilliance of a tandem beam when using a multi-cusp ion-source [102] is well-suited to the acceptance of a LINAC. Second, the sharp energy distribution of the tandem beam after the 90° analyzing magnet can be utilized for matching the direct current (DC) beam coming from the tandem to the longitudinal phase acceptance of a 3 GHz LINAC and gaining transmission. In the following, the results from a study performed by Mayerhofer et al. are summarized [64]: The injection energy of 16 MeV was set for two reasons. First, this spares additional costs, because two SCDTL modules compared to the all-LINAC solution can be skipped. Second, starting at 16 MeV instead of 5 MeV (all-LINAC solution) the power efficiency and the effective field gradient (i.e., gained energy per unit length) of the SCDTL is already enhanced [96]. The 6-dimensional phase space of the proton beam coming from the “pre”-accelerator have been measured at the Munich 14 MV tandem Van-de-Graaff accelerator. These data have been used as a realistic input for the beam transport simulations through the LINAC structures and the focusing unit to produce minibeams [64]. For the acceleration from 16 to 70 MeV in total two SCDTL and four CCL (Coupled Cavity LINAC) modules are foreseen. The total setup is shown in Figure 1.
[image: Figure 1]FIGURE 1 | Scheme of the proposed tandem-LINAC system including matching unit, focusing stage as well as an imaging and target positioning system.
For adapting the 6-dimensional phase space of the DC proton beam coming from the tandem to the acceptance of the LINAC, a buncher unit and a quadrupole quartet is needed matching the longitudinal phase space as well as the transverse phase space, respectively. Details about the optimization of this matching process can be taken from Mayerhofer et al. [64]. Simulations show that these two matching devices increase the total transmission of the proton beam coming from the tandem through the LINAC up to 49%. This means that every second proton from the tandem is accelerated to 70 MeV and can be used for experiments. Although it is difficult to compare, in the case of a proton therapy cyclotron only one out of 500 accelerated protons reaches the target if an energy of 70 MeV is selected. All the others are stopped in the ESS producing secondary radiation that needs to be shielded with meter-thick walls.
As discussed in Section 2, we are convinced that the generation of the smallest possible proton minibeams with highest possible PVDR and at high dose rate can only be realized by focusing rather than by collimation. Thus, after extraction of the 70 MeV beam, a focusing unit has been foreseen. This ion-optical lens system demagnifies the beam to the desired minibeam spot size. Simulations showed that an electromagnetic quadrupole-triplet configuration is feasible of producing proton minibeams in a square of 0.1 mm by 0.1 mm with more than 90% of the LINAC beam, meaning an overall transmission of the tandem beam of 49% [64]. Based on measurements of the proton beam brilliance as delivered at the Munich tandem accelerator, the calculated beam current delivered in this area at the focal plane (under vacuum) is 18 nA at a repetition rate of 200 Hz. The total length of the focusing unit after the LINAC is about 6 m, therein the distance from the last quadrupole to the focal plane is designed to be about 0.6 m [64], leaving space for dose and position detection as well as an vacuum window. A two-dimensional scanning system is planned upstream of the focusing triplet. This system is still in the design phase, but a total deviation of 7 and 9 cm seems feasible in x- and y-direction, respectively. The last part of the nozzle directly before the target consists of a vacuum window and a detector measuring dose and beam position. In the case of minibeams with submillimeter sizes the propagation of the protons in air should be minimized as much as possible for keeping beam size as small as possible and PVDR values high. A detailed planning of the monitor detectors is the scope of an extra study.
We expect that similar beam parameters can be achieved when using other accelerator types as injectors for the 3 GHz LINAC proposed above. Besides using the high energy tandem accelerator, also other options exist for boosting the protons to preclinically relevant energies. As mentioned, the lowest possible proton energy for injecting into an SCDTL module is 5 MeV. This energy could even be delivered by a single ended or a smaller tandem Van-de-Graaff machine. Furthermore, in previous studies so-called “Cyclinac” solutions were already investigated for standard proton therapy. In these proposals a cyclotron was favored injecting the beam into a LINAC e.g., at energies of 24 or 62 MeV [103, 104]. Both options open additional possibilities for adapting RF-LINAC approaches for the use at existing facilities. It could be worth investigating some of these suggestions for their potential to produce proton minibeams for preclinical or even clinical applications.
3.2 End Station for Small Animal Irradiation
The configuration of the end station for the preclinical irradiation experiments has not been performed in detail, yet. However, basic considerations are described based on the experience of the small animal irradiations conducted so far. Although single fraction experiments are easier to accomplish in terms of positioning accuracy, a preclinical pMBRT system should be capable of conducting multi-fraction experiments. At the SNAKE setup a positioning system was installed for performing mouse ear irradiations. The day-to-day animal positioning during the experiment with a fractionated irradiation relied on the imaging of the blood vessels in the ear with a camera at ambient light. Using cross correlation of the reference image (day 1) and the actual image (day 2–4) the displacement vector was determined by calculation of the x- and y-displacement as well as the corresponding angular displacement (θ). A correction of the angular displacement in z-directions was excluded by animal holder design. The calculated displacement was corrected using a movable stage with motorized x- and y-axis and also a rotation axis in the plane perpendicular to the beam, where the animal holder was mounted. Using this positioning system, a day-to-day (relative) position accuracy of the ears of 0.1 mm was achieved [65].
For treatment of deeper tumors, the imaging of blood vessels via a camera will not be possible. For this kind of experiments, an image-guided system feasible of resolving deeper lying organs, bones, and tissue is necessary. We are in favor of using an existing system such as the SARRP (Xstrahl LTD., Surrey, United Kingdom) that is capable of performing a CT scan of the object to be irradiated. This stand-alone X-ray irradiation platform system already offers an imaging and positioning system for small animals with an accuracy of 0.24 mm [105]. First systems have already been added to particle irradiation facilities, where the SARRP system is adapted to be used also with a beam coming from an exterior accelerator [106, 107]. We are convinced that it is possible to further improve the positioning accuracy of such a system, e.g., by adding a more precise positioning system. However, we think that additional in-depth studies are inevitable to investigate this issue of absolute and relative positioning accuracy together with multi-fractionation treatment schemes, with a focus on the technical side as well as on the bio-medical side.
3.3 Biomedical Aspects
The final goal we are heading for is treating patients with proton minibeams in the near future. The motivation behind this large endeavor is the promising potential of reducing stress for the patient and side effects while keeping or even improving tumor control. Therefore, when thinking on building a dedicated pre-clinical research platform it is crucial to determine which tumor indication can profit most as this in consequence defines the animal models, which must be investigated during the pre-clinical phase.
Looking at particle therapy statistics it is clear that many different kinds of tumors are treated. In the search of suitable tumors which can be considered for pMBRT the following criteria were included. In general, tumors showing bad prognosis and tumors where patients suffer from severe side effects have to be tackled by new therapy options. In these cases, pMBRT might be able to add further benefit in curing the tumor as well as in sparing of normal tissue. Furthermore, one should also consider the economic aspects including possible sponsors and target market, as without financing the barrier for introducing a new therapy method is insurmountable. Therefore, the tumors which are investigated should not only be rare occasions. In the following, a selection of tumors is presented that meet one or more of the mentioned criteria for different reasons.
Pediatric cancer, which gives 10% of all treated tumors in 2014 [45] is quite promising for several reasons. First, the infant tissue is still highly proliferating and therefore prone to severe long-term side effects. As treatment gets more effective and more successful, cured patients have good prognosis and the number of long-term survivors is increasing [108]. With longer lifetime, the probability of developing late side effects or the chance for induction of a secondary cancer is increasing, especially for children as the lifespan is long in this case [109]. Last, geometrical factors also play a role in the side effects occurring in childhood cancer therapy. As the organs and therefore also the organs at risk are much smaller compared to adults, hitting these organs during treatment can have much more effect in infants compared to adults. Furthermore, children are more prone to secondary total body dose. Therefore, it is necessary to deliver effective treatment with less morbidity [110]. pMBRT is decreasing the damage to the healthy tissue as much as possible while keeping tumor control. The sparing effect in this case can be achieved in two ways; the number of healthy cells hit by radiation is decreased and these are mostly exposed to lethal doses and therefore cannot develop long term side effects. In particular, the genetic damage within cells after the first division after proton minibeam irradiation of high PVDR was much reduced as measured by induction of micronuclei [30].
Apart from childhood cancer in total and here in particular brain tumors and other malignancies of the nervous system, which are the second most diagnosed cancers in children [108] and also occur in adults, seem to be a promising target for pMBRT. The major problem in these kinds of cancers is that neurons cannot be reproduced, once dead the function is lost [111]. However, we think that neuronal cells are well suited to be spared using pMBRT. The reason lies in their structure. Neuronal cells can get up to 1 m long [112] with a cell nucleus of only several µm in diameter [113]. The cell nucleus is the sensitive target for radiation as damage to the DNA, which is stored in the nucleus, is the major reason for cell death and secondary malignancies. Therefore, when hitting a composite of neuronal cells with a pMBRT of small size the probability of hitting the nucleus of a single cell is <<1, which makes pMBRT advantageous compared to conventional therapy. Additionally, if this potential advantage can be verified using the preclinical setup, neuronal bundles such as the spinal cord are no longer a hyper-sensitive organ at risk. This opens the possibility for treatment of other tumors as also irradiation from the back might get possible.
Two types of tumors, where severe side effects occur in the affected organ itself, could be a promising target for pMBRT: lung cancers such as non-small cell lung cancer (NSCLC) and hepatocellular carcinoma (HCC) in the liver. In NSCLC, severe side effects like pulmonary fibrosis, esophagitis, pneumonitis and bronchial fistulae occur [114]. HCC have an even worse prognosis, as treatment of this kind of tumors can only be successfully performed with particle therapy not with X-rays [115]. But still the treatment is limited to small tumors as severe side effects can occur, since the liver is one of the most radiosensitive organs in the human body [116]. In these two presented examples new therapy schemes, including dose escalation and different angles of incidence, are discussed to increase patient survival, decrease side effects and open the possibility for treatment of bigger tumors and tumors of progressed state. pMBRT with its spatial fractionation scheme is an attractive option to bring radiotherapy to the next stage of controlling these tumors.
Furthermore, not only the radiosensitivity of the affected organ itself can serve as criterion for selection of a suitable tumor type for pMBRT. Also, the location in the body can serve as a deciding factor. We think that especially the treatment of tumors in the abdominal region can benefit from pMBRT. The abdominal organs are quite radiosensitive [116] and sparing those by using minibeams opens the possibility of new dose and fractionation schemes using alternative angles of incidence.
The journey for pMBRT to a first patient treatment is still long. In our opinion, investigating the effectiveness of pMBRT in treatment of glioblastoma, NSCLC and HCC can be a first step in this direction. Possible studies on pMBRT urgently need to include the investigation of side effects in the affected organs as well as in adjacent organs. Focus should not only lie on acute but also on the late side effects such as cognitive and organ disfunction, fibrosis and secondary cancer. These studies will help to identify further types of cancers which could be treated such as the ones in the abdominal region. Preclinical studies should also fully exploit the feasibility of new therapy schemes using different angles of incidence, hypofractionation and dose escalation.
4 CONCLUSION AND OUTLOOK
In this article we proposed a setup for a preclinical irradiation facility to fully exploit the potential of proton minibeam radiotherapy. This method is an advancement of standard proton therapy, which has already proven in first experiments to spare healthy tissue in the entrance channel by spatial fractionation with proton minibeams at sizes in the range of 0.1 mm. We are convinced that the pMBRT research stands at a turning point, right now. In preclinical experiments performed since 2013, first evidence was found that pMBRT is a promising new approach in radio-oncology. It has the potential of further improving the quality of outcome in cancer treatment of solid tumors. However, the research on important physical parameters and methods as well as research on biomedical aspects is still in its infancy.
We have given an overview of the status and limitations of pre-clinical experiments performed in mice and rats so far. First, we are convinced that the production of minibeams using focusing is superior compared to collimation and opens a wider range of options for testing with different beam shapes and sizes. Furthermore, when using focusing the beam current can be sustained, whereas collimation is blocking the majority of particles and thus reducing beam current at the patient. At the same time collimation increases secondary radiation due to nuclear interaction of the protons with the collimator material. In addition, the production of collimators for beams of this small size is challenging and only possible when accepting disadvantages such as decreasing the PVDR and inflexibility in the treatment process.
Second, we have discussed the beam parameters, that have to be met by a preclinical irradiation facility, i.e., beam energy, dose rate and beam spot size. Due to the animals’ size, the proton energy must allow experiments at and below 70 MeV. The required beam current at the isocenter is defined by the dose rate, which has to be applied to the tumor. We conclude that this should be at least 1-2 nA, as available in standard proton therapy. The available size of the minibeams should be as low as 0.1 mm as shown in preclinical studies to generate the least side effects. The mentioned values for beam current and beam size represent only a lower limit. A powerful preclinical setup should give the opportunity to vary both parameters in a wide range to be able to fully exploit the limitations of pMBRT and evaluating the sweet spots for these parameters for a most efficient treatment and highest possible benefit for the patient. We believe that it shall be feasible to tune the beam current into a domain where analyzing minibeams in combination with the FLASH effect can be studied as well as synergies with hypofractionation can be evaluated. These considerations led to the conclusion that existing therapy cyclotrons are not well suited for such a preclinical facility, since they only fulfill a fraction of these parameter setting and therefore do not offer the full versatility for preclinical research.
We discussed that 3 GHz RF-LINACs, currently developed for standard proton therapy facilities, are expected to meet all requirements for pMBRT and have the potential to serve as a unique and versatile tool for evaluating the benefits in all possible directions. We presented beam transport simulations of this modular acceleration concept that support its performance regarding possible beam currents and small emittances, which enable tiny pencil beams. However, the two currently existing LINAC systems are in the stage of the commissioning of their first prototype for standard proton therapy systems and therefore not open for preclinical research purposes. Nevertheless, the commissioning of these LINACs delivers first promising results and reported acceleration up to 52 MeV.
Therefore, we suggest using an existing Van-de-Graaff tandem accelerator as an injector for a 3 GHz RF-LINAC post-accelerator consisting of two SCDTL and 4 CCL structures providing a beam at 70 MeV. Beam transport simulations showed that focusing the proton beam to 0.1 mm spots is feasible at a proton current of 18 nA. This provides a comparatively cost-efficient solution, where infrastructure and beamtime can be shared with other research activities. The current status of knowledge and technology also allows to think out of the box. The pulsed time structure of the minibeams provided by RF-LINACs provides the opportunity to exploit the FLASH effect in combination with pMBRT. This has the potential to further enhance normal tissue protection and give space for thinking about the opportunity of hypofractionation.
Concerning an end station for small animal irradiation, we think the adaption of a commercially available SARRP beamline is the best option as CT-imaging and animal positioning is already implemented there. But adaptions have still to be done to achieve the required positioning accuracy of 0.1 mm to address all options for reirradiation the same beam spot in multi-fraction experiments.
In the last section we examined the biomedical aspects that have to be considered for a preclinical facility. When starting a project with a large financial investment and a long lead time until realization, it is mandatory to develop clear goals for the research focus. We think that defining tumor types that profit most from using pMBRT compared to standard proton therapy is one of the most important objectives. The definition has to rely on the occurrence of severe acute and late side effects in current radiation treatment, as well as if tumors are untreatable or difficult to treat with current radiotherapy approaches. Not to forget, the frequency of occurrence, as this could help to raise funding for research and a latter implementation into clinics. Consequently, we conclude that primary attention in the biomedical research at the facility should lie on glioma, NSCLC and HCC. On the other hand, investigation of the potential reduction of side effects on healthy tissue, especially neuronal cells and abdominal organs is of similar importance.
As the final goal is to treat patients, also certification procedures have to be considered already at this early stage of research gaining more and more importance as the process is going on. For example, it is necessary to take into account how the technology can be transferred into clinics and how the implementation can be realized. Furthermore, it has to be checked if and in which parts of the process already existing certification can be adapted to pMBRT, making the process of approval faster and more cost-efficient.
From the technical point of view, the outcome of the preclinical phase will give answers to the definition of the optimal parameters for beam size, beam shape (pencil or planar), the application method (focusing or collimating) and the necessary beam current. Furthermore, new application schemes such as interlacing of beams from different irradiation angles with heterogeneous tumor dose can be investigated by a dedicated preclinical approach. These adaptations could further improve the sparing of the healthy tissue but add a whole new parameter space to the testing phase.
To conclude, in our opinion it is the right time for the implementation of a preclinical irradiation facility for performing further in-depth research programs with this new treatment modality and for understanding its radiobiological mechanisms in different tissues as well as in living animals. Consequently, this research on advantages and limitations will prepare the field of pMBRT for the treatment of the first patient. Taking all this together, proton minibeam radiotherapy is a fascinating area of investigation and a huge step into the future of precision tumor therapy.
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The design of a particle therapy system that integrates an innovative beam delivery concept based on a static toroidal gantry and an imaging configuration suitable for beam and online range monitoring is proposed and discussed. Such approach would provide a compact and cost-effective layout, with a highly flexible and fast beam delivery, single particle counting capability for fast measurement of beam fluence and position and a precise real time verification of the compliance between the treatment delivery and its prescription. The gantry configuration is discussed, presenting an analysis of the residual magnetic field in the bore and of the feasibility of irradiating a realistic target volume. Moreover, the expected performance of the PET-based range monitor is assessed through Monte Carlo simulations, showing a precision in the reconstruction of the activity distribution from a clinical treatment plan better than the state-of-the-art devices. The feasibility of the proposed design is then discussed through an assessment of the technological improvements required to actually start the construction and commissioning of a system prototype.
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1. INTRODUCTION
Particle therapy exploits the energy deposition pattern of ion beams, with the Bragg peak at the end of range, to minimise the unwanted dose to healthy tissues. However, the cost, complexity, and large footprint of the installations have somehow limited its diffusion; the lack of well-established real-time verification tools to precisely verify the compliance between the planned and delivered treatment is an additional limitation to the full exploitation of its clinical potential.
Operating particle therapy facilities implement beam delivery through either a fixed beam line [1] or a mobile gantry [2], a rotating transfer line able to deliver the required dose from virtually any direction.
Fixed beam lines are relatively simple to implement with respect to gantries, but the beam incident angle on the patient in some conditions does not allow an optimal design of the dose distribution and the treatment field geometry; also, fixed lines require moving the patients, with both translations and rotations, in order to complete a full treatment session.
Rotating gantries overcome this limitation, at the cost of a more complex and technically challenging implementation. The gantry itself and the supporting mechanical structure are remarkably large and bulky, both for protons and, especially, for heavier ions. While in the proton case commercial solutions are in the range of 4–5 m in radius and up to 200 tons in weight, existing carbon ion gantries can exceed the 14 m in diameter and 600 tons in weight [3]. Making use of superconducting magnets, it is possible to increase the magnetic field and reduce the footprint of the machine down to about 9 m and 300 tons [4].
Several new concepts of rotating gantries have been proposed recently, making use of combined function [5, 6] or large acceptance magnets [7, 8] to reduce their size.
In any case, the gantry rotation requires high mechanical precision and increases the treatment session duration; also the rotation of cryogenic parts and the ramping of the magnetic field create challenging operating conditions for the superconducting systems, particularly sensitive to unwanted transitions to normal-conducting state. As a consequence, most of the treatments are delivered from only a small subset of the possible incident angles [9], suggesting that a decrease in the gantry structure complexity might be achieved at the cost of decreasing the possible treatment angles.
As reported in [10] one of the driving factors of particle therapy facilities is the gantry footprint, as well as the size of the building required to contain it. The design and construction of more compact and lighter gantries is of utmost importance to facilitate the accessibility of particle therapy to the largest number of patients.
Regardless of the selected solution for beam delivery, beam monitoring functionality is essential and is usually integrated in the nozzle. A limitation in beam monitoring arises from the technology, based on gas detectors, currently employed to measure the number of delivered particles and the beam position [11]. The slow collection time of gas detectors, of the order of hundreds of μs, and their poor sensitivity, with a minimum threshold of the order of thousands of protons, prevent their use in fast delivery modality, which is required, for example, to improve the treatment of moving targets, for which shorter response times and higher sensitivity are needed [12].
New implementations based on solid state detectors, that could overcome these limitations, are being investigated: in particular the short pulse duration in thin sensors can be exploited to directly count the number of delivered particles, instead of measuring it indirectly from the charge produced in a gas. Silicon detectors with moderate internal gain (Low-Gain Avalanche Detectors, LGAD [13]) can be used to compensate for the reduction of signal in small thicknesses.
Segmented LGAD detectors optimized for timing measurements, also known as Ultra Fast Silicon Detectors (UFSD) [14], could concurrently provide position and time information for each beam particle with extremely high resolutions: nowadays the time resolution reached by 45 μm thick UFSD sensors for Minimum ionizing Particles is about 27 ps [15].
Online range monitoring is a crucial step to provide early treatment assessment in particle therapy. Intrinsic uncertainties in the beam range limit the exploitation of the advantages of particle therapy: for example, current treatment plans for protons implement a safety margin up to 3.5% + 3 mm [16]. In order to reduce this margin, a better control on range uncertainties is mandatory. Moreover, over the course of a treatment, often lasting several weeks, morphological changes can occur in the tissues and require a reassessment of the treatment plan: range monitoring tools can effectively identify if and when such reevaluation should take place.
The issue of online range monitoring can be addressed by taking advantage of passive signals originating from beam-induced effects: prompt photon production from nuclear de-excitation, back-to-back monochromatic photons from electron-positron annihilation following β+ decay and, for treatment with ion beams, protons from beam fragmentation are strictly correlated to the beam path, and can therefore be exploited to indirectly monitor the delivered dose. In particular, β+ emitting isotopes have been thoroughly investigated with Positron Emission Tomography (PET) techniques. Due to tissue composition mostly short-lived emitting isotopes are produced (e.g., 11C and 15O, with half-lives of about 20 and 2 min, respectively): therefore, PET measurements are best performed simultaneously to the beam irradiation (in-beam PET). This is also a key factor to minimise the biological washout, and therefore maximise the correlation between the delivered dose and the measured activity. The production yield of positron emitters is also low, resulting in a much smaller number of detected events with respect to nuclear medicine PET. These attributes imply that high sensitivity scanners are required for in-beam-PET measurements; moreover, the scanner geometry is constrained by the requirement of not interfering with the passage of the beam and the patient positioning and handling subsystems. Although geometries with full angular coverage have been proposed [17], past and present in-beam PET scanners feature open geometries and limited angular coverage: the BASTEI scanner [18], BOLPs-RGp [19], LAPD [20], the dual-ring OpenPET [21] and DOPET [22], as well as the state-of-the-art INSIDE scanner [23].
As of now, however, only few results were obtained in real time in a clinical environment with proton beams: tests on a small number of patients show that prompt gamma imaging [24] provides an accuracy in range verification that is better than the range uncertainty margin set in the treatment plans, while in-beam PET provides a range agreement within 1 mm between consecutive delivery sessions [25] and in the comparison of simulations to data [26].
We discuss in the following the concept design of an innovative system that would allow hybrid in-vivo real-time high-precision imaging thanks to the combination of a static toroidal gantry, a single particle beam counting device and a hybrid range monitoring system, providing a lightweight, cost effective and highly performant solution. We then focus on a specific implementation of a prototype to be used for proton treatment delivery and present the results of our first simulations of the response of a PET detector as online range monitor in the GaToroid layout when a treatment plan is delivered in a clinical setting.
2. MATERIALS AND METHODS
The heart of the proposed design is a radically new gantry concept [27], based on a superconducting toroidal magnet generating an axially symmetrical field, that allows focusing beams of different energies on the same point.
The static gantry will preserve the advantage of rotating gantries, allowing to deliver the beam from many directions, with a much simpler and lightweight circular layout, consisting of a toroidal magnet operated in steady state conditions. The magnet coils are arranged so as to form a large number of beam channels with windows, corresponding to the pre-selected subset of beam delivery directions. Hence, the gantry does not need to rotate, and can be conveniently built using superconductors, resulting in dimensions that are a factor two to four smaller than those of state-of-the-art facilities.
The inner part of the static gantry will host both the beam delivery monitor and the online treatment verification system.
The beam monitoring system, made of multiple LGAD silicon detectors, would be positioned either on each beam window or on an internal rotating nozzle.
PET rings, installed either on both sides of the beam delivery windows or, in case of a single rotating beam monitor, in a ring with a gap in which the beam monitor itself would be mounted, would cover a large fraction of the solid angle, increasing both the field of view and the precision on the 3D activity map reconstruction with respect to presently available systems. In both options, sufficient statistics for reconstructing the beam-induced activity distribution would be collected in a short time and geometrical artefacts related to the limited angular coverage would be minimised.
Gantry
GaToroid represents a novel gantry concept for particle therapy, based on the use of an axially symmetric magnetic field generated by toroidal coils to bend and focus the particle beam. Such a gantry allows the dose delivery from a discrete number of angles, depending on the magnetic design.
This machine is conceived to work in steady-state, with no rotation of major mechanical components and no variations of the magnetic field. These features properly suit the use of superconductive technology, simplifying cryogenics stability, as well as remarkably increasing the intensity of the generated magnetic field.
The coils can be designed to have a very large acceptance, able to cover the complete range of treatment energies [28], i.e. from 70 to 250 MeV for protons and from 120 to 430 MeV/u for carbon ions, without changing the current or field. The Vector Magnet, an upstream bending magnet, rotating or combined vertical/horizontal, is used to steer the particles into the gantry with a proper angle, depending on the beam rigidity and the required treatment directions.
In the present work, we will focus our attention on a GaToroid for proton beams, constituted by 16 coils and the corresponding beam windows between the coils. Such a toroidal magnet configuration, discussed in detail in Ref. [29], is characterized by an inner free bore diameter of 0.8 m and an outer diameter of 3.3 m, resulting in a total mass of about 12 tons, including the main mechanical supports. The torus resulting from the optimization is presented in Figure 1, together with a schematic representation of a human for size comparison.
[image: Figure 1]FIGURE 1 | Representation of the GaToroid coil configuration for the beam delivery together with two PET rings used for the range monitoring simulations (case 1 in the following). The shape of the patient is used for size comparison. The beam lines start diverging after the vector magnet, that directs them toward the GaToroid with the appropriate angles.
The selected configuration is considered so far the most suitable to address the magnetic design challenges, allow the proper incorporation of the solid state beam monitoring devices and PET detectors and it would be suitable for building a first prototype. The use of superconductors operating in steady-state high fields (Β > 3T) remarkably reduces the footprint and the weight of the gantry in comparison with the state of the art. The magnet was designed to allow the use of both Low (LTS) and High (HTS) Temperature Superconductors, limiting the peak field to about 8T. Considering the former option, Nb-Ti would be a simple and effective choice, given the maturity of the technology and the relatively low price of the material. As for the latter, the use of superconductors above liquid helium temperature is an intriguing, yet challenging proposal, and the possibility to use Rare-earth Barium Copper Oxide (ReBCO) conductors is being investigated.
At the proposed magnetic field intensity, HTS would allow to operate in simpler cryogenics conditions, i.e. helium gas at 20 K, reducing cooling cost and power consumption. On the other hand, the use of HTS in liquid helium, i.e., 4.2 K, would open the possibility for a further increase of magnetic field beyond 10 T, with a drastic reduction of the gantry footprint and weight, but also an increase of complexity in terms of mechanics and quench protection.
Figure 2 shows the number of beam entrance windows (i.e., directions) from which any given point in a 20 cm diameter cylinder is reachable with the proposed configuration. The beam windows, shown in gray thick lines, have a size of about 10·10 cm2. Considering a SAD (Source-to-Axis Distance) of 4 m, necessary to limit the superficial dose increase [30], the maximum divergence of the beam during the scanning is 0.7°. With these geometric specifications the centered innermost disk of 11 cm diameter, highlighted in red, can be reached from 16 directions. The outermost disk, enclosed by a red line, shows a possible coverage of 20 cm diameter. The target volume can be reached at the isocenter from any of the beam windows (Figure 2A), while non-isocentric targets could be covered by using selected beam windows (Figure 2B).
[image: Figure 2]FIGURE 2 | Beam coverage map. Beam exit windows are represented by the gray thick lines, in a Gatoroid configuration with 16 coils and an 80 cm diameter bore. For each beam window, the beam coverage area is drawn (light gray lines). (A) A cylindrical target volume of 20 cm diameter is highlighted at the isocenter. The color map indicates the number of beam windows from which the target volume can be accessed. (B) For non-isocentric targets, the same volume can be reached, with the limitation of fewer beam windows available.
Due to the axisymmetric configuration of the coils, the magnetic field at the isocentre, calculated with Field2017 [31] using a direct Biot-Savart method on the plane transversal to the toroidal axis around the isocenter location, is below the critical threshold for instrumentation and humans safety (order of μT). Similarly, the magnetic field rapidly decays with the radius inside the bore and at 30 cm radius is in the order of 10 mT.
In case of a loss of symmetry, for instance due to a short-circuit in a coil, the magnetic field strongly penetrates inside the bore exceeding hundreds of mT close to the patient region. For this reason, the quench protection system of the superconducting torus considers the simultaneous discharge of all the coils on external resistors [29].
Beam Monitoring
Segmented LGAD detectors with dedicated fast electronics are a promising option to overcome the limitation of gas detectors nowadays used for beam monitoring in charge particle therapy and would allow new delivery schemes with enhanced speed, sensitivity, spatial and time resolutions. Solid state detectors would be the natural choice for a monitoring device to be positioned in a region close to the GaToroid coils, where the performance of traditional gas detectors could be affected by the residual magnetic field, shown in Figure 3. The field residual values in the vicinity of the beam windows, where the beam and range monitor would be installed, drops quickly to zero.
[image: Figure 3]FIGURE 3 | (A) Map of the magnetic field inside the bore (80 cm diameter) volume. The field value, when exiting the coils, drops quickly to values in the order of μT. (B) Zoom on the transition volume between the coils and the bore. The magnetic field in the beam and range monitor volumes, at 40 cm radius, is about 0.7 T, and drops to 10 mT at about 30 cm.
Preliminary results from test of 50 μm thick LGAD silicon sensors segmented in strips show that the number of particles of a therapeutic beam can be measured with a maximum error of 1% up to a flux of more than 108 p/(cm2s), limited by pile-up effects at higher fluxes, and that a fast online measurement of the beam energy for each spot can be obtained with the required clinical accuracy with time of flight techniques exploiting the high time resolution of the LGAD technology [32]. However, a measurement of the number of beam particles up to therapeutic fluxes of 1010 p/(cm2s) or more can be achieved only with silicon sensors segmented in pixels.
The main difficulties in designing silicon detectors for beam monitoring in the clinical practice are related to the technology complexity, high cost, and radiation resistance of large area pixelated silicon sensors and of their readout electronics. For this reason, the technological choice for the beam monitoring devices is still open to several possibilities, including traditional ionization chambers in case the time schedule and the budget of the prototype construction did not fit the time and costs required for the development of LGAD detectors. However, it should be remarked that the technology selected for the beam monitoring will be an important feature in defining the speed and precision of the delivery schemes that could be adopted with the GaToroid system. In addition, the time resolution of LGAD design could be exploited to enhance the capabilities of the range monitoring devices integrated in the gantry, while ionization chambers do not provide useful timing information.
Independently of the technological choice, the beam monitoring detectors will match the beam delivery windows foreseen by the GaToroid prototype design and will have to meet all the requirements for their use in clinical practice.
Online Range Monitoring
The GaToroid design, thanks to its circular symmetry, allows for the simple integration of a PET-based range monitoring system. In this work, we investigate two different configurations. The first one (case 1) is an open geometry consisting of two individual rings, shifted in the axial direction and positioned on each side of the GaToroid beam delivery windows. A similar geometry was proposed in Ref. [33], where it was shown how an axially-shifted dual ring detector could be suitable for in-beam-PET monitoring, as the image quality is almost independent of the width of the gap between the two rings, with uniform spatial resolution in the trans-axial direction, but a decreasing resolution in the axial direction as the gap width increases.
The second geometry (case 2) features a single-ring design, to be installed on a rotating structure inside the gantry, comprising a gap for the integration of the beam monitor. An additional geometry comprising a single ring with no gaps (case 0), is simulated as the reference case. All geometries, shown in Figure 4, have a 0.8 m diameter that fits the gantry design.
[image: Figure 4]FIGURE 4 | Solid model of the proposed PET detector geometries to be integrated within the GaToroid system. Case 0: single ring geometry, reference. Case 1: static dual ring open geometry, with the PET detectors positioned on each side of the beam entrance windows. Case 2: dynamic single ring geometry, to be mounted on a rotating structure inside the gantry, with a gap for the beam path.
The reconstruction performances corresponding to the proposed geometries were assessed with simulations based on the FLUKA Monte Carlo simulation tool [34, 35]. Lutetium-based state-of-the-art scintillating modules are considered as PET detectors elements, each of them made of 16·16 pixels (3.1·3.1·20 mm3, with 3.2 mm pitch), coupled one-to-one to Silicon PhotoMultiplier tiles. Case 1 and case 2 configurations include 176 (44·2 module arrays per ring) and 164 (41·4 module arrays) PET detector modules, respectively. For the reference case 176 modules, organized in 44 · 4 arrays, are simulated. Each detector module has an overall dimension of 52.1 · 52.1 · 21 mm3. Modules belonging to the same ring are distanced by 2 mm along the axial direction. The air gap between the two PET rings presented in case 1 is of 106.2 mm, corresponding to the overall dimension of each PET ring. As for case 2, the opening for the beam passage corresponds to about 16 cm length, which is compatible with the GaToroid beam window dimension.
Multiple scattering processes, electronic stopping power, energy loss fluctuations and nuclear reaction chains are modeled in the simulation [36], with positron and electron ranges traced down to 100 keV. The energy and interaction time of the detected events are smeared with a Gaussian distribution, considering a 15% dE/E and 300 ps FWHM timing resolution. A filtering algorithm is then used to search for events in a 2.7 ns coincidence window.
As benchmark, a homogeneous activity distribution corresponding to 106 annihilation events was simulated inside a 5 · 7 · 5 cm3 water phantom to assess the imaging performances of the proposed geometries (Figure 5).
[image: Figure 5]FIGURE 5 | central slice in the (y, z) plane of a reconstructed homogeneous activity distribution for case 0, case 1, and case 2 (top). The corresponding activity profiles along the y and z directions, evaluated at the central slice (bottom).
Moreover, a proton treatment plan was simulated to assess the quality and precision of the reconstructed activity distribution. A clinical proton beam, modeled after the CNAO synchrotron facility clinical beam, was used for this purpose. The injected clinical treatment plan corresponds to the first field of a double-field adenoid cystic carcinoma (ACC) treatment, with the delivery of a horizontal beam line with the beam entrance from the left side (see Figures 6 and 7). A total of 1.8 · 109 protons were simulated in the beam field, in the [62, 141] MeV energy range.
[image: Figure 6]FIGURE 6 | Axial (left), coronal (center) and sagittal (right) sections of the patient CT with the Monte Carlo activity distribution superimposed. The beam direction is shown for the coronal slice. A standard RAI coordinate system is considered.
[image: Figure 7]FIGURE 7 | Axial (left), coronal (center) and sagittal (right) sections of the patient CT superimposed to the reconstructed activity distributions for the different geometries: case 0 (upper row), case 1 (central row), case 2 (lower row). The activity maps are normalized to their maximum intensity. The beam direction is shown for the coronal slice. A standard RAI coordinate system is considered.
The simulation tool was successfully validated both in controlled conditions (phantom tests) and in a clinical environment, providing an agreement with the data comparable to the variability of data from consecutive treatment sessions [26].
The activity images were reconstructed using an MLEM algorithm computed with Siddon’s single-ray-tracing system matrix which was validated on a previous work [37]. A 140 · 70 · 165 Field of View (FOV), with a pixel size of 1.6 mm, was used. Due to the missing projections in the case 1 and 2 geometries, the image quality is expected to worsen with respect to the reference condition (case 0).
3. RESULTS
The present work focuses on the expected performance of the real time imaging system, by analysing different PET configurations integrated in the gantry, whose delivery configuration has already been discussed in detail in Ref. [28]. The beam monitoring design parameters are somehow set by the size of the beam entrance windows in the gantry; the technology choice will be addressed later on, in view of the construction of a prototype, based on results of ongoing R&D studies.
PET Image Quality Assessment
An assessment of the imaging performance of each considered geometry was carried out considering the reconstructed activity distribution coming from the simulation of a homogeneously activated 5 · 7 · 5 cm3 water phantom. The number of coincidences detected for each case is reported in Table 1. As expected, case 1 has the smallest number of coincidences, due to the larger gap and therefore larger number of missing projections that lead to a decrease in the number of detected events, while the reference case reports the highest. Still, the detected number of coincidences is of the same order of magnitude, with a minimal difference due to the diverse geometry, that does not significantly change the reconstructed activity distribution among the considered cases.
TABLE 1 | Number of coincidences and range parameters of the activity profile in the y and z direction for a simulated 5 × 7 × 5 cm3 homogeneous activity. The reconstructed range matches the expected value within the error, for both projections and for all the configurations.
[image: Table 1]The reconstructed activity distributions and their profiles are shown in Figure 5, normalized to their maximum value: case 1 and 2 show slight image artefacts with respect to the reference case, due to truncation effects in the axial direction for case 1 and in the azimuthal one for case 2.
A comparison was performed on the activity profiles along the axial axis y and trans-axial axis z. The profiles were calculated by considering a rectangular area of 3 · 3 cm2 in the plane transverse to the preferred direction: for the z profile, a rectangular area at the center of the (x, y) plane is considered; similarly, for the y profile a rectangular area at the center of the (x, z) plane is considered. The rising and falling edges of the activity profile were fitted with a sigmoidal function as described in Ref. [23]. The inflection points of the sigmoidal fits were thus used to identify the beginning and the end of the distribution, calculating the activity range as the difference between the two. Results, reported in Table 1, show that the range values, both in the axial direction y and in the trans-axial direction z, are compatible, within the error, with the nominal values.
Clinical Treatment Plan Simulation
Figure 6 shows the axial (left), coronal (center) and sagittal (right) views of the patient CT superimposed with the activity distribution of the treatment plan under consideration, as obtained from the Monte Carlo simulation. The central slice of the corresponding reconstructed activity maps for each of the considered geometries are reported in Figure 7, with all the images shown in Right-to-Left, Anterior-to-Posterior, Inferior-to-Superior (RAI) coordinates.
A good visual comparison is found between the reconstructed activity distributions and the Monte Carlo truth, with the absence of strong image artefacts which are typically found in dual-head geometry detectors [37] that can hamper image quality and therefore the range assessment. A preliminary comparison between the reconstructed activity maps was done by considering the activity profiles along the beam direction (see for reference the coronal slice in Figure 7). The profiles, calculated considering a 7 · 7 voxels area (i.e., about 1 cm2) at the center of the (x, y) plane, are shown in Figure 8. The number of coincidences found for each case, and the rising and falling edges, calculated as the inflection points of a sigmoidal function, are reported in Table 2 for each profile. Even though a small difference is appreciated between the number of events detected by each of the simulated PET configurations, results show an excellent agreement between both case 1 and case 2 with the reference case 0, confirming the feasibility of using either geometry to implement online treatment monitoring in the GaToroid static gantry.
[image: Figure 8]FIGURE 8 | Activity profiles of a proton treatment plan evaluated along the beam direction for the considered PET geometry configurations. Profiles are normalized to their maximum.
TABLE 2 | Rising and falling edge defining the activity profile distribution for each of the considered PET geometries.
[image: Table 2]4. DISCUSSION
The proposed design addresses in an innovative and integrated way the three key components that are necessary to fulfill particle therapy's promise of high-precision cancer treatment coupled to minimum damage to healthy tissue: beam delivery, dose monitoring and treatment verification.
Although a final technical design of the proposed system is not ready yet, the focus of this manuscript is on the description of the concept and on the evaluation of the expected performance of the imaging system to be integrated in GaToroid.
GaToroid is a gantry design concept that completely changes the approach to the beam delivery: the recently patented [38] lightweight, static toroidal gantry will allow a very precise beam modulation coupled to a very fast delivery time. The delivery of typical treatment plans can thus be quicker and simpler, while retaining the flexibility of firing the beam from many directions.
Moreover, the static configuration also allows a much lighter footprint, with remarkably smaller size, lower weight and lower cost, compared to existing gantries.
These advantages come at the price of restricting the set of delivery angles, since the entrance windows only cover a fraction of the azimuthal angle, with the rest taken by the coils. However, the design optimisation, in terms of bore size, number of coils, beam windows size will focus on maximising the angular acceptance for the incoming beam.
Beam monitoring is currently based on ionization chambers, a solid technology but a limiting factor for more performing delivery schemes requiring higher speed, sensitivity, spatial and time resolution. The development of LGAD thin silicon sensors offers the possibility to design innovative monitoring detectors that would overcome many limitations of gas chambers, opening at the same time the possibility to exploit extremely accurate time information. GaToroid allows the implementation of both options, and at the present stage no decision has been made in view of the design and implementation of a prototype system yet.
High precision range monitoring by means of in-vivo real time imaging is crucial in order to achieve full control of the treatment delivery and implement adaptive strategies in particle therapy. The few tests performed in clinical conditions show promising - but not optimized - results: with a gamma camera only the 1D beam profile along its delivery direction is measured [24], with two flat in-beam PET heads, the 3D activity distribution is reconstructed with limited statistics and a modest precision on the vertical coordinate [25].
We propose a PET-based online range monitoring, which is easily integrated in the GaToroid static configuration, that allows a ring-like layout similar to standard commercial scanners and, by means of a (nearly) full azimuthal angular coverage, will both enhance the statistics and limit the effect of geometry-related artefacts in the reconstruction.
The simulations of the delivery of a clinical treatment plan for adenoid cystic carcinoma provide a high quality 3D activity map, with no significant artefact, for both the PET configurations considered in the study,confirming the suitability of the proposed design.
In view of the choice of the beam monitoring technology, LGADs present an interesting option, as they would provide time-of-flight information, which, as already proposed by a previous study [39], could be combined to PET-based photon detection to implement a prompt-gamma-timing analysis. By coupling 3D activity maps and prompt-gamma distributions, the combination of the LGAD beam monitor and the PET range monitor would be a hybrid imaging device.
Technology Readiness
Although the construction of a prototype implementing the proposed design could be started with presently existing technologies, some ongoing developments would allow important improvements in view of the design of a full size system.
HTS conductors represent one of the most challenging aspects of the GaToroid magnetic design. Rare-earth-based Barium Copper Oxide (ReBCO) conductors are nowadays deeply investigated for high field application, such as toroidal fusion magnets [40, 41], particle accelerator magnets [42] and even for traditional rotating gantries [43]. While already providing the possibility of working well above the liquid helium temperature in a magnetic field of about 10 T, HTS conductors still present technological limits and challenges, such as insufficient field quality, not established quench protection techniques and limited amount of industrial manufacturing, inadequate for series production and costs reduction.
The ongoing development of GaToroid HTS coils will tackle these technical problems, for example by further investigating insulated windings with stacked tapes and Non or Partially-Insulated [44, 45] configurations for such large magnets. Beyond the cable topology and the insulation, effective and robust solutions for joints between grades and pancake layers are crucial aspects for the magnet design. At the same time, simulation tools and experimental validation are challenging aspects of HTS quench protection and must be faced to propose a solid and reliable machine for particle therapy.
Furthermore, the use of this kind of conductors for medical applications can also contribute to drive the ReBCO market toward a price reduction and a much wider spread, as was for Nb-Ti in MRI in the last decades.
For beam monitoring, the choice of segmented silicon detectors based on the LGAD technology naturally matches the requirements of the GaToroid design. However, this technology still has to face many challenges, starting from the need of a segmentation in small pixels to cope with the fluxes of therapeutic beams when the detectors are operated in counting mode. A high number of channels is required for the electronics, that must be bump-bonded to the sensor pads, and at the same time the total material thickness must be kept low enough to avoid significant beam perturbations. Another issue to be addressed for the use of LGAD detectors for beam monitoring is their limited radiation resistance, which was recently improved [46], in particular in view of their applications in high energy physics experiments; further progress is expected in the near future. For all the above mentioned reasons, the technology choice for implementing the beam monitoring functionality is still open.
However, the use of LGAD detectors would allow to implement more sophisticated analysis tools, giving access to the imaging of fast-decaying isotopes [47, 48], i.e., isotopes whose half life is in the ns-ms time-scale. As shown in a previous work by some of the authors [39], if a background rejection method based on data acquired in the inter-bunch period is implemented so as to discriminate only fast-decaying isotopes data, the activity range shows a stronger and more linear correlation to the primary particle range than longer-decaying isotopes, therefore yielding an enhanced detector sensitivity and range detection precision. Indeed, the real-time information collected within a few tens of milliseconds at a single beam-spot scale minimizes the long-lived contributions accumulated from previous spots that often correspond to different ranges.
Also, the timing information provided by LGAD detectors can be used to provide a start signal that, combined with a stop given by PET detectors, would generate a Time-Of-Flight (TOF) spectrum that could be analyzed with the Prompt Gamma Timing (PGT) technique [39, 49]. The TOF depends on the particle beam path and the photon emission point, therefore correlating the measured spectrum to the range in the delivered treatment. Moreover, prompt-gammas are emitted on a ps-scale, yielding a stronger correlation to the beam path than any distribution obtained measuring very-short- (i.e., shorter than the spill) or short-lived (i.e., mostly 11C and 15O) in-beam PET isotopes.
State-of-the-art PET detectors and electronics [50] can measure photons with a time resolution of the order of 100 ps; on the other hand, a single PET detector has a smaller active volume and energy resolution worse than a system optimised for photons in the MeV range. As shown in a preliminary feasibility study [39], it is in principle possible to implement PGT measurements with a PET detector. With a large angular coverage, as for the proposed in-beam PET scanner configuration, the information obtained by prompt photons can be exploited, as long as it is integrated with the position-dependent measurements of each detector. An algorithm designed for this purpose is in an advanced development stage, and will be the object of a future publication. Preliminary simulation results [51] show that the proposed in-beam PET scanner geometry could measure the prompt photons range with about 5 mm precision. The experimental implementation of the proposed technique will be definitely challenging, with the bottleneck being the high proton rate crossing the LGAD detector; however, the requirements for prompt gamma timing are less strict than for beam monitoring, where pile-up effects must be kept well under control. Although a full efficiency cannot be achieved at therapeutic rates, due to DAQ bandwidth limitations and to the overlap of signals very close in time (the last effect also depending on the beam time structure), the detection of these fast signals, combined with PET information, should lead to an enhanced correlation between the delivered dose and the measured distribution.
5. CONCLUSIONS
Large acceptance, steady-state configuration and superconducting magnets offer interesting reduction of size, weight and cost of gantries and related infrastructures, creating an attractive alternative to the state of the art. Furthermore, such a structural integration with beam and range monitoring represent an additional step toward compact gantries and single room facilities.
The GaToroid concept was presented, and a configuration suitable for proton beam delivery was defined, with an 80 cm diameter bore. The feasibility of irradiating a realistic target volume was assessed for the proposed configuration, and the residual magnetic field inside the bore was evaluated, in view of the choice of the dose delivery system. Moreover, an accurate simulation study of the expected performance of a PET-based range monitor, integrated in the gantry with different configurations, showed that a reliable, high resolution 3D activity image can be reconstructed from the delivery of a clinical treatment plan.
Further work will focus on defining the specifications of a beam monitor based on solid-state detectors, in terms of required area, pixelization, readout speed, sensitivity, spatial and flux measurement precision, and in developing the tools to exploit its time resolution to improve the treatment monitoring quality with the Prompt Gamma Timing (PGT) technique, in view of the final design of a GaToroid prototype with hybrid imaging capabilities.
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The helium ([image: image]He) component of the primary particles in the galactic cosmic ray spectrum makes significant contributions to the total astronaut radiation exposure. [image: image]He ions are also desirable for direct applications in ion therapy. They contribute smaller projectile fragmentation than carbon ([image: image]C) ions and smaller lateral beam spreading than protons. Space radiation protection and ion therapy applications need reliable nuclear reaction models and transport codes for energetic particles in matter. Neutrons and light ions ([image: image]H, [image: image]H, [image: image]H, [image: image]He, and [image: image]He) are the most important secondary particles produced in space radiation and ion therapy nuclear reactions; these particles penetrate deeply and make large contributions to dose equivalent. Since neutrons and light ions may scatter at large angles, double differential cross sections are required by transport codes that propagate radiation fields through radiation shielding and human tissue. This work will review the importance of [image: image]He projectiles to space radiation and ion therapy, and outline the present status of neutron and light ion production cross section measurements and modeling, with recommendations for future needs.
Keywords: helium projectile cross section measurements, space radiation cross sections, ion therapy cross sections, helium projectile ion therapy, helium projectile space radiation
1 INTRODUCTION AND REVIEW
The International Biophysics Collaboration1 (IBC) was recently formed at the GSI Helmholtzzentrum für Schwerionenforschung, with the aim of utilizing the future Facility for Antiproton and Ion Research (FAIR) and other accelerators for biophysics studies relevant to space radiation protection, ion therapy, and other biophysics applications. Within the IBC, a cross section working group has been formed to study what cross section measurements and modeling need to be performed to support the broad aims of the IBC. Membership of the cross section working group is open, and other colleagues are encouraged to participate: An important objective for the cross section working group is to have broad support within the international scientific community.
Previous analyses of experimental data [1–4] focused on measurement gaps for space radiation. The highest priority measurement recommendations were double differential cross sections for the following ion2 reactions,
[image: image]
where X is anything, thereby denoting an inclusive reaction, where a particular nuclide, say [image: image]H, is measured3 along with anything (X) else. The projectiles He, C, O, Si, and Fe were chosen4 because of their prominence in the free space galactic cosmic ray (GCR) spectrum. The targets H, C, O, Al, and Fe were chosen as being representative elements in the human body and spacecraft. For applications in ion therapy, projectiles ranging from H to O interacting with targets composed of H, C, and O as main constituents of the human body are typically considered crucial. Therapy facilities employing H and [image: image]C in the energy range of a few hundred MeV/n have been in use for many years around the world, whereas ions such as [image: image]He and [image: image]O are considered important extensions of the currently offered treatments [6]. Consequently, the needs of space radiation protection can be seen as a superset encompassing the needs of therapy applications in most cases, due to the significantly larger range of projectile, energy, and target combinations of interest for the space radiation community [7].
The aim of the present study was therefore to consider whether further cross section measurements are necessary for space radiation protection or ion therapy applications, define overlaps in interest for both disciplines, and prioritize needed experiments and measurement quantities.
1.1 Importance of Light Ion Fragments
In the context of space radiation protection, light ion fragments [image: image]H and [image: image]He were emphasized [1–4] for future double differential cross section measurement recommendations in Eq. 1 for the following reasons:
(1)Neutrons and light ion fragments dominate dose equivalent [8–10] for realistic spacecraft shield thicknesses ([image: image] 20 g/cm[image: image]). This can be seen in Figure 1, which shows the contribution to blood-forming organ dose equivalent for free space, simple geometries, and various spacecraft locations.
(2)Because they have small charge and mass, neutrons and light ion fragments are scattered at large angles, and therefore require full 3-dimensional transport [11] methods (as opposed to 1-dimensional straight-ahead scattering approximations). Full 3-dimensional transport methods, in turn, require nuclear physics double differential cross sections [12, 13] as input.
(3)Transport code (GEANT, FLUKA, MCNP, PHITS, HZETRN, and SHIELD) comparisons [14] show the largest differences for light ion fragment production. The disagreements are mainly due to inaccurate light ion nuclear physics models and lack of experimental data to be used to improve these models. As an illustration of this, Figure 2 shows large disagreements for numerous transport code comparisons for the production of [image: image]H and [image: image]He.
(4)An experimental double differential cross section measurement program was recently completed at the NASA Space Radiation Laboratory (NSRL), located at Brookhaven National Laboratory (BNL), using oxygen and iron beams on several targets, with the production of light ion fragments [16]. Large differences were seen between measurements and the light ion cross-section models used in the PHITS [17] transport code.
(5)An experimental thick target program was also recently completed at the NSRL, using unique combinations of double thick targets where incident beam particles scattered from the first target and secondary fragments subsequently scattered from a back target. This simulated the scattering geometry in a spacecraft, where fragments are produced when GCRs interact with a spacecraft wall and more scattered products are produced from the far, back, and surrounding walls. These measurements show significant discrepancies [18] compared to transport codes (MCNP and PHITS) for light ions. Further cross section measurements of light ion fragments have been recommended to resolve these discrepancies.
(6)Mars Science Laboratory Radiation Assessment Detector (MSL-RAD) light ion flux measurements highlight the need for improved nuclear interaction models. Light ion model results show moderate to large discrepancies [19–21] over the MSL-RAD energy range,5 with model errors mainly attributed to inaccurate light ion nuclear physics models.
(7)Calculations with the HZETRN transport code underpredict dose measurements from the International Space Station [22, 23], at high latitudes where GCRs contribute most. The cause of the discrepancy has yet to be fully clarified, but improvements to the underlying cross section models will help remove some measure of uncertainty.
(8)Light ion cross sections represent the largest physics uncertainty in space radiation.
(9)Light ion cross section measurements [1] are needed to improve inaccurate light ion nuclear physics models.
(10)Light ion cross section measurements represent the largest gap in the cross section database [1].
[image: Figure 1]FIGURE 1 | Calculated percent contribution to blood-forming organ (BFO) dose equivalent for free space (far left), simple spherical geometries in free space, and detector locations inside the space shuttle (STS) and the International Space Station (ISS) in free space. The vehicles included three aluminum spheres with areal densities 1, 5, and 30 g/cm[image: image] where the body was placed at the center of the sphere (sphere_1g, sphere_5g, and sphere_30g) and three spheres of the same areal densities where the body was placed against the wall of the sphere (sphere_ off_1g, sphere_off_5g, and sphere_off_30g). For the latter cases, the spheres were constructed so that they would each have the same habitable volume as the Multi-Purpose Crew Vehicle (MPCV), 316 cubic feet (8.95 m[image: image]). Thus, each sphere had an inner radius of 1.288 m. Also, six locations were studied in the STS (shuttle) where detectors have historically been placed (sts_dloc1-6). Five locations in the ISS 6A configuration were also used: two points in the Destiny (Lab) module laboratory area (Liulin_103, Liulin_107); two points in the Unity (Node1) module (Liulin_104, Liulin[image: image]108); and one point in the Zvezda (SM; service module) module on panel number 327 (TEPC-sm_p327). Reprinted from Walker et al. [8].
[image: Figure 2]FIGURE 2 | [image: image]H and [image: image]He flux behind 60 g/cm[image: image] Al shield for GCR minimum spectrum. Reprinted from Slaba et al. [15].
The importance of light fragments, and nuclear fragmentation in general, follows a similar rationale in ion therapy as for space radiation and was already discussed previously [24–26].
As emphasized above, light ions make large contributions to dose equivalent and are essential for treatment planning, but the physics of their production remains poorly understood. One would hope to compare theoretical nuclear physics models to cross section measurements to resolve these issues, but the largest gap in the cross section database occurs for light ions. This is why a further cross section measurement program is recommended for space radiation and ion therapy applications.
1.2 Importance of Double Differential Cross Sections
Neutrons and light ion fragments are scattered at large angles because they have small charge and mass. They therefore require full 3-dimensional transport methods, which need double differential cross sections [12, 13] as input. This is why double differential6 cross sections are highlighted in the present work, with emphasis on isotopic production cross sections, [image: image], where E is the total energy of a fragment given7 by [image: image], where T is the kinetic energy and m is the rest mass.8 The fragment solid angle is [image: image].
Other reasons for emphasizing double differential isotopic cross sections are as follows. Single differential spectral, [image: image], and angular, [image: image], cross sections can be obtained from [image: image] by integrating over angle or energy as in [image: image] and [image: image]. Total cross sections are obtained via[image: image]. Therefore, from a theoretical point of view, if one would measure a complete set of double differential cross sections, then one could generate all necessary single differential and total cross sections. In practice, this is typically not feasible. However, there are examples of systematic measurements of double differential fragmentation cross sections of light projectiles on different thin targets, for example, with 50 MeV/n (3[image: image]–39[image: image]) and 95 MeV/n (4[image: image]–39[image: image]) [image: image]C beams [39–41] performed at GANIL. As usual, this experimental setup does not cover the entire spectrum of fragment information (mass, charge, energy, and angle). Especially for heavier projectile, there are large gaps in the published data. Therefore, future experimental programs should focus on measuring double differential cross-section data sets as completely as possible (covering all angles, energies, and fragments including neutrons) to be able to cross-check them against measured total and single differential cross sections. The single differential data could be efficiently measured by accompanying experiments.
Similar reasoning applies to isotopic fragment cross sections vs. elemental or charge changing cross sections. Consider light ions: An isotopic measurement would provide double differential production cross sections for each [image: image]H, [image: image]H, [image: image]H, [image: image]He, and [image: image]He, whereas elemental measurements only provide cross sections for H and He. Yet, the elemental cross sections can all be obtained from the isotopic cross sections by adding the individual isotopic contributions. Isotopic cross sections cannot be obtained from elemental measurements. Again, some applications require only elemental or charge changing cross sections, and some require isotopic cross sections. It therefore makes sense to focus future measurements on attaining isotopic resolution so that the cross sections are useful for all possible future applications. Of course, isotopic double differential cross sections are more difficult to measure than, for example, charge changing total cross sections. However, given the very broad range of future applications of cross section measurements covering both space radiation and ion therapy, it is deemed worthwhile to focus future measurements on isotopic double differential cross sections.
All of the above discussion in this subsection has centered on measurement issues, but the same is true for theoretical modeling. At the most fundamental level, a particle physics Feynman diagram gives the quantum mechanical amplitude for a given process which is inserted directly into a formula for the double differential cross section. Spectral, angular and total cross sections are obtained by integrating as described above. Even if one is not using Feynman diagrams directly, the quantum mechanical amplitude, obtained by some theoretical model, is the most fundamental quantity. In other words, double differential cross sections are most fundamental. Another matter concerns comparing theoretical model results to experimental measurements. Comparisons of double differential cross section models with double differential cross section measurements is the most precise sort of validation test of a theoretical model. Comparing theoretical models for single differential spectral or angular cross section measurements is less precise: The models might get these correct, even though the underlying double differential cross sections might be incorrect. Comparing total cross section models with experiment is the least precise. In summary, the most precise test of a theoretical model is comparison of double differential cross sections with experiment. If these are correct, then single differential spectral and angular cross sections, as well as total cross sections, will automatically be correct. The reverse situation does not hold; for example, comparing total theoretical model cross sections with experiment will not guarantee that the double differential cross sections are correct. The considerations are the same for isotopic vs. elemental cross sections. If all the theoretical model isotopic cross sections agree with experiment, then the elemental and charge changing cross sections will automatically be correct as well. The reverse situation does not hold.
However, it is important to note that in many modern Monte Carlo transport codes, the removal of primary ions and the fragment production are treated separately. The interaction probability is typically sampled according to parameterized total reaction cross sections for which semi-empirical models fine-tuned to experimental data are used, while the fragment production and their double differential distribution is obtained from nuclear event generators and coalescence/evaporation models. Therefore, to optimize such transport codes, experimental data on both the total reaction cross section and the double differential fragment distributions are required.
The conclusion of this subsection is that the most useful and precise types of cross sections are isotopic double differential cross sections. This is true for both experimental measurements and theoretical models. If these types of cross sections give good comparisons between models and experiment, then all other types of cross sections will automatically also give good comparisons. Also, all other types of cross sections (both theoretical and experimental) can be obtained from isotopic double differential cross sections. This behavior should be exploited to cross-check total and single differential datasets.
1.3 Measurements
Previous measurement studies [1–4] will now be summarized, for all types of projectiles, emphasizing double differential cross sections for light ion fragment production. Figures 3–7 show where isotopic double differential cross section data have been measured for light ion production. The following conclusions can be stated:
• In the low energy region below the pion threshold ([image: image] 280 MeV/n), double differential cross sections for light ion production mainly exist for H, He, C, O, Ne, and Ar9 projectiles.
• In the medium energy (280–3,000 MeV/n) region, double differential cross sections for light ion production mainly exist for H, He, C, Ne, and Ar projectiles.
• In the high energy (3–15 GeV/n) and very high energy ([image: image] 15 GeV/n) regions, there are no double differential cross-section data10 for light ion production.
• Even though there are a moderate number of experimental measurement articles dealing with helium projectiles, further detailed analysis of He data below 3 GeV/n reveals significant problems and flaws with the data, leading to the conclusion that there is almost no high-quality double differential data for helium projectiles over the entire energy region.11 This is discussed in more detail later in this article.
• No double differential cross section data exist for light ion fragment production from helium projectiles above 3 GeV/n.
• No double differential cross section data exist for light ion fragment production from oxygen projectiles12 above the pion threshold ([image: image] 280 MeV/n).
• No double differential cross section data exist for light ion fragment production from silicon (Si) projectiles in any energy region.
• No double differential cross section data exist for light ion fragment production from iron (Fe) projectiles13 in any energy region. This is particularly surprising, given the prominent role of Fe projectiles in space radiation biophysical studies [44].
[image: Figure 3]FIGURE 3 | Available isotopic double differential cross section measurements for [image: image]H fragment production. The symbol D represents where a measurement has occurred. Projectile kinetic energies, T, are listed at the top of each panel. Reprinted from Norbury et al. [1].
[image: Figure 4]FIGURE 4 | Available isotopic double differential cross section measurements for [image: image]H fragment production. The symbol D represents where a measurement has occurred. Projectile kinetic energies, T, are listed at the top of each panel. No measurements are available above 15 GeV/n, which is why the bottom right panel is blank. Reprinted from Norbury et al. [1].
[image: Figure 5]FIGURE 5 | Available isotopic double differential cross section measurements for [image: image]H fragment production. The symbol D represents where a measurement has occurred. Projectile kinetic energies, T, are listed at the top of each panel. No measurements are available above 15 GeV/n, which is why the bottom right panel is blank. Reprinted from Norbury et al. [1].
[image: Figure 6]FIGURE 6 | Available isotopic double differential cross section measurements for [image: image]He fragment production. The symbol D represents where a measurement has occurred. Projectile kinetic energies, T, are listed at the top of each panel. No measurements are available above 15 GeV/n, which is why the bottom right panel is blank. Reprinted from Norbury et al. [1].
[image: Figure 7]FIGURE 7 | Available isotopic double differential cross section measurements for [image: image]He fragment production. The symbol D represents where a measurement has occurred. Projectile kinetic energies, T, are listed at the top of each panel. No measurements are available above 15 GeV/n, which is why the bottom right panel is blank. Reprinted from Norbury et al. [1].
1.3.1 Measurement Strategies and Experimental Setup
When planning and setting up measurements of double differential cross sections, there are a number of factors to be considered, ranging from detector system, detection efficiency, statistics, beam monitor, acceptance angles, data acquisition system, target thickness, and time resolution for TOF (time of flight) techniques.
In order to measure the angular distributions, several different configurations are possible. One standard option is a TOF setup with a fast counting detector (e.g., plastic scintillator, silicon detector, and diamond detector) that provides trigger information, that is, the start signal, before the target, and a plastic scintillator, for example, some distance downstream from the target, providing the stop of the TOF, and measurements of the energy loss. After this, a thick dense crystal calorimeter (e.g., BGO and NaI) can be located to provide the projectile fragment residual energies. Additional detector systems can be added to this general setup to improve its capabilities. Tracking detectors in front and after the target allow vertexing and different magnet configurations, and large-area drift chambers behind the target can be employed to increase particle identification performance. Silicon detectors in different configurations, for example, silicon micro-strips or silicon pixel detectors, or emulsion chambers, can also be used. Time resolution between the start detector and the stop detector and the angular acceptances are important. To obtain the double differential cross sections, in addition to the angular distributions, the energy distributions also need to be determined at each point of the angular distributions.
In principle, all cross sections should be measured in targets with infinitesimal thickness, which are, however, not optimal from the experimental point of view since targets which are too thin increase the beam time requirements and increase susceptibility to systematic errors. The target thicknesses are therefore a trade-off between thick enough to give acceptable statistics when exposed during a reasonable time, but not so thick to give rise to substantial corrections for secondary and higher-order interactions in the targets. Targets should also not be thick enough to cause a significant decrease of the projectile energies in the target, since the cross sections are energy dependent. Measured fragment yields need to be converted to cross sections and require correction for the finite depth target which is applied to the cross section values of each fragment. The corrections are typically of the order of half the fraction of an interaction length presented by the target to the primary. For example, for a target depth of 20% of an interaction length, about 20% of the incident primary particles undergo a charge-changing interaction in the target, and therefore about 10% of the fragments within a few charge units of the primary will undergo secondary charge-changing interactions. For experiments with a heavy projectile, the corrections for lighter fragments are more complicated, because they are both depleted by interactions in the target and are also produced as third- and higher-generation fragments by interactions of heavier fragments as they traverse the target.
It is always important to certify that particles created in other materials in the beam line are not measured. It is therefore essential that the beam never hits anything other than the target. When measuring neutron energy distributions, this is especially important since the neutron detectors are also picking up neutrons that scatter around the room before striking the detectors. Because their flight paths are unknown, those neutrons must be subtracted from the data. Measurements of the room-scattered neutrons should therefore be performed and subtracted from the total detected neutrons. Depending on the setup, this can be done by placing a shadow bar (a long, solid piece of iron, or other material, thick enough to stop the neutrons that enter it) directly between the target and the neutron detector, so that all neutrons originating from the target are blocked, and only room-scattered neutrons are detected. By subtracting the neutrons measured during the shadow bar run from the non-shadow bar run, the neutrons originating from the target can be determined. It is important to note that all of the previously mentioned experimental techniques do not scale well with increasing primary particle energy due to, for example, the inability to stop the light fragments in a crystal calorimeter or the increasing demands on TOF resolution and distance.
2 IMPORTANCE OF HELIUM PROJECTILES
2.1 Space Radiation
A discussion of the importance of helium projectiles in the galactic cosmic ray environment now follows.14 Subsequent to the analyses of measurement gaps [1–4] discussed in Section 1.3, an important work was published by Slaba and Blattnig [46], which analyzed the contributions of each external boundary condition GCR ion to effective dose. Not only was the charge number (Z) contribution specified but also the energy range contributing to effective dose. Previous studies [1–4] emphasized measurement gaps, but the study of Slaba and Blattnig [46] enabled one to prioritize which measurement gaps were the most important ones to close for space radiation. Figure 8 shows how helium projectiles dominate the effective dose contribution compared to heavier projectiles over the GCR energy region. For Al shield thickness of 20 g/cm[image: image], the study of Slaba and Blattnig [46] showed the following results at solar minimum:
• 86% of effective dose is contributed from GCR ions with kinetic energy [image: image] 500 MeV/n.
• 50% of effective dose is contributed from GCR ions with kinetic energy [image: image] 1.5 GeV/n.
• 32% of effective dose is contributed from ions with Z [image: image] 1.
• He contribution to effective dose is 30% of the total ion (Z [image: image] 1) effective dose.
• He contribution to effective dose is 12% of the total effective dose (from all Z).
[image: Figure 8]FIGURE 8 | Effective dose contributions as a function of external GCR energy behind 20 g/cm[image: image] of aluminum exposed to solar minimum GCR. Reprinted from Slaba and Blattnig [46].
For Al shield thickness of 40 g/cm[image: image],
Using the calculations of reference [46], Table 1 shows the percent contribution of each energy range to total He effective dose from the external GCR spectrum. For a shield thickness of 20 g/cm[image: image], all energy regions need to be covered, whereas for thicker 40 g/cm[image: image] shielding, only energies above 250 MeV/n are important. The following important conclusions can now be stated.
• More than half of the effective dose delivered by all GCR ions (including protons, i.e., Z [image: image] 1) is in the high energy region [image: image] 1.5 GeV/n. Yet, this is the energy region with the largest measurement gaps.
• Of all external GCR ions heavier than protons (Z [image: image] 2), helium contributes more than any other individual ion to effective dose, with almost half of the contribution in the high energy region [image: image] 1.5 GeV/n.
TABLE 1 | Percent contribution of each energy range (MeV/n) to total He effective dose from external GCR spectrum for Al shield thicknesses of 20 g/cm2 and 40 g/cm2.
[image: Table 1]Also, similar results have been obtained by Bocchini et al. [47] obtained using Geant4. In particular, for Al thickness of 20 g/cm[image: image]:
However, at 40 g/cm[image: image] shielding thickness, the He particle with energies greater than 1 GeV/n represents 67% of the total male effective dose deposition due to GCR He particles, and most of the dose is deposited by particles in the energy range 1.5 GeV/n to 3 GeV/n. For thickness greater than 40 g/cm[image: image], the contribution of He particles with energies above 3 GeV/n also becomes significant. Differences in results can be due to the different simulations methods between the two works: HZTREN for [15, 23] and GRAS [48] in the latter case.
Extensive simulations have been performed by Bocchini et al. [47] to iteratively characterize the GCR contribution to the effective dose with Geant4, and here, results for He are reported. An aluminum spherical shell was modeled in GRAS [48], with varying thickness (i.e., from 10 up to 100 g/cm[image: image]), and interplanetary GCR particles were isotropically generated, using the Badhwar-O’Neill 2010 model in 1977 solar minimum condition, with energies up to 100 GeV/n. Geant4 QGSP[image: image]BIC physics list was used, and a sensitivity study varying the physics list has been conducted. Effective dose has been calculated on a virtual scoring volume placed in the middle of the spherical shell, ICRP Publication 123 fluence to dose conversion factors [49] have been used, with NASA quality factors.
Figure 9 shows the male effective dose deposited by primary GCR He (including its secondary particles), while the percentage contribution of the different particle species to the dose is shown in Figure 10. The increase in the dose with thickness is in line with results reported in 50 for dose reduction of 1 GeV/n He particles against different spacecraft materials. At 30 g/cm[image: image], about 60% of the male effective dose is provided by secondary particles, mostly neutrons and protons, as shown in Figure 10. While in a low shielded scenario, representative for the first manned mission in the Lunar gateway, most of the He contribution to the dose is delivered by primary alpha particles, characterized by higher RBE values.
[image: Figure 9]FIGURE 9 | Geant4 simulation of Male Effective dose due to GCR He (including its secondary particles), calculated using the ICRP Publication 123 fluence to dose conversion factors with NASA quality factors.
[image: Figure 10]FIGURE 10 | Geant4 simulation of the percent contribution to the male effective dose of He GCR, showing in percentage the radiation component responsible for the GCR HE dose (either primary He or secondary particle generated by GCR He). Total male NASA effective dose has been calculated with ICRP Publication 123 fluence to dose conversion factors. 0 g/cm[image: image] refers to a free space scenario and applying the NASA quality factors.
Geant4 simulations were also carried out to calculate the GCR He contribution to the dose in terms of energy range of the primary particle responsible for the dose deposition, to better prioritize testing activities. Figure 11 shows the dose delivered by GCR helium particles in Sv/y per different thicknesses, considering both primary He and its generated secondary particles. For all thicknesses, the majority of the dose delivered by He is in the following energy ranges: 200–500 MeV (20–28% of total He dose) and 1.5–3 GeV/n (17–25% of total He dose), contributing overall to about 50% of the dose. Based on these results, availability of nuclear interaction cross section data for He in the 500 MeV/n–3 GeV/n energy range interacting with spacecraft materials should be a priority for space research, allowing transport code optimization.
[image: Figure 11]FIGURE 11 | GCR He energy ranges contributing to the 1 year NASA male effective dose for different thickness, using fluence to dose conversion factors from ICRP Publication 123.
2.2 Heavy Ion Therapy
After the treatment of more than 2000 patients with [image: image]He at the 184 inch synchrocyclotron and at the Bevalac in Berkeley [51], the interest of the therapy community shifted to the technically less demanding protons [52] and to the higher biological effectiveness offered by carbon ions [53, 54] instead. However, [image: image]He has physical and biological properties in between the protons and carbon ions currently in use. It is being considered as a clinical beam at the Heidelberg Ion Beam Therapy Center (HIT). Preclinical evaluation studies showed promising indications in the application of helium beam therapy, especially in pediatric patients [55] and tumors growing in close proximity to multiple organs at risk (OARs) [56]. From a radiobiological point of view, helium ions show a larger relative biological effectiveness (RBE) [57] and smaller oxygen enhancement ratio (OER) than protons for similar penetration depths in water. Additionally, helium ions undergo less multiple scattering than protons, leading to reduced distal and lateral beam straggling, and less projectile fragmentation than carbon ions, reducing the dose delivered in the distal part of the target volume. Several studies have been carried out investigating the possible advantages of treating cancer by combining helium ions with other particles, in order to exploit the radiobiological properties of different ions simultaneously [58, 59]. Additionally, helium ions have been identified as a good candidate for spatially fractionated therapy applications, such as mini-beam radiation therapy, due to their reduced multiple Coulomb scattering and reduced nuclear fragmentation with respect to protons and heavier ions [60]. Besides its direct application in therapy, helium is also very interesting for radiography applications, due to its favorable physical properties compared to protons [61]. Additionally, the possibility of directly mixing helium and carbon beams for direct online monitoring (helium) of the treatment (carbon) is currently being explored [62]. Based on the current interest in embracing helium as a viable alternative for proton and carbon beams, the following conclusion can be stated:
• The availability of high-quality [image: image]He cross section data for transport code optimization and validation in the energy region of interest for ion therapy ([image: image] 220 MeV/n) is crucial for reestablishing helium as a safe alternative for proton and carbon treatments and to enable novel medical use cases.
2.3 Required Cross Section Measurements
Having discussed the importance of He projectiles for space radiation and ion therapy, the question of which reactions are necessary to meet requirements is now addressed. A variety of low to medium mass targets are needed as well as a range of projectile energies.
[image: image]
for projectile kinetic energies ranging over 50 MeV/n–50 GeV/n and fragment angles ranging over 0[image: image]–180[image: image].
3 PRESENT STATUS
3.1 Measurements
Section 1.3 discussed the availability of measurements for all types of projectiles. However, previous work [1–4] did not discuss the quality or usefulness of the measurements, and it will be seen below that when measurement quality is considered, there is an even more pressing need for a new set of cross section data. Another aspect that should be considered when the quality of a cross section dataset is evaluated is the target that was used for the measurement. Thinner targets give better data (better defined projectile kinetic energy, less elastic scattering, and less probability of multiple reactions) but increase the required beam time to collect data with appropriate statistical uncertainty. There is no universal definition what is a thin target. This should be judged based on the accuracy requirements for the measured cross sections as well as the ion species and energy used (see also section 1.3.1).
3.1.1 Total Cross Sections
Concerning total reaction cross sections for [image: image]He-induced reactions, there exists a quite comprehensive database, especially for light targets [42, 43, 63–80]. Figure 12 shows an overview of this total cross section data set. Recently, measurements of charge- and mass-changing cross sections at therapeutic energies (70–220 MeV/n) were performed at HIT, Heidelberg, because for this energy range there were practically no data available in the literature [42, 43]. Accurate nuclear reaction models are required for precise dose calculations and treatment planning in ion therapy [53] and for transport code simulations of dose reduction in space shielding materials [81].
[image: Figure 12]FIGURE 12 | Overview of [image: image]He experimental cross section data for different target atomic numbers [image: image] as a function of kinetic energy for mass-changing (left panel) and charge-changing reactions (right panel).
The energy range of the [image: image]He component in galactic cosmic radiation overlaps with the therapeutic energy range but also reaches up to very high energies. Therefore, [image: image]He nuclear interaction cross sections must be accurately modeled up to 50 GeV/n and above for radiation transport calculations related to space radiation. [image: image]He ions are also produced as secondaries through nuclear fragmentation of heavier ions of the GCR spectrum within the structural and shielding materials of a spacecraft. On the one hand, transport codes must consider the dose contribution from these secondary [image: image]He ions in human tissue (astronauts), and, on the other hand, their transport through shielding materials should also be calculated accurately. For these scenarios, [image: image]He reaction cross sections at lower energies become crucial.
The measurement of helium fragments produced from the fragmentation of heavier ions interacting with different target materials is important for nuclear models developed for space radiation transport models. NASA has specifically been interested in these data for validation of the nuclear fragmentation model NUCFRG. With this in mind, NASA collected experimental total cross sections, as NUCFRG only models the total cross section for production of isotopic fragments. This data gathering effort was restricted to projectiles with charge less than or equal to nickel. A total of 157 cross section values were found in the open literature at the time that work was performed [82–88]. The data are concentrated in the medium projectile energy range (280–3,000 MeV/n) with 135 cross sections. In the low projectile energy range ([image: image] 280 MeV/n), there were 18 cross sections measured by 82, 83, while in the high projectile energy region (3–15 GeV/n), there were only three cross section measurements by 84 (and none for energies larger than 15 GeV/n). Interestingly, the data found only spanned projectiles between carbon (Z = 6) to magnesium (Z = 12). For model development and model validation purposes, this dataset is limited. Additional measurements at all projectile energies for projectiles with atomic number less than six and larger than 12 are desired. Also, more measurements are needed outside the medium energy range to better understand model development needs. For space research, He projectile measurements in the 0.2–3 GeV/n energy range should be prioritized, as indicated by the results in Figure 11.
3.1.2 Light Ion Fragment Production
Partial (Non-Differential) Cross Sections
Cross sections for [image: image]He fragmentation reactions on H, C, and O targets were recently collected for radiation transport modeling in ion therapy [31]. Within the framework of this data collection, only limited partial cross section data were found, some for [image: image]H targets [89] and some for [image: image]C targets [90]. In [91], the cross section for [image: image]H production by 27 MeV/n [image: image]He impinging on [image: image]Ho is reported.
Additional cross sections for [image: image]H, [image: image]H, [image: image]H, [image: image]He, and [image: image]He production by 400 MeV/n [image: image]He projectiles on U targets are presented in 92. Inclusive [image: image]He production cross sections can be obtained by subtracting [image: image]He charge- from mass-changing cross sections. This method has been used to calculate [image: image]He production cross section data for [image: image]He projectiles on [image: image]C, [image: image]O, and [image: image]Si targets [42, 43]. [image: image]He production cross sections for 630, 970, and 1,017 MeV/n [image: image]He projectiles impinging on H targets were reported by 70, 93, 94.
Differential cross sections
The available helium projectile double differential data are listed in Table 2. A high-quality data set is required, and therefore some data are not useful. For example, many data do not include error bars [92, 97], and other data have not been published in refereed journals. Also, many data are for proton fragments only [91, 96, 99]. In addition, many data sets measured only large angles or only very small angles. There are certainly no data sets covering all the requirements of the necessary reactions of Eq. 2. Given these problems, it is recommended that a new experimental program be initiated that covers all the reactions listed in Eq. 2. There might be a small amount of overlap with some of the reactions on Table 2, but that will serve as a very useful benchmark to check the accuracy of new measurements.
TABLE 2 | He projectile double differential cross section measurement details. Tn is the kinetic energy of the outgoing neutron.
[image: Table 2]Some recent investigations in the scope of helium ion therapy [102, 103] provided experimental data about double differential fragment yields behind thick water and PMMA targets which can also be useful for nuclear model validation.
3.1.3 Neutron Production
From Figure 10, it is possible to see how the neutron contribution increases with spacecraft shielding thickness. From 104, discrepancies are found when comparing neutron ambient dose with PHITS and Geant4 simulations results. There is a need to have better models to simulate neutron production from space GCR.
Differential Cross Sections
There is a limited set of inclusive double differential cross-sectional data available on neutron production from medium and high energy [image: image]He ions, especially when compared to the amount of data available from He interactions in thick (stopping) targets. The last two rows of Table 2 list the measurements taken and published to date. The quality of the data from the 135 MeV/n He systems [105] is very good due to the experimental setup at RIKEN that provides a low background environment for time-of-flight measurements, as well as the capability to measure neutrons at 0[image: image] relative to the beam axis. Neutrons below 10 MeV were not measured in those systems, however, in part to avoid contamination from background neutrons in the measurement. The measurements at 230 MeV/n [106] were taken at HIMAC and had a higher background subtraction than the data taken at RIKEN. As a result, the 230 MeV/n double differential cross sections have fewer data points with larger error bars in each spectrum than the RIKEN data. The HIMAC data had lower neutron energy thresholds, however, extending the spectra down to three–5.5 MeV, depending on the angle of measurement. Measurements at 0[image: image] were not possible at HIMAC. In total, six systems were measured. The RIKEN measurements used C, Al, Cu, and Pb targets, and the HIMAC measurements used Al and Cu targets. All targets were composed of natural abundances of each element. There are good data from both systems at forward angles that characterize projectile fragmentation. For target fragmentation, measurements extend to 110[image: image], yielding an incomplete picture of that process, especially given the relatively high neutron energy thresholds.
3.2 Modeling
While it is relatively easy to develop accurate models for total cross sections and more difficult to develop accurate single differential spectral or angular cross sections, it is most difficult to develop accurate double differential models. And again, charge changing or elemental production models are easiest, while isotopic models are the most difficult. Accurate isotopic double differential cross section models are the most difficult of all to develop, but once available, they automatically generate accurate total and single differential cross sections including charge-changing and elemental cross sections.
3.2.1 Applications in Ion Therapy and Space Radiation Research
Treatment planning systems (TPS) are standard applications in ion therapy. The first TPS for scanned ion beams was the GSI code TRiP98 [29, 107]. It has been used clinically in the carbon ion pilot project at GSI [53]. Special emphasis has not only been on dose calculation but also on dose optimization including radiobiological effects. It features a built-in deterministic transport model to create the base data necessary for treatment planning, that is, depth dose profiles and particle spectra which are necessary for radiobiological modeling. TRiP98 is now further developed as a research prototype for use with ion beams other than carbon, in particular oxygen [32] and helium [31]. TPS predictions have been validated in dosimetric and radiobiological experiments at HIT and KVI Groningen.
TRiP98 is a deterministic code based on a set of tables comprising single particle energy loss (dE/dx) for primary and secondary ions, nuclear reaction cross sections describing the loss of the primary ion beam, and fragmentation cross sections to compute the build up of the produced secondary ions. In this respect, it needs the same basic physics data as the various Monte Carlo codes. [image: image]He related cross sections are important in two ways. First, they are important for an accurate description of beam attenuation when [image: image]He is the primary beam. Second, they are also important to properly describe the “fragmentation tail” in case of heavier primary beams, since helium fragments are the second most abundant species after protons. [image: image]He cross sections are handled semi-empirically, as described in 31.
For space radiation research, TRiP98 is being extended to SpaceTRiP, in the framework of the ESA ROSSINI project. The latter is designed to calculate the dose reduction due to different space radiation shielding materials. The native TRiP98 transport model is extended to more types of ion projectiles than in ion therapy. This extension will allow the simulation of the multitude of HZE particles found in GCR spectra, of which [image: image]He is one of the most important ions.
Furthermore, the [image: image]He fragments are crucial for both ion therapy and space radiation due to the high penetration in various materials, compared to smaller penetration by heavier fragments. In ion therapy, He fragments can travel past the Bragg peak, which leads to undesirable dose to OARs, and in space radiation research, these fragments contribute significantly to dose buildup after the beam has traversed the shielding material.
3.2.2 Total Reaction Cross Sections
An important quantity for light and heavy ion transport codes is the total reaction cross section [image: image], which is typically obtained from a parameterization for the projectile–target combination and kinetic energy of interest. Most of these parameterizations are semi-empirical models that are fine-tuned to experimental cross sections.
Figure 13 shows a collection of total cross section data for [image: image]He-induced reactions [42, 43, 63–71] compared with two different parameterizations. It can be observed that the agreement of the models with the experimental data is better for light targets. Toward heavier targets, the deviations of the models from the experimental cross sections get larger, probably because the models have been optimized mostly for light target data. It is clear that for very light targets like H or He, the Tripathi parameterization for light systems [108], which was specifically optimized for those targets, is the one fitting the best for a broad range of energies, while the Shen parameterization fails in reproducing very low energy cross section data for H targets. For intermediate weight targets (from C to Si), the general parameterization by Tripathi et al. [109], with parameter optimizations described by Horst et al. [43], has been used for the left panel because it has been specifically optimized for targets in this atomic number range, while the Tripathi light system parameterization [108] is optimized for very light targets. For very heavy targets, on the other hand, the Shen parameterization [110, 111] seems to work better, especially at higher energies. Nevertheless, none of the parameterizations can accurately reproduce the cross section data for targets heavier than Si. More experimental data points at high energy for heavy targets could help to optimize the models.
[image: Figure 13]FIGURE 13 | Experimental data of total cross sections for [image: image]He-induced reactions on different targets, whose atomic numbers range from low ([image: image]H) to high ([image: image]Pb), compared with two different parameterizations. In the left panel the predictions by the Tripathi parameterization of the total reaction cross section are shown. The light system model by Tripathi et al. [108] is used for low atomic number targets ([image: image]H, [image: image]H, and [image: image]He) and the general model by Tripathi et al. [109] with the modifications described by Horst et al. [43] is used for higher atomic number targets. In the right panel, the predictions by the model by Shen et al. [110] with the modifications proposed by Sihver et al. [111] are shown. The experimental data were taken from 42, 43, 63–71.
The modified Hybrid Kurotama model [112] for proton + nucleus and nucleus + nucleus total reaction cross sections can handle complex targets containing different target nuclei with both natural and unnatural abundances, for projectile energies from below 5 MeV/n to well above 10 GeV/n, where limiting fragmentation occurs. The model is based on the Black Sphere (BS) cross section formula for proton + nucleus reactions and extended to nucleus + nucleus reactions. However, the BS model requires that the de Broglie wavelength of the proton is considerably smaller than the nuclear size, and the BS model therefore breaks down below around 100 MeV/n. In addition, the Coulomb repulsion causes resonance features and a sharp increase at energies below 100 MeV/n, at which an energy dependent transparency parameter and the influence of the Fermi motion and Coulomb effects should be included. To solve the limitations of the BS model at low energies and to create a general purpose total reaction cross section model which can also be used for reactions with projectile energies below around 100 MeV/n, the BS model has been connected to the parameterization developed by Tripathi et al. [108, 109, 113]. The Hybrid Kurotama model has been extensively benchmarked against experimental total reaction cross section data, and an overall better agreement has been found than for earlier published models. The model is used in the PHITS transport code [17].
3.2.3 Partial (Non-Differential) Cross Sections
In addition to total reaction cross sections, models for partial (elemental and isotopic) cross sections are also required for calculation of the production of different fragment species. [image: image]He fragmentation reactions occur via a remarkably small number of channels where the only products are [image: image]He, [image: image]H, [image: image]H, [image: image]H, and neutrons. This allows for individual modeling of all reaction channels. Figure 14 shows model predictions for the total reaction cross section and the inclusive [image: image]He production cross section compared with data.
[image: Figure 14]FIGURE 14 | [image: image]He nuclear fragmentation models compared with experimental cross sections. Black symbols: mass-changing [image: image], blue symbols: charge-changing [image: image], red symbols: inclusive [image: image]He production. Cross sections are obtained by subtracting the charge- from the mass-changing experimental cross sections. The black line shows the Tripathi model of the total reaction cross section [109] with optimized parameters described in 43. The red line shows a model designed by Cucinotta et al. [114], optimized according to the description in the text. The blue line shows the charge-changing cross section calculated by subtracting red from black. The plotted experimental data are from 42, 43, 63–66, 68.
The total reaction cross section model shown in Figure 14 is the parameterization by Tripathi et al. [109], and modified by Horst et al. [42, 43], based on recent experimental cross sections. These modifications result in a significant improvement of the agreement between calculated and measured [image: image]He Bragg curves in water, which are important for ion therapy applications [33, 115].
[image: image]He production is the only channel that can occur for [image: image]He projectiles which changes the mass but not the charge. Therefore, the [image: image]He production cross section can be obtained by subtracting experimental cross sections for charge-changing reactions from those for mass-changing reactions. This is how the red symbols in Figure 14 were obtained. A semi-empirical model for inclusive [image: image]He production in [image: image]He-nucleus collisions was developed by Cucinotta et al. [114]. This model accounts for break-up of the [image: image]He projectile into [image: image]He and a neutron, as well as for the decay into [image: image]He and [image: image]H after proton pickup. A scaling with [image: image], where [image: image] is the mass number of the target, which corresponds to the radius of the target nucleus, has been proposed in order to use the model for heavier targets, because neutron stripping was assumed to occur mostly in surface reactions. However, it was found empirically, by comparison of model predictions with the recent experimental data, that a [image: image] scaling, corresponding to the geometrical cross section of the target nucleus, better describes the dependence of [image: image]He production on the target material. In addition to the replacement of the target mass number scaling, also a downscaling of the parameterization by a factor of 0.85 is proposed for an optimal fit of the model to the experimental data. As demonstrated in Figure 14, the agreement between the predictions of those two optimized models with the experimental cross section data for [image: image]C, [image: image]O, and [image: image]Si targets is reasonable.
3.2.4 Double Differential Cross Sections
Heavy ion production isotopic double differential cross sections can be modeled with relatively simple physical ideas because the ions are mostly produced from simple abrasion–ablation processes, and because the ions are heavy, they proceed mostly in the forward direction. The abrasion–ablation model [116] assumes that the dominant source of heavy ion production is from the incident projectile. On the other hand, neutron, proton, and composite light ions are scattered at large angles because they are relatively light. Also, composite light ions have a complicated production mechanism, often involving not only abrasion–ablation but also coalescence.
The general picture for high-energy heavy ion projectile collisions is the following: The projectile and target nuclei collide and form a central fireball overlap region, together with deformed and excited projectile and target pre-fragments, which decay into lighter fragments. The fireball is very hot and decays quickly with the emission of pions, other mesons, and baryons such as neutrons, protons, and other particles. The cooler excited projectile and target pre-fragments decay more slowly, generally by emitting nucleons, which may coalesce into light ions. There are therefore three different sources of particles, the projectile and target pre-fragments and the central fireball. Each of these three sources can produce the same type of particle that eventually reaches detectors in the lab frame (or an astronaut’s body in a spacecraft). Because the fireball is very hot, light ion fragments cannot survive and will be broken up into baryons and mesons. However, what happens when the fireball cools? The answer is similar to what happened in the very early Universe. After a rapid period of inflation, the Universe started as a quark-gluon plasma, which then cooled and formed hadrons such as pions, kaons, other mesons, nucleons, deltas, and other baryons. After further cooling the baryons decayed to nucleons, which later coalesced into light ions: H, He, and some Li. Then, the density dropped too rapidly to form heavier ions, which were made much later in stellar interiors, supernovae [117], and binary neutron star mergers [118]. As the Universe cooled further, electrons and light ions coalesced into atoms. Aspects of the nuclear fireball cooling are similar to the early Universe scenario. As the fireball cools and decays and emits neutrons and protons, these are cool enough to coalesce into the light ion isotopes of H and He (and also some Li). As with the early Universe, the fireball density drops very rapidly, and nucleons are unable to coalesce to form heavier ions, which come from projectile and target pre-fragments. Of course, the projectile and target pre-fragments also emit nucleons (neutrons and protons), and these can also coalesce. Thus, light ions are produced from nucleon coalescence [12, 13, 119] of all three sources: projectile, fireball, and target. This is in contrast to the simpler mechanism of abrasion–ablation of heavy ions, where the dominant source is the incident projectile. Another complicating factor for neutron, proton, and composite light ion production is that there are two production mechanisms from each of the three sources, namely, direct production vs. thermal emission of nucleons with subsequent coalescence.
Despite all these complications, models for neutron, proton, and composite light ion production have been recently developed [12, 13, 119, 120] and compared to a variety of data. DDFRG is a double differential fragmentation model based on Lorentzian parameterizations of the projectile, fireball, and target sources including direct and thermal/coalescence production. Results for helium projectiles producing fragments at 0[image: image] are shown in Figure 15, and compared to the cross section models used in the SHIELD transport code, which incorporates nuclear models that include both the internuclear and intranuclear processes in matter. Inelastic nuclear reactions present the following sequential stages of the whole interaction: fast intranuclear cascade, coalescence of the cascade nucleons, possible pre-equilibrium decay of residual nuclei, and the equilibrium de-excitation of the residual nuclei. The last includes the advances evaporation, fission, multifragmentation (for large residues), and Fermi-Break-up (for light residues) processes. All of these models have a good performance in description of experiment [121–128]. Figure 15 shows that proton, triton ([image: image]H), and helion ([image: image]He) production is described well with both DDFRG and SHIELD models. Deuteron production data are not as well described by the SHIELD models, and presents somewhat of a puzzle. DDFRG describes the data quite well only because several parameters have been tuned to the data. The production of [image: image]H and [image: image]He is described in the SHIELD models due to stripping of a single nucleon, rather than coalescence production, which is why SHIELD results for deuteron ([image: image]H) production give much smaller values than [image: image]H and [image: image]He production. There is therefore an urgent need for the following:
• Experimental double differential cross section results [100] for light ion production from He projectiles need to be confirmed, including angles 0[image: image]–180[image: image].
• SHIELD double differential cross section results for light ion production from He projectiles need to be confirmed by comparing to other cross section models.
[image: Figure 15]FIGURE 15 | Lorentz-invariant double differential cross section data [100] compared to DDFRG [119] and nuclear physics models from the SHIELD transport code [121–128].
Other approaches to nuclear cross section modeling are under development. A deterministic Serber nuclear model was developed for use in the radiation transport code, HZETRN, with the aim of improving nucleon spectral and angular distributions. Various implementations of the Serber nuclear models have been employed successfully in Monte Carlo codes for internuclear cascade processes. The underlying theory describes the propagation of an incident nucleon through target media modeled with a characteristic density and potential well. The target nucleus is composed of nucleons that are bound within a Fermi sea. When a projectile nucleon strikes a target nucleon, the kinetic energy of the struck nucleon must exceed the Fermi energy to escape the target. Both the spectra of the projectile nucleon and the recoil nucleons are tracked. The primary nucleon is assumed to traverse in the straight-forward direction, whereas the recoil spectra are assumed to have an angular dependence [129]. This model is being extended to nucleus–nucleus reactions for the evaluation of nucleon double differential and spectral distributions. Primary nucleons and nucleons resulting from internuclear processes, including abrasion and de-excitation, are among the most consequential reactions for the projection of radiation risk. Additional nucleon and light ion fragmentation data for space radiation relevant reactions are needed to validate the nuclear models. The current process of validating models (when data are not available) is to compare transport code results in thin target simulations, which ultimately is a comparison of the different cross section models. Ideally, the nuclear cross section models would be compared directly to nuclear data, but additional experiments are needed to support these efforts and is the subject of the current work.
4 REVIEW OF ACCELERATORS
The aim of this section is to summarize the availability of accelerators for helium ion beams. The ideal accelerator facility for the intended cross section measurements would provide helium ions in an energy range from typically 50 MeV/n up to 50 GeV/n. These conditions can only be met by large-scale research facilities like GSI/FAIR, the Joint Institute for Nuclear Research (JINR, Dubna), and the NASA Space Radiation Laboratory (NSRL) at Brookhaven National Laboratory (BNL). However, since beam time at these accelerators is relatively expensive and has to be planned on a long time scale, it might be convenient to supplement the use of high-energy accelerators with medium-energy accelerators, which are more readily available. Especially, medical facilities often provide experimental beam during the night after finishing quality assurance. Thus, medium to high energies (100–800 MeV/n) could be delivered by some medical facilities for ion beam therapy like the HIMAC accelerator in Chiba or the HIT facility in Heidelberg. In some cases, low-energy facilities, such as the KVI in Groningen, could be a cost effective addition for the helium cross-section measurement program. However, in order to meet the requirements for space radiation research and ion beam therapy, a minimum energy of 50 MeV/n is specified that should be reached by the accelerator. This limit defines a subset of existing accelerators that will be presented for this study. Table 3 comprises the eligible accelerators corresponding to the above mentioned requirements.
TABLE 3 | Suitable accelerator facilities for helium cross-section measurements.
[image: Table 3]GSI/FAIR. GSI Helmholtzzentrum für Schwerionenforschung plays a special role among the facilities listed in Table 3 because it fulfills all requirements for a comprehensive cross section measurement program. During FAIR‐phase‐0, the current project phase until completion of the SIS100 synchrotron cross section, experiments can be conducted at different irradiation sites with different profiles. Cave M and Cave A, which are used by the GSI biophysics group, can accommodate compact experiments such as the FOOT [130] experiment. Cave C provides space for experiments with larger detectors [131], while the fragment separator (FRS) [132] allows high precision charge-changing cross-section and double differential measurements at small angles ([image: image]). The GSI control system allows very flexible settings for the beam intensity (100–10[image: image] ions/s), different extraction modalities, and spill extraction duration times ([image: image] ms up to 10 s and more). After commissioning of the SIS100 synchrotron, helium cross sections can be measured additionally at very high energies (E [image: image] GeV/n), relevant for space radiation research. A suitable irradiation site will be at the BIOMAT beamline in the APPA Cave [133].
NSRL/BNL. NSRL is a multidisciplinary center for space radiation research funded by NASA and located at the Brookhaven National Laboratory (BNL). Operational since 2003, the scope of NSRL is to provide ion beams in support of NASA programs in radiobiology, physics, and engineering [134]. Recently, it has also been recognized as the only facility in the United States currently capable of contributing to heavy ion therapy research. The facility provides a large room (10 m long from exit window to beam dump), well suited for time of flight (TOF) and double differential cross section measurements [135].
Nuclotron. The Dubna Nuclotron was the world’s first superconducting synchrotron, built by the Joint Institute for Nuclear Research (JINR), Russia. In the past, the accelerator was used to extract ion beams with Z = 1–36 up to energies of 2.2 GeV/n. As part of the upgrade for the NICA project [136], the beam energy can be increased up to 4.5 GeV/n in future. The nuclotron facility comprises various large experimental rooms and would enable the full spectrum of cross section measurements with helium beams.
Clinical facilities: HIT, HIMAC, MedAustron, and CNAO. Clinical facilities with medium to high energy can complement the measurements at the large-scale research facilities and can decrease the costs and effort for the whole cross section program. The Heavy Ion Medial Accelerator in Chiba (HIMAC) in Japan is part of the National Institute of Radiological Sciences (NIRS) and has been operational since 1993 as a medical facility for treating cancer patient with protons and carbon ions. The center has also served as a multi-user facility for medical, biological, and physics research. It can accelerate all ions between [image: image]He - [image: image]Ne up to 800 MeV/n. The HIMAC provides beam lines and experimental rooms to allow cross section measurements with helium beams [137]. The same applies for the Heidelberg Ion-Beam Therapy Center (HIT) facility. HIT intends to start the clinical treatment of cancer patients with helium ions at the end of 2020. This will be the first resumption of helium ion therapy worldwide after a long time. HIT provides a well-equipped experimental room, which has been used intensively in the past for helium cross section measurements [42, 43] and provides energies up to 430 MeV/n. The Centro Nazionale di Adroterapia Oncologica (CNAO) medical facility for ion beam therapy in Italy also accommodates an experimental room which meets the conditions for cross-section experiments [138]. The CNAO is updating their accelerator for a helium ECR source and intends to deliver [image: image]He beams up to 330 MeV/n from the beginning of 2021. The MedAustron ion-beam therapy facility in Wiener Neustadt (Austria) [139] also has the hardware available to accelerate helium ions up to 400 MeV/n. However, a commissioning for helium beam will not take place before 2023.
AGOR/KVI-CART and LNS. In case of difficulty obtaining helium beams at large-scale and medical facilities, the AGOR cyclotron facility (KVI-Centre, Groningen) could provide [image: image]He beams for energies [image: image] 90 MeV/n ([image: image]120 MeV/n for [image: image]He). Similar [image: image]He beams, but at slightly lower energies (62 and 80 MeV/n), can be provided by the superconducting K800 cyclotron at the INFN Southern National Laboratory (LNS) in Catania.
5 FOOT PROGRAM
5.1 Description of Program
FOOT (FragmentatiOn Of Target) [140–142] is an experiment funded by the INFN (Istituto Nazionale di Fisica Nucleare, Italy), aiming at the measurement of double differential cross sections for the production of charged particles in nuclear fragmentation which are of interest for medicine (hadron therapy) and radioprotection in space missions. The experiment has been originally designed with the main goal of investigating target fragmentation in proton therapy by means of an inverse kinematic approach, using beams of [image: image]C, and [image: image]O on graphite and polyethylene targets, to extract cross sections for the production of charged fragments in p+C and p+O collisions. The inverse kinematic approach is needed because the target fragments produced by proton beams would have too short ranges in matter (tens of microns), preventing the possibility of a direct measurement. However, it is straightforward for the same apparatus to investigate the fragmentation cross section in the direct processes C+H, C+C, O+H, and O+C. Using different target materials, like PMMA, also the collisions with other nuclei of interest for biological effects, like oxygen, can be studied. One can also consider possible direct kinematics measurements, and primaries other than C and O. The case of [image: image]He has been recognized as one of the main priorities. The energy range of nuclear projectiles under consideration by FOOT spans from 100 to 200 MeV/n, useful for the applications to hadron therapy (and proton therapy in particular), up to 700–800 MeV/n for the investigation of direct kinematics reactions relevant for space radioprotection. A summary of the physics program of FOOT is reported in Table 4.
TABLE 4 | FOOT research program.
[image: Table 4]The accuracy goal of FOOT is to identify charge and mass of the produced fragments with an accuracy of 3% and 5%, respectively, and to measure their energy spectra with a resolution of 2 MeV. Taking into account these goals, the idea is to realize a “portable” experimental setup in order to operate it in different facilities and to have some flexibility to optimize its configuration for different energy ranges. The detector design has been guided by Monte Carlo simulations, based on the FLUKA code [143, 144]. It shows that in the whole energy range under consideration, light (Z [image: image] 3) fragments have a wide emission angle, while the heavier fragments are forward peaked within a narrow cone: a semi-aperture of [image: image] ensures sufficient containment. In order to give an idea of energy and angle distribution of secondary fragments in [image: image]He interactions, the differential cross sections, in energy and angle have been considered for different fragments at the projectile energy of 700 MeV/n, as predicted by the FLUKA code. In Figure 16, dσ/dE is shown for three different targets (H, C, and O) integrated in the forward hemisphere (0[image: image]90[image: image]), while dσ/d[image: image] is given in Figure 17.
[image: Figure 16]FIGURE 16 | Cross section differential in energy, integrated in the forward hemisphere, for inclusive production of secondaries of [image: image]He ions at 700 MeV/n impinging on different targets, as predicted by the FLUKA code. Three different targets have been considered: H (top), C (middle), and O (bottom). Red: protons, blue: neutrons, orange: deuterons, violet: tritons, and sky blue: [image: image]He.
[image: Figure 17]FIGURE 17 | Cross section differential in solid angle (forward hemisphere), integrated in energy, for inclusive production of secondaries of [image: image]He ions at 700 MeV/n impinging on different targets, as predicted by the FLUKA code. Three different targets have been considered: H (top), C (middle), and O (bottom). Red: protons, blue: neutrons, orange: deuterons, violet: tritons, and sky blue: [image: image]He.
On the basis of the experimental goals summarized above, the FOOT experiment has been conceived considering two complementary experimental configurations:
This approach of employing two complementary detection techniques is particularly useful in the measurement of [image: image]He interactions, with only Z [image: image] 2 fragments; the angular acceptance of the emulsion setup allows one to cover a large part of the necessary phase space, and a cross-check in the acceptance cone of the electronic detector allows a cross-check of results and a control of possible systematics. A sketch of the electronic detector is shown in Figure 18, and fragment momentum, kinetic energy, time of flight (TOF), and energy loss (dE/dx) are measured. The detector geometry consists of the following:
(1) Upstream/target region: A thin plastic scintillator counter provides the start signal of the TOF and the trigger system, and downstream, a drift chamber operates as a beam monitor, tracking the direction and the position of the beam. The target is positioned beyond the beam monitor.
(2) Magnetic region: It is composed of three stations of pixel and strip detectors allocated between and downstream of the magnets providing the vertex reconstruction and the initial tracking of the produced fragments; two permanent dipole magnets supply the magnetic field (up to 1.4 T).
(3) Identification region: It is the distal part of the detector, located at least 1 m away from the target (more for higher energies). It is composed of two orthogonal planes of plastic scintillator rods, providing the stop of the TOF and the measurement of the energy loss. A BGO calorimeter provides the fragment kinetic energy measurements.
[image: Figure 18]FIGURE 18 | Pictorial view of the FOOT electronic apparatus as obtained from the FLUKA graphical interface.
The TOF, measured by the start counter and the scintillator, has an estimated resolution at the level of 70–100 ps. The silicon detectors, in the magnetic region, are able to perform momentum measurements with an expected resolution of about 5%, while the resolution supplied by the scintillator and by the calorimeter is about 3 and 2%, respectively, in the measurement of the energy loss and kinetic energy. The emulsion spectrometer is built using Emulsion Cloud Chamber (ECC) technology, alternating nuclear emulsion films with passive material [145]. A sketch of the ECC is shown in Figure 19.
[image: Figure 19]FIGURE 19 | Schematic overview of the ECC layout. Drawing is not to scale.
The ECC acts as a micrometric tracking device, ionization chamber, and a spectrometer for isotope separation. The nuclear emulsion films consist of two 50-μm thick sensitive emulsion layers deposited on both sides of a plastic base, 200 μm thick, resulting in a total thickness of 300 μm. AgBr crystals, dispersed in a gelatine matrix, are sensitive to ionizing particles and record their trajectory acting as latent image centers. A chemical process of development produces the latent image as silver grains recorded as dark pixels by an optical microscope. A dedicated software recognizes aligned clusters of dark pixels producing a track related to the path of the charged particle. The present design of the experiment does not allow for an efficient measurement of neutron production, which however is considered a relevant issue in radioprotection for space missions. Different ideas to extend the capability of FOOT to neutron detection are under study.
5.2 Present Status of the Experiment
Data have been taken using the ECC setup at GSI, in 2019 with O ions at 200 and 400 MeV/n on C and C[image: image]H[image: image] targets, and in 2020 with [image: image]C ions at 700 MeV/n, on the same targets. Data analysis is still in progress. The electronic apparatus is under construction, and first data taking in this configuration are being scheduled at CNAO, using [image: image]C ions at 200 MeV/n. An application for beam time in 2021/2022 at GSI is in preparation, having as one of the main priorities the request of a [image: image]He ion beam at 700 MeV/n.
6 FUTURE RECOMMENDATIONS
6.1 Measurements
6.1.1 Total Reaction Cross Sections
Total reaction cross section data for [image: image]He projectiles on heavy targets are missing, especially for elemental targets heavier than oxygen at high energies (see Figures 12 and 13). The semi-empirical models match the existing data only roughly and more experimental data points are required in order to improve the models. These types of data are particularly interesting in the framework of simulating the propagation of GCR through spacecraft structural and shielding materials, whose atomic number can be high. The human body is also rich in high atomic number atoms, for example, Ca in the bones, as well as in different implants, for example, amalgam in the teeth and titanium implants in hips and bones, which makes such experimental data interesting for ion therapy as well.
Very low energy data are missing. They are important for modeling the energy dependence of the cross sections below and at the Coulomb barrier, which seems to be shifted toward to high energies for very heavy targets in the currently used parameterizations (see Figure 20). An appropriate modeling of the Coulomb barrier is important to accurately predict nuclear reaction thresholds.
[image: Figure 20]FIGURE 20 | Experimental data of total reaction cross sections for [image: image]He-induced reactions on [image: image]Np targets, compared with two different parameterizations. The parameterizations shown are by Tripathi et al. [109] with the modifications described by Horst et al. [43] and the parameterization by Shen et al. [110] with the modifications proposed by Sihver et al. [111]. The experimental data taken are from Powers et al. [73].
6.1.2 Light Ion Production
Given the sparseness of the present data set and the need for a uniform set of data covering all energies appropriate to ion therapy and space radiation, new set of inclusive, isotopic, double differential cross sections should be measured for a complete set of neutron and light ion fragments for the reactions [image: image]He + H, C, O, Al, Ca, Fe [image: image] n, [image: image]H, [image: image]He + X for projectile kinetic energies ranging over 50 MeV/n–50 GeV/n and fragment angles ranging over 0[image: image]–180[image: image].
6.1.3 Neutron Production
Given the limited set of direct measurements taken to date, there are a number of recommendations for additional neutron production data. Data are needed for He energies above 230 MeV/n, at all angles, especially angles beyond the existing measurements at 110[image: image], and for neutron energies down to 1 MeV. Data are needed for hydrogen, nitrogen, and oxygen targets (tissue constituents), in addition to a range of solid targets used in previous experiments. Investigations of neutron production from He targets may be able to produce useful data through the use of inverse kinematics. For example, translation of data from the [image: image]He (p,n)X system to the [image: image]H([image: image]He,n)X system can yield information on production from hydrogen targets, which are difficult to implement in the laboratory.
6.2 Modeling
The ultimate use of new cross section measurements is the development of accurate theoretical cross section models that can be used in modern transport codes. As mentioned previously in the text, isotopic production double differential cross section will give more detailed information about the nuclear reactions, so measurements of these cross sections are important to verify the theoretical models. Some models have been developed previously, but often they are compared to only a limited data set. Ion therapy and space radiation applications require models to be accurate for a wide range of projectiles, energies, and targets. Therefore, a cross section modeling program proceeding in parallel with the measurement program needs to be initiated. The cross section models should be compared to all available cross section data, including previously measured total and single differential cross sections.
A special emphasis will be given to modeling the high energy [image: image]He beams. This can be achieved when experimental cross section data for [image: image]He projectiles with high energy ([image: image]10 GeV/n) will be available at FAIR. These data will answer many questions raised so far and they will validate the models used in various simulation tools.
Some modeling approaches for [image: image]He total reaction and [image: image]He production cross sections were presented in section 3.2.2. More experimental data for the other reaction channels (production of [image: image]H, [image: image]H, [image: image]H, and neutrons) are required to improve the modeling.
Recent experiments pointed out problems with dose calculation in the beam halo of [image: image]He ions [33]. Those may be improved by optimization of [image: image]He nuclear models against double differential cross sections.
Although double differential cross section models are preferred for comparisons to experimental data, accurate total reaction and fragmentation cross sections are also needed by radiation transport codes for prediction of particle fluences. Moreover, total fragmentation cross section models can be used for normalizing and anchoring parametric models, such as DDFRG [12, 13, 119]. Werneth et al. [146–150] developed a relativistic (kinematics) multiple scattering theory (RMST) for the prediction of reaction, elastic, total, and elastic differential cross sections for space radiation–relevant reactions. The fundamental nuclear constituents of the MST are defined as the nucleons, and the quark structure of individual nucleons is not considered. Consequently, the interaction of nucleon–nucleus and nucleus–nucleus reaction is modeled as the sum of nucleon–nucleon interactions, which may be parameterized to free nucleon–nucleon transition amplitudes. Elastic differential, total, reaction, and elastic cross sections may be found by solving the Lippmann–Schwinger (LS) equation or with a high-energy, small angle approximation known as the Eikonal approximation. Relativistic kinematics are easily incorporated into the momentum–space formulation of the LS equation [146, 147], and a large shift toward small angles and with larger magnitude is observed in the elastic differential cross sections. Another interesting result is that relativistic kinematic effects will depend on both energy and relative mass of the projectile and target [148]. A comprehensive validation effort [149] showed that the relativistic three dimensional LS model (LS3D) agrees best with experimental data. Additional model improvements led to LS3D predictions of the reaction cross sections that were of the same fidelity to data as the Tripathi parameterizations [150]. In order to improve computational efficiency, a momentum–space formulation of the Eikonal approximation was developed.
The relativistic abrasion–ablation de-excitation fragmentation (RAADFRG) model has been formulated for fragments produced from nucleus–nucleus collisions by coupling the highly efficient Eikonal model for nuclear abrasion to a de-excitation model described by the Weisskopf–Ewing mechanism. Relativistic kinematics may be incorporated by renormalizing the sum of the Eikonal abrasion cross sections to the reaction cross section produced from the LS3D theory. As the projectile nucleus collides with a target nucleus, nucleons are sheared away from the projectile and target during a very short time scale, leaving the pre-fragment (remaining projectile nuclear constituents) in an excitation state. The pre-fragment is assigned an excitation energy, which may include multiple scattering and energy depositions from nucleon–nucleon collisions. After a much longer time scale, the excited pre-fragment will emit light ions and neutrons with probabilities described by the Weisskopf–Ewing formalism until all available excitation energy is exhausted. Nuclear structure is manifested in the fragmentation cross sections with proper choice of the nuclear partition function and excitation energy model. Furthermore, RAADFRG may be used to anchor parametric double differential cross section models such as DDFRG [12, 13, 119]. The dearth of experimental light ion fragmentation data makes it difficult to fully validate the RAADFRG model and other nuclear models that are needed for space radiation applications.
Finally, another modeling activity required in future is to confirm the SHIELD double differential cross section results for light ion production from He projectiles, shown in Figure 15. Comparisons need to be made with other cross section models.
7 SUMMARY AND CONCLUSION
Helium projectile double differential cross sections for the production of neutrons and light ions are of great importance to space radiation and ion therapy studies. However, transport codes and cross section models display significant problems when compared with limited data on both thick and thin targets. Also, there is a very significant lack of high-quality experimental data available that could resolve these problems. The following recommendations are made:
• A new set of inclusive, isotopic, double differential cross sections should be measured for a complete set of neutron and light ion fragments for the reactions
[image: image]
• for projectile kinetic energies ranging over 50 MeV/n–50 GeV/n and fragment angles ranging over 0[image: image]–180[image: image].
• Those experiments should be accompanied by measurements of total reaction and single differential fragment production cross sections for [image: image]He projectiles, in particular for targets heavier than oxygen in the energy range between 50 MeV/n–50 GeV/n and at energies around the Coulomb barrier.
• A parallel program of cross section model development needs to be initiated in order to develop accurate models for these new measurements.
• A parallel program of transport code validation needs to be undertaken.
The present work has focused on helium projectiles because they represent the highest priority. Nevertheless, other projectiles, such as C, O, Si, and Fe are important for both ion therapy and space radiation, as discussed in Section 1.3. A program similar to that described above would be very worthwhile for these other projectiles, as summarized by Eq. 1.
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Footnotes
1Spokesperson: Vincenzo Patera (Universita’ di Roma “Sapienza”, Roma, Italy).
2The very first ion collision experiments [5] were carried out more than 100 years ago by Ernest Rutherford, who scattered helium (He) projectiles (alpha particles) from gold (Au) targets. Of course, no accelerators were available, and the helium projectiles were produced from the radioactive decay of radium. The helium projectile kinetic energy was only 5 MeV (about 1 MeV/n) and the scattering was elastic (no fragments could be produced), but some of the helium projectiles suffered large deflections from the incident direction, which indicated scattering from a tiny atomic core. This was the discovery of the atomic nucleus, with a size of order 10 m. Helium projectiles are also the subject of the present work.
3An exclusive measurement would mean that [image: image]H is measured as well as all other possible reaction products. Note that an inclusive measurement is the sum of all exclusive measurements.
4He(Z = 2), C(Z = 6), O(Z = 8), Si(Z = 14), Fe(Z = 26).
5In this particular case, the observed discrepancies did not contribute significantly to dose-equivalent, but improvements would yield better agreement with MSL-RAD.
6Other double differential cross sections, such as Lorentz-invariant double differential cross sections or double differential cross sections written in terms of momentum, transverse momentum, etc., are equivalent to [image: image].
7Unless specified otherwise, standard particle physics units are used in the text, with the speed of light defined as unity, [image: image]. This is why the total energy is written as [image: image] and not [image: image].
8Note that [image: image]. Most experiments measure differential cross sections as a function of T.
9Ne(Z = 10), Ar(Z = 18).
10Except for proton + target [image: image] proton + X.
11A set of total cross sections for helium ions in the therapeutic energy range was recently measured within the scope of their application in ion therapy [42, 43].
12This situation is currently being partially addressed. An article describing a new set of measurements for O projectiles at 300 MeV/n is currently in preparation [16].
13This situation is currently being partially addressed. An article describing a new set of measurements for Fe projectiles at 600 MeV/n is currently in preparation [16].
14Helium projectiles are absent from the geomagnetically trapped radiation environment. They are present in solar particle events [45], but are of insufficient flux to make any significant contribution to the space radiation field.
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The purpose of this work was to implement a fast Monte Carlo dose calculation tool, Fred, in the Maastro proton therapy center in Maastricht (Netherlands) to complement the clinical treatment planning system. Fred achieves high accuracy and computation speed by using physics models optimized for radiotherapy and extensive use of GPU technology for parallelization. We implemented the beam model of the Mevion S250i proton beam and validated it against data measured during commissioning and calculated with the clinical TPS. The beam exits the accelerator with a pristine energy of around 230 MeV and then travels through the dynamically extendable nozzle of the device. The nozzle contains the range modulation system and the multi-leaf collimator system named adaptive aperture. The latter trims the spots laterally over the 20 × 20 cm2 area at the isocenter plane. We use a single model to parameterize the longitudinal (energy and energy spread) and transverse (beam shape) phase space of the non-degraded beam in the default nozzle position. The range modulation plates and the adaptive aperture are simulated explicitly and moved in and out of the simulation geometry dynamically by Fred. Patient dose distributions recalculated with Fred were comparable with the TPS and met the clinical criteria. Calculation time was on the order of 10–15 min for typical patient cases, and future optimization of the simulation statistics is likely to improve this further. Already now, Fred is fast enough to be used as a tool for plan verification based on machine log files and daily (on-the-fly) dose recalculations in our facility.
Keywords: proton therapy, Monte Carlo dose calculation, GPU-accelerated dose calculation, phase space modelling, pencil beam scanning, quality assurance
1. INTRODUCTION
In radiation therapy, the treatment planning system (TPS) is a crucial part of the clinical workflow. Based on anatomical information about the patient, typically derived from X-ray computed tomography (CT) images, this software predicts the dose administered to a patient in a given irradiation scenario and inversely optimizes the treatment plan starting from a desired dose distribution. The dose engine in a TPS needs a sufficiently precise model of the treatment machine to be able to make accurate dose estimates. This is particularly true for proton therapy because the protons’ dose distribution includes sharp spatial gradients which can lead to severe under- or overdosage if incorrectly delivered. Dose recalculation based on an independent dose engine can be an important element of quality assurance (QA) [1, 2]. The expected benefit is to achieve better overall QA and to reduce machine time for QA measurements. This contribution describes the implementation of our proton treatment system in a fast MC software to eventually build such a QA tool.
Traditionally, dose engines in proton therapy have relied on numerical algorithms which use analytical models of the proton beam and its propagation through the patient. Often, these algorithms need to make some simplifying assumptions about the detailed interaction of protons with the complex tissue distribution inside the patient. More recently, Monte Carlo (MC) codes have become an alternative tool for dose calculation. Such codes transport particles one by one across objects of interest and evaluate physical interactions step-by-step along each particle’s trajectory. MC simulations offer more accurate modeling of proton interactions with heterogeneous media and improved dose calculation accuracy in complex geometries with respect to analytical pencil beam algorithms [3, 4].
General purpose MC simulation toolkits originally developed in other fields of physics including accelerator and particle physics have been used in the context of proton therapy. These include FLUKA [5–7], Shield-HIT [8], and Geant4 [9], as well as Geant4-based applications specific to medical physics like GATE/GATE-RTion [10, 11] and TOPAS [12, 13]. However, a challenging factor when attempting to employ MC simulation in daily clinical routine is the long calculation time (on the order of hours on multiple CPUs) [3]. To address this, GPU-accelerated MC codes started to be investigated in the field of proton therapy, for example, gPMC, Fred, and a code developed at the Mayo Clinic [14–17]. GPU acceleration has also been exploited to speed up analytical dose engines [18], yet without the precise physics modeling of MC. We decided to use the GPU-accelerated MC code Fred [16] in our proton facility, the Maastro proton therapy center in Maastricht (Netherlands).
Before a MC code can be used for recalculating patient plans, the simulation needs to be implemented in such a way as to mimic the clinical proton beam irradiating the patient. This step is essential to guarantee accurate dose prediction. Previous authors have presented the MC implementations of their treatment machines, and approaches can be roughly sorted into two categories. On the one hand, the treatment machine is purely described by an effective phase space which is conveniently parameterized [19, 20]. In other words, the MC simulation has no explicit knowledge about the proton beam line, and particles are generated at the exit nozzle directly according to the phase space parameterization and tracked from that point on. On the other hand, a full geometrical description of the proton beam line or at least the exit nozzle can be implemented in the Monte Carlo simulation so that particles are explicitly transported through these parts of the beam line [21–23]. This latter approach is not optimal from the point of view of computation speed as protons need to be tracked over again through the same beam line for each new patient.
The peculiarities of the treatment system in our facility, a Mevion S250i Hyperscan system, were such that none of the existing methods in the literature were directly applicable. Rather, we needed to design a new hybrid method to implement our treatment machine in Fred. Specifically, the Mevion system uses one fixed pristine beam energy which is reduced by degrader plates in the nozzle. The nozzle is positioned in air downstream of the beam’s vacuum pipe. Furthermore, the collimator leaves of an adaptive aperture continuously move into and out of the beam during a patient irradiation. Finally, the entire beam nozzle is extendable, and its distance to the isocenter may vary during treatment. Existing methods where the proton beam is described by an effective phase space model would not have been feasible because one parameterization of such a model would have been necessary for each possible configuration of the nozzle. We therefore chose an approach where the proton beam is described via a phase space model upstream of the nozzle and then tracked explicitly across the nozzle. A practical concern was that the nozzle can move so close to the patient that in the simulation it would overlap with the box containing the voxelized patient CT image. We implemented a dedicated new functionality in Fred to cope with this. Finally, the continuously changing nozzle geometry required optimized geometry handling in Fred to efficiently communicate with the GPU hardware.
In this work, we present the implementation of our treatment machine in Fred, the optimization of model parameters based on experimental data acquired during the commissioning of the facility [24], and validation based on additional data. Finally, we compare dose distributions recalculated with Fred and with the clinical TPS.
2. MATERIALS AND METHODS
2.1. The Mevion S250i
The Mevion S250i Hyperscan system (cf. Figure 1) is a small superconducting synchrocyclotron with only 15 tons and a diameter of 1.8 m. It consists of two coaxial gantries. The superconducting synchrocyclotron (10 T) with the ion source and the scanning magnets is mounted on the outer gantry. The inner gantry carries the beam monitor system, the range modulation system, and a multi-leaf collimator system referred to as “adaptive aperture”. The components taken into account in Fred, that is, the range shifter, the adaptive aperture, and the nozzle window, are sketched in Figure 2. For more details, we also refer to [24].
[image: Figure 1]FIGURE 1 | Layout of the Mevion S250i. Courtesy of Mevion.
[image: Figure 2]FIGURE 2 | Elements of the beam model.
The system accelerates a fixed energy beam of about 230 MeV, the so-called pristine energy, and extracts it toward the single treatment room. The treatment line is equipped with a dose delivery system and an extendable nozzle at the end of the beam line. The dose delivery system consists of three elements: a thin 80 quadrant foil position detector, the beam scanning magnet, and six transmission ionization chambers or beam monitors. The vacuum window is located immediately after the scanning magnets, at about 2 m from the room isocenter, and all components mounted on the inner gantry are in air. To obtain clinically relevant energies, which cover a range from 0 cm to 32.2 cm in water, the pristine energy is degraded by the range modulation system, mounted in the nozzle. It consists of 18 Lexan plates of different thicknesses whose combinations allow the generation of 161 energies with 2.1 mm range steps in water. The distance from the nozzle window to the isocenter is adjustable from 3.6 to 33.6 cm. The adaptive aperture is the most downstream functional element of the beam line, also mounted in the nozzle. The gantry system can rotate from 355° to 185° with an angular accuracy of ±0.25°. The 360° beam entrance coverage is achieved by rotating the six-degrees-of-freedom robotic couch.
The Maastro proton therapy center started clinical activity in February 2019, and 137 patients have been treated since then. The clinical TPS at the time of writing this study is RayStation version 9B (RaySearch Laboratories, Sweden) which uses a Monte Carlo dose engine (on CPU).
2.2. Implementation of Proton Beam Source in Fred
To implement the therapeutic proton beam source of the Mevion accelerator system in Fred, we used a phase space model to describe the pristine proton beam in a plane downstream of the scanning magnets and simulated explicitly in Fred the geometry of the components included in the extendable nozzle, that is, the range shifter, the adaptive aperture, and the nozzle window. We will use the term “beam model” to refer to a combination of both.
In particular, the phase space model was split into a longitudinal component (energy spectrum) and a transverse component (beam shape), both modeled empirically as Gaussian distributions. This kind of phase space description had already been used successfully by other authors [19]. The longitudinal phase space component is parameterized by the mean proton energy and the energy spread (variance) and the transverse component by the width of the transverse distribution (beam size, i.e., variance).
The beam size evolves along the beam axis as a function of distance z from the virtual source plane [image: image]. The propagation beam model used in this work is the so-called emittance model, that is, the beam evolution in phase space is characterized by a constant emittance, both in x and y directions. Equation 1 describes the evolution of the envelope of the beam in one transverse direction along the propagation direction z. The model has three parameters per transverse direction [25] and describes what is called a drift in accelerator language, namely, a section of the beam line where no active elements (such as bending magnets or focusing quadrupoles) are present. We are considering the beam section after the focusing optics (quadrupole magnets) so that the waist of the beam, that is, the position where the beam width is minimal, is downstream of the source plane (as it can be seen in Figure 3). The emittance model is used when the virtual point source model is not accurate enough, namely, when the focal length of the last quadrupoles is relatively short. The Mevion machine is in fact a compact accelerator, with a Rayleigh length of about 1 m.
[image: image]
Clearly, the emittance model is only valid if [image: image] for all z. Furthermore, because the quadrupole magnets of the proton beam line focus the beam, one has [image: image] from the magnets down to the beam waist. Regarding the model parameters, the emittance ϵ determines the area of the beam distribution in the phase space and must be positive, β is the characteristic length over which the beam size changes and must be positive, and α determines whether the beam is focusing [image: image] or defocusing [image: image].
[image: Figure 3]FIGURE 3 | (Left) Bragg peaks measured with the Bragg peak chamber (BPC) of diameter 81.6 mm and simulated for the optimal energy and energy spread in the BPC, mimicking the experimental setup, as well as in full 40 × 40 × 40 cm3 water phantom for comparison. (Right) Emittance model fit to measured spot sizes (Lynx and IC) in the in-plane (X) and cross-plane (Y) directions along with the beam sizes simulated with Fred in air without multiple Coulomb scattering.
It is important to underline that the source plane (where z = 0) only plays the role of a reference frame in which the protons are generated. The beam size is purely determined by the three parameters α, β, and ε. This is different from a virtual point source model where the point source position determines the beam divergence.
The clinical TPS uses the so-called monitoring units (MU) as a dosimetric scale based on an internal calibration. The Monte Carlo code, on the other hand, requires the number of primary protons to be specified. Therefore, a scaling factor is needed to parameterize the relationship between the two quantities (cf. Section 2.4.3).
The explicitly implemented nozzle components are the adaptive aperture, the range modulation system, and the nozzle window. Their size, placement, and composition were taken from the manufacturer’s specifications of the proton accelerator. The aperture leaves have a step-like interleaving structure to reduce proton leakage when closed. This was constructed in Fred as a composition of 60 cuboid regions. The elemental composition of the energy degrader plates was fixed, but their mass density was optimized as a part of the beam model calibration (cf. Section 2.4.4).
2.3. New Functionality in Fred
Two new technical features needed to be implemented in Fred. The first one was due to the fact that the beam nozzle of the Mevion system is extendable. In some treatment configurations, this leads to an overlap in the simulation of the cuboid regions enclosing the beam nozzle and patient geometry. In which of the two regions, a proton needs to be tracked then becomes ambiguous. To cope with this specific problem, Fred now allows specifying the region where a proton was generated, that is, the nozzle region, propagates protons up to the boundaries of this region, and only then switches to the overlapping patient volume.
The second issue was the variability of the nozzle’s geometrical configuration. More specifically, each beam spot delivered to the patient potentially has a different set of degrader plates moved into the beam path as well as a different positioning of the adaptive aperture. The initial approach to implement this was to iteratively communicate the current configuration of the simulated geometry to the GPU and track the protons belonging to the associated beam spot. This led to an interfering computational overhead which prevented the GPU from exploiting its potential. Most of the simulation was actually spent in handling the communication with GPU. A new scheme was therefore implemented in which all configurations of the geometry are communicated once to the GPU at the beginning. Each simulated pencil beam is internally associated to a specific configuration in which it needs to be tracked. In this way, all protons in a treatment plan can be tracked on the GPU without interruption.
2.4. Beam Model Calibration
The beam model was calibrated according to the following overall scheme: experimental data were acquired as a part of the facility commissioning or specifically for this work. Details about the commissioning can be found in [24]. The measurement conditions were mimicked in Fred, and the beam model parameters were determined by optimizing the match between measured and simulated data. The following sections describe the calibration in detail.
2.4.1. Transverse Phase Space Component—Emittance Model
The emittance model describes the beam spot size in air as a function of the position along the beam axis (cf. Equation 1). To calibrate the model parameters, transverse profiles of the pristine beam were measured at twelve distances from the isocenter using a scintillator detector (IBA Lynx, Louvain-la-Neuve, Belgium). The nozzle window was removed during the measurements because it would alter the pristine beam. To avoid confusion, we recall that the nozzle window is not the end of the vacuum beam line, but only a protective cover of the air-filled nozzle.
The spot size at each measured distance was determined as standard deviation, σ, of a Gaussian fit to the cross-plane and in-plane profiles through the spot mass center. Additionally, the spot sizes measured by the beam monitor system in the nozzle were used. The emittance model parameters were determined by fitting Equation 1 to the set of spot sizes, as a function of depth. No constraints were imposed on the parameters in the fit routine, but the plausibility of the fit parameters was checked manually.
2.4.2. Longitudinal Phase Space Component—Pristine Energy
The laterally integrated depth dose distribution (IDD) of the pristine energy was measured with a large-area plane-parallel ionization chamber of 8.16 cm diameter (Bragg Peak IC TM34070, PTW, Freiburg, Germany) mounted on the mechanical arm of a water phantom (PTW MP3-PL). The nozzle window was removed during the measurements (cf. Section 2.4.1). The distance from the virtual source plane (scanning magnets position) to the isocenter was fixed to 182.14 cm for all gantry angles and the same for the cross-plane and in-plane scanning directions.
Fred simulations were performed in a 40 × 40 × 40 cm3 virtual phantom of 1 × 1 × 1 mm3 voxel size, mimicking the measurement setup. The ionization potential of water was set to 78 eV. The geometrical acceptance due to the limited size of the Bragg Peak IC was taken into account in Fred.
Simulated and measured IDDs were analyzed by fitting an analytical model [26], as well as by using a spline function. The beam model parameters, that is, beam energy and energy spread, were found by matching the measured and simulated IDDs, minimizing differences of full width at half maximum (FWHM) and the range, defined as 80% of the maximal value at the distal falloff.
2.4.3. Dosimetric Calibration Factor
The scaling factor was determined based on absolute dose measurements of a uniform 10 × 10 cm2 monoenergetic field with 1,000 MU for the whole plan consisting of 1,681 spots. Dose was measured at a depth corresponding to 1/4 of the proton range in water, which was 79 mm, with a plane-parallel ionization chamber (IBA PPC05) positioned in a water tank (PTW MP3-PL). The size of the active volume of the PPC05 detector (diameter of 9.9 mm and thickness of 0.6 mm) was considered in the analysis of the Fred simulations to estimate the mean dose in this volume. The scaling factor was determined by matching simulated and measured dose.
2.4.4. Range Modulation System
The thickness and position of the Lexan plates in the range modulator system were extracted from the manufacturer’s technical drawings. The density of each modulation plate was optimized in Fred, following the procedure of the clinical TPS. In particular, for each range modulator plate, depth dose profiles in water were measured and simulated with and without the plate present. The range was determined as the depth in water at 80% of the maximum value at the distal Bragg peak falloff. Each plate’s water equivalent thickness was determined as the difference in range with and without plate.
2.4.5. Adaptive Aperture
The adaptive aperture module consists of two carriages of five leaves, each 5 mm wide (in-plane direction, i.e., perpendicular to the leaves’ movement), and one top and one bottom jaw, each 20 mm wide, made of nickel alloy (cf. Figure 2). The thickness of the leaves and jaws in the beam direction is 100 mm. The aperture can trim spots laterally over a 20 × 20 cm2 area at the isocenter plane. The inner surface of the leaves has an interlocking tongue and groove shape to prevent leakage when the collimators are closed. This was implemented in Fred based on technical drawings using 60 cuboid regions, that is, the cuboid regions were combined in such a way as to approximately represent the shape of the aperture leaves.
Commissioning of the beam delivery system includes a procedure to adjust the alignment of the adaptive aperture in the in-plane and cross-plane directions with respect to the beam axis. This was reproduced in Fred as part of the beam model calibration. To this end, the snout position was set to 19.5 cm, and five range modulator plates were inserted to broaden the beam. The aperture was closed, except for the middle leaves which were opened ±2.5 cm, leaving a square-shaped opening of about 5 × 5 mm2. A 3 × 3 cm2 field was irradiated in a regular spot grid of 2.5 mm steps. The dose was scored in a water phantom positioned at the isocenter at 5 mm below the water surface.
Moving the adaptive aperture in in-plane and cross-plane directions, an offset with respect to its nominal position (from the technical drawings) was determined in Fred to obtain symmetrical transverse dose profiles.
2.5. Beam Model Validation
2.5.1. Pencil Beams in Water
The range shifter model was validated with measurements performed during commissioning of the facility. In particular, laterally integrated depth dose profiles were measured with an ionization chamber (Bragg Peak IC TM34070 from PTW) in a water phantom at selected clinically available energy settings. Transverse profiles of single spots were measured in water with a microdiamond detector (PTW TN60019). The nozzle window was present during the measurements.
It is important to point out the difference between the calibration and validation measurements. Both were performed with the same kind of equipment and following the same measurement principle. The difference lies in the combination of degrader plates in either case. For the calibration measurements, individual plates were inserted into the beam so that the retrieved calibration parameters corresponded to this plate specifically. The independent validation measurements used clinical energy settings which generally require combinations of multiple degrader plates to be inserted into the beam. In this sense, the validation measurements were used to assess the consistency of the calibration parameters.
2.5.2. Monoenergetic Layers in Water
Dose coverage in a proton therapy treatment is achieved by overlapping multiple pencil beams with different transverse positions. It is therefore important to verify that the total dose in such a scenario is correctly simulated in Fred. To this end, absolute point dose was measured in the water phantom for single energy layers at different field sizes. We used the PPC05 (IBA) for fields larger than 5 × 5 cm2, a semi-flex 3D ionization chamber (PTW TN31021) for 5 × 5 cm2 and 4 × 4 cm2 fields, and a microdiamond detector (PTW TN60019) for the 3 × 3 cm2 field. Absolute point dose was measured for 15 energies and nine field sizes (i.e., overall 135 measurements) at the depth of 1/4 of the BP position in water. The isocenter was located at 19.9 mm depth in water, and the snout position was 30.01 cm, that is, the air gap to the water surface was 10.11 cm. The nozzle window was present during the measurements. The dose layers were simulated in Fred, and absolute point dose measurements were compared. The size of the detector was taken into account when analyzing Fred dose simulations by calculating the mean dose in the detector volume. No adaptive aperture was used for the measurements.
2.5.3. Dose Cubes in Water
A 3D proton dose volume is achieved by combining multiple energy layers, that is, pencil beams of different energies which form a spread-out Bragg peak (SOBP). Their relative weights are optimized to best match the required dose distribution.
Following common protocols in proton therapy, we used cube-shaped dose distributions to validate the simulation accuracy of Fred. In particular, absolute point dose of spread-out Bragg peaks in water was measured with an ionization chamber along the central axis and off-axis, at three depths each, of a 125 cm3 cube at 5 and 10 cm depth and of a 1,000 cm3 cube at 10 cm depth. In sum, six measurement points per cube were measured. The prescribed dose level was 1.82 Gy (2 Gy (RBE)). The dose cubes were simulated in Fred and compared with the absolute point dose measurements. The size of the ionization chamber was taken into account when analyzing Fred dose simulations. All plans included the adaptive aperture.
2.5.4. Patient Quality Assurance
A useful application of Fred in clinical practice would be to reproduce patient QA measurements via simulation. This could help to reduce the amount of manual QA tasks in clinical routine. In our proton facility, patient QA measurements are performed with an array of ionization chambers (OCTAVIUS 1500 XDR) in RW3 solid water measuring 2D dose distributions at a few selected depths. We implemented the experimental procedure also in Fred and compared the results against the experimental data. The depth in the RW3 solid water phantom used for the measurements was recalculated into water equivalent depth by rescaling with the RW3’s relative stopping power by 1.045. We tested Fred for all clinical patient plans delivered in our proton facility since clinical operation began in 2019, that is, around 300 QA plans for different indications (i.e., head and neck (8%), brain (18%), breast (29%), lung (36%), lymphoma (3%), and esophagus (6%) tumors). The simulations were performed with 105 protons/spot in a 1 mm3 dose grid in a virtual water phantom.
The gamma index analysis was applied to compare 2D dose slices extracted from simulated 3D dose distributions to 2D measured dose distributions. As criteria, we used a dose difference (DD) of 2% or 3% (local dose), distance to agreement (DTA) of 2 mm or 3 mm, and a dose cutoff (DCO) of 2%, in accordance with clinical protocols.
2.6. Full Simulations of Patient Plans
Another clinical application of Fred is to recalculate the full treatment plans in the patient geometry provided by CT images. The photon attenuation coefficients in a CT image must be converted into quantities required by Fred, that is, mass density, relative stopping power, elemental composition, and radiation length. We implemented the two-step conversion method presented in [27], which uses a conversion from photon attenuation to mass density and one from mass density to the other quantity. The former can be obtained from phantom-based CT calibration and was readily available in our facility. The latter is based on a set of tissue descriptions representative of the human body and piecewise linear interpolations of the quantities of interest. We used the same tissues as in [27] and extended the parameters provided therein with radiation length values for each tissue (http://pdg.lbl.gov/2020/AtomicNuclearProperties/). This calibration procedure is similar to the one in RayStation, although we had now access to the implementation details.
To test the beam model, we recalculated several patient plans including the brain, head and neck, breast, and lung cases (5 each). Simulations were run with 105 protons per spot.
3. RESULTS
3.1. Beam Model Calibration
3.1.1. Transverse Phase Space Component
The right panel of Figure 3 reports the beam spot size in air as a function of distance from the isocenter. Data points were measured inside the nozzle by built-in beam monitors as well as outside of the nozzle as explained in Section 2.4.1. The dotted lines represent the emittance model fitted to the data, and the solid lines were obtained in the Fred simulation in air using the model, that is, reproducing the measurement. The simulated spot sizes in the treatment area, that is, ±35 cm around the isocenter, agree with the measurements better than 0.03 mm, showing that the fit results are consistent. According to the fitted emittance model, the beam waist (i.e., its narrowest point) lies between −1,000 mm and −1,300 mm. This is reasonable because the quadrupole magnets first focus the beam before it subsequently diverges toward the isocenter (cf. Section 2.2).
3.1.2. Longitudinal Phase Space Component
The left panel of Figure 3 compares simulated and measured integrated depth dose profiles in water of a pristine proton beam, that is, without range modulator plates and the nozzle window. This configuration has no corresponding nominal energy as nominal energies are only defined with the nozzle window mounted. When accounting for the geometrical acceptance of the Bragg peak chamber (red curve), the simulated profile matches very well with the measurements, achieving BP range and FWHM differences below 0.05 mm.
The two parameters of the longitudinal phase space component of the proton source model, that is, the mean initial energy and the Gaussian energy spread, were determined by matching simulated and measured data (cf. Section 2.4.2). They were thus determined to be 227.59 MeV and 0.43 MeV, respectively.
3.1.3. Dosimetric Calibration Factor
The scaling factor from monitoring units to the number of primaries was calculated to be 7.417 ×107 protons/MU.
3.1.4. Range Modulation System
Figure 4 shows integrated depth dose profiles in water with a few selected individual range modulator plates or the nozzle window inserted into the beam path. The measured profiles (dots) match the simulated ones (solid) well. The legend reports the water equivalent thickness of the plates determined from measured and simulated data, respectively. Agreement for all the range modulator plates and the nozzle window was better than 0.1 mm. It is worth noting that a good match is obviously expected because the simulated degrader plate densities were calibrated to achieve this (cf. Section 2.4.4). In this sense, the residual mismatch of 0.1 mm is indicative of the goodness of the calibration procedure and not of the range accuracy in dose calculation which was instead verified by the calibration.
[image: Figure 4]FIGURE 4 | Measured (dots) and simulated (solid lines) BPs for selected RS plates and the nozzle window (NW) WET compared to the BP of pristine energy. All the simulation results account for the geometrical acceptance correction for the BPC. The table presents calculated and measured WET in mm.
3.1.5. Adaptive Aperture
The adaptive aperture implemented in Fred was aligned with the beam axis as described in Section 2.4.5. The offset to be applied in Fred with respect to the nominal aperture position (from technical drawings) was found to be 0.995 mm in the in-plane direction, that is, perpendicular to the leaves, movement, and −0.005 mm in the cross-plane direction, that is, along the leaves’ movement.
3.2. Beam Model Validation
3.2.1. Pencil Beams in Water
Figure 5 presents validation results for single pencil beams in water for selected beam energies (range shifter plate configurations) as explained in Section 2.5.1. Blue dots and red lines show measured and simulated integrated depth dose profiles, respectively. Measured and simulated data match very well in the plateau region and around the Bragg peak, indicating Fred accurately reproduces electromagnetic energy loss and pileup due to nuclear interactions. The agreement between measured and simulated range is better than 0.25 mm for all combinations of range modulator plates.
[image: Figure 5]FIGURE 5 | Comparison of simulated (solid lines) and measured BPs (dots) and spot sizes (crosses) in water for four main nominal energies (in MeV): E55.6, E127.8, E177.0, and E217.8. All the simulated Bragg curves account for the geometrical acceptance of the Bragg peak chamber detector.
The green data points and light blue curves (referring to the right ordinate) show the measured and simulated beam spot size at different depths in water. Agreement is better than 0.5 mm for all data points and thus well within clinical acceptance criteria.
3.2.2. Monoenergetic Layers in Water
We used monoenergetic layers in water to validate the dosimetric accuracy of Fred when multiple pencil beams are superimposed, as explained in Section 2.5.2. The left and center panels of Figure 6 show the relative difference of the measured and simulated dose, that is, in Fred and TPS. The average relative differences between measurement and Fred do not exceed ±2%, except for very small fields of 1 × 1 cm2 and 2 × 2 cm2. It should be noted that uncertainty in the detector position is particularly important in small fields and likely to be (partially) responsible for the these larger differences. In any case, Fred is at least as accurate as the clinical TPS. The right panel depicts the mean proton range difference between Fred and TPS determined from the distal falloff of the dose cube’s central axis profiles. The slight systematic discrepancy remains within −0.3 mm and 0.1 mm and is clinically acceptable.
[image: Figure 6]FIGURE 6 | Relative differences between measured doses calculated in Fred and the TPS as a function of nominal energy (left panel) and field size (center panel), as well as absolute range differences between Fred and the TPS as a function of nominal energy (right panel). Each data point represents the average over all field sizes in the left and right panels and over all energies in the center panel. The error bars indicate minimum and maximum values in a group.
3.2.3. Dose Cubes in Water
Dosimetric validation based on dose cubes in water was performed to quantify the accuracy of Fred dose simulations when multiple pencil beams of various energies are superimposed in the transverse and longitudinal direction. Simulations were run with 106 protons per spot on a single GPU and took 2 min for the 125 cm3 cube and 7 min for the 1,000 cm3 cubes. Figure 7 shows example profiles across two dose cubes simulated with the TPS and Fred and measured, as explained in Section 2.5.3. Relative dose differences with Fred and the TPS are of similar magnitude. The relative dose difference between simulation and measurement averaged over the six data points per cube were
• [image: image] for the 125 cm3 cube placed at 5 cm depth,
• [image: image] for the 125 cm3 cube placed at 10 cm depth,
• [image: image] for the 1,000 cm3 cube placed at 10 cm depth.
[image: Figure 7]FIGURE 7 | Longitudinal profiles across dose cubes along the central axis (left) and off-axis (right). The inlays show transverse profiles at the depth indicated by the arrow. Annotation boxes show relative difference between Fred/TPS and measurement at the indicated points.
They do not exceed 2%, and thus meet the clinical criteria.
3.2.4. Patient Quality Assurance
Figure 8 shows an example of a patient QA measurement and simulation (see Section 2.5.4). Simulations were performed with 105 protons per spot on a single GPU card (Nvidia Titan Xp) and took a few minutes per QA plan. The resolution of the measured transverse dose map is limited by the 5 × 5 mm2 pixel size of the detector. For TPS and Fred, a voxel size of 1 mm3 was used. The lower row shows the gamma index maps for the TPS and Fred vs. measurement, respectively. Accepted gamma index values are blue, while unacceptable ones are red. The gamma index (GI) passing rate (%GP), that is, the percent of pixels passing the GI test, is better comparing the Fred results to the measurements than the clinical TPS calculations. The lower right panel shows an example profile along the red line of the dose maps in the upper panel. The mean %GP out of the 10 measured transverse dose maps of this example treatment plan was 88.1 (4.1%) (Fred) and 80.6 (8.4%) (TPS). The results shown here are representative of all 300 simulated cases, and agreement of Fred with the TPS and data was always well within the clinically acceptable level.
[image: Figure 8]FIGURE 8 | Transverse 2D dose distribution layer calculated by the TPS (upper left) obtained from Fred MC simulations (upper middle) and measured with an array of ionization chambers in the water phantom (upper right), as well as a GI map computed comparing the TPS (lower left) and Fred(lower middle) simulations to the measurement using the GI (2%/2 mm) method. The gamma passing rate (%GP) indicates the percent of pixels passing the GI test. The lower right panel shows dose profiles along the red line indicated on the upper panels.
3.3. Patient Simulations
Figure 9 shows a representative example of a full patient simulation performed with Fred and with the clinical TPS. The color wash figures present dose distributions recalculated in the patient geometry. Note that the clinical TPS (lower panels) masks the dose outside the patient contour. The treatment plan in this case includes three fields of pencil beams delivered under different angles. The upper right panel shows a profile across the patient volume (along the red line in the dose maps). The slight difference between the TPS and Fred at −190 mm to −170 mm is created by the lateral edge of the field coming from the upper left. We attribute this to differences in the CT calibration of lung tissue in Fred and the TPS which are currently under investigation. The lower right panel shows a dose volume histogram, that is, a cumulative distribution quantifying how many voxels within a certain geometrical region received at least a certain dose level. The match between the TPS and Fred is largely acceptable from a clinical point of view.
[image: Figure 9]FIGURE 9 | Dose distribution example (left and middle columns) of a patient treatment plan calculated with Fred MC (upper row) and the TPS (lower row) with a clinical target volume (CTV) structure marked with the black line, dose profiles (upper right) along the red dotted line indicated on the dose distribution panels, and comparison of dose volume histograms calculated for CTV and two selected organs at risk (lower right).
Simulations were performed with 105 protons per spot on a single GPU card (Nvidia Titan Xp). Calculation times per treatment plan were about 25–30 min without and 10–15 min with the optimized geometry handling (cf. Section 2.3).
4. DISCUSSION
We implemented the proton beam source of the therapeutic Mevion S250i proton accelerator in the Monte Carlo code Fred. This delivery system is more complex to implement than others because of the many degrees of freedom of the range modulation system and the adaptive aperture in the beam path which need to be considered. We chose to describe the pristine proton beam by a phase space model in a plane located at the scanning magnet position and to implement the geometry of the range modulation system and the adaptive aperture explicitly in Fred. Instead, we could have devised a phase space model at the exit of the beam nozzle without explicitly implementing the components. This would, however, have resulted in a very large phase space library because of the many degrees of freedom of the adaptive aperture and range modulator system. An interesting alternative to potentially investigate in the future would be the use of generative neural networks as recently proposed for phase space modeling of therapeutic linear accelerators [28]. We underline that Fred is not specific to the Mevion accelerator but can handle any other currently available proton therapy system if the beam line is properly implemented. For example, the therapeutic cyclotron of the proton therapy facility in Krakow has previously been implemented in Fred [29].
We modeled both the longitudinal and transverse components of the phase space model as Gaussian distributions characterized by their mean (which is zero for the transverse component) and variance. The motivation was mainly empirical, that is, it simply works in practice, and had been used in the past by other authors. A more refined model based on a detailed description and simulation of the full beam line would possibly deviate from a pure Gaussian distribution. On the other hand, the practical relevance of this is limited because scattering in the range shifter plates largely dominates the transverse beam shape. A pristine beam is rarely used in clinical treatment plans.
We chose to use an emittance model to describe the evolution of the beam size along the beam path from the virtual source plane to the beam nozzle. Another choice would have been a virtual point source model where the protons are all generated in a single point upstream of the exit window. Such a model generates a linearly divergent beam, and the opening angle is determined by the depth of the point source. From the theoretical point of view, the emittance model is more correct because it accounts for the correlation for the proton’s direction (momentum) and position in phase space. In fact, a proton beam can only have a waist (minimum of the emittance model), but not a point-like vertex, and a point source model thus gives an accurate representation of the beam only sufficiently far away from the waist. From the practical point of view, the transverse phase space model needs to be accurate only in the depth range where objects are present in the simulated geometry. According to Figure 3, the beam size evolves almost linearly in a range of about ±50 cm around the isocenter. In certain treatment configurations, however, the upstream surface of the nozzle region can be slightly more than 1 m away from the isocenter where the quadratic shape of the emittance model begins to be relevant. We therefore judge that the emittance model was a better choice in our case than a point source model.
Validation of the beam model was based on dose measurements and simulations because dose is the quantity of interest in a clinical application. Single pencil beams in water were used to assert the accuracy of the longitudinal phase space parameters and the parameterization of the range modulator plates. Validation based on dose layers and cubes showed that Fred correctly reproduced the superposition of pencil beams, both laterally and in depth as needed in patient treatments. Dose differences were on the level of 1–2% and met all the dosimetric criteria. In recalculated patient QA plans, Fred’s accuracy was at least as good as the clinical TPS when comparing simulation with measured data. Such a recalculation is an important use case for Fred, and we judge that our results justify its use as secondary dose engine for QA tasks. Full patient simulations, of which we showed a representative example here, also showed very good agreement between Fred and the clinical TPS.
Fred has initially been developed as a fast MC tool for dose calculation in particle therapy, and its functionality and physics models were implemented with this application in mind. Compared to general purpose MC codes, Fred has several limitations. First, only cuboid-shaped volumes can be defined. Other shapes, such as cylindrical detector devices, need to be approximated, for example, by a voxelized representation. Second, only voxel-based scorers are available, for example, to score dose, LET, or deposited energy on a grid. Scoring phase space properties (position and momentum) of individual particles, for example, is currently not available natively in Fred (but can be implemented by the user via plugins). Third, Fred tracks only those particles which are dosimetrically relevant on the scale of typical dose grids, that is, 1–2 mm. Specifically, Fred tracks secondary protons and deuterons, but lets heavier secondary particles deposit their energy locally because their range would anyhow be shorter than the voxel size. Neutrons and gamma rays are created, but not tracked, that is, they do not contribute to the deposited dose in the phantom. Some of this functionality is currently being developed and will probably be available in future versions of Fred.
A comparison of Fred with a general purpose of Monte Carlo software like Geant4 and FLUKA would have required a separate implementation of the Mevion system in these codes, which was clearly beyond the scope of this work. However, Fred’s proton tracking engine was validated against other codes and experimental data during the initial development of Fred [16]. From experiences with other proton therapy systems (unpublished), we know that Fred’s accuracy in clinical dose calculation is comparable to that of Geant4, while computation time is faster by orders of magnitude (minutes compared to tens of hours) at equal statistics.
A new functionality of Fred implemented as part of this work was the correct handling of situations where the beam nozzle overlaps with the volume containing the patient CT (cf. Section 2.3). It is worth noting that overlap of geometrical objects is a general difficulty encountered in most particle transport MC codes of our knowledge. In Geant4 (and derived applications) and FLUKA, for example, objects might be inserted into each other following a hierarchical child–parent structure, but partial overlap is not allowed, because the code would otherwise not be able to uniquely identify the object in which the particle needs to be traced. Geant4 provides a way to handle parallel geometries [30], which might be a starting point to handle overlapping volumes. Our implementation is not a general solution to the overlap problem. It works in this specific application because the beam nozzle is known to be the proton’s origin. Another solution would have been to use the outer patient surface as a boundary of the patient volume because overlap occurs only among those parts of the patient box containing air and not those containing tissue-filled voxels. Technically, however, this would have been much more difficult to handle because many parameters would be required to define such an irregular volume as opposed to a simple air-filled box enclosing the patient.
We conclude with a short discussion on the calculation times reported in the Results section for the different kinds of simulation. In particular, they were on the order of 10–15 min for full patient simulations which is largely sufficient for our main purpose of daily dose recalculation. Another measure of computational speed is the tracking time per proton, which was on the order of 3–5×106 protons per second on the Nvidia Titan Xp card used in this work. This rate can only be reached if the card is optimally exploited, that is, if the number of primaries is large enough so that tracking is the dominant contribution compared to overhead due to data transfer to and from the GPU card. This was what prompted us to optimize the geometry handling in Fred in the first place (cf. Section 2.3), and indeed, calculation times improved by up to 70% for the full patient simulations. Furthermore, the number of protons per spot is currently set to a fixed number. A more elaborate scheme would set the number individually for each spot based on a requested noise level in the dose distributions, as it is implemented, for example, in the clinical TPS. Furthermore, no variance reduction techniques nor post-processing to de-noise the dose distributions are currently used in Fred (except for the fact that Fred is a condensed history code like all other general purpose Monte Carlo programs). All these methods are expected to improve calculation time even further.
5. CONCLUSION
We implemented a proton beam source for the Monte Carlo code Fred using a combination of the phase space model and explicit geometry of the beam nozzle components. The beam model was calibrated and validated by comparing measured and simulated data. The dosimetric accuracy was found to be sufficiently high to use Fred as the secondary dose calculator and at least as good as the clinical TPS.
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Copper, a cofactor for many enzymes, is a bioelement that is involved in many main biochemical processes; although high levels of copper promote the proliferation of cancer cells. Further development of radiopharmaceuticals based on copper radioisotopes depend on understanding and taking advantage of its biochemical pathways in oncogenesis. As with other radiometals used in molecular imaging and/or targeted therapy, biological vectors are employed to transport copper radioisotopes to a target, aiming for high specific uptake at tumor sites and precise delivery of ionizing radiation. Evidence of the clinical utility of copper radioisotopes in the ionic form CuCl2 were also proven in an in vivo study of the copper metabolism, guiding personalized copper-chelating treatment in cancer patients and in imaging pathological sites associated with copper imbalance. Five of the copper radioisotopes have gained interest for nuclear medicine applications, based on their emissions, energies, and half-lives, as they can be produced with pharmaceutical-grade quality. The uptake mechanism, kinetics, and metabolic parameters are important findings in molecular imaging, which are decisive when designing individualized targeted radiotherapy for dose calculations of high linear energy transfer Auger electrons and β− emissions of 64Cu and 67Cu. As radiation deposits a high amount of energy within the intra-cellular space, the biochemical involvement of copper determines targets in drug design and validation. The biochemical pathways depict copper metabolism in normal cells and highlight its increased activity in tumor progression and angiogenesis. The avid uptake of copper into inter- and intra-mitochondrial spaces, as constituents of cytochrome C oxidase, substantiate the selection of 64/67CuCl2 as theranostic agents.
Keywords: molecular imaging, theranostics (combined therapeutic and diagnostic technology), copper, emergent radioisotopes, cancer, Cu-64/67
INTRODUCTION
The natural occurrence of copper (69.17% 63Cu, 30.83% 65Cu [1]), either in metallic form or as a mineral, confers a wide exposure to humans. Its inorganic salts are highly toxic but its varied coordination complexes have gained a lot of interest in drug design, as they are selective and also exhibit convenient pharmacokinetics and pharmacodynamics.
Copper is an essential microelement involved in important biochemical processes, such as: homeostasis, iron transport, respiration, and metabolism, as a result of its redox abilities in the biological environment: reversible translation between oxidized form (cupric ion, Cu2+) and the reduced form (cuprous ion, Cu+). It is a transition metal with 29 isotopes, out of which 27 are radioactive [2].
Along with the progress of nuclear medicine practices and technology, approaching molecular imaging and personalized treatment, five of the copper radioisotopes have gained interest for medical applications, considering their emissions, energies, production route, and availability, with half-lives ranging from 9.7 min (62Cu) to 2.6 days (67Cu) [2, 3]. Especially, 64Cu and 67Cu were intensively investigated as medically emergent radioisotopes for theranostic applications and therapy, respectively. Still, there is a need for more data regarding the production of 60Cu, 62Cu, and particularly 67Cu in medical small cyclotrons.
Recent studies demonstrated the usefulness of 64/67Cu agents, containing biological vectors to carry radioisotopes to target, aiming for high specific uptake at tumor sites, and precise delivery of ionizing radiation, such as peptides, antibodies, or other biologically active small molecules [2, 3]. Besides using such carriers, the clinical utility of copper radioisotopes in their most simple chemical form, copper chloride, was also proven, either for an in vivo study into the copper metabolism, guiding personalized copper-chelating treatment in cancer patients, or to image pathological sites associated with copper imbalance in inflammation, tumor angiogenesis, and metastasis.
As many of these findings are evidence-based and sourced directly from clinical practice (e.g., the significantly higher copper levels measured in serum and tumor cells of patients with cancer compared to normal subjects [4]), there is a need for an in-depth biological evaluation of the involved mechanisms and quantification. Therefore, we reviewed the relevant literature regarding the biological and biochemical pathways of copper, to substantiate the use of copper radioisotopes in oncology and promoting its further development.
BIOLOGICAL PATHWAYS OF COPPER IN HUMANS
Copper Bioavailability and Dietary Interactions
Humans are exposed to environmental copper from water, food, and tools or household goods, therefore the World Health Organization (WHO) defined a safe range for copper intake and acknowledged its effects, either positive or negative, on human health [1]. In an adult organism there is approximately 1.5 copper mg/kg bw, still up to 2.2 mg/kg bw is considered acceptable in the physiological range. Foods most abundant in copper are seafood, dry nuts and seeds, dark chocolate, and mushrooms [5]. A high nutritional intake does not represent any risk considering copper toxicity, as the human organism has a dynamic mechanism of homeostasis.
Copper bioavailability is fairly affected by dietary factors, such as carbohydrate, iron, zinc, molybdenum, and ascorbic acid co-ingestion. Large quantities of dietary zinc can decrease copper absorption and induce the symptoms of systemic copper deficiency. Also, an increased molybdenum intake drives the organism toward secondary copper deficiency, which can be rapidly corrected by copper supplementation. On the other hand, iron-copper interactions in the intestines conduct the regulation of copper transport modulation by the iron levels. Reduced levels of copper lead to a series of physiological changes, inducing pathological conditions, while high intake of copper, found as chronic or acute exposure, can result in liver damage [1].
Copper Metabolism and Physiological Role
The intestines are the main absorption site, the process being conducted by the enterocytes, with the participation of copper permease and human copper transporter-1 (hCTR1) [1–7]. Dietary Cu2+ is reduced to Cu+ by reductases, prior to being transported through the brush border membrane of the enterocytes by hCTR1 [1, 5, 8], yet the mechanisms for selective permeation of Cu+ ions across cell membranes are unknown [9]. After absorption, copper, bound to metallochaperone proteins, is delivered to the mitochondrion [10, 11] by the SLC25A3 inner membrane transporter [11, 12], which is required for the metalation of enzymes within the mitochondrial inter-membrane space [13]. The exceeding amount of copper can be deposited in an inert form in metallothionein, the main intracellular copper storage protein. Subsequently, it is released under the influence of ATP7A. At the end of the process, Cu+ is effluxed from enterocytes, chemically reconverted to Cu2+, and is thus able to bind to the transport proteins, albumin and alpha-2-macroglobulin. The carrier proteins deliver copper to the hepatic tissue, from where it is subsequently redirected to the target sites; therefore liver is the main organ that controls copper homeostasis mechanisms [1, 5]. Copper is distributed mostly in the bone and muscle tissues (up to 67%), but also in the liver, brain, and heart [1, 8].
Copper is further transferred to the cytoplasm, in inter-mitochondrial and intra-mitochondrial spaces, where it becomes a constituent of cytochrome c oxidase (CcO) and superoxide dismutase-1 (SOD1) [10–12]. Under normal circumstances, copper is transferred into the trans-Golgi network, where it is used for the synthesis of other cuproenzymes (ceruloplasmin, lysis oxidase, peptidylglycine alpha-amidating monooxygenase, and dopamine beta-hydroxylase) [1]. In the case of high intracellular copper influx, the same transporters will move to the cell surface, where they will mediate the efflux of excessed copper to the plasma (ATP7A) or bile (ATP7B) [1, 8]. Copper excretion is mainly achieved through bile, in the form of bile salts; the urinary excretion is rather insignificant [1, 8]. The ubiquitarian role of copper derives from its structural importance in a wide array of functional and modulatory proteins that are deeply involved in physiological and pathological mechanisms [13–15] (Supplementary Table S1). Copper is an enzymatic cofactor, an essential component of Cu-dependent enzymes: ceruloplasmin, cytochrome C oxidase, metallothionein, Cu/Zn superoxide dismutase-1, amine oxidases, lysyl oxidase, tyrosinase, zyklopten, and mono-oxygenases, and also represents an up-regulating trigger for a series of redox status modulatory enzymes: catalase, glutathione peroxidase, hepaestin, cartilage matrix glycoprotein, and Protein-6-lysine oxidase [1, 13]. Reduced activity of these enzymatic proteins is found in copper deficiency states [13, 16].
Copper Deficiency and Pathological Implications
Reduced or minimal activity of copper-dependent enzymes results in symptoms that may include hypochromic anemia, neutropenia, thrombocytopenia, and hypopigmentation, bone, cardiovascular, and neurological abnormalities, as well as immune system depression [1, 8]. Copper-related genetic diseases include Menkes syndrome (a mutation of ATP7A gene) which is expressed by reduced intestinal copper absorption and Wilson’s disease (a mutation of the ATP7B gene), when copper accumulates in excess in different organs (liver, brain, cornea) [1, 5, 8]. Wilson’s disease is caused by the cerebral and hepatic tissue accumulation of copper, leading to neurologic and psychiatric symptoms, and liver impairment [16, 17].
Children can develop potentially fatal idiopathic copper toxicosis when drinking contaminated water or food [8, 18, 19]. Correlations with Alzheimer’s disease have also been observed; elevated levels of free (unbound) copper in the blood were present, as well as high copper levels in amyloid senile plaque deposits [18, 20]. Diabetic patients exhibit elevated plasma copper levels [19, 21]. Copper deficiency is also associated with cardiovascular diseases [22].
The proliferation of cancer cells is promoted by high levels of copper [8, 23]. Elevated copper levels were found in different types of tumors while cancer growth was minimized when copper was chelated [5, 24]. Considering its redox properties, copper is a source for reactive oxygen species [1].
MEDICAL RADIOISOTOPES OF COPPER
Molecular Imaging, Targeted Therapy, and Theranostic Role of Radio-Copper
Molecular imaging allows for the quantification of functional parameters of an organ or process; moreover the interactions of a drug with its desired target can be analyzed, side effects can be determined, and the delivery, absorption, distribution, metabolism, and elimination in a living system can be precisely evaluated [25–27]. Among the molecular imaging techniques, positron emission tomography (PET) is most often used to tailor and deliver personalized treatment, as a result of receptor identification and mapping their density to a tissue or organ of interest, or by exploiting the imbalanced metabolism in different stages of pathological processes.
The positron-emitting radionuclide is customarily selected taking into account several factors, such as: the half-life of the radionuclide (this should match with the vector pharmacokinetics to allow optimal uptake), the energy of the positron emission (which determines the precision and image resolution), and the availability and cost of the production. Moreover, the specific/molar activity and carrier-free specifications, as quality parameters, become tremendously important when associated with molecular term (either imaging or therapy), together with radiobiological parameters, mainly the affinity, uptake, and retention profiles (radio)toxicity, blood clearance, and elimination route.
[image: Figure 1]FIGURE 1 | Chelators used for binding radio‐copper to biomolecules.
Five radioisotopes of copper (Table 1) can be produced at a cyclotron, with characteristics required for clinical use [28–31]. Based on their radioisotope emissions, 60Cu, 61Cu, 62Cu, and 64Cu are suitable for molecular imaging applications, while 64Cu and 67Cu are selected for targeted radionuclide therapy [30–32]. Due to their short half-lives, they are used in ionic form (as chlorides) or in combination with fast kinetic peptides. While the radiopharmaceuticals based on longer-lived radionuclides, such as 177Lu, 89Zr, or 90Y enable the investigation of the biological processes over a number of hours, which is often demanded by the study or imposed by slow kinetics of the vector [33–35], copper-64 is a theranostic radionuclide of particular interest due to its simultaneous emission of both β+ (17.52%) and β− (38.48%) particles [36–44]. The positron emission allows for high resolution PET imaging, while low abundance gamma emissions do not affect the imaging process compared to other positron emitters [30, 45]. It decays also through electron capture (EC 43.53%), when high linear energy transfer Auger electrons are emitted. When this happens in the close vicinity of a cancerous cell nucleus, it may cause DNA damage, eventually triggering cell death and thus, achieving a therapeutic effect. Taking advantage of the positron emissions, real-time therapy follow-up can be performed by PET imaging, presumably at any time point during therapy.
TABLE 1 | Radioisotopes of copper produced in medium energy cyclotrons.
[image: Table 1]Production of Medical Radioisotopes of Copper, with Particular Interest on 64Cu
Researchers are investigating different routes to produce carrier-free and high specific activity copper radioisotopes [29]. Copper-64 can be produced in a reactor by (n,γ) and (n,p) reactions, on enriched targets [30], at thermal neutron fluxes (6-7⋅1012 n*cm−2*s−1). The average specific activity of 64Cu obtained was 2.4 TBq/g Cu, at the end of irradiation. Using this route, radionuclide impurities 65Zn and 60Co are co-produced and should be eliminated by radiochemical processing, using an anion exchange separator [31]. Higher specific activity can be achieved when fast neutron reactions are employed, but thermal neutron reactions also occur, leading to high amounts of long-lived radionuclide impurities, such as 65Zn (T1/2 = 245 days) [29].
The most common way to produce 64Cu is by using a small/medium energy cyclotron [32, 36–49]. Several nuclear reactions can be triggered on nickel or zinc targets by proton beams: 64Ni(p,n)64Cu, natZn(p,xn)64Cu or 68Zn(p,αn) [49–57], but also deuterons induced reactions: 64Ni(d,2n), 66Zn(d,α), 64Zn(d,2p) [52–54, 56]. Good yields of 64Cu production, with low radionuclide impurities, were obtained using enriched 64Ni or 64/66/68Zn targets [49]. The irradiation of natZn targets is a less expensive method to conveniently obtain lower activities of 64Cu, while the use of deuteron beams on these targets requires energies above 20 MeV to obtain reasonable yields [56].
The 64Ni(p,n)64Cu reaction is used at large scale for the production of 64Cu, although bearing the disadvantage of costly target material, this route is preferred for the high yields that can be achieved, even at small medical cyclotrons [54, 55, 58]. Using a 12 MeV cyclotron, specific activity of >87 × 104 GBq/g and an irradiation yield of >111 MBq/µAh were reported [42]. 64Ni (99.5% enrichment) is electrodeposited from the 64Ni(NO3)2 solution, resulting in a64Ni solid target [46]. Alternatively, liquid targets consisting of solutions of 64Ni(NO3)2 are conveniently used, with lower production yield [47]. The irradiation process parameters are tuned for best yields, according to the experimental set-up and needs of a site; optimal parameters: 2–4 h irradiation time, 40–50 mg 64Ni on target, lead to 9.99–18.5 GBq of 64Cu and high specific activity (11.47 × 106 GBq/g Cu). The production yield, on 15–55 mg of enriched 64Ni targets, ranges from 82.9 to 185 MBq/μAh [48]. Separation of Cu from the Ni targets employs ion-exchange chromatography, using a cation exchanger column (AG1-X8). Enriched 64Ni can be recovered up to 95% [42]. During proton irradiation of enriched 64Ni, 61Co is produced as a contaminant, which can be separated with 4M HCl as an eluent [49].
64CuCl2 as Radiopharmaceutical and/or Precursor
64CuCl2 is used either as a radiopharmaceutical or as a precursor for radiolabeling specific carriers, such as monoclonal antibodies, peptides, amino acids, hormones, nanoparticles, or small molecules, using chelating agents [58–60]. This is also the case for all the other copper radionuclides. Various cold copper complexes were studied and also used as anticancer agents [60].
After IV administration, 64CuCl2 accumulates in the liver (uptake fraction 0.65), brain (uptake fraction 0.1), kidney (uptake fraction 0.01), and pancreas (uptake fraction 0.0002). Based on preclinical studies, the calculated effective dose (ED) is 70 mSv for the whole body of a 70 kg adult, after the intravenous injection of 925 MBq of 64CuCl2 [61].
The chelators used for binding radio-copper to biomolecules (Figure 1) should have high thermodynamic stability; compact structures of macrocyclic or macro-bicyclic ligands with increased kinetic stability are preferred [62–71]. When dissociated from the complexes, Cu2+ is reduced to Cu+ and binds to SOD in high concentrations [63]. DOTA have been used for chelating 64Cu, however, its ability to bind many different metal ions, trans-chelation to liver proteins, and its decreased stability compared to TETA/CB-TE2A make it less attractive [64, 65]. By comparison, NOTA and the hexaamino sarcophagine ligands demonstrate ease of conjugation, high radiolabeling yields, and in vivo stability [58, 66]. They also achieve better clearance from the blood, liver, and kidneys [65, 66]. The kinetic stability of copper (II) cross-bridged cyclam complexes is superior to those of the TETA and DOTA complexes [63], while 64Cu-CB-TE2A proved to be the most stable, when compared to CB-cyclam, CB-DO2A, DOTA, and TETA, respectively [62].
Comparing the biodistribution, at 24 h p.i., of 64Cu-CB-DO2A, 64Cu-CB-TE2A, 64Cu-DOTA, and 64Cu-TETA, a larger amount of 64Cu-labeled cross-bridged chelates was cleared form the blood, liver, and kidney than the non cross-bridged analogues; moreover, 64Cu-CB-TE2A was the most resistant to trans-chelation in rat liver [65]. Hexaaza macrobicyclic sarcophagines (Sar) are very compact structures, acting like a “cage” around Cu2+, which increases the thermodynamic and kinetic stability, leading to low accumulation at non-targeted tissues. Evaluating the biodistribution data of 64Cu-Sar, 64Cu-diamSar, and 64Cu-SarAr in balb/c mice, it was found that all three complexes had been cleared from the blood rapidly, while the uptake was low in bone, heart, stomach, spleen, muscle, lungs, and the gastrointestinal tract [66].
64Cu as Radioisotope Contained in Theranostic Agents Intended for Different Tumors
64CuCl2 shows an increased and specific uptake in melanoma expressing high hCTR1: 12.7% ± 0.26 in B16F10 cells and 4.6% ± 0.04 in A375M cells, the tumor-to-muscle ratio was 4.11 ± 0.07 for B16F10 and 3.46 ± 1.25 for A375M. During 64CuCl2 treatment, tumor growth in both melanoma models was slower than without treatment, suggesting that 64CuCl2 radiotherapy is effective for hCTR1 high-expressing tumors [67].
In a xenograft model of glioblastoma multiforme (GBM) U87MG, the biodistribution of 64CuCl2 indicated no brain uptake, while PET images showed an uptake in glioma cells; a decrease of the tumor volume with more than 68% was noticed, raising the survival rate of the treated mice [68]. SI113 inhibits SGK1, a protein with increased the expression of glioblastoma. The combination of SI113 and 64CuCl2 has a synergistic effect and affects cell viability, triggering apoptosis, and necrosis. The inhibitory dose, tested in three cell lines in glioblastoma ((LI)PARI, ADF, and T98G) with different mutational status for p53, was 40 MBq [68].
In a study using the hypoxia-selective agent 64Cu-ATSM on hamsters implanted with GW39 (human colorectal carcinoma), the inhibition of tumor growth was observed for a 220 MBq injected dose; the animals presented an increased rate of survival with no acute toxicity. After administration, PET scans revealed that 64Cu-ATSM was localized in the GW39 tumor and PET imaging could be performed regularly [69].
Administration of 555 MBq of 64Cu-TETA-Y3-TATE in a single dose to CA20948 rats, a model of somatostatin receptor-positive pancreatic cancer, decreased the tumor volume (29–73%) and inhibited its growth. The multiple dose radiotherapy study (3 × 370 MBq) decreased the tumor volume (36–81%) and provided a tolerable radiation exposure level over an extended period [70].
64Cu-ATSM (64Cu-diacetyl-bis(N-4-methylthiosemicarbazone) showed a high cytotoxic effect, decreasing the clonogenic survival of LL/2 cells (Mouse Lewis Lung carcinoma cells) in a dose dependent manner; the uptake of 1.50 Bq/cell of 64Cu killed 99% of the cells. Under hypoxic conditions, 64Cu was accumulated in the cells and produced DNA damage, detected by comet assay and Annexin V-FITC and propidium iodide staining methods [71].
DU-145 human prostate cancer xenografts were visualized by PET using 64CuCl2, the cellular uptake was mediated by hCTR1, demonstrated by negative control PC-3 prostate cancer cells. Knockdown of hCTRl reflected the decreased cellular uptake and inhibition of tumor growth [72]. After 64CuCl2 administration, a rapid uptake in the PCa lesions reached the maximum value in 1 h [73].
CONCLUSIONS
The biochemical pathways show copper metabolism in normal cells and highlight its increased activity in human cancer cells, at a higher metabolic rate. Its involvement in tumor progression and angiogenesis and its pivotal role in preserving the intracellular homeostasis are particular indicators used in functional imaging. Thus, specific processes are targeted by radio-copper chloride, but also specific vectors radiolabeled with copper radioisotopes are used. Moreover, the copper presence in intermitochondrial and intramitochondrial spaces, as constituents of cytochrome c oxidase, substantiates the selection of 64Cu, a short range high LET emitter (Auger electrons), as a therapeutic agent, in a bioavailable chemical form, 64CuCl2.
The uptake mechanism, kinetics, and metabolic parameters are very important findings for PET imaging using 60Cu, 61Cu, 62Cu, or 64Cu which are decisive when designing an individualized targeted therapy and, also, for dose calculations of high LET Auger electrons and β− emissions of 64Cu and 67Cu. The concept of theranostic applications applies perfectly to copper radioisotopes, by matching pairs for diagnostics and therapy (e.g., 61Cu and 67Cu) or by taking advantage of the dual emissions of 64Cu for both purposes. In this latter case, a real-time therapy follow-up brings important benefits for patients.
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The radiobiological effects of accelerated ions with high charge and high energy (HZE) on mammalian cells and their propagation in time are still not sufficiently explained and attract great deal of attention. This work aims to compare the immediate and delayed effects with emphasis on the latter. As shown by our group, the dependence of mutant fraction on expression time after irradiation may have interesting, non-monotonic, character depending on LET (linear energy transfer) of the used heavy ions. We speculate that this phenomenon may occur due to the induced genomic instability. Another area of our research is the study of the DNA structural changes in these mutants induced at different expression times. Chinese hamster V79 cells were irradiated with accelerated ions 11B, 18O, 20Ne, and gamma radiation. The LET was ranging from 0.23 keV/μm of 60Co gamma rays up to 136 keV/μm of 20Ne ions. DNA of unique HPRT mutants was isolated, concentration measured, HPRT exons amplified, and analyzed at several different time points, up to about 40 days, after exposure. Over 1200 HPRT mutants were analyzed for deletions of exons and sorted into three main categories: partial deletion, PD—with deletion of one to eight exons; total deletions, TD—with all nine exons deleted; and no deletions—no change in the HPRT structure observed. In general, the number of samples with partial deletion was increasing with LET of the used radiation, suggesting that higher energy deposition to the cell nucleus is more likely to cause larger structural changes. In the case of total deletions, increase in their number with LET was observed up to LET ∼115 keV/μm followed by a sharp decrease. The samples were also analyzed for the distribution of deletions, in particular exons at various expression times, the so-called mutational patterns. Hypothesis of the mechanisms behind observed phenomena is given, and possible implications for further research are discussed.
Keywords: accelerated heavy ions, V79 hamster cells, HPRT mutants, HPRT structural changes, delayed effects of radiation, genomic instability
INTRODUCTION
Accelerated heavy ions (HZE: high Z, high energy) are in the focus of biophysical and radiobiological research fields for some time now. It is mainly due to two reasons: biological effects of ions in galactic cosmic rays (GCR) that will impact (to a higher extent) astronauts during the flight missions beyond the magnetosphere of Earth [1], and their medical use in radiation therapy of cancer which grows continually [2, 3]. The knowledge of biological effects of HZE ions is limited compared to sparsely ionizing radiation such as gamma rays or X-rays, particularly due to the limited availability of ion-capable accelerators usable for irradiation of biological samples.
Research focusing on the mutation induction, their type, and the radiation-induced genomic instability is significant for understanding of the long-term effects of radiation, probably more than the cell killing [4]. Only the surviving cells may form mutations that are considered as one of the triggers of carcinogenesis [4–8], which can be developed in later stages as a delayed effect of exposure [9]. The hypoxanthine–guanine phosphoribosyltransferase (HPRT) gene mutation assay is a well-known system for easy mutagenic studies, based on the 6-thioguanine (6-TG) mutant selection [10], which has been widely used to study the mutagenic effects of ionizing radiation (IR) of various qualities in mammalian cell cultures [11–16].
It has been shown that heavy ions with high LET (linear energy transfer) can cause biological damage fundamentally different from sparsely ionizing radiation—heavy ions are usually reported as being more effective in inducing various biological effects [12, 13, 17]. Their energy deposition within the track of their particles is more prone to create complex clustered lesions within DNA—containing single strand breaks as well as double strand breaks of DNA—that are extraordinarily difficult for the cells to repair and therefore susceptible to misrepair [18]. The literature data available for the quality of HPRT gene mutations induced by heavy accelerated ions are very scarce. A number of articles describe the mutational spectra induced by IR, which seems to be different in dependence on the type of radiation used: several about the effects of sparsely ionizing radiation (X-ray, gamma rays): [8, 11, 19–24]; a few using alpha particles (or He ions): [5, 11, 14, 20, 25, 26]; but only a couple exposing the cells to heavy charged ions: [8, 21, 27–29].
The published data seem to have a high degree of variety; nevertheless, some general conclusions can be drawn: radiation with higher LET (mainly alpha particles tested) usually caused more total deletions and lower number of partial deletions [19] or samples with no deletions [8, 20] in comparison to low LET radiation (gamma or X ray). However, studies showing the same or very similar levels of total deletions after irradiation with alpha particles or gamma radiation can be found as well [24, 26, 30]—a minority of authors even observed lower numbers of total deletions after irradiation with higher LET radiation [31]. Particularly for accelerated heavy ions, Baumstark-Khan et al. reported the number of total deletions of the HPRT gene increasing with LET of accelerated oxygen ions up to approximately 318 keV/μm followed by decrease, while the number of partial deletions was changing mildly in the same LET interval. It has been shown that even heavy ions can cause small alterations or point mutations [27], possibly due to the created secondary electrons. The results of HPRT gene molecular spectra induced by different ion species show high level of heterogeneity. It was reported that the deletion spectrum was nonspecific with regard to LET for mutants induced by neon ions, but LET specific for carbon-induced mutants [21]. It points to the fact that LET may not be the only parameter governing the biological effect, and that the mechanism behind it might be substantially more complex.
This work follows up our previous publication [32] that deals mainly with the effects of HZE ions on induction of HPRT mutants in prolonged expression times (ET). Surprisingly, it was found that the maximum of mutations was reached at different ET in dependence on LET of the used radiation. With increasing LET, the maximum was moving toward later ET. The current work focuses on structural analysis of these isolated mutants (on the level of exons of HPRT gene). This could give us answer about the type of mutations caused by different kinds of radiation and help to confirm our previous hypothesis that the delayed mutations are created de novo as a manifestation of genomic instability. This investigated topic, effects of prolonged expression times on the mutational spectra induced by radiation of various qualities, has been surprisingly little mentioned in the literature. The mutational patterns were usually studied in the first days after irradiation only and were not followed through in later ET. Usually, the mutants were chosen at a set ET [8, 28, 29], after particular number of population doublings [21], or similar. Therefore, the aim of this article was to bring some possible new insights into the development of HPRT mutation deletion spectra and to help to explain the connection between the late radiation effects and the quality of radiation.
MATERIALS AND METHODS
Cell Culture Cultivation
Detailed information about the cell culture and cultivation procedures have been described earlier [32]. Briefly, V79 Chinese hamster lung fibroblasts culture (ECACC 86041102) was provided by the Institute of Cytology of the Russian Academy of Sciences. During standard cultivation and recultivations, the culture was grown in Dulbecco’s modified Eagle medium (DMEM; PanEco, C410p) supplemented with 10% of fetal bovine serum (FBS; PAA Laboratories, A15–011), 0.3 mg/ml l-glutamine (PanEco, F032), 100 units/ml penicillin, 100 μg/ml streptomycin, and 0.25 μg/ml amphotericin (Sigma-Aldrich, A5955) at 37°C, 95% humidity, and in 5% CO2:95% air atmosphere.
Irradiation Conditions
During all experiments (both with sparsely and densely ionizing radiations), exponentially growing cells were irradiated in suspension in the standard nutrient medium, and the cell concentration was kept constant at 106 cells/ml. Detailed description of the irradiation setups, beam characteristics, and dosimetry was already provided [32]. In short, gamma irradiation (applied for comparison with heavy ions irradiation) was delivered via the 60Co therapy unit “Rokus-M” of the Dzhelepov Laboratory of Nuclear Problems, Joint Institute for Nuclear Research (JINR), Dubna, Russia. Accelerated heavy ion irradiations were performed with the isochronous cyclotron U400M of the Flerov Laboratory of Nuclear Reactions, JINR. Cell samples were irradiated at the radiobiological facility Genome-M. The homogeneity of the beam (95% at the biological sample) and the scattered ions (less than 1%) were monitored by five ionization chambers [33]. Cell samples were kept at minimum thickness (iunder 2 mm) and irradiated in the plateau region of the Bragg curve to guarantee uniform irradiation. Ion energies when entering and leaving the cell suspension were calculated using LISE++ software [34], and LET within the sample was estimated using SRIM software [35] as the weighted average over the sample. Three different types of ions were used in this work: 11B, 18O, and 20Ne irradiation parameter details in Table 1.
TABLE 1 | Irradiation parameters
[image: Table 1]Mutation Assay and Mutant Subclone Isolation
Work procedures with cells after irradiation have been explained in detail previously [32]. The whole experimental procedure is summarized in Figure 1. Briefly, cells were detached from the irradiation cylinders within 30 min after irradiation, pooled by absorbed dose, and seeded at appropriate concentrations in a standard cultivation medium in order for the mutations to be expressed (to Recultivation 0 in Figure 1). After reaching confluence of about 80–90%, part of the cells was used for recultivation under the same conditions, prolonging the time after irradiation for expression of mutations (expression time, ET). Other part of the cells was used for the HPRT mutation assay using the 6-thioguanine (6-TG; Sigma-Aldrich, A4882) selection agent. After 10–12 days of growth, random mutant colony was isolated from each flask carefully not to be contaminated with other colonies. These isolated HPRT mutant subclones were cultured and later used for DNA extraction and following procedures. Mutant subclones were isolated approximately every third recultivation (with higher frequency at the beginning) for up to 40 days after exposure (usually 12 recultivations). Nonirradiated cells were treated in the same manner to determine the levels of spontaneous mutants (SM) during the whole investigated period.
[image: Figure 1]FIGURE 1 | Scheme of the general experimental procedure after irradiation. In gray–methods and assays not directly covered by this work. R, recultivation; ET, expression time; M.A., mutation assay (6-thioguanine); S.A., survival assay; COL, isolation of individual mutant colonies + cell multiplication for use in other assays; DNA, analysis of DNA (isolation, concentration measurements, PCR amplifications, gel electrophoresis analysis, and evaluation); CH.A, chromosome aberration assay.
Hypoxanthine–Guanine Phosphoribosyltransferase Gene Structural Analysis
The cultured HPRT mutant subclones had their DNA isolated (not less than 106 cells per sample) using the DNK-EXTRAN-1 (Syntol, EX-509-100) kit. The DNA concentration was measured utilizing fluorescent double-stranded DNA selective Qubit dsDNA BR Assay Kit (Thermo Fisher, Q32853) on Qubit 2.0 Fluorometer (Thermo Fisher, Q32866).
Our structural analysis of the HPRT gene was based on the presence/absence of the exons. The HPRT gene consists of nine exons, and as a whole, it was sequenced by Rossiter et al. [36]. Each of the exons was amplified individually with the exception of exons 7 and 8 that are spatially close to each other and were amplified together as one amplicon. Schematic diagram of the exons, amplicons, and their sizes used in this work can be seen in Figure 2.
[image: Figure 2]FIGURE 2 | Diagram of the HPRT gene in V79 Chinese hamster cells with its exons and amplicons used in this study.
Used primers were based mainly on studies by Rossiter et al. [36] and Xu et al. [37] with the exception of the primers for exon 1 that were created de novo to comply with our PCR conditions. All the used primers for HPRT gene can be seen in Table 2, together with elongation factor two gene (EF) serving as control of the correctly performed PCR (all of the primers were assembled by the company Syntol). We used the approach where there is separate reaction for each exon (pair of primers). Each of the PCR tubes contained 40% of PCR mix (Syntol, M-439) with EVA Green intercalating fluorescent dye, each of the primers in concentration of 400 nM, DNA at 4 ng/μL of DNA, and deionized water up to the total volume of 25 μL.
TABLE 2 | Oligonucleotide primers for the HPRT gene exons used in this study.
[image: Table 2]PCR amplification was carried out in CFX96 Touch Real-Time PCR detection system (Bio-Rad, 1855195) with the usual five steps. Initial denaturation at 95°C for 180 s was followed by 35 cycles of annealing at 60°C for 45 s, elongation at 72°C for 30 s, and denaturation at 95°C for 20 s, with a final elongation at 72°C for 300 s. Afterward, a melting procedure was run; temperature was continually rising from 65 to 95°C in 0.4°C steps, with the “waiting time” of 5 s at each temperature point. Due to this approach, the fluorescent signal gives the information of presence/absence of the particular exon. Usually, this result was also confirmed on gel electrophoresis using 2% agarose gel (Helicon, AM-O710–0.5) dissolved in TAE buffer (Tris Acetate-EDTA buffer; 25x; PanEco, El040). Voltage was set to 5 V/cm of the distance between electrodes, and the power was turned on for 1 h at room temperature. The gel was stained with SYBR Safe (10,000x; Thermo Fisher, S33102) and documented on Gel Doc EZ (Bio-Rad, 170-8270).
Data Analysis
Our results, obtained by analyzing the samples for the presence or absence of the nine exons forming the HPRT gene, follow the Bernoulli distribution, where the variance can be calculated as
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where p is the probability of samples having the deletion, and q is the probability of samples not having the deletion. Therefore, the standard error of the mean is
[image: image]
Important part of this article builds on our previous work [32]. Results from HPRT gene structural analysis are compared to the results of HPRT mutant induction with the same type of radiation. Different levels of induced mutants are described by mutant fraction (MF) that can be calculated as
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where αM is the number of mutant colonies counted during mutation assay, βM is the number of cells seeded for the mutation assay, S is the cloning efficiency, αS is the number of colonies counted during survival assay, and βS is the number of cells seeded for the survival assay.
Calculations, mathematical operations, and data plotting were performed on the data in Microsoft Office 365 Excel and in SigmaPlot (v. 12.5, Sysat Software, Inc.).
RESULTS
Induced Deletions in Dependence on Linear Energy Transfer of the Used Radiations
In the course of our experiments, DNA of over 1,200 unique HPRT mutants (irradiation induced and spontaneous) originating in a single cell was isolated and analyzed for HPRT gene exon deletions. Three main categories were distinguished (in accordance with the usual methodology): partial deletion, PD—with deletion of one to eight exons; total deletions, TD—with all nine exons deleted; and no deletions—no change in the HPRT structure observed.
Figure 3A shows a summarizing graph of all the samples analyzed with any deletion (partial or total) in relation to the ionizing radiation (IR) used for induction of mutations (error bars represent standard error of the mean of Bernoulli distribution). In order to see the general effect of used radiation, the doses and time points investigated, for a particular radiation, were averaged. The IR are ordered by increasing LET—from 0.23 keV/μm of gamma radiation [38] up to 136 keV/μm of Ne ions (details in Table 1). All of the radiation-induced mutants contained higher number of observable larger deletions than in the case of spontaneous mutants (SM; 10 ± 3.1%). It can be seen that, in general, the higher the LET, the higher the number of deletions (see also Table 3).
[image: Figure 3]FIGURE 3 | Distribution of deletions in HPRT gene for all samples (average of all the doses and time points assayed). (A) All deletions scored, (B) partial deletions, and (C) total deletions; SM, spontaneous mutants. Error bars represent standard error of the mean.
TABLE 3 | Results of the HPRT gene structural analysis.
[image: Table 3]Figure 3B shows increase in the number of partial deletions with increasing LET of the incident radiation. Highest value, 36.3 ± 3.14%, was reached after irradiation with neon ions (LET ∼136 keV/μm), which is about eight times higher than that at SM (4.4 ± 2.1%). Analysis of the total deletions, where the whole HPRT gene was missing, shows a surprising phenomenon: increase in the number of total deletions with LET was observed up to oxygen ions (LET ∼115 keV/μm) followed by a sharp decrease at 20Ne ions (Figure 3C). The number of total deletions after irradiation with neon was extraordinarily low—only 4 out of 234 samples (1.7 ± 0.85%) had all the exons missing, which is lower than that at spontaneous mutants with 5.5 ± 2.4% of total deletions.
Deletions in Dependence on Expression Time
The mutant subclones for structural analysis of HPRT gene were collected in various times after irradiation (up to about 40 days since exposure) to see how the composition of deletions is changing during normal recultivation. No clear dependence on dose was observed, and the data points in Figure 4 represent the average of doses used with the specific type of radiation (details in Table 1). The gamma-irradiated samples (508 analyzed samples) for structural analysis were taken in the interval of expression times: 3–39 days. It can be seen in Figure 4A that the maximum of total deletions is reached soon after irradiation (about 6 days) followed by continuous decrease to the levels of spontaneous mutants. On the other hand, partial deletions are at their maximum cca 22 days after exposure and are only coming close to the background levels after around 40 days of cultivation. The data were also compared to our previous results focusing on the induction of mutations [32]. The mutant fraction (MF) is the ratio of the number of counted mutant colonies and the number of cells seeded, normalized to their cloning efficiency (details in Chapter: Data Analysis). Figure 4A shows this comparison of the averaged mutant fraction (MF) induced by gamma radiation at similar ET as in the case of the analysis of deletions. MF is monotonously declining from its maximum at the beginning, reaching SM levels around 20 days after. The survival of cells (their cloning efficiency) was measured at prolonged expression times as well (every time when the cells were assayed for mutations in HPRT gene) in order to correctly estimate the MF. In general, the spread in cloning efficiency was found to be about 20–30%, which is fairly typical for clonogenic measurements in V79 cell culture, without any obvious dependence on dose or time after irradiation.
[image: Figure 4]FIGURE 4 | Dependences of fractions of partial and total deletions (average of used doses), and mutant fraction on expression time for HPRT mutants induced by (A) gamma radiation (60Co), (B)11B ions, (C)18O ions, and (D)20Ne ions. Dashed horizontal lines represent levels of spontaneous mutants: red line, partial deletions; green line, total deletions; black line, mutant fraction. The data points were connected to guide the eye. Data for mutant fraction were taken from our previous work [32]. Error bars represent standard error of the mean.
Partial deletions induced by boron ions (LET ∼49 keV/μm; 290 samples collected between 4 and 40 days after exposure), Figure 4B, are at their maximum in the first days after irradiation (4–7 days) with consequent decrease around 13 days, followed by second, local, maximum around 22 days after exposure before reaching the spontaneous mutants level at around 40 days. Initial rise in the number of TD is followed by decrease around 13–15 days after irradiation to the levels similar to SM. The MF is falling down continuously from its maximum shortly after irradiation, reaching background levels around 20–25 days postexposure and staying at this level.
In a tentative experiment with accelerated oxygen ions (178 samples), Figure 4C, around 72% of samples were isolated at the first time point after irradiation (5 days); therefore, the results from prolonged recultivation times have mainly informative character. The number of total deletions seems to be increasing toward 17 days since exposure, while PD stays at similar, slightly elevated, level. The estimated average of MF is peaking somewhere around 11 days after irradiation.
Extremely low levels of total deletions were observed during the whole observed period, between 4 and 38 days, after irradiation with neon ions, Figure 4D. Only 1.7% samples (4 out of 234) contained TD. On the other hand, partial deletions reached high levels (∼50%) within 9 days and remained there for approximately 8 days before decreasing. The average of PD stayed above the SM background even 38 days after irradiation.
Mutational Patterns
Mutational spectra of spontaneous as well as ionizing radiation-induced mutants (doses and time points pooled together) are depicted in Figure 5. Results of all SM samples (from all the experiments) show similar percentage of the particular missing exons from all the samples analyzed (between 5 and 9% of all the samples). Similar, uniform, distribution is found also at gamma-induced mutants; however, the absolute levels are higher ∼11–12%. Different character can be found after irradiation with boron and neon ions where particular exons exhibit significantly increased levels: exons 9 and 1 + 2 for 11B and 20Ne, respectively. Slightly elevated levels can be also seen after irradiation with oxygen ions at the first four exons.
[image: Figure 5]FIGURE 5 | Mutational spectra of HPRT spontaneous and ionizing radiation-induced mutants (doses and time points pooled together for each particular radiation) showing percentages of all the samples with particular missing exon.
Closer look at the specific mutant deletions induced by 2 Gy of boron and neon ions, Figure 6, reveals a general trend: after an initial increase in the number of mutants with the aforementioned distinctive deletions, their number decreases (with the exception in the case of boron irradiation at 24 days where the number of mutants increases before decreasing again; it will need to be investigated if it is an example of non-monotonic dependence or an outlying value). Around 40 days after irradiation, the mutants with missing exons 1 and 2, in the case of neon irradiation, are almost completely mitigated. In mutants induced by boron ions, the number of samples with missing exon 9 is still around 15% after about 40 days.
[image: Figure 6]FIGURE 6 | Distributions of the characteristic exons missing in HPRT mutants on expression time after irradiation by 2 Gy of 11B ions—exon 9 deletions and 20Ne ions—exons 1 and 2 deletions. Red dashed line represents partial deletions level of spontaneous mutants. Error bars represent standard error of the mean.
Non-contiguous Deletions
In the course of all the experiments, low number of noncontiguous deletions (NCD) was found—deletion of separate exons with a non-changed DNA between them [20, 28]. Their number is increasing with the LET of used radiation with the exception in irradiation with neon ions, Table 4; however, the number stays very low. Therefore, these results have so far been considered preliminary. No noncontiguous deletions were observed at spontaneous mutants.
TABLE 4 | Noncontiguous deletions.
[image: Table 4]DISCUSSION
The number of deletions (both partial and total deletions added together = larger structural deletions) was increasing with increasing LET of the incident ionizing radiation, Figure 3A. It suggests that higher density of energy depostion in the cell nucleus is more likely to cause larger structural changes. The rest of the mutants (e.g., 90% for spontaneous mutants) contained mutations not detectable by our technique, likely point or very small deletions. Another explanation is the breakage within the intron region of HPRT gene and translocation of exon/s [20, 39], which would be also amplified correctly on PCR.
Similar growing trend can be seen also in the case of partial deletions, Figure 3B. It is worth mentioning that many different results are reported in the literature. For example, Suzuki et al. observed decrease in the number of partial deletions with increasing LET of C-ion beams (39–230 keV/μm) in the human embryonic fibroblast-like cells [29], but in the case of Ne-ion beams (63–335 keV/μm), the number of mutants with partial deletions stayed practically the same [21]. Our findings coincide with the observations of Jostes et al. (X-rays and alpha particles of 222Rn and its decay products) [30], Bao et al. (same as Jostes et al.) [26], or Baumstark-Khan et al. [8] who, as one of the few, actually studied the effects of accelerated heavy ions instead of alpha particles. Baumstark-Khan et al. observed increase in the number of PD with LET up to 250–300 keV/μm of oxygen ions followed by decrease with even higher LET.
The distribution of total deletions reveals significantly different character of dependence: a non-monotonic progression with maximum at 115 keV/μm (18O), Figure 3C. Radiation with the highest LET (20Ne) causes the lowest number of total deletions. Minimum (or in fact zero) total deletions were reported with a high LET radiation several times. Suzuki et al. observed the number of total deletions to decrease after irradiation with Ne-ion beams from 65% down to 30% at LET ∼63 and 335 keV/μm, respectively [21], and also to fall to 0% after exposure to C-ion beams (LET ∼230 keV/μm) [29]. Similar results were reached also in the case of Ni ions [5]. The most likely explanation of such phenomenon lies in the different energy deposition by different ion species due to the largely different track structure as suggested by other authors as well [8, 21, 25, 29]. Plausible hypothesis is that large clusters of energy from high LET radiations absorbed by DNA are causing large-scale deletions, making the cells more prone to cell death [12]. Only the created, secondary, lower LET electrons would be responsible for the induction of mutations [29], which could be a part of the explanation why we see high number of PD, but almost no TD after irradiation with high LET neon ions. Moreover, the high energetic high LET radiation may induce deletions not only in the HPRT gene but also in other vital genes necessary for survival [11]. As a result, the cell would be either dead or in serious proliferation disadvantage, not capable of reproduction and creation of mutant colony and therefore would not be observed, isolated, and analyzed. The effect of radiation of different LET on clonogenic survival immediately after irradiation was found as expected (e.g., refs. 13 and 40)—decreasing survival with increasing LET of radiation. Nevertheless, direct mechanism behind this is not known and needs to be studied further.
To the authors’ knowledge, no studies have directly focused on the effects of expression time on the mutation spectra in HPRT mutants induced by different types of radiation. We have studied the structural alterations in the HPRT gene in prolonged times after exposure together with induction of mutations. The observations were made up to approximately 70–80 cell generations after irradiation. We did not observe a clear general dependence on dose in the applied dose intervals (see Table 1), with a few special cases which will be mentioned. Therefore, for comprehensible comparison and in accordance with other authors [8, 21, 29], results from all the doses used were averaged.
In the case of gamma radiation Figure 4A, one of the aforementioned special cases of dose effect was observed at samples irradiated with 7 Gy that lead to the highest addition to the number of total deletions. No clear correlation of TD to dose for the lower doses used and no obvious dose dependence in the case of partial deletions were observed. It indicates that after irradiation with sparsely ionizing radiation, there has to be multiple hits within the studied region in order to cause larger deletions, and with increasing dose, the chance for multiple hits increases. This is possibly due to the repair processes and DSB mis-rejoining. Similar to us, Park et al. observed increase in the number of TD (from 21 to 39%) with dose (1–4 Gy) after gamma irradiation (60Co) in primary human skin fibroblasts [22], or Schwartz et al. (from 11 to 39%) who irradiated CHO-K1 cells with gamma rays of 137Cs with doses 0.5–6 Gy [41]. Other authors saw only negligible difference in the number of TD or PD with increasing dose after low LET irradiation [8, 11, 14]. The total deletions reach their maximum in about 7 days after irradiation—there is some time needed for them to be “expressed.” After 40 days since irradiation, the number of TD has fallen down under the level of deletions typical for spontaneous mutants. Mutant fraction follows similar trend with the main difference that the background level is reached already in about 20 days post-exposure. It seems that mutants with the gamma-induced TD are struggling during proliferation and are overgrown by healthy cells. The maximum of PD reached at about 20 days indicates the complexity of the mechanism of creation and genetic stability of deletions.
After irradiation with boron ions, we witnessed very surprising situation. The dose of 0.5 Gy did not induce any structural mutations at any of the times after irradiation. We tested a significant number of samples (101), analyzed in the same manner as all the rest of the radiation-induced mutant subclones, but we did not see a single deletion. In fact, this irradiation with the lowest tested dose of 11B ions (LET ∼49 keV/μm) caused disappearance of partial and total deletions that are normally present in the spontaneous mutants (around 10% of all deletions). At the moment, we have no explanation why this type of exposure should lead to lesser number of exon deletions than SM—this phenomenon needs to be investigated further. Some similarities can be found between the progression of TD and MF induced by boron ions (Figure 4B): maximum of both dependencies is close to the beginning of observations, followed by a decrease with time, and reaching plateau around 15 and 20 days for TD and MF, respectively. For the rest of the observed time period, both values stay in proximity of the SM level. A highly non-monotonic course of dependences obtained after irradiation with oxygen ions, and the lack of data in prolonged ET, did not allow an objective evaluation of these relations, Figure 4C. In the case of neon ions (Figure 4D), the PD levels, to certain degree, correlate with the MF levels—after the maximum at 17 days post-exposure, both values fall down to the vicinity of spontaneous mutants. In this case, PD significantly predominates over TD. These dependences, Figures 4A–D, show the importance of studying the structural changes in different times after irradiation. If only one time after irradiation is chosen, some potential information might be lost and incorrect results drawn.
It seems that the mutant fraction dependence on ET possibly approximately correlates with the total deletion dependence in case of gamma rays (60Co; LET ∼0.23 keV/μm) and with the partial deletion dependence of 20Ne ions (LET ∼136 keV/μm). This difference in trends suggests a presence of LET threshold (perhaps, there can be found a weak correlation between MF and both PD and TD after boron ions with “intermediate” LET of 49 keV/μm). This threshold would then relate to the different types of ion beams used for irradiation and the tracks created by them in the cell nuclei. There are differences in energies (possibly connected to the induction and range of delta electrons), track core and penumbra sizes [42], and differences in energy deposition in general that can lead to clustering of number of damaged sites in a small volume of DNA [12]. Signs of similar threshold were also seen in our previous work [32] when studying LET dependence of the mutant fraction maximum position. Significant increase in the expression time of the MF maximum was observed at cells irradiated with very high LET radiations (e.g., neon ions), not after exposure to sparsely ionizing radiation. This may point to another piece of evidence of the different mechanism of action of sparsely ionizing and densely ionizing radiations.
It is possible to theorize that the emergence of TD maximum could be a consequence of the increased number of mutations (higher MF), the TD maximum seems to appear after the MF maximum. One of the hypothetical explanations could be that the increased number of TD reflects the cell repair mechanisms and processes needed to cope with high number of mutations, and one of them could be the complete excision of the HPRT gene. The potential logic behind it would be that completely missing HPRT gene would not trigger the salvage pathway processes for purine synthesis. In this manner, the cell would not waste any energy and resources on non-working (or only half-working) gene, and constructed the purines de novo which would be, in this case, beneficial, as hypothesized also by Krasavin et al. [43]. Govorun et al. speculated that similar process could lead to a decrease in chromosomal instability with an increase of LET [44]. However, the total HPRT gene deletions can be parts of much larger deletions [11] affecting other, possibly vital, genes as well, so the mechanisms might, and probably will, be more complex.
Subclones with total deletions of HPRT gene are being removed with time after irradiation, with the exception at the very beginning, while the mutations are still being formed. This trend can probably be branded as general (found after irradiation with all of the radiations used); the fraction of mutants with total deletions is decreasing with increasing time since exposure and achieving levels typical for SM. It is plausible that a proliferating disadvantage of cells without HPRT exon plays an important role here, and the cells with total deletions are slowly overgrown by other cells.
Our results show the possible long-term effects of radiation. As mentioned in the paragraph above, total deletions have fallen to the SM levels within our observation period. This is mostly true also for partial deletions with the exception in the case of 20Ne-induced mutants (radiation with the highest LET used ∼136 keV/μm), where the levels of PD stayed elevated even 38 days after irradiation. This points to the radiobiological uncertainties of high LET radiations. Translation of in vitro results to higher organisms (or humans) is, of course, difficult, but it shows the necessity to continue in the research of radiobiological effects of HZE ions that can be meaningful for future space travel as well as heavy ion radiation therapy.
Several studies confirmed that ionizing radiation may induce point as well as deleterious mutations in radiation-induced HPRT mutants [11, 23, 45]. As it has been shown, the type and quantity of structural changes depends on the used radiation type and its parameters as well as on time after irradiation, Figures 3, 4. Study of the particular exons deleted shows that in case of spontaneous mutants, deletion patterns were stable across all the experiments and times of cultivation tested. Similar spectra of spontaneous mutants—mostly no large deletions or distinctive patterns—were observed by other authors as well [8, 11, 22, 24, 46]. However, conflicting reports regarding the SM can be found-some studies observed higher levels of partial [25, 47] or total deletions [26]; for example, Kiefer et al. [39] show that in their case, the mutational spectra of spontaneous mutants were changing from experiment to experiment (total deletions ranging from 4 up to 52%).
The characteristic mutational spectra of boron and neon ions, in contrast to uniform spectra of SM or gamma radiation, indicate, once again, a varied interaction of ionizing radiation of different quality, Figure 5. It might be explained by the different mechanisms of action of sparsely ionizing radiation, where gamma radiation transfers energy in many rather low-energetic events, while heavy ions create a few highly ionized tracks through the cell nucleus. Therefore, the damage by gamma rays will likely be more homogeneous than that by the HZE ions—fluence of the used gamma radiation (60Co) is two and three orders of magnitude higher than in the case of boron and neon ions, respectively (Table 1). This way, it might be possible for the heavy ions to cause heterogenous damage only in part of the genome. This effect seems to be dependent on the density of ionizations induced by the different types of ionizing radiation [11]. The typical deletion in the exon 9 after boron irradiation was produced almost solely by the dose of 2 Gy. In the case of neon ions, the distinctive spectrum (missing exons 1 and 2) was observed after both doses 0.5 and 2 Gy (to higher extent for the higher dose). As seen also for other endpoints (such as cell killing and induction of mutations), LET is not the sole parameter governing the final radiation effect [4, 13, 48] and the differences in track structure of high energetic particles may considerably affect the quality of mutations [8]. Except for our data supporting this hypothesis, the difference in mutation spectra based on the type of radiation used was documented by other authors as well: for carbon and neon ions of similar LET values [21, 28]. Radiations with high LET deposit large amount of energy in a small volume of DNA creating clusters of locally highly damaged DNA [12]; combination of such cluster damage and spatial distribution of the observed genetic material can substantially influence the mutational patterns. Moreover, strand breaks may occur not only as a consequence of direct IR damage, but also due to repair processes that are started as a result of a base change or damage [39, 49]; therefore, the mutational spectra may vary depending on the prevailing repair mechanism as well. So far, oxygen irradiation remains an open question from this point of view, where the orientation spectrum is relatively constant. This will need to be verified by further experiments.
The elimination of specific structural deletions with time, Figure 6, and the fact that both doses of high LET radiation (20Ne) caused the same type of deletion suggest that the mutants containing them are not duplicating at the same rate as healthy cells and also that the mutations are not clonally replicating. These results support the hypothesis in our previous article, stating that the delayed mutations are being created de novo due to sublethal damage caused by radiation and as manifestation of radiation-induced genomic instability. Even though we cannot reject the possibility of distribution of some of the mutations by cloning during normal cell replication, our results advocate that it should not be the reason for delayed maxima of mutant fraction as observed after high LET irradiation [32].
Noncontiguous deletions were found in all radiation-induced mutants. In general, their numbers were low—maximum of 2,8% in the case of irradiation with oxygen ions, Table 4. It has been mentioned that this type of deletions is also not induced by sparsely ionizing radiation (e.g., X-ray or gamma rays) [20, 21, 39]. We were able to detect one mutant with such a pattern after 60Co irradiation; however, the sample size was 508 gamma samples, which represents approximately 0.2%. It is therefore possible to find this type of deletion even after gamma irradiation, but the chances are at the level of error in measurement. Some authors consider the noncontiguous deletions as signature of high LET radiations [20, 39]. Due to the extremely low occurrence (even after HZE ion irradiation), and due to the fact that some studies did not observe any NCDs (e.g., 11), we do not consider the noncontiguous deletions as an usable tool for recognizing exposure to densely ionizing radiations.
CONCLUSION
It was shown that the fraction of exon partial deletions in HPRT gene was increasing with LET of the used radiation in the tested range from 0.23 keV/μm of gamma radiation to 136 keV/μm of 20Ne ions. Similarly, the total deletions were increasing with LET, with the exception at the highest LET radiation. It was suggested that total deletions are possibly the consequence of increased number of mutations and/or repair processes that are taking place at the same time. The number of mutants with TD is generally decreasing with expression time, reaching levels typical for SM maximally in about 30 days in all experiments—possibly due to their proliferative disadvantage. It has been shown how the proportions of deletions are changing in time after irradiation. This time dependence must be kept in mind if observed only in a single time point. Correlation between the MF dependence on ET and TD was found for sparsely ionizing radiation, while in the case of high LET neon ions, the MF correlated with PD. Distinctive mutational patterns were created by high LET radiations, contrary to sparsely ionizing radiation. We hypothesize that these LET effects are linked with differences in the tracks created by heavy ions and the spatial energy deposition within them. This could, as consequence, induce clustered DNA damage with various degrees of complexity. Lesions with different complexity may be repaired with different efficiency and also by different repair processes. Future research will be necessary to clarify the exact mechanisms behind the observed phenomena. It would be fruitful to test various heavy ions (in a wide interval of doses) and up to higher LET values.
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We present commissioning and validation of Fred, a graphical processing unit (GPU)–accelerated Monte Carlo code, for two proton beam therapy facilities of different beam line design: CCB (Krakow, IBA) and EMORY (Atlanta, Varian). We followed clinical acceptance tests required to approve the certified treatment planning system for clinical use. We implemented an automated and efficient procedure to build a parameter library characterizing the clinical proton pencil beam. Beam energy, energy spread, lateral propagation model, and a dosimetric calibration factor were parametrized based on measurements performed during the facility start-up. The Fred beam model was validated against commissioning and supplementary measurements performed with and without range shifter. We obtained 1) submillimeter agreement of Bragg peak shapes in water and lateral beam profiles in air and slab phantoms, 2) [image: image] dose agreement for spread out Bragg peaks of different ranges, 3) average gamma index (2%/2 mm) passing rate of [image: image] for [image: image] patient verification measurements using a two-dimensional array of ionization chambers, and 4) gamma index passing rate of [image: image] for three-dimensional dose distributions computed with Fred and measured with an array of ionization chambers behind an anthropomorphic phantom. The results of example treatment planning study on [image: image] patients demonstrated that Fred simulations in computed tomography enable an accurate prediction of dose distribution in patient and application of Fred as second patient quality assurance tool. Computation of a patient treatment in a CT using [image: image] protons per pencil beam took on average 2′30 min with a tracking rate of 2.9[image: image][image: image][image: image]. Fred was successfully commissioned and validated against the clinical beam model, showing that it could potentially be used in clinical routine. Thanks to high computational performance due to GPU acceleration and an automated beam model implementation method, the application of Fred is now possible for research or quality assurance purposes in most of the proton facilities.
Keywords: Monte Carlo, treatment planning, GPU, radiation therapy, proton theraphy, dosimetry, commissioning, beam modelling
1 INTRODUCTION
In proton radiation therapy, Monte Carlo (MC) methods offer more accurate modeling of proton interactions with heterogeneous media and improve dose calculation accuracy in complex geometries with respect to analytical pencil beam algorithms [1–4]. The application of MC algorithms in treatment planning can eventually lead to a reduction in the target volume safety margins by about 2% and more accurate prediction of the treatment outcomes [5]. The state-of-the-art commercial proton beam therapy (PBT) treatment planning systems (TPS) employ MC methods for treatment plan optimization and dose calculation [6, 7], but they are still not the standard treatment planning tools in all clinically operating PBT facilities. Many proton facilities still use analytical pencil beam algorithms of limited accuracy in heterogeneous media. Also, the time performance of the MC-based TPS remains to be an issue, especially when applying robust optimization algorithms that require computing several dose distributions for one computed tomography (CT) image or in treatments of moving targets where 4D-CT consisting of a series of CT images of several motion phases of one patient are employed in treatment plan optimization [8]. In addition, proton radiation therapy quality assurance (QA) procedures are time consuming and require manpower for experimental measurements of dose distributions in phantoms, typically performed at a few depths in water for each treatment field. In fact, time needed for patient QA could be dedicated for the actual patient treatment. Therefore, reduction in the number of measurements is widely discussed among medical physicists [9–14]. Supplementing or replacing patient QA measurements with dose distribution recalculation using a second, independent, dose-calculation engines can be beneficial for PBT facilities.
In several PBT facilities, general purpose MC simulation toolkits, such as: FLUKA [15], Geant4 [16, 17], or Shield-HIT [18] as well as more user-friendly environments built on Geant4 like GATE/GATE-RTion [19–21] and TOPAS [22, 23], are used to support research activities and/or simulations for patient QA. The clinical application of general purpose MC tools is limited, mainly due to the time required to recalculate a complete plan ranging from tens of minutes to even a few hours. For this reason, the parallelization of the particle tracking on several central processing units (CPU) or general purpose graphical processing units (GPU) is of interest for radiotherapy. The PBT-dedicated GPU-based MC code gPMC implemented by Jia et al. [24] was further developed [25] and validated using clinical patient data [26]. Following the gPMC development, Wan Chen Tseung and colleagues presented a high-performance GPU-accelerated MC code, which is used for routine clinical QA and as the dose calculation engine in a clinical MC-based Intensity Modulated Proton Therapy (IMPT) treatment planning system [27]. Recently, an analytical pencil beam algorithm, the FRoG platform, was implemented on GPU for clinical investigations with different ion types [28, 29].
The commissioning and validation of the independent, MC-based dose calculation engine for research or patient QA purposes is a time-consuming process that requires knowledgeable and experienced manpower. Only recently, standards for beam modeling and beam model commissioning for MC dose calculation–based radiation therapy treatment planning were proposed [30]. The experimental characterization of the proton beam properties (longitudinal and lateral profiles as well as dosimetric calibration) as a function of primary beam energy is facility dependent because different PBT centers use different accelerators, measurement methods, and TPS. The complete implementation of passive and active beam delivery nozzle geometry was described by Paganetti et al. [1] for cyclotron-based facilities and by Parodi et al. [31] for synchrotron-based facilities. However, it was suggested later that for MC dose calculation purposes, defining the beam model following the clinical commissioning procedure and avoiding detailed simulations of the beam nozzle geometry is possible with a precision that is sufficient for clinical application [10, 32, 33].
This article reports on commissioning of the GPU-accelerated MC code Fred [34] and its validation at two cyclotron-based proton beam therapy facilities of different beam line design: Varian ProBeam in Atlanta, GA (United States), and IBA Protheus C-235 in Krakow (Poland). The software toolkit Fred (Fast paRticle thErapy Dose evaluator) [34] was developed at the University of Rome for parallelized proton beam transport simulations in heterogeneous geometry defined by the patient CT. We describe in detail Fred commissioning steps, that is, automated characterization of the beam model that describes the proton beam used for patient treatment and follows the clinical QA procedures. Finally, we validated our commissioning procedure using the optimized beam models. We simulated dose distributions in Fred and compared the results with verification measurements performed in homogeneous and heterogeneous phantoms with and without range shifters as suggested by Winterhalter et al. [35]. Such extensive experimental validation of Fred accuracy and time performance has been never reported before. To increase the confidence of the reader about the accuracy of Fred simulations, selected results were also compared with clinical TPS simulations. Eventually, we evaluated clinical cases of patient treatment plans to demonstrate the clinical applicability of Fred.
2 MATERIALS AND METHODS
2.1 GPU–Accelerated Monte Carlo Code Fred
The great benefit of Fred with respect to general purpose MC codes is its computation performance achievable on a variety of different hardware without compromising the dose computation accuracy. The typical tracking rates range from 10–100 thousand protons per second using a single CPU to about million particles per second using GPU cards. Fred is equipped with an interface to convert phantom/patient geometries stored in DICOM CT images to a voxelized geometry of the patient containing the atomic tissue composition using a conversion table based on stoichiometric calibration [36]. In addition to patient geometry, user-defined geometries of specific material composition can be included enabling simulations of proton transport in passive elements like range shifter.
The physical interaction models implemented in Fred are trimmed down with respect to general purpose MC codes, such as Geant4/FLUKA within the regime that is relevant for particle therapy, in order to speed up the execution time without compromising the accuracy of dose-deposition calculations. In particular, the physics processes contributing to the dose deposited by protons in patient tissue, that is, mean energy loss, energy fluctuations, nuclear elastic and inelastic interactions with target nuclei as well as the trajectory deflection via a multiple Coulomb scattering, are implemented in Fred [34]. Moreover, Fred offers linear energy transfer (LET) and relative biological effectiveness (RBE)–weighted dose calculations by means of different RBE models, providing further information, which is not available in the state-of-the-art commercial TPS. The LET and RBE computations in Fred are out of the scope of this study.
2.2 Commissioning Measurements and Fred Simulations
Fred commissioning was performed for one gantry room of two PBT facilities of different beam line design equipped with scanned proton beams that are in clinical operation since 2016 and 2018, respectively. Krakow facility is an IBA design based on Proteus C-235 cyclotron equipped with two rotational gantries, an eye treatment room and an experimental hall. The TPS Eclipse from Varian, version 13.6, is used for treatment planning in CCB. It uses analytical proton convolution superposition (PCS) algorithm for the dose calculation and optimization [37]. EMORY PBT center in Atlanta is a ProBeam system designed by Varian and equipped with three rotational gantries and two horizontal beam lines. The TPS RayStation from RaySearch laboratories, version 8A, equipped with MC dose algorithm is used for treatment planning in EMORY [7]. The properties of proton beams and the measurement methods used for the acquisition of clinical beam model commissioning data at both facilities are listed in Table 1.
TABLE 1 | Selected properties of CCB and EMORY PBT centers and measurement methods used for the proton beam model commissioning.
[image: Table 1]The commissioning measurements that include depth dose distribution measurements in water phantom, measurements of the lateral profiles (without range shifter) in air, and absolute dose measurements in a water phantom were used to build parameter libraries characterizing the Fred beam model for Krakow and Atlanta facilities. The water phantom and in-air setup used for commissioning measurements are schematically illustrated in Figures 1 A and B respectively. The figure indicates how the proton beam is transported from the nozzle toward the detector/phantom. During irradiation, the beam is deflected vertically and horizontally by scanning magnets and crosses a position sensitive ionization chamber (IC23), which is used for beam lateral position and size measurement. The procedure of the commissioning data acquisition is not described here in detail as it is out of the scope of this article.
[image: Figure 1]FIGURE 1 | Experimental and simulation setups for water phantom (A), in-air scintillating screen measurements (B), and measurements in a solid water slab phantom (C). On the left, beam nozzle elements (scanning magnets and position sensitive beam monitor (BM) chambers), not taken into account in MC simulations, are shown (gray scale). In MC simulations, the primaries are generated in Monte Carlo virtual source and transported through range shifter (RS) to phantoms/detectors (blue). The figure is not to scale.
The Fred simulation setup mimics the commissioning measurements setup shown in Figures 1 A and B. The virtual beam source is located at the position of the scanning magnet located closer to the isocenter because at this position, the deflection of the beam in both X and Y directions is defined. The different position of the X and Y scanning magnets is taken into account, while calculating the direction of a single pencil beam. The beam propagation in the IC23 is omitted in the simulations and is taken into account by adjusting beam source parameters, in such a way that the beam size fits the results of beam size measurements in air performed with scintillating screen (Lynx). The proton beam was propagated without and with range shifter. Fred simulations in water were performed in 40 [image: image] 40 [image: image] 40 [image: image] virtual phantoms of 1 [image: image] 1 [image: image] 1 [image: image] voxel size (Figure 1A). The ionization potential of water was set to 80 eV [38]. Fred simulations of the in-air setup used for beam model validation were performed in a virtual air phantom. The total time of Fred MC simulations includes tracking time, time needed for memory allocation, and the file writing. The tracking rate of simulation is given as the number of protons tracked per second ([image: image]).
2.3 Beam Model Parameters
The beam model parameters characterize longitudinal and lateral pencil beam profiles as well as dosimetric calibration. Two parameters, energy (E) and energy spread (Eσ), characterize proton pencil beam depth dose distribution (longitudinal) profile. One further parameter, monitor units (MU) to the number of particles conversion factor ([image: image]), characterizes integral dose distribution (IDD) dosimetrically, by means of dose measurement at 2 cm depth, following TPS commissioning protocol and other references [37, 39, 40]. The lateral propagation of the proton pencil beam can be characterized by a quadratic model by means of modeling beam emittance or bilinear model by defining virtual point source. In fact, the bilinear model is an approximation of a quadratic model in a limited range. The virtual point source approach can be applied when the waist of the quadratic function of emittance model is far enough from the isocenter to approximate lateral beam propagation behind the nozzle exit by a bilinear function. Fred is capable of handling lateral beam propagation using both virtual point source or emittance approaches.
For characterizing the lateral propagation, the lateral beam profiles measured during facility commissioning in air at different Z positions (cf. Figure 1B) were fitted using the Gaussian fit, and its σ(z) was calculated. Additionally, the σ(z) measured with the beam monitor chambers in the nozzle can be used [41]. This improves the quality of the lateral beam propagation modeling, especially in cases where the waist of the beam is located between the nozzle and the first measured point in air. Fitting σ(z) to commissioning data from both facilities at different distances from the isocenter using bilinear and quadratic functions indicated that the emittance model is appropriate for Krakow facility, whereas the virtual point source model can be used for EMORY.
For characterizing the beam lateral propagation in Krakow, six emittance model parameters ([image: image]), three in X direction and three in Y direction, were used. The Twiss parameters [image: image] were obtained according to the following formula [42]:
[image: image]
where the emittance ϵ corresponds to the area in the X/Y position–velocity phase space and is assumed to be constant over the beam propagation in air. The Twiss parameter α is related to the focusing/defocusing of the beam, whereas β characterizes the length over which the beam changes its transverse shape.
For characterizing the beam lateral propagation in Atlanta, four parameters, two in X direction and two in Y direction, specific for a bilinear approximation were used. The parameters were obtained according to the following formula:
[image: image]
where the S is the function slope and corresponds to the rate of the spot size variation and [image: image] stands for virtual source distance and corresponds to the distance from the virtual source to the isocenter. Note that for both approaches, virtual point source and emittance model of lateral beam propagation, particles are transported starting from the position of the scanning magnets regardless of the position the emittance waist and [image: image].
For TPS exploiting analytical pencil beam algorithm, the emittance model is defined for configurations with and without range shifter, whereas in MC-based TPS and in Fred, only the configuration without range shifter is defined, and proton transport in range shifter is simulated according to its model parameters (material composition, density, physical thickness).
2.4 Generation of Beam Model Parameter Library
We implemented a set of software tools that calculate beam model parameters in three automated steps (see Figure 2). The beam model parameter libraries were generated in the entire proton beam energy range in 10 MeV steps (Table 1) for both facilities. Figure 2 schematically illustrates how the Fred MC commissioning procedure uses the facility commissioning measurements as the input to obtain beam model parameters per nominal energy, that is, beam energy E, energy spread Eσ, MU scaling factor [image: image], and six emittance or four virtual point source parameters. The procedure is automated and does not require any interaction with the user, except preparation of the measurement data. Fred simulations of single pencil beams were performed using [image: image] primary protons.
[image: Figure 2]FIGURE 2 | A flow chart illustrating Fred commissioning and validation steps. Simulations steps benefiting from GPU-accelerated MC simulations are indicated (GPU).
Step 1. In the first step (Figure 2: Step 1), the emittance or virtual point source model (Eqs 1 and 2) was fitted to the measured beam spot size ([image: image]) as a function of the position along the beam (see Section 2.3). For Krakow beam model, in addition to the beam size measurements performed with Lynx (pixel size 0.5 [image: image] 0.5 [image: image]), the beam size measurements performed during irradiation with IC23 (resolution 5 mm in [image: image] directions) installed close to the nozzle exit were used to fit the emittance model (see Section 2.3). In this way, emittance model parameters ([image: image]) or virtual point source parameters (S, [image: image]) were obtained for X and Y directions and each energy.
Step 2. In the second step (Figure 2: Step 2), beam energy (E) and energy spread (Eσ) were obtained. The measured and simulated IDD profiles were fitted using a formalism proposed by Bortfeld [43, 44]. Using the fit and semiempirical relations proposed by Bortfeld [43], the initial energy and energy spread of protons producing an IDD distribution were computed. The Bragg peak range ([image: image]) defined as 80% of the maximal value at the distal falloff and the Bragg peak full width at half maximum (FWHM) were numerically calculated from the fitted curve. The E, Eσ, [image: image], and FWHM parameters were calculated for experimental data and each Fred simulation. An automated iterative optimization procedure was developed to find such E and Eσ values in Fred, which minimize the absolute difference of Bragg peak range ([image: image]) and FWHM ([image: image]) between simulation and measurement. The dependence of [image: image] and [image: image] on E and Eσ is a continuous function with a single global minimum. The optimization procedure was implemented in Python exploiting the Nelder–Mead simplex algorithm [45]. The initial guess of energy and energy spread was estimated from the Bortfeld curve fitted to measured data. Each consecutive step of the optimization algorithm included the following: 1) new simulation of a depth dose distribution in water with energy and energy spread computed by the optimization algorithm, 2) Bortfeld curve fit and estimation of [image: image] and FWHM for the simulated curve, and 3) estimation of [image: image] and [image: image] comparing measurement and new simulation. The Fred beam energy (E) and energy spread (Eσ) are considered optimal when [image: image] and [image: image] are less than or equal to 0.05 mm.
Step 3. In the third step (Figure 2: Step 3), the dosimetric calibration from TPS MU to the number of particles (SF[image: image]) was obtained for each nominal energy, mimicking the measurement setup. For this purpose, a monoenergetic 10 [image: image] 10 [image: image] field in water was simulated with spot spacing 2.5 mm, 1 MU per spot and unitary MU scaling factor. The dose in the uniform field center at 2 cm depth in water, [image: image], was derived from the simulation. The MU scaling factor ([image: image]) was obtained as the ratio between [image: image] obtained from commissioning measurement and Fred MC simulation.
The output of the characterization procedure is a list of beam model parameters per nominal energy and is stored in a text file. We developed a software tool that converts clinical TPS treatment plan into Fred input files using the beam model library (cf. Figure 2: Conversion and calculation of treatment plans). The parameters in between nominal energies are linearly interpolated, mimicking the procedures applied by TPS and beam line control system.
2.5 Validation in Homogeneous Media
This section describes how the beam model library was validated by comparing Fred simulations with measurements performed at each facility. We compared 1) lateral propagation of proton pencil beams, 2) treatment plans of dose cubes, and 3) patient QA treatment plans. The beam model validation steps are schematically illustrated in Figure 2 (lower row). The treatment plans were exported from TPS and converted from DICOM to Fred input file format. The QA treatment plans were simulated in Fred using [image: image] protons per pencil beam. After simulation, the dose from each spot was scaled to the actual number of particles optimized in the treatment plan using dosimetric calibration ([image: image]). This approach warranties the same statistical precision of calculation of dose delivered by each pencil beam, regardless of its weight in the treatment plan.
Lateral propagation of proton pencil beams. The measurements of lateral profiles of proton pencil beams at 100, 150, and 200 MeV were performed using the Lynx scintillating screen (IBA Dosimetry) in air for CCB and EMORY [46] at five positions behind the range shifter. The beam lateral profiles in solid phantoms were measured with Lynx in RW3 slab phantom for beam energies 100, 150, and 200 MeV at CCB and in PMMA slab phantom for beam energies 130, 180, and 240 MeV at EMORY.
Fred simulations for pencil beams were performed at the corresponding positions behind the range shifter in air and in solid phantoms. The transverse shape of the beam in X and Y directions was fitted with a single Gaussian fit, and the σ obtained from measurements and simulations were compared.
Spread Out Bragg Peak (SOBP). The longitudinal profiles of dose cubes (SOBPs) were measured 1) at CCB using a dosimetrically calibrated plane-parallel Markus chamber placed in a water phantom (sensitive volume 0.055 [image: image]) with variable 0.1‐1 cm step length and 2) at EMORY using the Zebra detector (IBA Dosimetry) without dosimetric calibration. The QA treatment plans of dose cubes were optimized in clinical TPS aiming at achieving homogeneous biological dose of 1 Gy (RBE) and 4 Gy (RBE) at CCB and EMORY, respectively. All cubes had a lateral size of 10 [image: image] 10 [image: image]. At CCB, dose cubes of 5 cm length (modulation) and variable range of 10, 15, 20, 25, and 30 cm without range shifter were optimized and evaluated. At EMORY, dose cubes of 10 cm length (modulation) and constant range of 15 cm without and with three range shifters of different thickness were investigated. For each measurement, the isocenter position in water was in the middle of SOBP, causing that the measurements were performed with air gaps ranging from 5 to 32 cm for EMORY and from 11.2 to 29.4 cm for CCB. Simulations of the SOBP plans were performed in a virtual water phantom. The measured SOBP dose profiles were compared with the profile extracted from three-dimensional (3D) dose calculation obtained from Fred MC simulations. Absolute dose comparison was performed for Markus chamber measurements conducted at CCB, whereas relative dose comparison was performed for Zebra measurements conducted at EMORY.
Patient QA. To evaluate the accuracy of Fred simulations, patient QA treatment plans were simulated in a virtual water phantom and compared with patient QA measurements routinely performed in the clinic. The comparison of TPS vs. measurement is also shown.
In CCB and EMORY, the MatriXX PT (IBA Dosimetry) is currently in use for patient QA [47]. MatriXX is a two-dimensional (2D) array of 1020 plane-parallel ionization chambers of 4 mm diameter arranged in a 32 [image: image] 32 grid with the distance between chambers of 7.62 mm. In both facilities, the MatriXX detector was calibrated to dose in water according to protocol proposed by the manufacturer. Patient QA measurements are typically performed at 3-5 depths at CCB and at 1-3 depths at EMORY. The measurement depths are selected by a medical physicist during the QA preparation process for each patient individually, to cover the entire treatment field. For EMORY, the air gap ranges from 5 to 22 cm, whereas for CCB, it ranges from 21.7 to 27.7 cm. The patient QA treatment plans of 74 patients (1077 measured layers, 967 without and 110 with range shifter) treated in Krakow and 13 patients (56 measured layers) treated in EMORY were evaluated. The dose distributions obtained from TPS and Fred calculations were compared to measured data by means of dose profile and gamma index (GI) analysis [48]. GI calculation tools implemented in PyMedPhys Python package [49] were used for evaluation. The 3D GI test (2 mm distance-to-agreement and 2% of local dose difference criteria, with the dose cutoff at 2% of the maximum dose) was used to compare 2D slice of dose field measurement (reference) with 3D Fred dose distribution calculation (evaluation).
2.6 Validation in Heterogeneous Media
The end-to-end experimental validation of Fred physics models, beam model, and CT calibration using a heterogeneous CIRS head-and-neck phantom (model 731-HN) [50] was performed in Krakow. The experimental setup is shown in Figure 3. The CIRS phantom consists of five materials equivalent to the following tissues/organs: brain, bone, larynx, trachea, sinus, teeth, and nasal cavities. One half of the phantom consists of single piece, and the other is sliced into three segments as shown in Figure 3A. The CIRS phantom was positioned in the treatment room using orthogonal X-ray imaging system and the phantom CT scan, following the clinical patient positioning procedure applied in Krakow. The irradiation plans of 10 [image: image] 10 [image: image] monoenergetic fields at nominal energies 100, 150, and 200 MeV were prepared in clinical TPS with and without range shifter. The dose distribution downstream from the CIRS phantom was measured using the MatriXX detector placed in the DigiPhant water phantom (IBA Dosimetry, see Section 2.5). Data were acquired in 5 mm water-equivalent steps yielding 3D dose distribution with lateral resolution of 7.62 mm and longitudinal resolution of 5 mm. Dose distributions were measured behind half CIRS head in water for nominal energies 150 and 200 MeV (cf. Figure 3B). The dose distribution was measured behind 1/6 slice of CIRS head in water-equivalent RW3 slab phantom using 100 MeV proton beam (IBA Dosimetry; cf. Figure 3C) because 100 MeV protons have insufficient range to traverse the half-head phantom to acquire dose distribution in water using MatriXX (with and without range shifter).
[image: Figure 3]FIGURE 3 | Schematic illustration of CIRS phantom (A) and setup used for experiment and Fred MC simulations (B, C). (A) CIRS head phantom sliced into one-piece half-head and the other half sliced further into three segments; (B) setup with half-head CIRS and MatriXX detector placed in water phantom; (C) setup with one slice of CIRS and MatriXX detector placed between water-equivalent RW3 solid phantom. Setup (B) was irradiated with monoenergetic field at nominal proton beam energy 150 and 200 MeV, whereas setup (C) at 100 MeV, all with and without range shifter.
The measurements were compared to Fred simulations of the experimental setup performed in the CT image of the CIRS and water phantoms. The CT image of CIRS phantom was acquired using the CT scanner (Siemens SOMATOM) calibrated for treatment planning in Krakow. The comparison of measured and simulated 3D dose distributions was performed using a 3D GI method.
2.7 Patient Data
A retrospective patient study was performed to investigate time performance of Fred as an independent, MC-based, proton dose computation tool and demonstrate its applicability for patient QA in the clinic. For this purpose, we referred our results to the TPS computations.
The 122 treatment plans (including boost plans) of 90 head and neck as well as brain patients treated at CCB from 2016 to 2018 and an example treatment plan of a patient treated in EMORY in 2019 [7] were simulated in Fred on CT geometries. The clinical CT images were sampled down to 1.5 [image: image] 1.5 [image: image] 1.5 [image: image] voxel size. The facility-specific clinical CT calibration curve obtained from stoichiometric calibration [36] was implemented in Fred. The CT calibration curve used in Fred contains information on the composition, relative stopping power (RSP) of protons, radiation length, and density of 93 materials. The density and RSP of CT numbers between 93 predefined points are linearly interpolated. The CT images of the patient anatomy and delineated contours were used for the optimization of plans in clinical TPS using an analytical intensity modulated proton therapy (IMPT) optimization algorithm. Depending on the target size and the number of fields, the number of pencil beams in a treatment plan varied from 1,378 to 32,290 with the median value of 10,989. [image: image] protons per pencil beam were simulated for each patient treatment plan recalculated in Fred, and the obtained dose was scaled to the actual number of particles optimized in the treatment plan. In order to investigate the impact of PTV volume on the Fred dose calculation accuracy, we divided treatment plans of patients treated in CCB into three subgroups distinguishing 12 plans with small PTV volume ([image: image] 50 ml), 60 plans with medium PTV volume (50 ml [image: image] 200 ml), and 50 plans with large PTV volume ([image: image] 200  l). PTV volumes ranged from 28.5 ml to 1,010 ml
An example treatment planning study on 122 plans included a comparison of dose distributions obtained from Fred and from clinical TPS. We evaluated four parameters based on dose volume histogram (DVH) that characterize the quality of dose distribution. 1) The mean dose ([image: image]) is related to the prescribed dose ([image: image]). 2) The homogeneity index (HI) characterizes the slope of the DVH; hence, the uniformity of the dose distribution in the PTV. The HI is defined as [image: image], where [image: image] and [image: image] are the doses received by 2% and 98% of the PTV, respectively [51]. 3) The conformity index (CI) describes how much dose prescribed to the planning target volume (PTV) is delivered outside the PTV, possibly to organs at risk. The CI is defined as [image: image], where [image: image] and [image: image] are the volumes of the body and PTV, which receive at least 95% of the prescribed dose [image: image] [52]. 4) The relative mean square error (RMSE) characterizes the deviation of a DVH from the prescribed dose [image: image]. It was calculated at the slope of a DVH, in a range between [image: image] and [image: image], and it is defined as [image: image].
3 RESULTS
3.1 Generation of the Beam Model Parameter Library
The beam model parameter libraries characterizing the proton beam model for CCB and EMORY facilities were generated using an automated procedure (cf. Section 2.3) and are illustrated as a function of nominal proton beam energy in Figure 4. Using the beam model library, the nominal primary proton beam energy for each pencil beam from the treatment plan is used to define the initial parameters of the pencil beams used by Fred simulations. Figure 4 (top-left panel) shows a linear relation between the nominal proton beam energy used by TPS and Fred. The energy spread values fluctuate within 1 MeV and are slightly smaller for Krakow than for Atlanta proton center. Figure 4 (top-right panel) shows the dosimetric scaling factors used to convert MU to the number of primary particles per pencil beam spot. The bottom panels of Figure 4 show the six parameters of emittance model used for Krakow (bottom-left panel) and the four parameters of VPS model used for Atlanta facility, characterizing the lateral beam propagation (bottom-right panel). The lateral asymmetry of the pencil beams in X (filled circles) and Y (empty circles) directions is taken into account in the beam model characterization.
[image: Figure 4]FIGURE 4 | The parameters characterizing proton beam model used in CCB and EMORY facilities at the entire primary proton beam energy range. Nominal energy corresponds to energy used by clinical TPS. Top-left panel: Beam energy and energy spread; Top-right panel: dosimetric calibration; bottom-left panel: emittance model parameters used in CCB; bottom-right panel: VPS model parameters used in EMORY.
The IDD profiles of single proton beams in water for three nominal energies: 100, 150, and 200 MeV are given in Figures 5 A and B for the Krakow and Atlanta facilities. The profiles are in agreement with the commissioning measurements: the range ([image: image]) of the pencil beams agrees within 0.02 mm, the relative dose difference along the pencil beam profile is below 4%, the FWHM of the Bragg peak agrees within 0.05 mm, the distal falloff width between 80% and 20% Bragg peak dose agrees within 0.04 mm, and the peak-to-plateau ratio agrees within 0.11.
[image: Figure 5]FIGURE 5 | Examples of longitudinal proton beam propagation in water (top panels) and lateral proton beam propagation (σ) in X and Y directions in air (bottom panels) for CCB (left) and EMORY (right) facilities at three proton beam energies: 100, 150, and 200 MeV. Depth dose distribution profiles of proton pencil beams simulated with beam model parameters in Fred (FRED Bragg peak) and obtained experimentally during the facility commissioning (measured Bragg peak) for CCB (panel A) and EMORY (panel B). The transverse shape and velocity evolution of the proton beam represented by means of the emittance model for CCB (panel C) and VPS model for EMORY (panel D).
The fitted single beam sizes in air obtained in commissioning measurements, described by [image: image] of lateral pencil beam profiles is shown in the Figures 5 C and D for three nominal energies: 100, 150, and 200 MeV for the Krakow and Atlanta facilities, respectively. The maximum absolute difference between fitted and measured beam sizes ranging from −20 to 20 cm (CCB) and −30 to 5 cm (EMORY) in Z direction with respect to the isocenter is smaller than 0.05 mm. We deem this sufficiently accurate to model lateral beam propagation in clinical applications. The quadratic and linear shape of the fit justifies the use of the emittance (Figure 5C) and VPS (Figure 5D) model for the Krakow and Atlanta facilities, respectively.
Dose computation time for a single pencil beam at 100, 150, and 200 MeV simulated with [image: image] primary protons was 36, 44, and 53 s, respectively. The corresponding tracking rate is 10.1 [image: image][image: image], 5.7 [image: image][image: image], and 3.6 [image: image][image: image][image: image]. The tracking rate decreases with the beam range as more interactions must be processed.
The total computation time needed to determine the beam model parameters for all reference energies following the automated procedure described in Section 2.3 was approximately 12 h. Within this time, 1) the parameters characterizing beam lateral propagation were fitted (Figure 2 step 1; total time: few seconds), 2) simulations required for E and [image: image] optimization were performed and the optimization procedure itself was executed (Figure 2 step 2; total time: approximately 10 h), and 3) simulations of monoenergetic 10 [image: image] 10 [image: image] fields required for [image: image] calculation were performed (Figure 2 step 3; total time: approx. 2 h). For CCB, full-beam model characterization required a total of 303 Fred MC simulations, including 286 simulations for E and [image: image] optimization and 17 simulations for SF[image: image] calculation (average time of single simulation was approximately 2 and 7 min, respectively).
3.2 Validation in Homogeneous Media
Lateral propagation of proton pencil beams. The lateral propagation of pencil beams in air behind range shifter of different thickness (Figure 6) and in slab phantoms (Figure 7) was simulated in Fred and compared with the beam size [image: image] of lateral pencil beam profiles obtained experimentally. Note that the comparison was performed at different positions/depths and for different primary proton beam energies at CCB and EMORY facilities.
[image: Figure 6]FIGURE 6 | Spot sizes in air in X (blue) and Y (red) directions for CCB and EMORY without range shifter and behind the range shifters used at facility (single range shifter (RS) of thickness 36.7 mm for CCB and RS2, RS3, and RS5 of thickness 20, 30, and 50 mm, respectively, for EMORY). The measured spot sizes are shown as points with error bars ([image: image] mm), and the solid lines show the simulation results.
[image: Figure 7]FIGURE 7 | The transverse shape evolution (σ) of proton pencil beam measured and simulated in water equivalent slab phantom.
The lateral propagation of the beam in range shifter and in slab phantom is accurately modeled in Fred. The values of [image: image] obtained from measurements agree with simulated values mostly within 100 [image: image], as indicated by error bars in Figures 6 and 7. The results in air and in slab phantoms are within the spot size QA acceptance criterion of [image: image]0.6 mm used by CCB therapy center.
Spread Out Bragg Peak (SOBP). Depth dose distribution profiles of cubic volumes obtained from measurements and Fred simulations are shown in Figure 8 for CCB in the top panels and for EMORY in the bottom panels. The results obtained for CCB are absolute dose, whereas they are relatively normalized to the dose value in the middle of the SOBP for EMORY. Because the treatment plans were optimized in clinical TPS, the obtained physical dose differs from the prescribed biological dose by the RBE factor of 10%.
[image: Figure 8]FIGURE 8 | Dose profiles of cubic volumes of SOBP obtained from Fred MC calculations (solid line) and measurements (dots) for CCB (top panel) and EMORY (bottom panel) facilities. The relative dose difference between the measurement and simulation is illustrated by crosses.
Good agreement between Fred MC simulations and dose measurements along the SOBP profiles was obtained. The maximum relative dose difference is 2% for most of the measurement points. The largest relative dose differences are observed at the distal falloff, that is, a high-dose gradient region, and result from the detector positioning uncertainties, estimated to be about [image: image]0.3 mm. Small variations between the measurements and simulations are present at the beginning of the plateau and in the SOBP of cubes between the range of 25 and 30 cm. They are potentially related to the implementation of the nuclear interaction model in Fred for the highest beam energies. This accuracy is acceptable for the scope of the presented clinical application.
The tracking rate of the dose cube simulation ranged from 4.5 [image: image][image: image] to 2.0 [image: image][image: image][image: image] and the complete dose computation time for a single dose cube was up to 10 min, with the statistics [image: image] primaries per pencil beam.
Patient QA. 2D transversal dose maps obtained from measurements performed with the MatriXX detector in water phantom were compared with Fred and TPS simulations of patient treatment plans using the GI analysis. Data from 1077 measurements performed at CCB and 52 measurements performed at EMORY were investigated, and the results of the comparison are summarized in Figure 9. The average GI passing rate obtained comparing all simulated and measured layers was 97.83% (4.94) (1σ) for CCB and 95.51% (3.88) (1σ) for EMORY. Of 1,077 layers evaluated for CCB, 1,022 fulfilled the requirement for the GI passing rate (%GP) to be greater than 90%. For EMORY, 47 of 52 investigated layers fulfilled this requirement. Figure 10 shows an example of a transversal dose field layer extracted from Fred MC simulation and the corresponding dose distribution measured with MatriXX at the same depth in water, as well as in the GI map.
[image: Figure 9]FIGURE 9 | A transversal 2D dose distribution layer measured with an array of ionization chambers in water phantom (left panel), obtained from Fred MC simulations (middle panel) and a GI map computed comparing Fred simulation and measurement using GI (2%/2 mm) method (right panel). GI passing rate is [image: image] for the CCB case shown in the top panels and [image: image] for EMORY case shown in bottom panel.
[image: Figure 10]FIGURE 10 | Evaluation of gamma index passing rate (%GP) for 2D dose maps obtained from patient QA of 1,077 layers measured in CCB (left and right panels) and of 52 layers measured in EMORY (middle panel). Red and blue box plots correspond to the distribution of %GP obtained from the comparison of measurements to TPS and Fred calculations, respectively. In the left and middle panels, we compared the layers planned with range shifter (RS) and without range shifter (NRS), whereas in the right panel, small ([image: image] 50 ml), medium (50 ml [image: image] 200 ml), and large ([image: image] 200 ml) PTV volumes. Green numbers labeled as “pass” stand for the number of cases passing %GP[image: image]90% criterion, whereas “total” is the population of a given group.
For a patient verification treatment plan, the average tracking rate and complete dose computation time were 3.4(0.4)[image: image][image: image][image: image] (1σ) and 2’34 (1’38) min (1σ), respectively.
3.3 Validation in Heterogeneous Media
The experimental validation of Fred accuracy was performed by comparing 3D dose distributions behind the heterogeneous phantom obtained experimentally and from Fred simulations (cf. Section 2.6). An example of the comparison of Fred simulation against the experimentally acquired data is shown in Figure 11. Two 3D dose measurements, one with and other without range shifter, were performed for each of the investigated energies (100, 150, 200 MeV). An excellent agreement between Fred simulations and measurements was achieved. For all the investigated cases, the 3D GI (2%/2 mm) is greater than 99%. Comparing the clinical (analytical) TPS simulation and the measurements, the GI passing rate is [image: image] (σ = 8.4%). See the Supplementary Material of the article for detailed results of other measurements performed at 100 and 200 MeV, with and without range shifter.
[image: Figure 11]FIGURE 11 | The experimental validation of Fred simulations in heterogeneous CIRS phantom. Panel (A): measurement of 3D dose distribution in water phantom performed using MatriXX. Panel (B): Fred simulation of 3D dose distribution. Panel (C): 2D GI map (2%/2 mm) obtained comparing experiment to Fred simulations. The color maps on panels A–C are overlaid on CT scan of CIRS and water phantom. Panels (D) and (E) show longitudinal and lateral profiles, respectively, obtained from measurements (dots) and simulations (solid line). See Supplementary Material for the complete report of the validation.
3.4 Example Clinical Application of Fred
As an example, dose distributions, dose profiles, and DVHs recalculated with Fred and clinical TPS, for one patient case from CCB and one from EMORY, are shown in Figure 12. For CCB patient case (Figure 12 top panels), dose distributions computed with Fred are less uniform compared to the analytical TPS calculations. This is also observed analyzing the dose profiles and the DVH for PTV and results in the reduction of the mean dose in PTV and organ at risk. For EMORY patient case (Figure 12 bottom panels), the differences in dose distributions are less visible as MC-based TPS was used for the dose optimization and calculation. The observed differences between Fred and RayStation MC-based TPS are similar to the results obtained comparing RayStation with ECLIPSE MC algorithm reported by Chang et al. [7].
[image: Figure 12]FIGURE 12 | The evaluation of the treatment plan of patient treated at CCB (top panels) and at EMORY (bottom panels). On the left panels, dose distributions computed with clinical TPS and Fred are shown. PTV (black solid line) and 95% isodose (blue dashed line) are delineated. The corresponding dose profiles and DVHs are shown in top-right and bottom-right panels, respectively.
Analysis of 122 treatment plans of patients treated at CCB was performed to quantify the time performance and demonstrate the clinical applicability of Fred dose computations for patient QA. Comparing dose distributions in PTV, we observed that the ratio [image: image] obtained with Fred is more dispersed than the one obtained with analytical TPS, while the effect is more pronounced for small targets. The average relative difference in median value ranges from 3% for small targets, through 1.5% for medium size target volumes, to 1% for large target volumes, as shown in Figure 13 (left panel). The analysis of HI in PTV is shown in Figure 13 (middle-left panel). On average, the median HI is 0.11 and 0.16 for clinical TPS and Fred, respectively. Independently on the target volume, the HI in PTV calculated with Fred is higher, that is, dose distribution is less homogeneous than the HI calculated with analytical TPS. Figure 13 (middle-right panel) shows the CI distributions, which present no substantial difference between both, Fred and TPS calculations (median CI is 1.26 and 1.23 for TPS and Fred, respectively). In general, for both, Fred and TPS calculations, dose distributions of small PTV are less conformal with respect to dose distributions for large PTV. The comparison of DVH in PTV by means of RMSE analysis confirms the conclusions from [image: image] ratio and HI analysis. The histogram of RMSE for TPS distribution is narrower with smaller mean value, whereas for Fred, the RMSE distribution is wider with slightly greater mean value. This is because the dose distributions calculated with Fred are less uniform in PTV, as indicated by HI analysis, and the mean dose in PTV differs from the dose in PTV calculated with TPS, as indicated by [image: image] ratio analysis.
[image: Figure 13]FIGURE 13 | The parameters characterizing the quality of 122 dose distribution obtained from patient treatment plans computed with clinical TPS (blue) and Fred (red) for small ([image: image] 50 ml), medium (50 ml [image: image] 200 ml), and large ([image: image] 200 ml) PTV. The left panel shows the ratio [image: image], the middle-left panel shows the homogeneity index (HI), the middle-right panel the conformity index (CI), and the right panel shows relative mean square error between a prescribed dose and DVH in PTV computed with Fred and clinical TPS (the dark blue area depicts overlapping of two histograms).
For a treatment plan, the total simulation time varied depending on the complexity of the plan, that is, the total number of pencil beams and the presence of range shifter in the plan. For the simulations in CT geometry rescaled to 1.5 [image: image] 1.5 [image: image] 1.5 [image: image] voxels, the computation time ranged from 21 s to 6′26 min (average value 2′28 (1′25) min (1σ)) with the average tracking rate of 2.9 (1.1)[image: image][image: image][image: image] (1σ).
4 DISCUSSION
We have built a proton beam model libraries for Fred MC code according to the QA protocols, and we accomplished acceptance tests required for beam model validation in a commercial TPS at proton therapy facilities. We performed MC commissioning avoiding the nozzle geometry modeling, similar to the work presented by other groups [10, 32, 33]. The beam model library parameters containing the information on initial proton energy and energy spread, lateral beam propagation, and dosimetric calibration were identified in 10 MeV energy steps in the therapeutic energy range to best fit the commissioning measurements of proton pencil beams (cf. Section 3.1). A submillimeter agreement between simulated and measured Bragg peaks shape and range in water and lateral beam sizes in air and in solid phantoms was obtained with and without range shifter for beam model of two facilities of different beam line design.
In the study, we assumed the uncertainty of single pencil beam and SOBP depth dose profile measurements to be [image: image]3%. The uncertainty of positioning of the ionization chamber in the water phantom is about 0.3 mm. The uncertainty of the lateral pencil beam size measurement performed with scintillating screen (Lynx detector) in air and in the RW3/PMMA slab phantom is [image: image]0.1 mm, whereas the measurement with IC23 has 0.5 mm uncertainty [32]. We estimate the uncertainty of the slab phantom positioning at 1 mm, but it has negligible impact on the beam lateral profile measurements.
We performed beam model commissioning and validation using the proton per pencil beam statistics that it is required to assure no impact of the statistical uncertainty on these results. For single pencil beams, [image: image] protons per beam offer statistical uncertainty below 1% in 3σ distance from the beam core, when simulations are performed in 1 [image: image] 1 [image: image] 1 [image: image] grid. Lower statistics can be used for recalculation of treatment plans in water in the same 1 [image: image] 1 [image: image] 1 [image: image] grid because dose distribution is obtained from superposition of hundreds of pencil beams. We found that for treatment plan recalculation in water, the statistical uncertainty below 1% can be achieved using [image: image] protons per beam for small fields. For clinical application of Fred, the limiting factor is the time of simulations. We found that for resampling the patient geometry in CT to 1.5 [image: image] 1.5 [image: image] 1.5 [image: image], [image: image] primaries per pencil beams can be used, achieving statistical uncertainty of about 2%. We consider this setting as a good compromise between simulation time and simulation accuracy, allowing treatment plan recalculation in CT scan within a few minutes. No statistical uncertainty of the dose calculated with analytical TPS used as CCB was considered, whereas the dose was calculated with the statistical uncertainty of 0.5% in MC-based RayStation TPS on 2 [image: image] 2 [image: image] 2 [image: image] grid in water phantom and [image: image]3[image: image]3 [image: image] grid in patient CT.
The comparison of Fred simulations to QA measurements in water presented in Section 3.2 indicates that, on average, Fred dose distributions agree better with measurements than the prediction made by TPS pencil beam algorithm used in CCB (Figure 9, left panel); however, Fred dose distributions are comparable to predictions of commercial MC-based TPS used in EMORY (Figure 9, middle panel). Analysis of CCB patient QA data shows that for small, medium, and large PTV volumes, on average, the dose distributions computed by Fred agree better with measurements when compared with dose distributions computed with pencil beam algorithm (Figure 9, right panel). We have not observed substantial differences in Fred dose calculation accuracy between different PTV volume categories. Note that small PTV volumes ranging from 28.5 to 50 ml were investigated for CCB. In Section 3.3, we presented the results of end-to-end Fred validation of Fred simulations. For various beam energies, large air gaps, and setups with and without range shifter, we compared Fred simulations with measurements of 3D dose distributions behind anthropomorphic CIRS head phantom containing high-density gradients on the boundary between head bones and nasal cavities. The high accuracy of the Fred dose calculations was confirmed in the results of GI tests better than 99% for all of the investigated cases.
Comparison of experimental results in homogeneous media and anthropomorphic phantom with Fred simulations (cf. Sections 3.2 and 3.3 and Supplementary Materials) indicates that fast dose recalculations in patient CT performed with Fred (cf. Section 3.4) is a very accurate simulation of proton treatment. A retrospective treatment planning study and the statistical evaluation of DVH parameters are example of routine clinical application of Fred for patient QA. The dose nonuniformities in PTV shown in an example CCB patient case recalculated with Fred (Figure 12) are also observed in the analysis of [image: image] and HI for 122 patient cases summarized in Figure 13. The differences of the mean dose delivered to PTV structures, calculated by Fred and predicted by TPS are more pronounced for small PTV volumes (Figure 13, left panel). Fred calculations predict dose nonuniformity for small, medium, and large PTV volumes, which cannot be calculated with analytical TPS used in Krakow. In general, dose distributions are less conformal in small targets than in large targets because it is predicted both by Fred simulations and by TPS pencil beam algorithm calculations (Figure 13, right panel). Note that these clinical results, both from TPS and Fred, include uncertainties related to acquisition of commissioning data, beam model implementation, CT calibration, and the like. On the other hand, the distribution of [image: image], HI, and CI indicate that overall, the dose distribution calculations performed with both clinical TPS and Fred are within the clinically relevant acceptance.
In clinical practice, additional information about dose, LET and RBE-weighted dose distributions calculated with Fred can be an indication for medical physicists to revise the treatment plan optimization or to perform additional experimental validation, when the results deviate from the predictions of TPS exceeding acceptance criteria. The time performance of Fred enables to obtain this information within about 2.5 min. Fred is currently adapted to be executed as a stand-alone library, which will enable its easy integration with commercial TPS (eg, Eclipse or RayStation) and dedicated software tools for patient QA (eg, MyQAion).
Schiavi et al. [34] reported that simulation of dose deposition in a water phantom induced by [image: image] primary protons can be reduced from 22 min required by FLUKA MC code to 0.5 s when employing Fred running on two GPU modules [34]. Regarding dose distribution simulation in patients, Grassberger, Anthony Lomax, and Paganetti [33] reported that the patient simulation for the head and neck took 371 min ([image: image] primaries simulated) on single CPU using TOPAS (Geant4), which corresponds to a tracking rate of 45 [image: image], whereas the average tracking rate obtained with Fred is 2.9 [image: image][image: image][image: image] in patient CT rescaled to 1.5 [image: image] 1.5 [image: image] 1.5 [image: image] using two GPUs. The time performance results presented in this article can be linearly scaled as a function of the number of GPU cards applied [34]. Note that the simulation time depends on the number of primaries simulated per pencil beam, tumor depth (i.e. the beam energy), and scoring resolution used for the simulation. The most accurate dose calculations in tissue heterogeneities can be obtained performing the simulation in original CT grid. In order to achieve the statistical uncertainty below 1% on CT grid used at CCB 0.7 [image: image] 0.7 [image: image] 1.2 [image: image], [image: image] primaries per pencil beam should be simulated. The average simulation time for the patient group investigated in Section 3.4 in original CT resolution is [image: image] (σ = 23.8) min.
The clinical application of proton therapy and development of new treatment protocols, for example, studies on the reduction of safety margins accounting for treatment plan robustness, require treatment planning studies that can only be performed analyzing several treatment planning approaches. The total simulation time of all 122 patient cases shown in Section 3.4 was about 5 h. An example study of 10 possible treatment planning approaches on our patient group could be performed using Fred within about two days of simulation. Another application is robust optimization of treatment plans, that is, particularly relevant for treatment planning of moving targets, when several dose distributions must be computed on 4D CT. Performing such studies without the time performance offered by Fred would not be possible with any general purpose MC code in reasonable time.
In addition to its clinical applications, the time performance of Fred enables preparation of the proton beam model faster with respect to a general purpose MC codes. This is particularly useful when a new beam model must be implemented in the clinical routine due to technical modifications or maintenance at accelerator. When the facility beam commissioning measurements are available, the GPU acceleration offered by Fred allows to parametrize the beam model within about 12 h, requiring minimal manual interventions. This potentially enables easy and quick use of Fred for research and patient QA purposes in most of the proton facilities with little experimental efforts.
5 CONCLUSION
In this article, we share our experience on commissioning and validation of GPU-accelerated MC code Fred based on commissioning measurements of two proton beam therapy facilities of different beam line design: CCB (Krakow) from IBA and EMORY (Atlanta) from Varian. Fred passed acceptance tests required to approve TPS for clinical use. The approach we used combines the application of a new GPU-accelerated MC code, implementation of two proton beam lateral beam propagation models, automated beam model optimization method, experimental validation of beam model parameters in an anthropomorphic phantom with and without range shifter, and comparison of patient treatment plans computed with Fred and clinical TPS in patient CT. Our commissioning and validation results demonstrate the universal and accurate implementation of the physics models in Fred, allowing its flexible applications for medical physics and research purposes. The application of Fred as a secondary MC engine for patient QA in clinical routine is foreseen in Krakow proton facility. Fred is currently used for treatment planning studies evaluating radiobiologically effective dose using variable RBE.
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In particle therapy, the uncertainty of the delivered particle range during the patient irradiation limits the optimization of the treatment planning. Therefore, an in vivo treatment verification device is required, not only to improve the plan robustness, but also to detect significant interfractional morphological changes during the treatment itself. In this article, an effective and robust analysis to detect regions with a significant range discrepancy is proposed. This study relies on an in vivo treatment verification by means of in-beam Positron Emission Tomography (PET) and was carried out with the INSIDE system installed at the National Center of Oncological Hadrontherapy (CNAO) in Pavia, which is under clinical testing since July 2019. Patients affected by head-and-neck tumors treated with protons have been considered. First, in order to tune the analysis parameters, a Monte Carlo (MC) simulation was carried out to reproduce a patient who required a replanning because of significant morphological changes found during the treatment. Then, the developed approach was validated on the experimental measurements of three patients recruited for the INSIDE clinical trial (ClinicalTrials.gov ID: NCT03662373), showing the capability to estimate the treatment compliance with the prescription both when no morphological changes occurred and when a morphological change did occur, thus proving to be a promising tool for clinicians to detect variations in the patients treatments.
Keywords: proton therapy, in vivo treatment verification, in-beam pet, range monitoring, Monte Carlo simulation, adaptive therapy, clinical trial
1 INTRODUCTION
In vivo treatment verification is currently an open issue in particle therapy, driven by the clinical need to increase the treatment planning optimization [1], through the reduction of range uncertainties that might give dose distributions significantly different from the clinical prescription, thus requiring a plan adaptation.
On the one hand, the proton energy deposition distribution allows releasing the prescribed dose to the tumor volume with a lower dose to the healthy tissues in comparison with the most advanced techniques of conventional radiotherapy [2]. On the other hand, particle therapy is more sensitive than photon radiotherapy to differences in the particle range inside the patient body [3]. During treatment planning, the range uncertainty is taken into account in order to design the most robust irradiation plan. In clinics, the safety margin included in the treatment planning and calculated on the basis of the range uncertainty contributions is of about [image: image] [4]. This evaluation takes into account several sources of uncertainty, some of which are independent of the dose calculation (i.e., beam reproducibility, patient setup, and measurement in water for commissioning), while others depend on the dose calculation (CT calibration, tissue conversion, mean ionization energy estimation, and range degradation for complex inhomogeneities).
In addition, in some cases, the patient morphology changes during the treatment period and, even though this is recognized as a cause of suboptimal irradiation [5], these modifications are not so easy to model and quantify. They strongly depend on the type of tumor (e.g., early therapy response and fast growth of the tumor mass) and irradiation district (moving organs, presence of cavities, toxicity, and site inflammation). In [6], for example, a retrospective analysis was performed over 730 patients treated with proton therapy and affected by cranial and extracranial tumor. Patients underwent periodic CTs to estimate morphological or anatomic variations and in 5.5% of cases an adaptive replanning was required. Hence, in particle therapy, morphological and anatomic changes must be monitored to smoothly tailor the treatment plan to the Clinical Target Volume (CTV [7]) without any undesired increase of the dose in the surrounding healthy tissues. In literature, this issue is thoroughly explored for lung treatments because the problem is enhanced in case of moving organs and requires an intrafractional optimization [8].
In order to address this crucial treatment optimization, a system able to verify the compliance of the ongoing treatment with the prescribed therapy during the irradiation itself is fundamental.
Positron Emission Tomography (PET) is the most mature in vivo range monitoring technique used in clinics [9–13]. It relies on the production of positron emitters inside the patient due to the nuclear interactions between the primary particles and the tissues. In particular, about 1% of the primary protons undergo nuclear interaction in each cm of range in water [14], inducing a slight activation of the patient tissues that is spatially correlated with the Bragg Peak position of the primary beam [15]. Due to tissue composition, the produced positron emitters are mostly carbon and oxygen isotopes. In particular, 11C, 10C, and 15O, whose half-lives are about 20 min, 19 s, and 2 min, respectively, are the most abundant ones. The former is fundamental to PET scanners acquiring data only after the treatment (i.e., in-room and off-room systems), whereas the others become more important for PET scanners acquiring data during the treatment (in-beam PET). The latter technique, in particular, allows for treatment verification during the irradiation, without slowing down the clinical workflow. In clinics, PET monitoring has already been tested for treatment verification and this approach proved to be able to identify differences in the patient morphology which are significant from the clinical point of view [16, 17]. However, an established and clinically validated analysis, presently still missing, has to be implemented to evaluate whether the detected range differences are actually related to interfractional morphological changes and not to statistical fluctuations.
The INSIDE collaboration built an innovative bimodal device able to perform in vivo verification of both proton and carbon ion treatments during the irradiation [18, 19]. It relies on a planar PET system with two heads [20] and a tracker for secondary charged particles, named Dose Profiler, that exploits the secondary protons emitted during ion treatments (e.g., carbon ion treatments) [21, 22]. The in-beam PET was first tested in vivo in 2016, proving its capability to provide an evaluation of the treatment compliance between two consecutive fractions by acquiring data only during the treatment and thus obtain reliable PET images before the end of the fraction irradiation [18]. This is a key factor to minimize the signal loss due to isotope decay and also to minimize the biological washout. In July 2019, a clinical trial with the INSIDE system (ClinicalTrials.gov ID:NCT03662373) started at the National Center of Oncological Hadrontherapy (CNAO) in Pavia, Italy [23]. Specific head-and-neck and brain pathologies are included in the trial: those in which no morphological changes are expected and, therefore, can be exploited to assess the reproducibility of a range analysis and those in which morphological changes may occur and, therefore, could be helpful to test the sensitivity of the system in terms of variation detection.
In this work, a robust and reliable procedure for detecting interfractional morphological changes by means of in-beam PET detection is proposed. The final aim is to give the physicians a reliable tool representative of the particle range differences detected during in vivo monitoring, useful to evaluate the compliance of the delivered treatment with respect to the prescribed therapy and possibly define a patient-tailored control CTs scheduling.
2 MATERIALS AND METHODS
2.1 Patient Data
In this study, we consider four patients treated with proton therapy at the CNAO facility to test the effectiveness and reliability of the proposed analysis in presence of different degrees of morphological changes during the treatment. First, the analysis was tuned by considering the Monte Carlo (MC) simulation of a patient with a head-and-neck tumor, who required a treatment replanning due to a nasal cavity emptying. This patient (here named MCP) was not part of the INSIDE trial but was chosen because of the severe morphological changes detected during the treatment with the control CT. The analysis was then validated on the experimental measurements of three patients monitored in the framework of the INSIDE clinical trial, which involves a longitudinal monitoring, i.e., a monitoring of the patient treatment sessions, acquiring data on average twice a week. In two of the patients (trial ID: 002P, 003P) no morphological changes occurred, whereas a moderate degree of variation was detected in the third one (trial ID: 006P).
2.1.1 Monte Carlo Simulation Case Study: Replanned Patient
The Monte Carlo simulated patient (MCP) was chosen because of a replanning due to a severe morphological variation in the CTV during the treatment, revealed with a control CT. The patient was a 70-year-old male, affected by Squamous Cell Carcinoma (SCC) of the left sinonasal cavity. The CTV was irradiated with Intensity Modulated Proton Therapy (IMPT) in 33 fractions with 2.0GyE/fraction, five fractions/week, to deliver 66GyE on the high risk CTV and 60GyE on the low risk CTV. Each daily treatment comprised three orthogonal treatment fields, corresponding to the patient position angles 0, 180, and 270° IEC (International Electrotechnical Commission). The treatment characteristics are summarized in Table 1.
TABLE 1 | Treatment field parameters and irradiation duration times for each of the considered cases.
[image: Table 1]Because of possible morphological changes due to the inclusion of the sinonasal cavities into the CTV and the close proximity of the right maxillary and frontal sinuses to the target, a control CT was performed after 22 fractions from the beginning of the treatment. Figure 1 shows the planning and control CTs, with the CTV margins overlaid, where it can be seen that a nasal cavity was almost completely emptied during the treatment course. By calculating with the Treatment Planning System (TPS) the effective dose distribution on the control CT, an overdosage in the surrounding healthy tissues and into the CTV was found; hence, the treatment was replanned.
[image: Figure 1]FIGURE 1 | Slices of the planning and control CTs of the MCP patient at the isocenter (from left to right: axial, sagittal, and coronal). The isocenter is at the crossing point of the dashed lines. The CTV margins are drawn in green. The emptied region is pointed out with the red arrow.
2.1.2 Experimental Data: Patients Included in the INSIDE Clinical Trial
Three patients recruited in the INSIDE clinical trial (ID: 002P, 003P, 006P) were selected to test the reliability of the proposed analysis. The 002P patient was 80 years old, male, affected by an inoperable skull base meningioma. His IMPT irradiation comprised the delivery of 54GyE total dose divided in 30 fractions (1.8GyE/fraction). The treatment plan included two fields corresponding to the patient position angles of 240 and 165° IEC, but only the first field was monitored due to mechanical incompatibility of the INSIDE setup with the patient bed movements. The 003P patient was 25 years old, male, affected by recurrent meningioma of the right orbit region after previous surgery and Cyberknife. The CTV was irradiated with IMPT so as to deliver a total dose of 54GyE in 27 fractions. The treatment relied on two fields corresponding to the patient position angles of 235 and 180° IEC. Even if both treatment fields were acquired, only the first field was considered for this study. For these two patients, no control CTs were scheduled because patients affected by meningioma are not prone to morphological modifications related to the treatment or the tumor growing/shrinking.
The 006P patient was 39 years old, female, affected by Adenoid Cystic Carcinoma (ACC) of minor salivary glands arising by the rhinopharynx and involving the skull base, the right nasal cavity, and the homolateral maxillary sinus. The CTV was irradiated with IMPT in 35 fractions with conventional fractionation 2.0GyE/fraction, five fractions/week, to deliver 70GyE. Each daily treatment comprised two opposite beams, corresponding to 15 and 175° IEC angles. Due to mechanical incompatibility of the INSIDE system with the patient couch movements, only the field corresponding to 175° IEC was monitored. A control CT was scheduled after 20 fractions in order to check the correct dose coverage of the target and the prescribed sparing of organs at risk. The planning and control CTs of patient 006P are shown in Figure 2: a partial emptying of the cavities due to an early response of the tumor can be appreciated. The modification in the dose distribution due to the changed morphology produced an increase of the dose to the right chambers and the right lens. However, the dose distribution in these regions of interest still complied with the clinical prescription. Thanks to the robust field geometry with respect to interfractional morphological changes, the patient was allowed to continue the therapy with the same treatment plan without any additional treatment optimization.
[image: Figure 2]FIGURE 2 | Slices of the planning and control CTs of the 006P patient at the isocenter (from left to right: axial, sagittal, and coronal). The isocenter is at the crossing point of the dashed lines. The CTV margins are drawn in green. The emptied region is pointed out with the red arrow.
The information about the considered treatment fields for all the in vivo monitored patients is summarized in Table 1. For the clinical measurements, the irradiation duration corresponds to the average treatment time of all the acquired fractions; additionally, the maximum and minimum irradiation times are also reported.
2.2 The INSIDE In-Beam PET
The INSIDE in-beam PET features two planar heads (10 × 25 cm2 active area) made of 2 × 5 array of detection modules based on Lutetium Fine Silicate (LFS) scintillating crystals (3.2 cm pixel pitch). The 511 keV coincidence photons are selected within a coincidence window of 2 ns; the detector energy and timing resolution are 13% dE/E and 450psσ, respectively.
Both simulated and experimental PET images are reconstructed by means of a Maximum Likelihood Expectation Maximization (MLEM) algorithm [24], featuring 140 × 70 × 165 voxels with a pixel size of 1.6 mm that is half of the pitch of the PET module (Field Of View (FOV) = 22.4 × 11.2 × 26.4 cm3).
2.3 Monte Carlo Simulation
The MC simulation is very useful to compare an experimental PET image with the expectation because the induced activity distribution is not straightforwardly correlated to the dose and depends on the acquisition time [25–28]. An extensive review of the use of MC simulation in particle range monitoring is discussed in [29] and [30].
The MC simulation was developed in FLUKA, including all the characteristics and calibration of the INSIDE in-beam PET detector and all the features of the CNAO beam line and pencil beam scanning temporal structure [31, 32]. The MC simulation was previously validated on phantoms with both monoenergetic beams [33] and treatment plans, for either protons [34, 35] or carbon ions [36]. Furthermore, it was validated with the clinical measurement of the first patient ever monitored with the INSIDE in-beam PET scanner, where its agreement with the experimental measurements was found to have an uncertainty compatible with the agreement found when comparing two consecutive days measurements [37].
The beam delivery was simulated taking into account the average clinical intensity on the CNAO synchrotron ([image: image] in the case of proton beams), the temporal structure of the beam extraction (1s of spill, named inspill, followed by 2s of pause between spills, named interspill) and the experimental beam size at the isocenter (whose modelization is described in [37]).
Using both the planning and control CTs, the MCP patient morphology has been modeled in FLUKA with the stoichiometric approach [38] adapted to the CNAO CT calibration curve [39]. The original treatment plan (i.e., calculated on the planning CT) was then irradiated using both CTs, exploiting the developed biased approach described in [37], so as to optimize the simulation run time while preserving the signal statistical significance.
2.4 PET Image Analysis and Compliance Map Definition
This study aims at developing a reliable analysis method for verifying the compliance of the ongoing and prescribed proton treatment and, eventually, at detecting interfractional morphological changes. Moreover, a graphical representation of the numerical results that can be easily overlaid with the patient CT and shared with the clinicians through the TPS is proposed. Such a graphical representation is designed to point out regions in which the treatment compliance with the prescription is poorly detected and it could boost the use of the in-beam PET feedback to adapt the patient schedule of control CT exams depending on the treatment progression.
To implement and test the proposed analysis, in-beam PET images comprising the data acquired during the treatment in the interspill pauses plus 10s of after treatment have been considered. This short acquisition time after the end of the irradiation does not slow down the clinical workflow, avoiding to add discomfort to the patient. At the same time, it also provides additional data that can be useful to increase the statistics of the last irradiated slices, which in the case of the CNAO synchrotron are the highest energies and therefore possibly the most significant in the detection of eventual range differences located at the distal part of the irradiated volume.
The proposed analysis comprises four steps: the image preprocessing, the extraction of a set of isoactivity surfaces, the calculation of the average activity range difference in the beam direction, and the construction of the final 3D compliance map. For the simulated patient, the analysis is carried out by comparing the two PET images obtained with the modelization of the patient anatomy with the planning and control CTs. For the clinical trial patients, where experimental data is available, the analysis is carried out by comparing the image corresponding to the first measured fraction with the subsequent acquisitions.
First, since the raw in-beam PET images suffer from hot spots due to poor statistics with respect to standard diagnostic PET images, the image contrast was modified by masking the highest and lowest intensity values. Additionally, a median filter with a radius of 5 mm was applied to reduce the salt-and-pepper noise in the images.
After that, a set of isoactivity surfaces was extracted with a multithreshold approach. We considered N = 13 activity threshold values t between 8 and 2% with respect to the maximum image intensity with a step of 0.5%, obtaining then 13 isoactivity surfaces At(x,y,z) for each PET image, where x and y are the coordinates in the transverse plane and z is the coordinate in the beam direction. The activity threshold values used in the isoactivity surface extraction have been chosen in order to take into account at most the contribution given by the last irradiated energies that poorly contribute to the final PET image but that are strongly important in the detection of possible range deviations. A previous study reports the use of erosion and dilation filters to obtain the isoactivity surfaces [18]. This additional filtering can be avoided in this work, because the PET images, here considered at the end of the treatment, are less noisy than the images reported in [18], where the activity distribution was analyzed as a function of the treatment time.
From the isoactivity surfaces At(x,y,z), we calculated the activity range distribution Rt(x,y) by considering only the activity depth differences along the beam direction z (Beam Eye’s View - BEV). The activity range distribution Rt(x,y) was defined as the maximum depth z belonging to the isoactivity surface At(x,y,z) for each point (x,y) in the transverse plane (i.e., the most distal z above the given threshold for each point in the transverse area covered by the impinging pencil beams):
[image: image]
A representation of the Rt(x,y) calculation is shown in Figure 3, taking into account the activity profile along the z axis.
[image: Figure 3]FIGURE 3 | Example of Rt(x,y) calculation on an activity profile normalized at the maximum intensity in the PET image. In the box, the range of the t threshold used in the proposed analysis is highlighted in gray.
The set of threshold-dependent activity range distributions Rt(x,y) in the transverse plane was used to compare two PET images i and j. For each couple of images, the corresponding activity range distributions for a given threshold t were [image: image] and [image: image], and the average activity range difference [image: image] was calculated as follows:
[image: image]
In principle, thanks to the multithreshold approach, this analysis, which is based on the evaluation of the average activity range difference [image: image], is rather insensitive to statistical fluctuations in the activity values and does not need any patient-related threshold optimization for assessing the compliance of the expected and actual particle range.
To give useful feedback to clinicians, the average activity range difference [image: image] was stored in a dedicated 3D compliance map [image: image] in order to graphically improve the understanding of the spatial location and transverse dimension of the regions where a critical activity range variation has been detected.
For each given voxel [image: image], belonging to the beam entrance plane of the 3D compliance map, we filled [image: image] along the z coordinate with the obtained value [image: image], starting from z = 0 until the voxel [image: image] where [image: image] in which the threshold t* is chosen equal to [image: image] to graphically identify the distal part of the activity distribution, in order to avoid an eventual noise contribution. In short, the compliance map [image: image] has been filled in agreement with the following equations:
[image: image]
The compliance map [image: image] has the same size and voxel dimensions of the original PET images, covering the same FOV and can be uploaded in DICOM format into the TPS.
To better point out to the clinicians the regions in which the detected activity range difference is more critical and could therefore produce significant deformation into the delivered dose map, a dedicated Color Look-Up Table (CLUT) for the compliance map [image: image] has also been developed. By taking into account the 002P and 003P patients, not prone to morphological changes, it was possible to define an interval within which the detected average activity range difference can be considered not significant by considering the FWHM values of the [image: image] distributions. So, in the compliance map [image: image], values within [image: image] have been considered as differences only statistically related to a confidence level of 95%. With the proposed CLUT, values included in this interval have been shown as transparent. Hence, values that are related to an increase of the particle range are drawn in yellow/red while values corresponding to a decrease are in light blue/blue. Due to experimental limitations and poor statistics in the activity images, even for the patients in which no morphological changes occur, there were still some outlier values for [image: image], but they were in practice not relevant because they were not spatially correlated to each other (hot/cold spots in the compliance map).
3 RESULTS
The simulated activity images referring to the MCP patient are shown in Figure 4 for the three irradiation fields. For both planning and control CT, the coronal slice is shown at the isocenter. In this patient, the almost complete emptying of the left nasal cavity, which is included into the CTV, produced in the PET images a significant and clearly visible elongation of the activity region in the beam direction. This effect is shown in all treatment fields even if they quantitatively contribute with different weights to the total dose deposition in the morphologically changing volume.
[image: Figure 4]FIGURE 4 | Coronal sections of the activity images of the simulated patient at the isocenter. Upper row: images obtained by considering the planning CT in the MC simulation. Bottom row: images referring to the MC simulation in which the control CT was taken into account. The beam fields (B1, B2, B3) of the treatment are reported. The beam direction is identified by the red arrow.
As for the MCP patient, a slight elongation of the activity distribution can be appreciated in correspondence to the partial emptying of the cavity of patient 006P, even though a replanning was not required in this case. The activity distributions referring to different acquired fractions are reported in Figure 5.
[image: Figure 5]FIGURE 5 | Coronal sections at the isocenter of the activity images of patient 006P corresponding to six different fractions along the treatment course. The activity distribution is shown superimposed to the planning CT. The beam direction is identified by the red arrow.
From a quantitative point of view, it is necessary to study the distributions of the average activity range difference [image: image] values stored into the 3D compliance map [image: image] for all the patients included in this study (Figure 6).
[image: Figure 6]FIGURE 6 | Distributions of [image: image] values. The [image: image] values highlighted in gray are considered not statistically relevant with a confidence level of 95%. Upper row: comparison of the activity distribution of the planning and control CTs obtained for the replanned simulated patient: (A)B1–270° field; (B)B2–0° field; and (C)B3–180° field. Bottom row: comparison between the first monitored fraction (fx) and subset of fractions acquired in the following days: (D) patient 002P (first monitored fraction fx1); (E) patient 003P (first fraction fx1); and (F) patient 006P (first fraction fx2).
In the case of 002P and 003P, where no morphological changes are expected because of the pathology and the treatment region, the [image: image] distributions are peaked around 0 with a FWHM of 4.1 and 5.2 mm, respectively. The obtained results, reported in Table 2, were used to define the CLUT for the compliance map used in the following.
TABLE 2 | Results of patients 002P and 003P and definition of the compliance interval at 95% confidence level, used for the design of the CLUT for the compliance map. The percentages of outlier voxels when considering a level of confidence of 95 (±4 mm) or 99.7% (±6 mm) and the total number of produced compliance maps, corresponding to the analyzed fractions, are also reported.
[image: Table 2]In the case of the P006 patient, in which a partial morphological variation was detected in the control CT, the [image: image] distribution is slightly asymmetrical with a pronounced tail in the positive branch meaning an increasing particle range. For this patient, the average [image: image] is equal to 2.8 mm and the FWHM increases with respect to the 002P and 003P patients to 6.8 mm, indicating that some morphological changes could have occurred and therefore the compliance map has to be checked. For 006P, the percentage of voxels for which the compliance of the ongoing and prescribed treatment was not guaranteed were 39 and 20% with a confidence level of 95 and 99.7%, respectively, showing an increase of more than a factor 2 with respect to the values obtained for the 002P and 003P patients taken as reference for no critical changes.
In Figure 6, the [image: image] distribution is also shown for the simulated treatment fields referring to the MCP patient. A double peaked structure can be appreciated: the peak centered around zero represents the pencil beams in which no significant difference in activity range was found in the proposed analysis; the peak centered at 5–15 mm corresponds to the nasal cavity whose emptying caused an increased average particle range. Hence, the percentages of voxels for which the compliance of the ongoing and prescribed treatment was not guaranteed with a confidence level of 95 and 99.7% were very high and equal to [image: image] (B1)-[image: image] (B2)-[image: image] (B3) and [image: image] (B1)-[image: image] (B2)-[image: image] (B3), respectively, depending on the irradiated beam.
The coronal sections of the compliance map referring to the simulated patient are reported in Figure 7. They clearly show that the pencil beams of each irradiation field that have to pass through the morphologically changed nasal cavity report a significant positive range difference (i.e., the particle beam penetrates more in the patient tissues).
[image: Figure 7]FIGURE 7 | Compliance maps referring to the activity image analysis for each beam field (B1, B2, B3) of the MCP patient, overlaid on the planning CT with the proposed CLUT.
Some of the compliance maps [image: image] obtained from the analysis of the 006P patient are reported in Figure 8 as an example. Starting from the beginning of the treatment course, there are some regions in which values outside the compliance interval are detected (see comparison between fractions (fx) 2 and 3). During the treatment course, the regions in which a significant average activity range difference was found become wider and more spatially correlated in correspondence with the region where the partial cavity emptying happened.
[image: Figure 8]FIGURE 8 | Sample of compliance maps referring to the activity image analysis of different fractions (fx) of the 006P patient, overlaid on the planning CT with the proposed CLUT.
4 DISCUSSION
In particle therapy, several quantitative methods for PET image analysis and range difference evaluations have been developed (e.g., [40–43]). Those methods mainly rely on PET monitoring systems that acquire data after the end of the treatment. On the one hand, the reduced acquisition time of the in-beam PET technique allows to do treatment verification in a straightforward way that does not slow down the clinical workflow. On the other hand, the poor statistics of in-beam PET acquisitions has to be dealt with. This can be addressed developing a robust analysis for the identification of critical regions with respect to particle range deviations. Moreover, there is no general consensus on the best way to quantify the compliance of the ongoing treatment to the prescribed one. This study aimed at developing and validating an analysis that takes into account as preferential direction the beam axis (BEV) to obtain a reliable evaluation of possible detected particle range variations. A similar BEV approach has been applied both to prompt photons [44] and to PET [40]. Moreover, a 3D compliance map has been proposed to be used in vivo to give a feedback to the clinicians in order to tailor, for each patient, the schedule of eventual control CTs. In the compliance map, the average activity range difference calculated for each pencil beam is reported. It is important to remark that this quantity is not a direct measurement of the Bragg Peak shift in the beam direction. There is in fact a correlation between these two quantities, but the average activity range difference depends on other variables, such as acquisition duration, image elongation artifacts, and detector features, that have to be considered during the visual analysis on the patient CT. The proposed analysis was tested with simulated and real patients monitored with the INSIDE in-beam PET system, which is under clinical validation at the CNAO treatment center. Only interspill data were considered in the analysis because, even if the INSIDE system is able to acquire useful data during the spills, they have not yet been used for online range monitoring. In fact, inspill data are noisy and require filtering procedures to reduce the unwanted contribution of the prompt signals not correlated with the beam position. Some strategies to consider also inspill data acquired by the first two modules of the INSIDE in-beam PET were discussed in [45] and [46].
From the analysis of two measured patients in which no morphological changes were expected, it was possible to define a compliance interval within which a detected range difference is considered as a statistical fluctuation with a 95% confidence level. In other words, a range difference falling in the compliance interval has to be considered not critical with respect to a possible need for a patient morphology verification exam. We found a compliance interval of −4 mm; 4 mm. Based on these results, we have built a dedicated CLUT to show the compliance map overlaid with the patient CT. Only two patients were used to define the confidence interval used in the CLUT, because they were affected by pathologies showing no morphological changes. Nevertheless, the interval was calculated considering the whole volume, irradiated over the course of the monitored treatment fractions, yielding the comparison of 23 PET images.
For the simulated and monitored patients, in which morphological changes were certified by control CTs, the developed analysis identified some critical regions with respect to the particle range variation which were compatible with the morphological variations happened during the patients treatment. However, these patients did not have to be replanned. This means that the proposed analysis seems to be able to detect morphological changes before they become severe enough to require a plan adaptation to the new clinical scenario. Only patients treated with proton therapy were considered at this stage. However, patients treated with carbon ions were also included in the INSIDE trial. For these patients, the PET performances are lower due to the lower statistics. Moreover, the short acquisition time impacts the detected isotopes signal (i.e., in carbon ion therapy, mainly 11C is produced, but, having a half-life way longer than the treatment time, this signal is partially lost). Nevertheless, research strategies to analyze carbon ion PET data are being investigated in the framework of the INSIDE clinical trial.
5 CONCLUSION
A reliable approach for in vivo treatment verification by means of in-beam PET monitoring was developed and tested on simulated and measured patients. The selected patients, affected by head-and-neck tumors, were treated with proton therapy at the CNAO facility and represented different degrees of morphological modifications that can occur during the treatment course. The activity images acquired during irradiation were analyzed with a robust approach based on a multithreshold procedure in order to detect possible particle range deviations. The proposed compliance map was found to be an effective tool for clinical evaluation of the studied cases. The map can be overlaid on the patient CT to evaluate the spatial position of the critical region. Furthermore, the developed CLUT can help clinicians to foresee an eventual dose discrepancy in the treatment so as to better plan for a control CT and look for possible morphological changes with a patient-tailored schedule. The proposed analysis will be tested on the complete database of patients recruited during the ongoing INSIDE clinical trial in order to better assess its performance in a clinical environment, mainly in the case of patients affected by pathologies in which a morphological change may happen. These patients, in particular, will help clinicians to make an assessment about the patient schedule of control CT exams during the treatments.
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The South East European International Institute for Sustainable Technologies (SEEIIST) was proposed in 2016 at the World Academy of Art and Science, with the objective of building a facility for charged particle cancer therapy for the South Eastern European countries. SEEIIST will offer the world-class research needed to reduce or even revert the brain drain that is causing a shortage of talent and economic losses in South East Europe. There is no particle therapy in South-East Europe in spite of a growing number of cancers being diagnosed. The facility beam time will be shared 50:50 between treating patients and performing research with a wide spectrum of different light ions beyond the presently used protons and carbon ions, which will make the facility unique in the world. SEEIIST Project is presently in a Conceptual to a Design Phase, implemented with the support of the EU and the involvement of CERN and GSI. The next phase of the project realization will include a final technical design for the facility, a structure and a business plan for the organization and the definition of conditions for the site selection.
Keywords: SEEIIST, Research Infrastructure, Particle Therapy, Cancer Treatment, South East Europe
INTRODUCTION
The SEE region consists of the countries that are EU Member States (Bulgaria, Croatia, Greece and Slovenia), as well as of the countries that are aspiring for membership in the near future (Albania, Bosnia and Herzegovina, Kosovo, Montenegro, North Macedonia and Serbia). Due to recent turbulent times in South East Europe, all scientific and economic activities have slowed down. As a consequence, the region also suffered from an extensive brain drain of the young and prosperous scientists. In contrast, the region once featured intensive research and technological development and made significant scientific contributions on the European scale. A prime example of this is the first research nuclear reactor in the former Yugoslavia that was operational already in 1959, only two years after such a research reactor was commissioned in Germany. It is worth mentioning that this region (former Yugoslavia) played an important role as a cofounder of CERN in 19541 as well. The most efficient and effective way to recover this tradition, i.e., to catch up with the EU current excellent research and to revert the brain drain, is to establish a large-scale internationally competitive research infrastructure in the SEE region. To meet this goal, the SEE countries have recently consolidated their forces to set up a large-scale competitive research infrastructure–the South East European International Institute for Sustainable Technologies (SEEIIST2).
ORIGIN OF SEEIIST
The idea of SEEIIST was conceived more than 2 years ago, when the Government of Montenegro, led by the Minister of Science, Dr Sanja Damjanovic, initiated the establishment of the SEEIIST Project, originally proposed by Prof. Herwig Schopper, a former Director General of CERN. The initiative was formalized as a regional project once a Declaration of Intent was signed, on October 25, 2017 at a Ministerial meeting at CERN. The signatory parties were Albania, Bosnia and Herzegovina, Bulgaria, Kosovo*3, Montenegro, Serbia, Slovenia and Northern Macedonia. Croatia and Greece took an observer status. Most recently, a SEEIIST Memorandum of Cooperation was signed by six Prime Ministers of the countries of the region (Albania, Bosnia and Herzegovina, Bulgaria, Kosovo, Montenegro and North Macedonia) on July 5, 2019 during the Berlin Process Summit at Poznan, Poland.
In response to this initiative, the EC stated that in order to bring “…our citizens and economies closer together (…) it is determined to strengthen and intensify its engagement at all levels to support the region’s political, economic and social transformation, including through increased assistance.” The statement underlined the ongoing efforts by the EC to bring the SEE countries closer to the EU in terms of its shared values, social cohesion and economic prosperity. Outgoing EC President Juncker, in his 2018 State of the Union Address, and the incoming EC President Von der Leyen, have both stressed the need for intensive cooperation, and Von der Leyen has stated that this would be one of the priorities for the next 5 years.
The overarching objective of the SEEIIST project is to foster regional cooperation in the fields of science, health care, technology, innovation and industry in the spirit of the existing joint research infrastructures successfully implementing the model of ‘Science for Peace,’ such as CERN and SESAME. The project has three main socio-economic objectives: 1) making hadron cancer treatment available to the patients from the SEE region; 2) promoting transnational collaboration between science, technology and industry by bringing together the people from different countries of the region, not only scientists and medical doctors, but also engineers, industrial and administration personnel; 3) providing a common platform to educate talented young people and engineers on the basis of knowledge and technology transfer from European centers, such as CERN and others, and finally mitigating or even reverting the brain drain from the SEE region. This research infrastructure would greatly address the common challenges and needs in the SEE region, triggering, in particular, the sustainable development of economy and social cohesion.
The scope of the SEEIIST is to be an international research infrastructure not only for researchers but also for medical treatment. This implies that all medical infrastructure required will be available at this international center. The Business plan prepared for the SEEIIST@ESFRI application contains this concept as part of the investment. The site of SEEIIST will be sufficiently close to an existing hospital for supplementary medical treatment when necessary.
JOINT RESEARCH INFRASTRUCTURE – SEEIIST
The new RI - South East European International Institute for Sustainable Technologies (SEEIIST) will focus on hadron cancer therapy and biomedical research with protons and heavy ions. SEEIIST will thus enable scientists from different countries to work together in the fight against cancer. This particular initiative has been chosen partly because it binds people together against a “common enemy,” but also as an example of cooperation among people in the region. In this regard, SEEIIST’s mission is aligned with the basic concepts behind other large-scale RIs, such as CERN: Science for Peace, Science for Diplomacy and Science for Society. A second reason for placing a hadron facility in the SEE area is the fact that in contrast to Western Europe, no technical provision exists in SEE to treat patients with certain malignant types of tumors with this modality. The selection of a hadron facility over other types of Radiation Therapy (RT), like an X-ray treatment center, or other non-radiological treatment modalities (such as immunotherapy), is motivated by the fact that a particle therapy center is urgently needed to achieve major research advances in pre-clinical physics, pre-clinical radiobiology and medical physics related to cancer treatment, as well as a means to retain the young and talented research human potential in the region.
SEEIIST state-of-the-art RI has already moved from a conceptual to a design phase, thanks to the first financial support from the European Commission. The status of the project was presented to the public at a SEEIIST Kick-off meeting4 ‘Start of the SEEIIST Design Phase,’ held on September 18, 2019 in Budva, Montenegro. The next steps are underway for preparing a defined technical design for the facility, to propose a user’s structure and business plan for the organization and to define the conditions for the site selection. The SEEIIST site selection process is planned to be completed by early 2021, whereas the construction is expected to start in 2023. The first patient is expected to be treated in 2029.
SEEIIST will maintain strong collaboration links with all the relevant particle therapy cancer research groups in Europe, United States, and Japan, it should be noted that there are already links with PTCOG, ESTRO EPTN, and ENLIGHT. Dedicated and specific networking will be initiated with the groups who are currently involved in research in molecular targeting for radioresistant tumors, cancer molecular research, immunotherapy, and the groups that examine the effective antitumor immune response induced by PT. The next ambition for SEEIIST is to become part of the EIT Health Regional Innovation Scheme.
SCIENTIFIC CASE FOR SEEIIST FACILITY
Cancer is a critical societal issue. Worldwide, in 2018 alone, 18.1 million cases were diagnosed, 9.6 million people died and 43.8 million people were living with cancer [1, 2]. Currently, it is the second leading cause of death [3], after cardiovascular diseases but recent extrapolations show that it could take over and become the leading cause of death [4]. Demographic drivers of increasing population5 size, life expectancy and aging populations (particularly in higher-income countries), along with progress against many other causes of deaths, imply that the total number of cancer deaths continues to increase. Current projections anticipate an increase with approximately 24.6 million newly diagnosed patients, and 13 million related deaths by 20305, Figure 1 shows the mortality-to-incidence ratio in most of the countries in Europe in 2015. As shown in the figure, in this common fight, some countries struggle more than the others partly because of the lack of advanced diagnostics and treatment equipment. In particular, in the heart of Europe, in its South Eastern (SEE) region, the mortality rates from tumors are up to 40% higher compared to the rest of Europe [4]. Cancer not only has a negative impact on an individual’s health but also comes at a very high cost to the economy. Cancer costs the EU circa €126 billion with health care accounting for €51 billion, productivity losses due to early death estimated at €43 billion, lost working days estimated at €9 billion and informal care estimated at €23 billion [5]. It is for this reason that the European Commission invested €1.6 billion in FP7 and, so far, €1.2 billion in H2020 on cancer research. H2020 policy prioritizes health and wellbeing to be a societal challenge under which cancer research is categorized6. In Horizon Europe, the commission gives the fight against cancer even more priority by considering it to be one of the greatest world challenges and specifically placing the mission against cancer as a top priority in its mission-oriented policy7.
[image: Figure 1]FIGURE 1 | Mortality-to-incidence ratio due to all cancers, all ages, man (2018) for SEE and several Western EU countries for comparison. The image highlights a higher outcome with fatality of the cancer patients in the SEE countries compared to some of the EU countries.
Currently over half of the patients diagnosed with cancer undergo radiation therapy (RT), and about 50% of all cured cancer patients have RT as part of their treatment [1, 5]. In this scenario, any significant improvements in RT could have a dramatic impact on patient survival, quality of life and economic costs.
Research and innovation efforts have been currently carried out worldwide to improve the effectiveness of RT. The main goal of advanced radiotherapy treatment is to maximize the damage of ionizing radiation to the tumor cells while minimizing exposure of the surrounding normal tissue and critical organs, to enhance the likelihood of patient cure while the side effects of the treatment are minimized. To achieve this goal, RT has considerably progressed with the development of new technologies and methodologies able to increase the conformity of the dose delivered to deep-seated tumors. While the most frequently used modern RT modalities still rely on high energy (MeV) X-rays, there is a rapidly growing interest in the curative effects of accelerated charged particles, i.e., protons and heavier ions, such as carbon. This so-called particle therapy (PT) can offer superior tumor-dose conformality with a reduced number of treatment fields, compared to conventional X-ray radiation, mainly due to the favourable depth-dose deposition of ions in tissue, presented in Figure 2. However, despite the considerable recent progress of PT, numerous challenges and new opportunities are yet to be addressed to maximize clinical outcome and cost-effectiveness of this advanced RT modality for improved and uniformly accessible healthcare.
[image: Figure 2]FIGURE 2 | Depth dose profiles in water (A) and treatment plans (B) [6] comparing photons, delivered with the most advanced intensity modulated X-ray RT (IMXT), and state-of-the-art scanned protons and C-12 ions, showing the increased tumor-dose conformity of ion therapy due to the characteristic Bragg peak (A).
An important aspect that needs to be addressed is the geographical inhomogeneous distribution of the PT centers in Europe. Figure 3 shows that the majority of Western Europe has access to PT whereas 26 centers8 provide proton therapy for the citizens of Germany (six centers), United Kingdom (5), France (3), Italy (3), The Netherlands (3), Austria (1), Spain (1), Sweden (1), Switzerland (1), Poland (1), and Denmark (1), while South-East Europe with a population of about 40 million inhabitants has not a single PT facility yet. The SEEIIST project is currently in a technical design phase, thanks to the first financial support of the EC (Directorate for Research and Innovation DG RTD). The hosts of this phase are the renowned institutions, such as CERN in Geneva and GSI9 in Darmstadt. The task of the SEEIIST facility is twofold: cancer treatment and associated research program, which should ultimately become an integral part of the PT field.
[image: Figure 3]FIGURE 3 | PT centers in Europe, none in SEE region with around 40 million inhabitants.
In order to ensure the future operation of the facility, it is necessary to develop highly qualified trained personnel and the technical capacity in parallel to the design and construction of the SEEIIST facility. This effort will be supported by collaborating with the European Network for Light Ion Hadron Therapy (ENLIGHT)10, established nearly 20 years ago to strengthen EU-PT in clinical research, in R&D for technology and in education and training, based on the principle of open collaboration.
European epidemiological studies preliminary to the Italian, Austrian and French carbon therapy projects made it possible to establish a consensus of priority cases for this type of therapy. From these studies, it was found that the cases eligible for hadron therapy account for about 10% of all radiotherapy patients, which are about 25,000 patients per 10 million inhabitants. About 1% out of this 10% are considered in the very first level of priority. The entire SEE region is covering about 40 million inhabitants and at present there is no medical treatment facility using either proton or heavy-ions in that region yet. Therefore around 1,000 patients will the very first level of priority [6]. As a whole, it can be emphasized that for most of the cases it is a question of rare tumors, the recruitment of which, in order to obtain a particle therapy decision, requires at the first place a healthcare system that is efficient and able to handle all types of cancers and to cover the entire population in an equitable manner. Recruiting them will be one of the main challenges of this initiative. SEEIIST’s projected ability is to treat around 400 patients/year, and after 3 years of activity about one third of the theoretical needs of the Region populations regarding medical cases of highest priority for ion therapy. Those numbers can be gradually increased to 1000 patients over time, mainly by allocated longer beam-time for treatments and/or by upgrading the SEEIIST facility with up to three more treatment rooms.
SEEIIST THERAPY FACILITY DESIGN
The SEEIIST design will significantly move beyond the current state-of-the-art technology used at the operational facilities in the EU. The envisaged technological improvement will allow Europe to compete with Japan, a current leader in Carbon medical facilities, and will further increase its lead over developments in the United States. The following will be the innovative and beyond state-of -the-art aspects in the SEEIIST facility design:
• Outstanding Beam Intensity, higher than the current European centers (HIT [7], CNAO [8], MedAustron [9]) and the present record intensity realized in Japan [10].
• Flexible Dose Delivery system, to deliver the standard slow-extracted beam for active painting of the tumor in a time efficient way, and to achieve dose rates >50 Gy/s, for research purposes and eventually for so called FLASH treatment (irradiation with short impulses and higher intensity beams)
• Flexibility of using different ion species, to support a wide experimental program covering all of the new treatment modalities and providing different ion species from protons to argon, focusing in particular on helium, carbon and oxygen.
• Compact design, Lower Construction and Operation Costs, to achieve a smaller footprint and about 30% lower construction and operation costs for the accelerator with respect to existing facilities, thanks to an extended use of superconductivity and other modern accelerator technologies.
• Effective Beam-time sharing solutions. There will be a highly detailed program developed for the sharing of the beam-time. The treatment rooms (HL, HL + VL, and Superconducting Gantry) are independent of experimental rooms for research (served by two separate beamlines). The patient treatment and animal studies will be space- and function-wize completely independent.
• Green Infrastructure. In addition, SEEIIST will be the first High Energy Physics green infrastructure in Europe. It will be powered by a solar panel photovoltaic farm or a wind farm, hence keeping the facility 100% carbon neutral. A detailed sustainability plan will be drawn up for the SEEIIST RI. It is expected that the patient treatment will ensure full financial sustainability of the facility. The production of isotopes with the injector linac, in particular for PET imaging which can be delivered to hospitals in the region, will also contribute to this financial sustainability. With a specific time-planning and beam management, SEEIIST will dedicate 50% of the beam time for patient treatment and 50% for research and training purposes. The machine will be designed in a manner that can be expanded from the initial configuration. At the exit of the injector linac, a space will be reserved for the medical radioisotope production facility.
SEEIIST Facility – Accelerator Technical Choices
While the proton therapy is well commercialized and production of proton beams is based on compact and relatively cheap machines, the Carbon therapy requires much higher beam energies and therefore larger and more complex accelerator systems.
The production of proton beams for therapy is done by cyclotrons11 or small synchrotrons12 whose footprint is less than 10 m × 10 m. Carbon ions, due to higher stopping power and smaller charge-to-mass ratio, require three times larger synchrotrons or three times stronger magnets. As a positive aspect, accelerators capable of producing therapy carbon ions can also serve for acceleration of protons and other light ion species to the energies required by therapy. All of the 13 currently operational carbon therapy centers in the world are based on synchrotrons [11]. The alternative, on-going developments are cyclotrons [12], linacs [13], rapid-cycling synchrotron [14] and FFA [15].
Cyclotron producing carbon beam is a very large and heavy machine which produces lots of beam losses and has a fixed-energy output, meaning that degraders have to be used for energy reduction. Linacs, currently under development, are expected to provide energy variation at a 100 Hz rate, which is very promising for therapy applications. However, since one of the major features of SEEIIST, as a research laboratory, is the capability to switch to various ion species, linacs are not very flexible in this respect. Also, the linac solution is still in an intensive R&D phase. Rapid-cycling synchrotrons and FFA have also been discarded as alternatives for SEEIIST as the technology is not mature yet and they do not provide significant advantage in terms of cost or reducing footprint and saving space. Therefore, it was concluded that a traditional synchrotron technology should be used for SEEIIST and, as a long-term development option, a synchrotron with super-conducting magnets will be studied to reduce the footprint and complexity and make it comparable to proton synchrotrons.
The main technical elements of the SEEIIST carbon therapy center are depicted in Figure 4: two to four ion sources allowing for a fast change of the accelerated ion species, injector linac, which accelerates the beam to energies of about 4–10 MeV/u, a synchrotron with about 60–80 m of circumference (in case of normal conducting magnets) which brings the beam energy up to the required maximum 430 MeV/u and high energy beam transfer lines which bring the extracted beams to the patients or to the experimentalists and researchers.
[image: Figure 4]FIGURE 4 | A preliminary layout of the SEEIIST facility. The upper beamlines are dedicated to patient treatment while the lower ones are dedicated to radiobiology and materials research.
The main parameters of ion sources critical for carbon therapy applications are: intensity, emittance, and reliability. Currently all centers use Electron Cyclotron Resonance (ECR) ion sources, which provide very stable beams and have very high reliability. The technical developments focus on increase of the ECR source currents and on development of Electron Beam Ion Source (EBIS). EBIS sources offer significantly smaller emittance, that can potentially lead to better transmission in the following injector linac and to significant increase of beam intensity in the synchrotron due to higher efficiency of multi-turn injection. Reliability, though still remains to be proven. The injector linac accelerates the ions from initial energy from the ion source (10–30 keV/u) to injection energy of the synchrotron, which is in the range of 4–10 MeV/u, with optimum around 7 MeV/u. The transmission and final beam energy are the main physical parameters of the linac. It is also a rather expensive system; therefore, the accelerator team is developing a cost-competitive solution for SEEIIST, e.g., by using higher RF frequency which would allow to power up the whole system with a single klystron.
The function of the synchrotron is to accelerate the beams to final energies and extract them in what is called a slow extraction process to the transfer lines and to the patient. The synchrotrons are made of normal conducting magnets which is limiting their circumference to a minimum of about 60 m. The option to use superconducting magnets could cut down the circumference to about 30 m, which is comparable with proton therapy machines.
Several lattice options have been developed for normal-conducting medical synchrotrons. In Europe two distinct approaches have been followed, one proposed by GSI and the other one by CERN/PIMMS [16]. The focus of GSI design was set on compactness and reduced complexity of the machine, while PIMMS was focused on flexibility. As a result of these efforts, the Heidelberg Ion Therapy (HIT)13 synchrotron is about 10 m shorter than the PIMMS one, and the number of components is also significantly reduced. HIT design was taken over by industry, optimized, and two other facilities based on this design were built: in Marburg and in Shanghai, before Siemens withdrawal from ion cancer therapy market. The PIMMS design went through cycles of improvements and its two implementations: CNAO14 and MedAustron, are very mature.
Both European designs, even if the lattices are different, share similar characteristics and in particular they all provide only up to maximum of 109 Carbon ions per cycle, have a similar circumference size, the same linac and source design. Combining the experience of the two major research laboratories behind their designs, our goal is to make SEEIIST accelerator facility compact, flexible and less complex.
Currently, in order to prove feasibility with regard to the major project challenges, it has been assumed that an upgraded design based on PIMMS study [17] and CNAO implementation will serve as a baseline for SEEIIST, with other lattice options explored in parallel. A second long-term development foresees the use of superconducting magnets [18]. Figure 5 shows the SEEIIST (HITRI-design) footprint of the facility if superconducting synchrotron and gantry are used, in comparison to the footprints of the existing ion therapy infrastructures in Europe (CNAO and MedAustron).
[image: Figure 5]FIGURE 5 | Overall size of the SEEIIST (HITRI) footprint compared to CNAO and MedAustron ion treatment facilities (cfr. Figure 4 in [Ref. UA 19).
The main challenge for the SEEIIST (HITRI) design is the increase of the beam intensity. This will be achieved by the increase of ion source intensity, transmission through the linac and optimization of the multi-turn injection process. The slow extraction process from a synchrotron is a complex set of procedures and the quality of the extracted beam depends on machine parameters. Optimization of this process and development of new techniques is a subject of active ongoing research. In SEEIIST, we propose to use RK-KO technique, which is successfully used in HIT and in Japan. Moreover, extraction from multi-energy flat-top is also proposed as a baseline, to reduce the treatment time.
The final parts of the facility are the beam transfer lines to the patient and to the experimental hall. The transfer lines should transport stable beams of various sizes to the patient. This task is complicated by the particular shape of the beam produced by the slow extraction process (bar of charge). Furthermore, there are also two main approaches to transfer line design present in current facilities: minimalistic one, facilitated by HIT and the one with a maximum flexibility - the PIMMS design, where various functions of the beam line are spread among various magnet groups. SEEIIST approach is a compromise between the two approaches, that allows a lot of flexibility and, at the same time, does not take too much space. The state-of-art dose delivery systems relies on 3D beam scanning and the last part of the beam lines contain fast scanning magnets which allow for application of this 3D technique. In the second construction stage, a superconducting compact and innovative gantry will be installed in the facility [18, 19].
RESEARCH IN PARTICLE THERAPY
The number of particle therapy centers is rapidly growing, especially in Europe [20, 21]. In the European landscape, unlike in the United States, these centers are often built with public funds, and it is therefore common that scientific research has a prominent role in the activities of these clinical centers [22]. The biological effects of protons are similar to X-rays [23], and therefore most of the research in proton therapy centers focuses on medical physics [24]. Range uncertainty is typically tackled with different technologies based on range prediction [25, 26] or verification [27, 28]. However, for heavy ion centers research in radiobiology is prominent, because of the different biological properties of densely ionizing radiation compared to X-rays [29]. Research is essential to justify the higher costs of the heavy ion centers compared to conventional radiotherapy (Figure 6).
[image: Figure 6]FIGURE 6 | The cost-effectiveness of particle therapy. The plot shows physical advantages (dose, in an arbitrary scale), biological advantages (RBE, in a realistic clinic scale), and cost in millions $ for 3D conformal radiotherapy (3DCRT), intensity modulated radiotherapy (IMRT), neutrons and three charged particles (protons, helium, and carbon).
For many years, radiobiological research was focusing on RBE. The topic has been widely and systematically studied in a large number of human and rodent cell lines in Berkeley [30], GSI [31] and NIRS [32]. The results are well known, and summarized in Figure 7 [33]. The RBE increases with LET until reaching a maximum around 100–200 keV/μm, before declining for the overkilling effect. The high variance in Figure 7 reflects the dependence of the RBE, some of them being physical (e.g., the dependence on charge and velocity, rather than LET alone, and on the dose rate) others biological (e.g., the cell-cycle stage or the survival level). One of the main uncertainties is related to the intrinsic radiosensitivity of the cells (or tumor), the so-called 5th R of radiotherapy [34]. However, this is the same uncertainty encountered in clinical practice for establishing the biological effective dose (BED), which is indeed directly dependent on the α/β ratio [35]. Thinking that RBE uncertainty is a showstopper for heavy ion therapy would be similar to state that no fractionation can be done because we do not know the α/β ratio precisely enough.
[image: Figure 7]FIGURE 7 | A collection of different RBE values for different cell lines as a function of LET. Data from the PIDE database, available online at www.gsi.de/bio-pide.
Being well understood the RBE dependence on LET, modern radiobiological research is shifting toward topics that are also mainstream in conventional radiotherapy, especially with the current emphasis on precision medicine [36]. A few examples are given below, while more comprehensive reviews could be found in Refs. 37 and 38.
Hypoxia
Tumor hypoxia remains one of the worst prognostic factors in cancer therapy [39]. Overcoming hypoxia was one of the main rationales for using heavy ions in the Lawrence Berkeley Laboratory pilot trial in the 70s [40]. Carbon ions, now used in a dozen of centers in Asia and Europe, can only partly solve the problem, because their LET is relatively low and OER goes to one only at LET > 100 keV/μm [41] (Figure 8). While drugs overcoming hypoxia are entering in the clinics [42, 43], strategies based on the physics can certainly contribute in decreasing hypoxia-mediated radio resistance. Kill-painting with carbon ions [44] provides intensity modulation to boost the hypoxic regions, thus overcoming resistance provided that the hypoxic volumes can be visualized by PET before the treatment [45]. Oxygen ions, slightly heavier than carbon, can be more effective against hypoxic tumors maintaining acceptable toxicity [46], and for this very reason they will be used in the Heidelberg Ion Therapy (HIT) clinical center in the coming years for radioresistant cancers [47]. Another approach is to use multi-ions, that can provide high-LET in the target and low-LET in the normal tissue, thus sterilizing the hypoxic tumor with minimal toxicity [48, 49].
[image: Figure 8]FIGURE 8 | Dependence of oxygen effective ratio from LET in CHO cells. Plot from Ref. 44, reproduced under CC BY license from NPG publisher.
Combined Treatments
Immunotherapy of cancer is considered the most promising strategy to reduce mortality, which is largely due to metastatic tumors [50]. However, local treatments remain necessary to tackle the primary tumor and, beyond surgery, radiotherapy has the advantage of eliciting an immune response that can boost immunotherapy [51–53]. Re-activation of immune response is indeed now called the 6th R of radiotherapy [54]. While the recent trials in lung cancer patients have demonstrated the significant survival, advantages expected by combining radio- and immune-therapy [55, 56], the question is whether heavy ion therapy can be more beneficial than X-rays in these combined treatments [57].
This is arguably the most important question for the future of particle therapy, because should radioimmunotherapy by X-rays maintain the promise of largely improving the survival of stage-IV patients, the higher cost of particle therapy (Figure 6) could not be justified. Particle therapy has, however, both physical and biological advantages compared to X-rays in combination with immunotherapy [58]. The main physical advantages are the sparing of the lymphocytes, essential cells to set off an immune response against the metastatic cancer cells. In fact, sparing lymph nodes is now being proposed as a standard practice also for conventional radiotherapy [59]. In addition, cell-death pathways induced by heavy ions seem to be more immunogenic than for X-rays, resulting in enhanced biological effectiveness [60, 61].
SEEIIST and FLASH
Very high-dose radiotherapy (>40 Gy/s) is generally acknowledged as a promising, and potentially evolutionary, pathway for radiotherapy [62, 63]. Pre-clinical data in animal models have indeed shown that at high-dose rate normal tissue toxicity is significantly reduced, while tumor control is not modified [64–66]. The potential advantages in terms of widening the therapeutic windows are enormous. However, reaching these high-dose rates is difficult with X-rays, due to the conversion of electrons in Bremsstrahlung radiation [67]. A first patient has been treated with electrons under FLASH conditions [68], and several proton therapy centers are increasing the cyclotron intensity to reach the FLASH regime [69–71]. For having heavy ion FLASH, high intensity has to be achieved in synchrotrons [72]. This is one of the goals of the new SEEIIST accelerator, as well as of many new accelerators under development worldwide for nuclear research [73]. It is therefore likely that FLASH radiotherapy will be an important topic at SEEIIST, both for clinical and pre-clinical research.
SOCIOECONOMICAL BENEFITS OF SEEIIST
Before the wars and the crisis in former Yugoslavia, the region had a long history of excellence in science. Before CERN was established in Geneva in 1954, and the International Center for Theoretical Physics in Trieste and the European Molecular Biology Organization in Heidelberg in 1964, former Yugoslavia already had three older research institutes. The Vinča Institute of Nuclear Science in Belgrade was founded in 1948, the Jožef Stefan Institute in Ljubljana in 1949 and the Ruđer Bošković Institute in Zagreb in 1950. Yugoslavia was also one of the founding countries of CERN. However, the scientific progress began to crumble in 1991, along with Yugoslavia’s dissolution and the 1991–2001 wars in former Yugoslavia diminished the economies and science capacity of all countries in the area. An entire generation of young scientists migrated to the Western countries, continuing to do so even in the period after the crisis. This is what gave rise to the political will of the countries of the region and of the EU, “To bring back the tradition in science and technology that the region had in the past.” Furthermore, SEEIIST will revive the scientific and technological potential of the Balkans, whilst helping its economy and bringing people together around a shared endeavor, a vision of a world-leading research institute, built under the same collaborative model as CERN. A €200 million investment in an international research facility in the Balkans could heal the wounds left by the years of ethnic/religious conflicts, help to stop the brain drain and enable the region to regain its former scientific glory. The countries involved in the SEEIIST project hope it will help the region overcome economic difficulties and bring them closer to EU membership.
Inclusion of SEEIIST on the next EU’s roadmap for research infrastructures being drawn up by the European Strategy Forum on Research Infrastructures (ESFRI) in 2021 will be of crucial importance to place the project on the “scientific and political map”.
The average cost of the treatment of a normal patient with heavy ions (not only protons) is estimated to be 25 kEUR in the presently accessible European facilities (HIT, CNAO, MedAustron, and MIT). With the estimated ∼400 patients foreseen to be treated per year in the early phase, SEEIIST will be able to cover 50% of the annual running costs (∼10 MEUR). The remaining cost will be covered by other sources such as membership fees of users (including industry), country contributions (memberships), and research projects from the Horizon Europe programmes.
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FOOTNOTES
1https://en.wikipedia.org/wiki/CERN.
2https://seeiist.eu/.
3*This designation is without prejudice to positions on status and is in line with UNSC 1244/1999 and the ICJ opinion on the Kosovo Declaration of Independence.
4https://seeiist.eu/start-of-the-seeiist-design-phase-september-2019-budva-montenegro/.
5https://www.who.int/en/news-room/fact-sheets/detail/cancer.
6https://ec.europa.eu/research/.
7“Commission Announces Top Experts to Shape Horizon Europe’s Missions” https://ec.europa.eu/info/news/commission-announces-top-experts-shape-horizon-europe-missions-2019-jul-30_en.
8https://www.ptcog.ch/index.php/facilities-in-operation.
9https://www.gsi.de/.
10https://enlight.web.cern.ch/enlight.
11E.g., IBA: https://iba-worldwide.com/proton-therapy/proton-therapy-solutions.
12E.g., HITACHI: https://www.hitachi.com/businesses/healthcare/products-support/pbt/index.html.
13HIT cited before.
14CNAO and MedA cited before.
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In Charged Particle Therapy (PT) proton or 12C beams are used to treat deep-seated solid tumors exploiting the advantageous characteristics of charged particles energy deposition in matter. For such projectiles, the maximum of the dose is released at the end of the beam range, in the Bragg peak region, where the tumour is located. However, the nuclear interactions of the beam nuclei with the patient tissues can induce the fragmentation of projectiles and/or target nuclei and needs to be carefully taken into account when planning the treatment. In proton treatments, the target fragmentation produces low energy, short range fragments along all the beam path, that deposit a non-negligible dose especially in the first crossed tissues. On the other hand, in treatments performed using 12C, or other (4He or 16O) ions of interest, the main concern is related to the production of long range fragments that can release their dose in the healthy tissues beyond the Bragg peak. Understanding nuclear fragmentation processes is of interest also for radiation protection in human space flight applications, in view of deep space missions. In particular 4He and high-energy charged particles, mainly 12C, 16O, 28Si and 56Fe, provide the main source of absorbed dose in astronauts outside the atmosphere. The nuclear fragmentation properties of the materials used to build the spacecrafts need to be known with high accuracy in order to optimise the shielding against the space radiation. The study of the impact of these processes, which is of interest both for PT and space radioprotection applications, suffers at present from the limited experimental precision achieved on the relevant nuclear cross sections that compromise the reliability of the available computational models. The FOOT (FragmentatiOn Of Target) collaboration, composed of researchers from France, Germany, Italy and Japan, designed an experiment to study these nuclear processes and measure the corresponding fragmentation cross sections. In this work we discuss the physics motivations of FOOT, describing in detail the present detector design and the expected performances, coming from the optimization studies based on accurate FLUKA MC simulations and preliminary beam test results. The measurements planned will be also presented.
Keywords: particle therapy, space radioprotection, fragmentation, cross section, nuclear interactions, protons RBE
INTRODUCTION
In the last decade a continuous increase in the number of cancer patients treated with charged Particle Therapy (PT) [1] has been registered, as a consequence of its effectiveness in the treatment of deep-seated solid tumors [2]. While protons and carbon ions are, nowadays, used in PT clinical routines, an interest also in helium and oxygen ions as therapeutic beams is growing [3, 4].
The use of light ion beams to treat tumors in PT is mainly motivated by the depth-dose profile of charged particles. This is characterized by an entrance channel where a low amount of dose is released, followed by a narrow region, the Bragg Peak (BP), where the maximum of the dose is deposited that is used to cover the cancer region, allowing to spare the surrounding healthy tissues. Furthermore the increase in the radiation Linear Energy Transfer (LET) in the BP region enhances its Relative Biological Effectiveness (RBE) in cell killing when comparing with conventional radio therapy using photons. Even though the track structure also plays a role, as a general approximation, high LET corresponds to high RBE, so the effect is particularly important for ions like 12C or 16O, where the LET increases significantly near the BP region. The RBE increase as a function of LET stops around 100–200 keV/µm, where the RBE peaks, depending on the ion specie, and than drops down for further LET increases [5, 6].
The increase in the RBE of 12C or 16O beams comes at the price of an increased difficulty in planning the treatment to properly account for the beam fragmentation. In the interaction with the atomic nuclei inside the patient body, the beam particles can fragment producing secondary particles with lower atomic number Z. Such fragments have a longer range that results in an energy loss tail beyond the BP region. Moreover the lightest fragments, especially protons and neutrons, can be emitted with large angle with respect to the beam direction. Fragmentation processes modify the delivered dose map with respect to the one that can be computed only accounting for the primary ions contribution [7]. This effect strongly depends on the mass and the energy of the ion beam and on the target involved in the interaction. Treatment plans, generally based on deterministic codes [8], and benchmarked against MC simulations [9–12], are not yet able to include the fragmentation contribution with the accuracy (3%) required for radiotherapy applications [13, 14]. This is due to the lack of experimental data, and in particular of double differential cross section measurements with respect to the angle and the kinetic energy of the fragment. In recent years some experiments have been dedicated to the measurement of the 12C ions fragmentation cross sections, however this program was carried out only for a few, energies-target combinations [15–17] and the completion of the experimental data inputs collected using thin targets is still eagerly needed. The targets of main interest for the study of fragmentation cross sections for PT applications are the 16O, 12C and 1H nuclei, being the most abundant elements in the human tissues, while, as for the beams, together to 12C and 16O, 4He is of great interest due to the low fragmentation yield and to the good compromise between LET and RBE [18, 19].
The landscape is quite different for proton treatments: no beam fragmentation is expected and due to the low and slowly varying LET a constant RBE value equal to 1.1 is currently adopted in clinical practice. However, recent radiobiological measurements provided indications of a significant increase in the RBE above 1.1 [20]. In particular the such increase could lead to a biological range extension after the BP or to an enhancement of the biological damage in the entrance channel (plateau region in the Bragg curve before the BP), i.e. in the region where the beam crosses the healthy tissues [21, 22]. The increase could be connected to the nuclear interactions occurring between the beam and the patient tissues. In the case of proton beams, only target fragmentation occurs, generating a spectrum of low energy fragments whose recoil depends on the beam energy and target materials. These secondary charged particles have an extremely short range (e.g. order of 10-100 µm), and are characterized by very high LET and, hence, high RBE. Particles produced in target fragmentation interactions [21] could be one of the causes of the proton RBE increase [23]. In proton therapy this process can have an impact in particular in the entrance channel, where the contribution to the dose deposition from the primary beam ionization processes is smaller with respect to the one occurring in the Bragg Peak region.
Unfortunately at present this effect is difficult to explore due to the missing cross sections measurements related to the production of heavy fragments induced by the proton irradiation with energies in the range of interest for PT (≤200 MeV). The process of target fragmentation so far has been almost completely neglected. The only available measurements cover the light fragment (Z < 3) production, with a total lack of data for the heavier fragments. In order to improve the modeling of the RBE, including the contribution from target fragmentation, the study of protons interactions with O and C targets are of fundamental importance.
The fragmentation of light ions on light targets is of interest also in the field of radioprotection in space. ESA, NASA and other space agencies have started, since several years, the astronauts risk assessment studies in view of long duration space missions (E.g. the travel to Mars). An efficient spacecraft shielding system from space radiation is mandatory to ensure the astronauts safety [24, 25]. There are three main sources of energetic particles in space: Solar Particle Events (SPEs), Galactic Cosmic Rays (GCR) and the geomagnetically trapped particles. SPEs are mainly composed of protons emitted from the sun during coronal mass ejections and solar flares. Their energy spectrum can reach the GeV region and, being unpredictable, they can fluctuate and become so intense as to inflict a lethal dose to the astronauts. GCRs are originated from supernovae within the Milky Way Galaxy and consist mainly of high energy protons (≃86%), helium (≃12%) and heavier nuclei (≃1%) up to 56Fe, called HZE - high (H) energetic (E) charged (Z) nuclei. GCRs energy spectrum ranges from MeV to TeV, peaking around 100–800 MeV/nucleon. The geomagnetically trapped particles consist of protons and electrons confined by the Earth magnetic field in two regions named Van Allen belts. Protons reach energies up to a few hundreds MeV in the inner belt and electrons up to 100 keV in the outer belt.
When the incident radiation, and in particular 4He and HZE ions from GCRs, interacts with the spacecraft hull and internal materials, the nuclear fragmentation modifies the space radiation spectra, producing of secondary fragments that contribute to the dose release. This process has to be taken into account when designing the proper shield to reduce the dose delivered to astronauts and to prevent damages to the electronic systems and instrumentations [24]. Dose estimates can be obtained, with a limited precision, through direct measurements, but the main tools available for the planning task are calculations with deterministic and Monte Carlo transport codes [26]. An essential ingredient for validating and benchmarking the simulation results is the comparison with the measured nuclear fragmentation cross sections for the interaction of the space primary ion components on different types of shielding [27]. Light materials, rich in hydrogen, are now considered as best shielding candidates and are preferred to aluminium, the material currently used to build most spacecraft structures. While the mass stopping power (depending on [image: image]) is maximized for light elements, the nuclear interaction cross section (proportional to [image: image]) is minimized, reducing to a minimum the yield of neutrons produced in the interaction with the shield [24, 25]. Low Z, and especially liquid hydrogen, are hence among the most effective materials to be used to build shielding structures for space applications [28]. While liquid hydrogen is not a suitable practical choice, being a low temperature liquid, shielding structures can be built using hydrogen stored in graphite nanofibers or lithium hydride compounds (6LiH). So far, polyethylene has been extensively studied and is regarded as a good compromise between the achieved performance and easiness of practical integration with the spacecraft structure.
Summarizing, there is a common ground between protecting the astronauts from the harmful effects of space radiation and improving the tumor therapy planning of patients treated with protons and ions. The particle species currently available in PT (protons and 12C) or considered as promising alternative candidates (4He, 16O) are among the most abundant in space. The overlap is also in terms of targets (H and C) and energy, especially in the region of interest for tumor therapy applications that is the same of solar flare protons and Van Allen trapped protons and is placed near the peak of the GCR spectrum.
In this landscape the FOOT (FragmentatiOn Of Target) collaboration has the purpose of performing precise measurements of differential fragmentation cross sections, with respect to the emitted fragment kinetic energy and production angle [29, 30]. The FOOT measurements campaign foresees an extensive program focused on the nuclear fragmentation of 4He, 12C and 16O beams impinging on thin C and H rich targets, like polyethylene C2H4, in the energy range 100-800 MeV/nucleon, of interest for PT and radioprotection in space (RPS) applications.
THE FOOT EXPERIMENT
The FOOT experiment, funded by INFN (Istituto Nazionale di Fisica Nucleare, Italy), has been designed to detect, track and identify all the charged fragments produced in ion collisions with different targets, with the aim of measuring both projectile and target fragmentation. The latter, which is of interest for applications in the proton-Nucleus (p-N) collisions field, is an exceptionally challenging task because of the very short range of the produced fragments that results in a very low probability of escaping the target. Their range is limited to tens of microns and even a very thin solid target would stop them or badly spoil their energy measurement.
Target fragmentation cross sections will be hence measured using an inverse kinematic approach, studying the interactions of different ion beams (like 12C and 16O) impinging on hydrogen enriched targets, such as C2H4, with an energy in the 50-200 MeV/nucleon range. The p-N cross sections will be therefore computed using the data collected using C2H4 and C targets by means of a subtraction method whose feasibility has been already shown by the authors of refs. [31, 32].
When the projectile nucleus (12C or 16O) collides with a H nucleus of the target, the projectile fragments in the laboratory frame can be seen (applying a suitable Lorentz boost) as the products of a process where a p collides onto a C or O target nucleus, but can be more easily measured. While the process of boosting the fragments in the reference frame in which the patient is at rest is a procedure that implies some additional uncertainties (related to the limited precision achievable on the physical quantities used to perform the Lorentz boost), the proposed method allows to perform the differential cross section measurements that would have been impossible otherwise.
A detector capable of performing the target fragmentation measurement using the inverse kinematic approach can as well perform the direct measurement of projectile fragmentation cross sections induced by C, He and O beams. The targets are the same (graphite and polyethylene) both for PT applications and to explore the higher incoming beam energy range for RPS in deep space applications. Using additional target materials, like polymethyl methacrylate (PMMA, C5O2H8), also other nuclei of interest for biological effects, like oxygen, can be studied. A summary of the physics program of FOOT is reported in Table 1.
TABLE 1 | FOOT physics program: in the last column the interaction processes to be studied for a given combination of beam, target, energy and kinematic approach are shown.
[image: Table 1]The most stringent requirements on the precision that FOOT has to reach are driven by the study of the target fragmentation process.
The final goal of the FOOT experiment is to measure differential cross sections with respect to the kinetic energy (dσ/dEkin) for the target fragmentation process with an accuracy better than 10% and double differential cross sections (d2σ/dΩ·dEkin) for the projectile fragmentation process with an accuracy better than 5% on the determination of the fragment yields in angle and in kinetic energy.
To achieve these performances the charge and isotopic identification capability of the fragments should reach the level of 2–3% and 5% precision respectively, in order to have a clear separation of all the isotopes under study. Such requirements become particularly difficult to match in the inverse kinematic approach, translating in a needed resolution on reconstructed momentum and kinetic energy of the order of few percent and a resolution on the emission angle with respect to the beam direction of the order of few mrad. To minimize the multiple scattering impact and the probability of secondary fragmentation inside the target, its overall density weighted thickness has to be of the order of 2-4 g/cm2, limiting the fragmentation probability to ∼10−2.
A MC simulation of a 16O beam of 200 MeV/nucleon kinetic energy impinging on a C2H4 target has been implemented using the FLUKA code [33, 34] to design and optimize the detector. The results of such simulation in terms of fragments yields in angle (Figure 1 (Left)) and in kinetic energy (Figure 1 (Right)) show that heavier fragments (Z > 2) are forward peaked within a polar angle of ≃10° and with a kinetic energy per nucleon peaked around the corresponding primary beam value. The light fragments, instead, have wider angular and kinetic energy distributions. Such distribution have been considered when designing the experimental setup, as they have a strong impact on the detector geometrical acceptance.
[image: Figure 1]FIGURE 1 | MC calculation [33, 34] of the angular (Left) and kinetic energy (Right) distributions of different fragments produced by a 200 MeV/nucleon 16O beam impinging on a C2H4 target.
Another constraint for the FOOT experiment comes from the request to have a “movable” detector capable of fitting the space limitations set by the different experimental rooms where ion beams of therapeutic energies are available. The standard choice, for a fixed target experiment like FOOT, would be a magnetic spectrometer composed by a dipolar magnet and high precision tracking detectors, together with some detector for particle identification.
However as seen in Figure 1 low mass fragments (Z < 3) are emitted with a wide angular aperture and the necessary cost, size, and weight of a magnetic apparatus capable of tracking them with the required precision would become impracticable in view of a “table top” setup design.
The FOOT experiment will implement an “upstream region” composed by the pre-target detectors, that will be used to monitor the impinging beam, and a region, including the target, for the tracking and the identification of the fragments that foresee two alternative and complementary setups:
1. a setup that implements a magnetic spectrometer, coupled with detectors for tracking and detectors optimized for the identification of fragments heavier than 4He. Such setup covers an angular acceptance up to a polar angle of about 10° with respect to the beam axis;
2. a setup based on an emulsion spectrometer, optimized for low Z fragments identification emitted at large polar angles that will extend the angular acceptance of FOOT up to about 70°.
The construction of the FOOT detector has started in 2018 and will be completed by the end of 2020, allowing to take data in the following years. Most of the upstream region and of the magnetic spectrometer detectors have already been built and tested in different calibration campaigns at CNAO (Pavia, Italy), TIFPA (Trento, Italy) and GSI (Darmstadt, Germany), with different ion beams of different energies. In the following sections a general description of these detectors will be provided. A detailed review of the technologies employed by the detectors and their measured performances will be reported in dedicated papers, whereas some of them have been already published [35].
Fragmentation cross section measurements using carbon beams impinging on different thin targets in the energy range 115–353 MeV/nucleon have been performed studying fragments emitted at large angles. Such preliminary studies [36] have been performed with an experimental setup very far from the final, optimised, one.
Tests carried out at LNS of the FOOT emulsion chambers have already proved their capability in achieving the required FOOT performances in charge separation [37]. Measurements with the full emulsion chamber setup have been already performed at GSI in 2019 and 2020 using 16O beams of 200 and 400 MeV/nucleon kinetic energy and a 12C beam of 700 MeV/nucleon kinetic energy impinging on C and C2H4 thin targets. The ongoing analysis will be the subject of a dedicated paper.
The Upstream Region
The upstream region is composed of pre-target detectors that will be used to monitor the beam, providing its direction and the interaction point on the target, and to count the number of impinging ions. The overall material budget, crossed by the beam, has to be minimised to reduce the out-of-target fragmentation, as well as the multiple scattering of the beam. The chosen configuration foresees two detectors: the Start Counter, a thin plastic scintillator read out by SiPMs, followed by the Beam Monitor, a drift chamber, placed upstream of the target.
The Start Counter
The Start Counter (SC) consists of a thin squared foil of EJ-228 plastic scintillator 250 µm thick. The foil has an active surface with a 5 cm side that is sufficient to cover the typical beam transverse size (see Figure 2 (Left)) and is held by means of an aluminum frame enclosed in a black 3D printed box to provide the light tightness needed for the detector operation. In the black box, two squared windows are placed in correspondence of the scintillator field of view and closed with a thin layer of 4 µm aluminized mylar.
[image: Figure 2]FIGURE 2 | Left: Start Counter detector inside the plastic box. The aluminum mechanical structure holds the EJ-228 plastic scintillator foil (in dark blue). Right: Technical drawing of the Beam Monitor drift chamber. The two orthogonal views x–y of the wires are clearly visible. Two enclosing mylar windows held by aluminum frames are shown as well.
The light produced in the scintillator is collected laterally by 48 (AdvanSiD ASD-NUV3S1) 3 × 3 mm2 SiPMs, 12 per side, bundled in eight electronic channels, each reading a chain of 6 SiPMs. The readout and powering of the SiPMs is handled by the WaveDAQ system [38], capable of sampling signals at rates up to 5 Gsamples/s in a dynamic range of 1 V. A gain between 0.5 and 100 can be applied to the incoming signal before digitization allowing to optimise the detector response in case of different beam types or energies. In this way it is possible to maximise the detector efficiency compensating for the low light signal released due to the scintillator thinness.
The acquired waveforms are analyzed offline with a constant fraction discriminator technique to extract the event time t0.
The SC, placed upstream of the BM and of the target, fulfills four main tasks: it provides the Minimum Bias trigger of the experiment, measures the incoming ion flux (with an efficiency >99%), provides the reference time for all the other detectors and it is used to perform the Time-Of-Flight (TOF) measurement in combination with the TOF-detector (called Tof Wall, TW, see Tof Wall Detector). A time resolution of the order of σt ≃ 60 ps has been measured using a 12C beam of 700 MeV/nucleon kinetic energy at GSI. Different thicknesses (ranging from 250 µm to 1 mm) can be used to monitor different beam projectiles and energy range combinations, in order to preserve the SC high performances in terms of efficiency and time resolution. A different Start Counter, developed within the FIRST experiment [17, 39], made with the same plastic scintillator, 250 µm thick, but read by PMT, has been used for the Emulsion chamber setup characterization so far as time performances were not requested (see Section The Emulsion Spectrometer, Figure 10 (Left)) and the detector was only used to count the incoming ions.
The Beam Monitor
The Beam Monitor (BM), already used in the FIRST experiment [17], is a drift chamber consisting of twelve wire layers, with three drift cells per layer (see Figure 2 (Right)). Planes with wires oriented along the x and y axes are alternated allowing the beam profile reconstruction in both views. The cell shape is rectangular (16 mm × 10 mm). In each view, two consecutive layers are staggered by half a cell to solve left-right ambiguities in track reconstruction [39]. New studies of BM working operations and achievable performances have been done in the context of the FOOT experiment. The BM operates at ≃0.9 bar with a 80/20% gas mixture of Ar/CO2, at a working point ranging between 1850 and 2200 V, depending on the primary beam. A BM efficiency of ≃90% has been measured, at the working point, for different combinations of ion beam and energies. A lower limit on the spatial resolution of 100 µm, in the central part of the BM cell, has been achieved [40]. The BM detector will be placed between the SC and the target and will be used to measure the direction and impinging point of the beam ions on the target, a crucial information needed to address the pile-up ambiguity in the tracking devices downstream the target and to discard events in which the beam has fragmented in the SC producing one or more deviated tracks. In order to reject pile-up vertices, an high precision alignment is required between the BM and the devices downstream the target. The BM high spatial resolution is fundamental to measure the direction of the fragments with respect to the beam with an accuracy of few mrad, needed to measure the kinetic energy of the fragments in inverse kinematic with the required resolution. Finally, the BM information about the beam spot size is essential, particularly in the case of the emulsion spectrometer, to monitor the very low intensity beams used for the FOOT acquisitions (see Section Trigger and Data Acquisition System), whereas the monitoring performed with the standard facilities devices, especially in centers for patients treatment, usually cannot provide the required accuracy and resolution at such low rates.
The Magnetic Spectrometer
The driving criterion of the FOOT detector design is the need for an accurate charge and isotopic identification of the produced fragments. To achieve the experimental goals a redundancy in measuring the different kinematic variables is needed, exploiting different particle identification (PID) techniques. For this reason the FOOT setup includes a Time-Of-Flight (TOF) system and a calorimeter for the fragments energy measurement, that, combined with the measurement of the energy released in thin detectors and with the information provided by the magnetic spectrometer, allows the isotope mass identification. The charge Z of fragments reaching the TW can be identified from the energy loss [image: image] and the TOF information, exploiting the Bethe-Bloch formula. The tracking through the magnetic field provides the fragment rigidity ([image: image]) and its path L that coupled with the measurement of TOF and Z provides the momentum p and the velocity [image: image] of the particle. Finally the fragment mass identification can be achieved by momentum p, velocity β and kinetic energy [image: image] measurements using the following relationships:
[image: image]
where γ is the Lorentz factor. Once the mass and the charge Z are measured the fragment is uniquely identified.
In order to match the precision requirements stated before on the final cross section measurements, it will be necessary to achieve the following experimental resolutions:
[image: image] at level of 4-5%;
[image: image] at level of 100 ps;
[image: image] at level of 1-2%;
[image: image] at level of 5%.
The detector design has to keep the fragmentation contribution due to the detector material as low as possible and should result in a full apparatus sufficiently compact to be transported and installed in the different facilities where 4He, 12C and 16O beams are available. The overall detector size should lie within the 2–3 m range. The actual length of the setup will change according with the β of the beam to allow an almost constant resolution on the fragment TOF. Extensive FLUKA simulations (Figure 1) have been used to optimise the transverse dimension of the detectors in order to fit the required angular acceptance, and their granularity studying the minimum separation angle between the emitted fragments.
A schematic view of the final choice for the Magnetic Spectrometer setup, together with the upstream region, is shown in Figure 3. Three main regions can be identified in the experimental setup:
1. The upstream region, composed of the Start Counter and the Beam Monitor (see Section The Upstream Region).
2. The interaction and tracking region, composed of the target followed by three stations of pixel and strip detectors placed upstream, between and downstream of two permanent magnets providing the fragments production vertex and momentum measurement through the tracking in the magnetic field.
3. The PID region, in the distal part of the detector located at least 1 m away from the target. It is composed of two orthogonal planes of thin plastic scintillator bars, providing the stop of the TOF and the measurement of the energy loss [image: image]. A BGO calorimeter, placed immediately after the TW, provides the fragment kinetic energy measurement.
[image: Figure 3]FIGURE 3 | Schematic view of the upstream region and the Magnetic Spectrometer setup.
Interaction and Tracking Region
The overall tracking system of the FOOT experiment is conceived as three measuring stations allocated upstream, between and downstream of two permanent magnets, as shown in Figure 4 (Left). The first tracking station is coupled to the target acting as vertex detector (VTX) of the experiment. The needs in terms of momentum resolution and global acceptance together with the minimization of multiple scattering and re-fragmentation in both the sensors and the mechanical structures themselves suggest the use of monolithic pixel sensors in the two upstream stations, the VTX and the inner tracker (ITR), while a telescope of silicon microstrip detectors (MSD) is envisaged for the downstream station. In between the three stations two permanent magnets, in Halbach configuration, provide the required magnetic field.
[image: Figure 4]FIGURE 4 | (Left) Technical design of the interaction and tracking regions: the vertical axis is the y axis, while the horizontal axis is the z axis. The beam coming from the left, along the z-axis, cross sequentially the target (TG), the vertex detector (VTX), moves into the magnets region and crosses the Inner Tracker (ITR) and, immediately after the second magnet, passes through the Micro Strip Detetor (MSD). (Right) Computed magnetic field map produced by the FOOT magnets in Halbach configuration. The magnetic field intensity B, shown in the palette, is referred to its y-axis component.
Target and Vertex Detector
The target and the Vertex detector (VTX) are hosted in a mechanical structure designed to hold up to five different targets in a sliding tray that can eventually be moved by a remote controlled actuator [17, 41]. The Vertex detector is organized in 4 different pixel sensor layers of 2 × 2cm2 transverse dimension, placed along the z axis, respectively at 0.6-0.9-2.1–2.4 cm from the target center guaranteeing a geometrical acceptance of about 40° for the emitted fragments. In order to fulfill the requirements of low material budget and high precision and efficiency, the technology of the MIMOSA-28 (M28) Monolithic Active Pixel Sensors (MAPS) has been adopted for each layer of the VTX. The M28 sensor, developed by the Strasbourg CNRS PICSEL group [42] for the upgrade of the vertex detector inner layer of the STAR experiment at RHIC [43, 44], consists of a matrix with 928 (rows) × 960 (columns) pixels of 20.7 µm pitch. The chip total size is 20.22 mm × 22.71 mm. The M28 sensor is implemented in the AMS-C35B4/OPTO design process that uses 4 metal- and 2 poly- layers. The thickness of the epitaxial layer is 15 µm on a high resistivity substrate of the order of 400 Ω·cm. All four M28 sensors are thinned to 50 µm, resulting in an overall material budget for the entire Vertex tracker of 200 µm. The architecture of the M28 integrates a binary readout and a zero suppression in-chip logic to reduce the amount of data transferred. Each pixel includes an amplification and a Correlated Double Sampling (CDS) circuitry. The sensor employs a rolling shutter readout technique with a 185.6 µs frame readout time: all the pixels CDS output of one row are read out in parallel row by row at the end of the column where 960 discriminators are placed, one per column, each with a configurable threshold level. The VTX readout has been implemented by means of a DE10 board system housing an Intel System-on-Chip (SoC) FPGA (Cyclon V) with a dual-core Cortex-A9 CPU. The FPGA is interfaced with the sensors and with the DAQ control (trigger, time-stamping and busy signals) and the CPU is used to send data to the central DAQ via a 1 GbE connection. The kinematic inverse approach requires the beam particles direction before the target and the fragment emission angle after the target to be tracked with an angular accuracy at the mrad level. The high spatial resolution of 5 µm achieved [45] with the VTX, matched with the information from the BM, can provide such angular resolution while minimizing the multiple scattering thanks to the reduced material budget of both BM and VTX.
The magnetic System
A key element for the FOOT spectrometer is the magnetic system used to bend the fragments produced in the target. The portability of the system, when matched with the needed momentum resolution, forces the choice in the direction of having permanent magnets generating the needed ([image: image]) in a limited sizes and weight, where [image: image] is the magnetic field intensity, strongly dependent on the fragment z-position, while L is the length along the z-axis of the magnetic field region where the particles experience the magnetic field effect and that can be roughly assumed to be placed between the VTX and the MSD trackers. A magnetic dipole in vacuum with two tracking stations placed upstream and downstream would ensure as well that the needed momentum resolution is achieved, but is not a viable solution to be implemented in a ‘portable’ table top experiment. The final choice is hence to have a magnetic system kept in air composed of two magnets, in Halbach configuration, which allow an additional tracking station in between the two needed to match the required momentum resolution. In the Halbach configuration an approximately dipolar magnetic field is obtained in the internal hole of a cylindrical permanent magnet. The magnetic field increases with the external cylinder radius while decreases with the gap radius. So in order to match the final momentum resolution producing the needed ([image: image]) and at the same time have an angular acceptance of 10° for the emitted fragments, two different magnet dimensions have been chosen. The first magnet has a gap diameter of 5 cm while the second one of 10.6 cm. They can provide respectively a maximum intensity of 1.4 T and 0.9 T along the y axis in the internal cylindrical hole. The magnetic field intensity along the cylinder z axis exhibits a gaussian shape for each magnet, according to the computed magnetic map shown in Figure 4 (Right): the inner tracker, sitting in-between the two magnets, will experience a field with an intensity of ∼0.6 T. Each magnet will be made of twelve single units of Samarium-Cobalt, which maintains its magnetic properties also in a high radiation environments. The two magnets will be assembled in a single mechanical structure sufficiently robust to withstand the magnetic forces produced and to provide a high precision in the alignment with the tracking stations. Thanks to a detailed field map, it will be possible to reach the intrinsic achievable accuracy of about 10 µm. The capability of vertically displacing, of about 40 cm, the magnets with respect to the beam line, will give the opportunity to inter-align the tracking stations in specific runs without the magnets, to adapt the setup to different experimental rooms and will ease the tracking detectors access and cabling once the setup will be finally assembled.
Inner Tracker
The FOOT Inner Tracking (ITR) station foresees two planes of pixel sensors to track the fragments in the magnetic region. In order to fit the required acceptance, granularity and tracking performances each plane will cover a sensitive area of about 8 × 8 cm2, with 16 M28 sensors per layer. The main reasons for such choice are again the quest for the material budget reduction together with the need of high tracking performances. Furthermore the tracking performances of M28 sensors are not expected to be significantly affected by the foreseen residual magnetic field in between the permanent magnets [46]. In addition, by using the same technology implemented by the VTX the architecture of the DAQ system will be simplified. Differently with respect to the VTX, the large detector area implies the use of a mechanical support, that results in an increase of the overall material budget.
The ITR will be built using ladders similar to the ones implemented in the PLUME project [47]. The ITR ladder will implement a double-sided layout, which consist of two modules of M28-sensor layers glued on the opposite sides of a support structure, 2 mm thick, made of low density silicon carbide (SiC) foam. Each module is composed of 4 M28 sensors glued and bonded on a kapton-metal flex cable. The flex cables provide all the communications and services of the sensors from and to the outside world. The overall material budget of an ITR ladder is [image: image], where x and [image: image] are respectively the overall thickness and radiation length of the ITR ladder. The ITR will be composed of four ladders, two for each plane, supported by a metallic frame to hold the entire tracker. While the described design is the final one, the detector still has to be fully assembled and tested.
Micro Strip Detector
The fragments tracking downstream the magnetic region is essential for the measurement of momentum and for the matching of the reconstructed tracks with the hits in the TW and in the calorimeter. This task is entrusted to a microstrip silicon detector (MSD), that, operating with an analogue readout, can also provide a redundant measurement of dE/dx [48–50], for fragments charge Z identification, complementary to the one performed by the TW. A tracking station of three MSD x-y planes with an active area of 9.6 × 9.3 cm2, separated by a 2 cm gap along the beam direction and positioned right after the second magnet, ensure the needed angular acceptance to measure ions with Z > 2, as expected from the FLUKA simulation. In order to reduce the amount of material and to provide the x-y coordinate readout, a solution exploiting two perpendicular Single-Sided Silicon Detector (SSSD) sensors thinned down to 150 µm has been adopted for each MSD x-y plane. Each sensor is glued on a hybrid Printed Circuit Board (PCB) that provides the needed mechanical support and the interface with the MSD readout. Light tightness of each plane is ensured using the metallized sensors backplane. A strip pitch size of 50 µm has been chosen in order to minimize the fragment pile-up in the same strip. Each SSSD is readout by 10 VA1140 chips, with a readout pitch of 150 µm, bonded and glued on the PCB, for a total of 640 channels. The front-end hybrids, hosting the readout chips, is glued at one side of each silicon module minimizing the dead space in the beam region. A digital readout of the strips with pitch of 150 µm would provide a spatial resolution of ≃40 µm, while with the selected analog readout a further factor 3 can be gained, as shown in [51, 52], with the additional advantage to measure also the dE/dx, for each x-y view of each layer independently. The analog signals provided by the VA1140 readout chips are digitized by 1 MHz 12-bits ADC and their data are sent to a TERASIC DE10 nano board for data collection and event shipping to the general FOOT DAQ.
Fragment Identification Region
The fragment identification region is the distal part of the detector, located at least 1 m away from the target. It is composed of two orthogonal planes of plastic scintillator bars (Tof-Wall detector), providing the stop of the TOF and the measurement of the energy loss, followed by a BGO calorimeter used to measure the fragment kinetic energy (see Figure 5).
[image: Figure 5]FIGURE 5 | Schematic view of the fragment identification region. The two orthogonal layers of 20 plastic scintillator bars are shown in front of the matrix of BGO crystals used to build the calorimeter.
Tof Wall Detector
The Tof-Wall detector (TW) is composed of two layers of 20 plastic scintillator bars (EJ-200 by Eljen Technology), arranged orthogonally and wrapped with reflective aluminum and darkening black tape [35, 53]. Each bar is 0.3 cm thick, 2 cm wide and 44 cm long. The two orthogonal x-y layers form a 40 × 40 cm2 active area detector that provides the measurements of the energy deposited [image: image], the needed information to compute the TOF (using as input the t0 from SC), and the hit position. The simultaneous measurement of [image: image] and TOF allows to identify the charge Z of the impinging ions [54, 55]. The Z-identification plays a fundamental role in determining the fragment mass and is used, together with the x-y hit position, as a seed for the fragments tracking through the magnetic field. The TW transverse dimensions have been chosen to match the angular aperture of the heavy fragments at the distance of the detector from the target (1–2 m) set by the experimental room conditions. The chosen granularity keeps the pile-up of multiple fragments in the same bar below ≃1%. The thickness of the bar has been chosen as a trade-off between a higher scintillation signal (reflecting in better timing and energy resolution) and a lower secondary fragmentation probability in the bars, that would spoil the particle identification and tracking.
Each of the two edges of the TW bars is coupled to 4 SiPM (MPPC S13360-3025PE2) with a 3 × 3 mm2 active area and 25 µm microcell pitch. The signals of each channel (two channels per bar) are digitized at rates of 3–4 Gsamples/s depending on the trigger scheme adopted (see Section Trigger and Data Acquisition System) by the WaveDAQ system [38] as described in Section The Start Counter. A total of 1024 samples are collected for each signal allowing to record the whole waveform, and to extract offline the time and the charge information. The thickness of the bars and the selected readout chain, have been chosen to meet the FOOT requirements of a TOF resolution better than 100 ps and an energy loss resolution [image: image], for the heavier fragments [35]. Thanks to the high number (4 × 14400) of pixels per channel of the SiPM, this setup is able to guarantee a dynamic range spanning over two orders of magnitude and allow the identification of fragments with significantly different energy release (from proton to oxygen with different kinetic energies). Finally, the high precision time measurement can be used to reconstruct the hit position along the bar [35] with a precision σpos < 8 mm, better than the one achievable only exploiting the information about the bars crossing, an important information used to reduce the combinatorial association of multiple fragments in the front and rear side of the TW in the offline reconstruction.
Calorimeter
The FOOT calorimeter is the most downstream detector and it is designed to measure the fragments kinetic energy needed to compute their mass A. Depending on the energy of the incoming fragment, different phenomena can take place in the calorimeter in the energy range of interest for the FOOT experiment. At the highest energies, ≃700–800 MeV/nucleon, that will be explored in the context of space radiation protection studies, the pion production threshold is exceeded and hadronic showering takes place. In these conditions a full containment cannot be achieved with affordable calorimeter dimensions, and this results in a worsening of the achievable resolution at these energies. On the other hand, the highest resolution is needed for the case of target fragmentation studies, that involves 12C and 16O up to 200 MeV/nucleon. In this energy range, the main mechanism of energy loss is by far through electromagnetic interaction with the target electrons and nuclei. In that case a proper containment of the fragments can be achieved allowing to maximise the energy resolution. In all cases, however, it shuold be noted that for a fraction of the events neutron production takes place and part of the fragment energy escapes the detector, causing a systematic error that spoils the energy resolution. The impact of such effect can be minimised exploiting the redundant information coming from the other detectors. Since FOOT will work at a relatively low beam intensity, the ideal material for a calorimeter is a dense crystal, with high light yield, without strict requirements on the response speed: BGO was identified as the best candidate providing the needed performance, on one side, while easing the matching with the mechanical constraints and the overall cost on the other. The high density of this material (ρ = 7.13 g/cm3) guarantees a high stopping power, that, coupled to a light yield of ≃10 photon/keV, meets the requirements on the energy resolution. The FOOT calorimeter will be composed of 320 Bi4Ge3O12 (BGO) crystals positioned with an approximately disk-like arrangement (≃20 cm radius) and mechanically divided in modules of 3 × 3 crystals, in order to best handle their weight and positioning. The crystals have a truncated pyramid shape with a front (back) face of about 2 × 2 cm2 (3 × 3 cm2) and a length of 24 cm. The BGO crystal transverse size is similar to the TW granularity. The probability of pile-up in the same crystal due to multi-fragmentation events is kept below ≃1–2%, depending on the beam energy/experimental room setup configuration. The crystal depth has been chosen in order to minimize the energy leakage mainly due to neutrons escaping the calorimeter. Each BGO crystal is coupled to a 25 SiPMs matrix with an active surface of 2 × 2 cm2, where each microcell has a pitch of 15 µm, small enough to have a linear response in the energy range up to about 10 GeV. Each SiPM matrix is coupled to a readout board specifically designed to match the dimensions of the SiPMs, ensuring a very compact design of the overall detector. The Front-end board will be interfaced with the WaveDAQ system, the same readout system used for SC and TW detectors [38], that will sample the signal at 1 Gsample/s, allowing a measurement based on both the signal amplitude and its integral, as well as a shape analysis. The same board is used to readout the SiPM temperature sensor, useful to compensate the variation of the system response caused by temperature variations and to equalize the calorimeter response offline. Several beam tests have been performed in a wide energy range (from 70 MeV protons to 400 MeV/nucleon 12C), in order to choose the optimal combination of SiPM array, readout configuration and BGO wrappings. A very good linearity response is achieved in the whole investigated energy range and the measured energy resolution [image: image] below 2% meets the experiment requirements for the heavier fragments [56, 57].
Trigger and Data Acquisition System
The FOOT detector will be equipped with a DAQ system designed to acquire the data with high accuracy in a controlled and online-monitored environment.
The main experiment trigger (Minimum Bias) will be based on signals provided by the SC and will be fired whenever the multiplicity of the channels above thresholds exceeds a programmable value (majority trigger). This choice minimise the source of systematic uncertainties on the cross section measurements due to the events trigger selection. A fragmentation trigger asking for activity outside the central bars of the TW in a logical OR can also be used, in addition to a prescaled Minimum Bias trigger, to enhance the fraction of recorded fragmentation events. The technology that will be used to implement the trigger is provided by a CAEN V2495 board3, whose FPGA and internal logic is fully programmable. The maximum acquisition rate affordable when operating with a Minimum Bias trigger would depend on the slowest detectors in the experiment. These are the MIMOSA 28 chips used in the pixel trackers (VTX and ITR), which have a frame readout time of 185.6 µs, needed to read about 106 pixels per chip. The overall maximum readout rate would be hence of about Rmax = 5 kHz. The system will be designed to handle a maximum DAQ rate of Rdaq = Rmax, but in order to reduce pile-up effects in the MIMOSA chips the actual trigger rate will be of the order of Rtrigger = 1 kHz. With this rate, considering a duty cycle of [image: image] = 30%, during stable running conditions, up to Nday ≃ 86400·1k·0.3 = 26 M events per day can be collected with a Minimum Bias trigger.
The DAQ system that will be implemented for the whole apparatus is a flexible hierarchical distributed system based on linux PCs, VME crates and boards, detector integrated readout systems and standard communication links like ethernet, USB and optical fibers, schematized in Figure 6.
[image: Figure 6]FIGURE 6 | DAQ logical scheme.
The system control will be hosted on a controller PC used to run the DAQ GUI interface to start/stop a single run, to control and to configure other nodes in the system. Another PC (Storage PC) will be used to collect the information coming from the different detectors, to perform an event building and to store on disk the acquired data. On the same PC, a MYSQL DataBase (DB) will have the role to store the configuration data (structured DB tables or in form of retrievable text files) and to store the DAQ process information (start/stop DAQ time, events collected, other global DAQ information). An electronic logbook interfaced with the DAQ system will be installed on the same machine.
The steering of the acquisition process and the reading of the other nodes will be managed through an ethernet switch connected via a 10 GbE cable and a CAEN V27184 VME to PCI Optical Link Bridge. The switch is used to collect all the data from the detectors via 1Gbps ethernet connections: the whole tracking system (VTX, ITR and MSD), based on 20 DE10-nano or DE10 Terasic boards, the time of flight system (SC and TW) and the calorimeter based on the WaveDAQ system. The DE10-nano boards have an FPGA for detector reading and a dual core ARM cortex 9 processor for event formatting, zero suppression and data shipping via ethernet. The WaveDAQ boards for the TOF system and for the calorimeter send its data to intermediate PCs providing data calibration, compression and data shipping. The VME to PCI Optical Link Bridge in the storage PC is connected to a VME crate holding the trigger board V2495 and the Beam Monitor discriminators and TDC board CAEN V1190B. The expected typical event size is of the order of 30 kB, but can be increased if needed up to 100 kB. The availability of RAM memories along the data collection paths (in the FPGAs, in the DE10, in the PCs, in the switch and in the CAEN boards) allows an almost complete decoupling of the trigger signal time from the event building time in the storage PC that can happen several seconds apart, while still keeping an average DAQ rate of 1 kHz (with rate peaks of 5 kHz). The whole system is designed to store data on a SSD disk (max rate 400 MB/s) during data taking and to transfer the data to a dedicated (>20 TB) NAS system during idle times. The DAQ system will be equipped with a set of online monitoring tools. The DAQ running related information can be easily collected from each VME board or data provider at a rate ∼Hz, depending on the specific sub-detector system, and provided to a network of PCs connected to the experiment. Typical online monitoring histograms based either on local or distributed data will show detector occupancy, particle arrival times, particle energies, collected charges and so on. The online monitoring foresee also a fast online event reconstruction performed, on the fly, on a fraction of the events. Performing a complete event reconstruction it will be possible to monitor the fragments momentum spectra, TOF, reconstructed charges and masses.
MC Simulation and Fragment Identification Performances
Detailed MC simulations with the FLUKA software [33, 34] have been developed for different combinations of ion beams, beam kinetic energy and targets, in order to optimize the detector design and evaluate its expected performances taking into account the constraints set by the different experimental rooms where FOOT will acquire data. The full detector geometry and materials, already described in Section The Magnetic Spectrometer, have been implemented in the MC simulation to properly evaluate the interactions in all the active detectors and the production of secondary particles in out-of-target fragmentation processes. Care has been taken in detailing at the highest possible degree the different detector subsystems to evaluate with high accuracy the acceptances, efficiencies and resolutions needed for the cross-section measurement.
In the following, the results of a FLUKA simulation of a 16O beam of 200 MeV/nucleon kinetic energy impinging on a 2 mm thick C2H4 target are shown to document the expected performances of the magnetic spectrometer setup in terms of fragment identification [58, 59].
The 2-D top view of the full FOOT detector setup is shown in Figure 7, in a geometrical configuration in which the distance between TG and TW is 1 m, compatible with most of the experimental rooms where FOOT experiment is expected to collect data.
[image: Figure 7]FIGURE 7 | 2-D top view of the full FOOT setup geometry implemented in the FLUKA MC simulation.
The MC scoring provides the fundamental quantities related to each FOOT detector sub-system: times in SC, fired cells in BM, fired pixels in VTX and ITR detectors, energy released in MSD strips, and time and energy released in TW bars and calorimeter crystals. The reconstruction of the quantities of interest, like clusters, tracks, TOF, fragment charge Z and kinetic energy, is performed locally for each detector. To estimate the detector capability in identifying the fragments in terms of charge and mass, the experimental resolutions of the fundamental quantities necessary for particle identification, when available, have been included in the MC simulation, by means of a Gaussian smearing. No signal digitization has been performed.
The Time Of Flight (TOF), energy loss ([image: image]) and kinetic energy ([image: image]) resolutions implemented in the simulation have been extracted from the results obtained during specific test beams for SC (Section The Start Counter), TW (Section Tof Wall Detector) and for calorimeter (Section Calorimeter). The momentum (p) resolution, not yet measurable due to the absence of the magnets and downstream tracking stations, has been evaluated by means of dedicated MC simulations using a standard Kalman tracking algorithm. The resolutions of the quantities of interest included in the simulation are ranging in the following intervals:
[image: image] ≃ 3–5%;
[image: image] ≃ 70–250 ps;
[image: image] ≃ 1.5–2.5%;
[image: image] ≃ 3–10%
where the best performances are always referred to the ones expected for the highest fragment charges.
A nuclear fragment is uniquely identified when its charge and mass number are correctly measured. The charge Z of the fragment is measured by means of the TW detector. As shown in Figure 8 (Left) the TW resolution allows the discrimination of eight regions in the [image: image]-TOF plane, related to different fragment charges. For each region a Bethe-Bloch curve, parametrized as a function of TOF, has been used to fit the MC simulation results to describe the average energy loss of fragments of the same charge Z impinging on TW with different angles, kinetic energies, TOF and path lenghts L. For each fragment the charge corresponding to the closest Bethe-Bloch curve in the [image: image]-TOF plane is assigned. The identification capability depends mainly on the [image: image] resolution, that, with the aforementioned values, implies a fragment charge mis-identification <4%. The fragments pile-up in the same TW bar can partially spoil this value. The MSD information can be exploited to improve the charge identification capabilities partially reducing this latter background source.
[image: Figure 8]FIGURE 8 | (Left) Fragments charge identification in TW using the energy release in the scintillators [image: image] and the TOF calculation performed together to the SC. For each region a Bethe-Bloch curve (shown as a different black curve), parametrized as a function of TOF, has been used to fit the MC simulation results to describe the average energy loss of fragments of the same charge Z impinging on TW with different angles, kinetic energies, TOF and path lenghts L. (Right) An example of mass number determination obtained with the [image: image] fit for the carbon fragments for the case of [image: image] ≃ 70 ps, [image: image] and [image: image]. The 11C, 12C and 13C isotopes are clearly visible.
The fragments charge measurement, when coupled to the rigidity ([image: image]) one provided by the fragment tracking inside the magnetic field, allows to compute the momentum p. As discussed in Section TheFOOT Experiment, by using the measurement of p, TOF and [image: image] and inverting the set of Eq. 1, it is possible to have three different, correlated, measurements of the fragment mass. The mass identification resolution is directly related to the precision achieved on p, TOF and [image: image]. These have to be maximised to match the final cross section precision requirements. In order to get the best mass estimation, taking advantage of the measurement redundancy, a standard [image: image] minimization approach or an Augmented Lagrangian Method (ALM) [60] approach can be pursued, performing a fit to the mass values. The two fit procedures lead to compatible results, centering the mass of the selected fragments always around the expected values. The final mass resolution ranges between 3% for 12C to 6% for protons. Additionally, the [image: image] of the selected fit procedure can be used to exclude the events with a worse mass determination. Once the mass and Z of each fragment are determined the isotopic identification of each fragment is completed. In addition, the fit provides as output better evaluations of the TOF, p and [image: image] observables.
An example of mass number determination obtained with the [image: image] minimization fit after applying a [image: image] cut in the case of carbon ions fragmentation studies is shown in Figure 8 (Right). These results have been obtained with the following parameters: [image: image], [image: image] and [image: image].
To understand which detectors mostly affect the precision achievable on the mass determination, a systematic study varying the TOF, p and [image: image] resolutions has been performed. The carbon isotopes mass resolution dependence on each of the three parameters (TOF, p, [image: image]) is shown in Figure 9. A major influence of the TOF resolution value is evident as shown in Figure 9.
[image: Figure 9]FIGURE 9 | Mass resolution of the identified isotopes of carbon ions (9C, 10C, 11C, 12C , 13C, 14C) as a function of: A) kinetic energy resolution ([image: image] and [image: image]) B) momentum resolution ([image: image] and [image: image]) C) carbon ions TOF ([image: image] and [image: image]).
The Emulsion Spectrometer
To characterize the production of low Z fragments, an emulsion spectrometer (ES) has been included in the FOOT setup as described in Section TheFOOT Experiment. In Figure 10 (Left) the arrangement of the emulsion chambers inside the FOOT detector is shown: the ES is placed after the SC and the BM, with the beam incoming from the left. The SC and BM are used only for beam monitoring purposes and their DAQ (see Section Trigger and Data Acquisition System) is completely decoupled from the ES that acts as a complete, self standing, experiment. The SC and BM have been used to perform an on-line control of the beam flux on the active ES surface, to avoid spatial pile-up of events in the ES.
[image: Figure 10]FIGURE 10 | (Left) Emulsion spectrometer setup placed downstream the SC and the BM. (Right) Scheme of the emulsion spectrometer composition with the C2H4 target.
Among all tracking devices used in particle physics, nuclear emulsion detectors achieve the highest spatial resolution (sub-micrometric) for tracking ionizing particles. Emulsion chambers integrate target and detector in a very compact setup and provide a very accurate reconstruction of the interactions occurring inside the target. Moreover, no power supply or any readout electronics is required and this helps to keep the emulsion setup compact maximising its active area. The use of emulsions is coupled to the continuous development in the field of automated scanning system techniques: last generation microscopes [61–64] allow very fast scanning with wide angular acceptances of huge data sets. Furthermore, it was demonstrated that a controlled fading of the emulsions in terms of different thermal treatments extends their dynamical range when crossed by different ions, providing charge identification capabilities [37, 65, 66]. The possibility to measure particles emitted with an angular acceptance above 70° with respect to the incident angle, coupled to the very high spatial resolution and charge identification capability, made the nuclear emulsion technology an ideal choice for new generation of measurements of differential fragmentation cross sections. For this reason, emulsion detectors have been already adopted in different measurements campaigns to study fragments produced at large angles by 12C ions impinging on thin targets in the energy range of interest for PT [67, 68], showing their capability in the charge identification of the produced fragments [65, 66]. The nuclear emulsion films, used for the FOOT experiment, consist of two 70 µm thick sensitive layers deposited on both sides of a 210 µm plastic base, resulting in a total thickness of 350 µm. The sensitive regions are made of AgBr crystals of 0.2 µm diameter scattered in a gelatine binder, able to detect charged particles. The charged particle trajectory is recorded by a series of sensitised AgBr crystals along its path acting as latent image centres. A chemical process, known as development, enhances latent images, inducing the growth of silver clusters (grains) with a diameter of 0.6 µm which can be seen with an optical microscope. The density of grains is proportional to the charge particle ionization within the detector dynamical range. After the development, the emulsions are scanned by an automated system. The acquired image is then analyzed by a dedicated software to recognize clusters of dark pixels aligned, which represent the track produced by the penetrating particle. A straight sequence of pixels in one emulsion layer defines a “micro-track”. Two aligned micro-tracks belonging to the top and bottom layers of an emulsion film form a “base-track”. The reconstructed base-track has a micrometer accuracy of 1.0 µm in position and 3 mrad in angle [64]. Base-tracks belonging to a straight line along different films, are connected to form “volume-tracks”. The sum of the pixels of the grains belonging to the volume-track is a variable sensitive to the specific ionization, hence to the particle charge. This variable is called track volume (see Section Charge Identification Region).
The Emulsion Spectrometer for the FOOT experiment has been designed with passive materials alternated to nuclear emulsions films acting both as high-resolution tracking devices and ionization detectors. It is composed of three sections with different purposes, as shown in Figure 10 (Right):
1. Interaction and vertexing region (ES Section 1)
2. Charge identification region (ES Section 2)
3. Momentum measurement region (ES Section 3)
The imprinting process due to the passage of a particle in the emulsion film and the following development process makes the emulsion spectrometer a one-shot detector: for each data taking with a fixed combination of ion beam, energy and target, a different emulsion spectrometer has to be assembled, exposed and lately scanned and analyzed.
Interaction and Vertexing Region
The ES Section 1 is made of several elementary cells composed of layers of target element, Carbon or C2H4, alternated with emulsion films, as shown in Figure 10 (Right). Whenever the ion beam interacts within the cells of this section, secondary fragments will be emitted and detected by the following regions of the spectrometer. The detector emulsion structure will track the fragments and reconstruct the interaction vertex position. The length of this section will be optimized for each different data taking, to achieve a statistically significant number of reactions accordingly to the combination of ion beam, energy and target. In the GSI 2019 data taking, four emulsion spectrometer setups have been used: for each of the two 16O beam configurations, at 200 and 400 MeV/nucleon, two different stacks of 30 cells have been used. Each cell was composed of an emulsion film and a target layer of 1 mm of Carbon in one case and of 2 mm of C2H4 in the other case. According to MC simulation, based on FLUKA code, about 32% and 30% of 16O ions at 200 MeV/n are expected to interact within 60 mm of C2H4 and within 30 mm of Carbon, respectively.
Charge Identification Region
The particles at the minimum of their ionizing power (MIPs) generate in nuclear emulsion thin tracks whose grain density ranges from 30 to 50 grains/100 µm, according to the emulsions sensitivity. Highly ionizing particles cause a saturation effect suppressing the charge identification. Nevertheless, by keeping the emulsions for an appropriate time (about 24 h) at a relatively high temperature (above 28°C) and a high relative humidity (around 95%), a fading is induced which partially or totally erases the particles tracks. Thus, for instance, films may be made insensitive to MIPs and suited for highly ionizing particles. The combination of several films, having undergone different thermal treatments after exposure, allows overcoming saturation effects for particles with largely different ionizations. This technique has already been used in previous works [37, 65, 66] to enlarge the dynamical range of emulsions. The ES Section 2 aimed to the charge identification for low Z fragments (H, He, Li), is made by elementary cells composed of four emulsion films. After the exposure and before the chemical development, four different thermal treatments were applied to the emulsions, hereafter denoted as R0 (not thermally treated), R1 (28°C), R2 (34°C) and R3 (36°C). For each thermal condition, each track is characterized by four track volume variables, VR0, VR1, VR2 and VR3, respectively, that are proportional to the silver grain density along the trajectory. In the not thermally treated emulsions (R0), all the tracks are visible and the saturation effect makes not possible the charge separation. The R1 thermal process produces the complete erasing of all tracks due to MIPs. The fragments charge separation is obtained by looking at correlations between appropriate pairs of track volume variables, or by a linear combination of them. In the GSI 2019 data taking, a set of nine quadruplets of emulsion films refreshed as explained before has been used.
Momentum Measurement Region
The ES Section 3, dedicated to the momentum measurement, is made of emulsion films interleaved with layers of passive material, as shown in Figure 10 (Right). The section length, the number of passive layers and their thicknesses are set according to the incident beam energy. The materials used as passive layers are Lexan, W and Pb. As an example, the composition of the ES Section 3 used in the GSI 2019 data taking is shown in Table 2, where five different stacks of different combination of passive layer material/thickness have been used. The momentum will be evaluated with the range technique. Measuring the length of the whole particle track, its momentum will be estimated on the basis of the correlation between range and kinetic energy, using data supplied by NIST [69]. The accuracy of this method strongly depends on the segmentation of the ES Section 3 in passive layers and on their thickness and material, chosen in order to stop the crossing fragments, as in a calorimeter. As shown in Table 2, the lower Z passive layers are placed at the beginning of the stack, while the higher Z layers at the end, in order to increase the dynamical range of the momentum measurement. The particle trajectory measurements provide also an estimate of the charged particles momentum through the Multiple Coulomb Scattering (MCS) method [70, 71]. For each particle track, the x-y spatial coordinates and the slope ([image: image], [image: image]) are estimated with high accuracy. Thanks to the measurements along a track of the particle direction, provided by the high segmentation of the ES, the particle momentum can be estimated by the MCS method according to the formula:
[image: image]
where p is the fragment momentum, β its velocity, Z its charge, x the traversed distance, [image: image] the radiation length in the material and [image: image] the deviation of the track slope along its path. By using two independent methods for the energy and momentum estimation (i.e the range and multiple Coulomb scattering), combined to the charge measurement performed by the ES Section 2, the fragments mass for the isotopic identification can be assessed. According to FLUKA MC simulation, 77% and 72% of the fragments produced by the interaction of the 16O (400 MeV/nucleon) beam on C and C2H4 targets, respectively, is contained inside the ES.
TABLE 2 | ES Section 3 composition in the GSI 2019 data taking.
[image: Table 2]CONCLUSION
The FOOT (FragmentatiOn Of Target) experiment, funded by INFN (Istituto Nazionale di Fisica Nucleare, Italy), has been designed to perform measurements of differential cross sections for the production of charged fragments in the nuclear interaction between ion beams (p, 4He, 12C, 16O) and targets (H, C, O) of interest for charged Particle Therapy and space radioprotection applications. The experiment has been designed with the main goal of investigating target fragmentation in proton therapy by means of an inverse kinematic approach, using beams of 12C, 16O impinging on graphite and polyethylene targets, to extract cross sections for the production of charged fragments in p+C and p+O collisions in the energy range of 50–200 MeV/nucleon. The same apparatus will be used to investigate the double differential cross sections of the projectile fragmentation process for beams of 4He, 12C and 16O impinging on graphite, polyethylene and PMMA targets up to 500 MeV/nucleon for charged PT and up to 800 Mev/nucleon for space radioprotection. The FOOT detector exploits two alternative complementary setups, a magnetic spectrometer and an emulsion spectrometer, for the tracking and the identification of the fragments in order to provide high acceptance, efficiency and identification capability in a wide dynamical range that spreads from protons to heavier ions up to 16O. The construction of the detector is being finalized and several beam tests have already been performed for calibration purposes. The experiment started its scientific program using the Emulsion setup at GSI, in 2019 with 16O ions of 200 and 400 MeV/nucleon kinetic energy on C and C2H4 targets, and in 2020 with 12C ions of 700 MeV/nucleon kinetic energy, on the same targets. Data analysis is still in progress. The magnetic spectrometer setup is under construction and a first data taking in this configuration is being scheduled at CNAO, using 12C ions of 200 MeV/nucleon kinetic energy. An application for beam time in 2021/2022 at GSI is in preparation, having as one of the main priorities the request of a 4He ion beam of 700 MeV/nucleon kinetic energy. In future, an upgrade of the FOOT detector is being considered: the evaluation of the neutron production together with the charged fragments can constrain even more strongly MC nuclear production models that are relevant both for PT and RPS. Different strategies for providing neutron detection capability to the FOOT experiment are currently under study.
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Different qualities of radiation are known to cause different biological effects at the same absorbed dose. Enhancements of the biological effectiveness are a direct consequence of the energy deposition clustering at the scales of DNA molecule and cell nucleus whilst absorbed dose is a macroscopic averaged quantity which does not take into account heterogeneities at the nanometer and micrometer scales. Microdosimetry aims to measure radiation quality at cellular or sub-cellular levels trying to increase the understanding of radiation damage mechanisms and effects. Existing microdosimeters rely on the well-established gas-based detectors or the more recent solid-state devices. They provide specific energy z spectra and other derived quantities as lineal energy (y) spectra assessed at the micrometer level. The interpretation of the radio-biological experimental data in the framework of different models has raised interest and various investigations have been performed to link in vitro and in vivo radiobiological outcomes with the observed microdosimetric data. A review of the major models based on experimental microdosimetry, with a particular focus on ion beam therapy applications and an emphasis on the microdosimetric kinetic model (MKM), will be presented in this work, enlightening the advantages of each one in terms of accuracy, initial assumptions, and agreement with experimental data. The MKM has been used to predict different kinds of radiobiological quantities such as the relative biological effects for cell inactivation or the oxygen enhancement ratio. Recent developments of the MKM will be also presented, including new non-Poissonian correction approaches for high linear energy transfer radiation, the inclusion of partial repair effects for fractionation studies, and the extension of the model to account for non-targeted effects. We will also explore developments for improving the models by including track structure and the spatial damage correlation information, by using the full fluence spectrum and by better accounting for the energy-deposition fluctuations at the intra- and inter-cellular level.
Keywords: microdosimetry, microdosimetric kinetic model, relative biological effectiveness, oxygen enhancement ratio, biophysical modeling, ion beam therapy
1 INTRODUCTION
Ion beam therapy is becoming a well-established clinical option for tumor treatment, particularly advantageous for the highly localized dose deposition and for the radiobiological properties [1]. While the first feature is obvious, for the macroscopic energy deposition profile, characterized by the Bragg peak in depth, and also often by a sharper lateral penumbra, due to the small multiple Coulomb scattering of fast and heavy particles, the second one is related to microscopic features of the ionization pattern induced by particle radiation, for different charge and energy, down to the molecular scale of the biological target (DNA). The accurate prediction of relative biological effectiveness (RBE) in different positions of an irradiating field is a fundamental requirement, in order to correctly estimate treatment responses [2]. Moreover, RBE depends on several factors, of different nature, biological, patient, and treatment-specific, because of the complexity of the mechanisms of action underlying tumor and normal tissue responses in radiation therapy. A numbers of models have been presented, historically, to predict RBE, attempting to account for such effects. Among these models, the following four main categories can be identified:
(1) Purely phenomenological models: NIRS1 mixed beam approach [3–6], mainly used for carbon ion beams.
(2) Dose-averaged LET (LETD)-based models that exploit a linear relationship between the RBE and the LETD [7–10], used exclusively for proton beams.
(3) Local effect model (LEM)-based models [11–17], mainly used for heavier ions, such as carbon ions;
(4) More general models based on microdosimetry concepts:
a. Models based on the microdosimetric kinetic model (MKM), proposed initially by Hawkins in 1994 [18] and then explored and extended till nowadays [19–23];
b. Other models, such as the repair–misrepair–fixation RMF model [24–26] and phenomenological models based on RBE-weighting functions [27–33].
All the different models present different advantages and limitations. While RBE is not measurable with physical methods, the fourth category allows a strong link with physics measurements through different types of microdosimeters. The present paper is focused on reviewing the modeling of biological effect of protons and other ions used in ion beam therapy based on the microdosimetry concepts with particular emphasis to the MKM, a widely used model to predict the cell survival and the RBE by using microdosimetric data. This topical review is organized as follows: the fundamental microdosimetric quantities [34, 35], required for addressing the problem, are defined in Section 2 together with a focus on relevant experimental quantities. Then, the original formulation of MKM is presented in Section 3 with its theoretical bases (Section 3.1) and followed by the main extensions such as non-Poisson and saturation corrections [19, 20] (Section 3.5), the incorporation of a track model [21], a variable β parameter deriving from the effects of the lesion yield fluctuations in the cell nucleus and domains, [22, 23] in Section 3.8, and the generalization of the model in case of a time structured irradiation introduced in Section 3.7. The available experimental in vitro and in vivo validations are also reported for each extensions. Figure 1 represents a conceptual scheme of the main MKM formulations and extensions presented in this paper. Further, an example of treatment planning systems (TPS) implementation of the MKM [36] will be given in Section 3.6. Other applications of the MKM, such as the oxygen enhancement ratio (OER) modeling [37, 38] and the incorporation of non-targeted effects [39] will be described in Section 3.9. Finally, other models based on microdosimetry as well, i.e., the distribution function by Loncol et al. [40] and the RMF model [24, 25], will be presented in Section 4.
[image: Figure 1]FIGURE 1 | Conceptual map of the evolution of some of the microdosimetric kinetic models (blue) considered in this review. Some of these models are currently used for RBE and RBE-weighted dose evaluations in TPS applications (dark cyan). Solid lines refer to the consequentialism of the corrections and extensions while the dotted lines mark the theoretical bases of the considered formulation (light gray color).
2 MICRODOSIMETRIC DISTRIBUTIONS AND THEIR MOMENTS
The main microdosimetric quantities of interest are the specific energy z and lineal energy y [34, 41–43]. The specific energy z is the ratio between energy imparted by ionizing radiation ε and the mass m of the matter that has received the radiation, that is,
[image: image]
The energy imparted ε may be due to one or more energy deposition events, i.e., due to one or more statistically independent particle tracks. The lineal energy y is the ratio between energy imparted to the matter in a volume of interest by a single energy-deposition event, [image: image], and the mean chord length in that volume, [image: image], that is,
[image: image]
The stochastic nature of ε and [image: image] implies that also z and y are stochastic quantities. In the following, given a probability density distribution [image: image], we will assume that the probability that a specific energy z is produced in the interval [image: image] is given by
[image: image]
When dealing with specific energy spectra, it is important to distinguish between the single-event distribution and the multi-event distribution. It is worth stressing that, although experimental microdosimetry determines single event quantities such as the [image: image] or the lineal energy y, the starting point for models are multi-event quantities such as the specific energy z and its distribution.
The single-event distribution, denoted by [image: image], is the probability distribution of z conditioned to the fact that precisely a single-event happened. The single-event distribution is the building block to define the more-general n-event distribution [image: image] and the multi-event distribution[image: image].
The n-event distribution [image: image], that is, the probability distribution conditioned to the fact that precisely n events occurred, can be computed as the n-fold convolution of the single-event distribution [image: image], as follows:
[image: image]
see [42] for details.
Using the n-event distributions defined above, we can define the general multi-event distribution as
[image: image]
with [image: image] an integer valued probability distribution with average [image: image], meaning that
[image: image]
The multi–event distribution[image: image] plays a crucial role in the development of microdosimetric-based radiobiological models. It is worth noticing that [image: image] depends on the number of events n only through [image: image], which is independent of specific energy z. Also, given [image: image], the single-event distribution [image: image] completely determines the multi-event distribution [image: image].
Typically, since events are statistically independent, [image: image] is assumed to be a Poisson distribution with mean value [image: image], so that Eq. (5) becomes
[image: image]
Denoting by [image: image] the first moment of the distribution [image: image], formally
[image: image]
it follows that the following relation holds true,
[image: image]
being [image: image] the frequency-average of the single-event specific energy defined as
[image: image]
see [42], Chapter II. In microdosimetry, [image: image] is often identified with the absorbed dose D; we shall use this identification in the following of the paper.
Above argument, with particular reference to Eq. (8), yields the form for the average value [image: image] of the multi–event distribution to be
[image: image]
see [34, 42]. Again, in the following, if not differently specified, we will consider [image: image] to be defined as in Eq. (10).
Further computations, see [34, 42], shows that regarding the second moment it holds
[image: image]
with [image: image] the dose-average of the single-event specific energy
[image: image]
Notation and computations performed in the current section will be extensively used through the work to formally derive analytical solution for some relevant biological endpoints, typically the cell–survival probability, starting from a mathematical model for DNA damage.
In the following, we assume that a cell nucleus is divided into [image: image] domains, so that the above microdosimetric distributions will be used both on single-domain and on the whole cell nucleus. In particular, the superscript [image: image] will denote that the corresponding quantity, such as a microdosimetric distribution or a corresponding average value, is considered on the domain d of the cell c. Further, the subscript n denotes that microdosimetric distributions are on the cell-nucleus, whereas if no subindex is specified, it is assumed that the corresponding distribution is on the domain.
In order to make computations less heavy as possible, whenever we will say that we average a function [image: image] over all domains of a cell nucleus, denoted for short by [image: image], it formally means
[image: image]
where [image: image] denotes the probability density of z in a domain for cell with nucleus specific energy [image: image]. Similarly, by averaging over all cell population function [image: image] defined over a nucleus, denoted by [image: image], we mean
[image: image]
where [image: image] is the total number of the considered cells and [image: image] denotes the probability density of z in a nucleus for a population of cells irradiated with macroscopic dose D. Notice that in practical computations of an irradiated population of cells, such as those described in the immediate next sections, the probability densities are reasonably considered equals among different cells and domains. In this case, we will drop the indexes c and d and the sums in Eqs (13) and (14) can be carried out implicitly:
[image: image]
[image: image]
2.1 Experimental Quantities
In order to account for the different densities and sizes of the sites of radiobiological interests. (e.g., the cell nucleus and the domain), the specific energy z used in the models as described in the following sections can be obtained experimentally through the lineal energy y defined in Eq. (2).
The lineal energy can be measured through a microdosimeter detector, where the most frequently used are the tissue-equivalent proportional counters (TEPC) [44–47]; analogous information can be achieved also by solid-state detectors [48, 49] and gas electron multiplier (GEM) detectors [50, 51], recently investigated for their use in microdosimetric measurements [52, 53]. The relationship between [image: image] of the tissue-equivalent volume of the microdosimeter, from which the lineal energy is calculated, and the physical mean chord of the detector, [image: image], is given approximately by
[image: image]
where ρ and [image: image] are the densities of the tissue and the detector material, respectively. For more general conversion methods of microdosimetric spectra between different materials and shapes see, for example, [54, 55], for an MC-based method.
The theoretical single-event imparted energy, [image: image], can be estimated from the lineal energy y as
[image: image]
where [image: image] are the mean chord length and the mass of the biological site of interest, respectively. The subscript t is used in this context to indicate the tissue in terms of material, mass, and geometry of the biological site. The single-event dose-averaged specific energy [image: image] can be obtained from the mean-dose lineal energy [image: image] as
[image: image]
where [image: image] is the frequency-average lineal energy.
In the case of a spherical volume with density ρt = 1 g/cm3, the specific energy [image: image] is linked to the lineal energy y [56] as
[image: image]
where the constant factor is due to the Gy-keV conversion (1 Gy= 1.6 × 10−16 keV) and to the consideration that the mean chord length in the case of a sphere is [image: image].
3 MICRODOSIMETRIC KINETIC MODEL
The microdosimetric kinetic (KM) model has been developed by Roland B. Hawkins [18] by taking inspiration from the theory of dual radiation action (TDRA) [57, 58], the repair-misrepair model [59, 60], and the lethal-potentially lethal (LPL) model [61, 62]. In the following sections, after a brief description of the historical bases of the model and the details of its original formulation, we compare and contrast the more recent developments of the model.
3.1 Historical Bases
This section presents a brief explanation of the theoretical formulations on which the considered models are based on. In the theory of dual radiation action (TDRA), the concept of dual radiation action is introduced as a process in which cellular lesions are produced as a result of the interaction of pairs of sublesions that are molecular alterations produced by ionizing radiation that in turn results in an observable cellular effect such as a chromosome aberration or cell reproductive death. The TDRA in its original formulation developed for neutron irradiation and then further generalized [57] assumes that, after the cell irradiation, the number of lethal lesions [image: image] in a small volume of the cell nucleus, defined site, is proportional to the square of the specific energy z in that site.
[image: image]
By evaluating the expectation value of [image: image] (Eq. 11), it is possible to derive a linear-quadratic relation between [image: image] and the dose:
[image: image]
The interpretation of Eq. (22) is that the number of sublesions is proportional to D and the mean energy concentration around the individual sublesions is proportional to [image: image]. Within the bracket, [image: image] represents the energy concentration produced by the same particle track (intratrack action), and D represents the contribution from other particle tracks (intertrack action). A problem in Eq. (22) arise when one has to account the possibility of a non-vanishing linear term in the dose (observable for low doses) even for sparsely ionizing radiation, such as photons, since the term [image: image] is expected to be negligible for such radiation. This is obtained by generalizing Eq. (21) by including an additional linear term:
[image: image]
from which one obtains the dose dependence:
[image: image]
An important additional assumption that drives the dual action process is that sublesions can be produced throughout the nucleus of the cell but can combine with appreciable probability only over distances smaller than the dimension of the nucleus. This effect of sublesion proximity on the formation of lethal lesions was incorporated in the TDRA by the concept of the sites within which such sublesions can combine. In a generalization of the TDRA [58], the interaction probability of sublesions has been also further refined using an explicit function of their separation.
MKM inherits the concept of damage time evolution for the repair or conversion into a lethal irreparable lesion (chromosome aberration) [18, 63, 64] of the primary potentially lethal radiation induced lesions in DNA from the repair–misrepair (RMR) model, developed by Tobias et al. to interpret radiobiological experiments with heavy ions [59, 60]. The RMR model considers that the amount of DSBs in the DNA, [image: image], is linearly proportional to the radiation dose-rate [image: image]; a number of DSBs evolve in lethal lesions, [image: image], while most breaks are successfully repaired with a first-order process. The model includes also the possibility of a misrepair as a second-order process since it involves two broken DNA strands to form a chromosomal aberration. The idea of misrepair was initially applied by Lea and Catcheside [65] to describe the formation of chromosome aberrations in Tradescantia.
These assumptions yield the following kinetic equations:
[image: image]
where δ is the number of DSBs induced per Gy of radiation, λ is the rate at which DSBs are repaired, κ is the rate constant for second-order DSB interaction, and ϕ is the fraction of simple repairs that are successful. The fraction of misrepairs that result in a lethal lesion is σ.
Like the RMR model, the lethal-potentially lethal (LPL) model [61, 62] accounts that the damages caused by ionizing radiation at the molecular level and contributing to cell death can be separated into two broad classes (i) that which has the potential of being lethal, [image: image] (by fixing or binary misrepair) but also can be repaired correctly and (ii) that which is lethal ab initio and cannot be repaired correctly, [image: image]. Both lesions are linearly proportional to the radiation dose-rate [66], and after a prescribed time, the remaining potentially lethal lesions become lethal as described in the following equations:
[image: image]
where η is the amount of radiation induced DSBs that are reparable, while all the other parameters correspond in meaning to the ones in Eq. (25).
The solutions of the RMR and the LPL models are similar. However, in contrast to the RMR, the LPL predicts that the probability of the interaction between potentially lethal lesions is strongly dependent to the dose-rate and becomes negligible for low dose-rates, where only the channel of the direct creation of lethal events through δ dominate.
3.2 Original Formulation and General Considerations
The MKM computes the cell survival in a way that emphasizes subcellular microdosimetry while abstracting the specific description and modeling of the radiation-induced damage to the cell by using the general categories of lethal and potentially lethal lesions as defined in [61]. More specifically, the MKM is based on the following assumptions [18, 67, 68]:
(1) The cell nucleus is the sensitive target and it is divided into [image: image] sub-units, called domains, similar to the sites of TDRA. In general, domains have a variety of shapes that fit together to fill the nucleus. In the case of mammalian cells, the domain diameter is usually considered to be in the range [image: image] and the number of domains per nucleus is in the order of few hundreds.
(2) Radiation can create two different types of DNA damages, called of type I and II.
(3) Type I lesions represent damage that cannot be repaired, for this reason will be also called lethal lesion. On the contrary, type II lesions, also called sub-lethal or potentially-lethal lesions, can be repaired or converted into a lethal lesion either by spontaneous conversion or by binary combination with another sub-lethal lesion.
(4) Type I and II lesions are confined to the domain in which they are created. This assumption defines a sub-nuclear correlation length among lesions in a way that the interaction of two lesions can happen only if they are in close spatial proximity. Specifically, a pair of type II lesions can combine to form a type I lesion only if they are created in the same domain; a remark on this assumption is needed. The idea behind the division of a cell into subvolumes arises because couples of type II lesions are all likely to happen in a short time period, even for lesions that are far away in the cell-nucleus. In order to overcome such a problem, a possible approach is to divide the nucleus into smaller subdomains so that interactions might happen solely inside a single volume, as it is assumed in the MKM. It is important to stress the key role that the choice of such domains plays. In fact, if too big domains imply that far away lesions can interact, on the contrary, too small domains yield that the overall number of lesions inside a single domain is so small that couple interactions are less likely to happen. Therefore, the choice of the best possible division of the cell nucleus into smaller domain is a key aspect of the model and different choices of domains can in principle lead to different results. A possible solution to reduce the sensitivity of the model from the arbitrary choice of the domains is to assume that interactions are possible also within different domains, allowing therefore lesions to move from one domain to another or pairs of lesions to interact if in adjacent domains.
(5) The initial number of type I and II lesions in a single domain d is proportional to the specific energy z in the domain.
If above assumptions hold, then the following further assumption is made regarding the reproductive survival of the cell:
(6)If at least one domain contains a lethal lesion, then the whole cell is “dead.”
It has to be noted that, while the MKM assumptions reported in this section are general, in many studies [69, 70], the lethal lesions are intended to represent a specific complex DNA damage (e.g., lethal chromosome aberrations) that cannot be repaired, whereas the creation of sub-lethal lesions are explicitly associated to the induction of double-strand breaks (DSB) that can be repaired.
Following the MKM notation, we denote by [image: image] and [image: image] the time-dependent average number of type I and type II lesions for a cell-domain [image: image] caused by an acute dose [image: image] at [image: image] deposited in the cell c and domain d. Starting from the concept, introduced in the TDRA, that a cell experiences a randomly varying dose in a microscopic volume [34, 41], the microscopic specific energy [image: image] is considered as a random variable with [image: image], the macroscopic dose experienced by the cell population.
Type II lesions are assumed that can be repaired with a constant repairing rate r or can be converted to irreparable lesions through a first order process with constant rate a, or at the second order, representing pairwise combinations, with constant rate b. The average number of type I and II lesions at time 0 is proportional to the amount of specific energy [image: image] with factors λ and κ. These assumptions formally define the following set of coupled ODE similar in concept to Eq. (25):
[image: image]
subject to the initial average number of lesions
[image: image]
In the case of ion radiation, typically the rate of pairwise combination between type II lesions is negligible with respect to the first order evaluation of [image: image] for low dose [67], that is,
[image: image]
so that the time-evolution of the average number of type II lesion can be rewritten as
[image: image]
The solution to Eq. (30) can be seen to be
[image: image]
Substituting Eq. (31) into the kinetic Eq. (27) and integrating [image: image] with respect to time, it follows that
[image: image]
An example of the temporal evolution of lesions in a cell is depicted in Figure 2.
[image: Figure 2]FIGURE 2 | Time evolution of [image: image] and [image: image] damages for a single instantaneous irradiation as described by Eqs (31) and (32), respectively (A). Generalization of the temporal evolution for any time structured irradiation as describe in Sections 3.7 and 3.8.1. The dotted vertical lines represent the energy deposition events in the cell nucleus due to the passage of ionizing particles (B). Figure from [71].
It is important to remark that the exponential decay in Eq. (32) derives from the assumption of first order repair kinetics and that it could likely represents an approximation of more complex repair kinetics present in the real cell [72–75]. Postulating that the total number of lesions [image: image] describes specifically the number of double strand breaks (DSBs) in the DNA, the repair kinetics represented in Eq. (32) can be verified through H2AX phosphorylation mapping experiments (γ-H2AX) [76, 77]. In the case of high-LET particle irradiation, such as carbon ions, the presence of a plateau (offset) in the observed [image: image] [75, 78, 79] suggests the presence of irreparable complex clustered damage that can be related directly to the parameter λ of the kinetic equations and hence to the linear parameter [image: image] of the macroscopic cell survival LQ formulation that will be introduced in the following (see Eqs 35 and 39).
In order to connect the above explicit solution of Eqs (31) and (32), i.e., the average number of type I and II lesions given a certain energy deposition [image: image], to the survival probability, one more fundamental assumption must be made:
(7)The lethal lesion distribution given a specific energy z follows a Poisson distribution.
Under the Poisson distribution assumptions stated above, the probability that the domain d does not contain a lethal lesion at time [image: image] when exposed to the specific energy [image: image], denoted by [image: image], can be computed as the probability that the random outcome of a Poisson random variable is null. Therefore, [image: image] is given by
[image: image]
Using Eq. (32), it can be seen that the average number of lethal lesion given [image: image] as [image: image] can be computed as
[image: image]
so that the log-survival for the domain d is given by
[image: image]
with A and B defined as
[image: image]
We remark that these constants are independent of the domain d and specific energy [image: image] in the domain d.
Indicating with [image: image] the probability of the reproductive survival of the cell c that has received exactly a specific energy [image: image] in the nucleus, the log-survival of this quantity, [image: image], represents the expected number of lethal lesions in the whole cell nucleus and can be therefore evaluated by summing of the single-domain log-survival [image: image] over all the domains of the cell or, equivalently, by formally using the average of this quantity over the domains. Assuming that the probability density function of specific energy is the same over all domains and cell, we can drop the index c and d and use Eq. (15) to write
[image: image]
where [image: image] denotes the probability density of z in a domain for a cell with a mean specific energy in the nucleus [image: image]. In particular, as shown in Section 2, the following holds:
[image: image]
Using Eqs (11) and (12) derived in Section 2, the log survival in Eq. (37) can be written as
[image: image]
with [image: image] and [image: image]. Also, [image: image] is the dose-averaged z per event in a domain, obtained from Eq. (12) applied to the domain (compare for reference Eq. 24 of the TDRA).
Notice that in Eq. (37), we have used the notation [image: image] to denote the multi-event distribution, rather than [image: image], as done in Section 2. This is due to the fact that, since the following relation holds true,
[image: image]
we have preferred to specify the dependence upon the multi-event distribution average.
In order to obtain the cell survival [image: image] for a population of cells irradiated with macroscopic dose D, the quantity [image: image] defined in Eq. (37) should be averaged accounting for the distribution of the specific energy [image: image] over the cell population. In terms of the logarithm of the cell population survival, [image: image], under again the assumption that all the cells have the same probability distribution of specific energy [image: image], this can be written as
[image: image]
where similar to above, we have denoted by [image: image] the probability density of [image: image] for a macroscopic absorbed dose D over the cell population, i.e.,
[image: image]
We remark that Eq. (41) is fundamentally different from Eq. (37) since it considers the average of the argument of the logarithm, whereas in Eq. (37), the average of the logarithm has been taken. This basically indicates that, due to the stochastic nature of [image: image], the distribution of lethal lesions [image: image] over the cell population is in general non-Poisson and hence that the log of the survival cannot be directly related to the average number of lethal lesions per cell, [image: image]. However, provided that the variance of [image: image] is small, a Poisson approximation is assumed and the same procedure used to obtain Eq. (37) can be used. In this approximation, Eq. (41) can be written as follows:
[image: image]
with [image: image] the dose-averaged [image: image] in the nucleus per event. All the quantities [image: image], [image: image], and [image: image] are assumed to be the same for each cell or domain. All other notations are used as previously introduced. Since the size of the domain is usually much smaller than the size of the nucleus, it holds that [image: image] (see [67]) so that we eventually obtain
[image: image]
with
[image: image]
where the subscript P indicates that the relationships hold when the assumption of Poisson distribution of lethal lesions among the irradiated cell population is reasonable, i.e., for low-LET irradiation, as it is discussed in the following section.
A further refinement of the MKM kinetic equations involves a fourth type of possible interaction that happens at time [image: image]. The following is assumed:
(8)After a time [image: image], all the remaining sub-lethal lesions are automatically transformed into lethal lesions.
The mathematical formulation of the main kinetic equations remain the same as in Eqs (27)–(32) in the time interval [image: image]. As soon as [image: image] passes, all type II lesions that have not been either repaired or converted into type I lesion, will immediately be converted into type I lesions, meaning
[image: image]
The solution for the average number of type I lesions can be now explicitly found for [image: image], adding all type II lesions that persisted after [image: image] passes, that is,
[image: image]
so that we obtain
[image: image]
Proceeding as above, taking therefore the average over all cell domains and cell population, we obtain the generalization of Eq. (44) to be
[image: image]
with
[image: image]
3.3 Link to the Radiobiological Observables
From Eqs (44) and (45), it is possible to obtain the direct link of the model to the phenomenological LQ formulation of the cell survival. The α coefficient is therefore explicitly dependent on the radiation quality through a single term, the dose-averaged specific energy per event [image: image], that can be related to microdosimetric measurements (Eq. 19). It has to be noted that, in this formulation of the MKM, there is no explicit dependence to the radiation quality in the quadratic coefficient [image: image] that is considered constant analogously to the result of the TDRA [57]. The latter is an approximation of the model that is in contrast with experimental observations [80–82] although in many cases, considering in particular the experimental uncertainties associated to the [image: image] determination (see for example Figure 3), and it is assumed to be reasonable. In an evolution of the model which accounts for the stochastic aspects of the irradiation, as described in Section 3.8, this approximation will be relaxed and the β coefficient will be considered dependent on the quality of the radiation.
[image: Figure 3]FIGURE 3 | (A) Experimental in vitro RBEα (panel a) and [image: image] (panel b) vs. [image: image]. The data have been taken from the Particle Irradiation Data Ensemble (PIDE v3.2) database [82]. The continuous line in (A) is the fit of the linear Poisson solution of the MKM (Eq. 53) carried out in the low-LET region ([image: image] keV/μm) for ion irradiation with charge [image: image]. The dashed line in (B) corresponds to the constant RBEβ = 1.
From the knowledge of the LQ parameters, it is possible to derive the dose (D) and radiation quality ([image: image]) dependent RBE [83, 84]:
[image: image]
where [image: image], [image: image], and [image: image], and [image: image] and [image: image] are the phenomenological LQ coefficient for the photon reference radiation.
Since the parameters [image: image] and [image: image] are assumed to be independent on the radiation quality and [image: image], it is possible to identify [image: image] and [image: image] ([image: image]).
In the case of LET low enough that lethal lesions are Poisson distributed, it is possible to write
[image: image]
where the ratio R can be derived from a nonlinear regression analysis of measured cell survival data for a low-LET reference radiation. Equation (52) can be generalized as
[image: image]
where [image: image] and [image: image] are phenomenological parameters. Since [image: image] is proportional to the dose-averaged lineal energy [image: image] (Eq. 19), Eq. (53) is analogous to the linear RBE models based on the dose-averaged LET (LETD) used for protons [7–10]. Following the MKM model premises, Eq. (53) could also be generally used for other ions to describe the linear growth of the RBE as a function of the [image: image] (or LETD) in the low-LET region (see Figure 3). However, the linear dependence on the LET fails to be adequate in the region of mid- and high-LET as found in experimental studies [82]. In these regions, further corrections to the MKM are used to reproduce the experimental observations. Different corrective approaches for high-LET irradiation are described in the following sections.
3.4 Non-Poisson Correction
In the approximation introduced in Eq. (43), it is assumed that the variance of the specific energy [image: image] among cells is sufficiently small. In this assumption, the number of lethal events follows the same Poisson distribution in each cells, with average [image: image].
However, in general, the specific energy observed in the cell is a stochastic quantity that varies from cell to cell, bringing also a deviation from the Poisson distribution when considering the whole population of irradiated cells. We remark that this deviation is present even if the radiation is perfectly mono-energetic. In this case, the variance of the specific energy [image: image] arises from the fluctuation of the number of particles that are hitting the cells. The fluctuations are particularly relevant when the LET of the particle is relatively high since, given a macroscopic dose D, the average number of high-LET particles interacting with the cell is lower than the number of low-LET particles. To account for the non-Poisson distribution of the lethal events, a correction to the MKM has been introduced by Hawkins in 2003 [19], bringing a deviation from the linear behavior of the RBE vs. LET, described in Eq. (52), in the high-LET region.
The effect of the non-Poisson distribution of lethal lesions is considered by explicitly evaluating the fraction of hit and non-hit cell nuclei. Considering a high-LET irradiation in the limit of very low dose, [image: image], the probability for a cell to interact with more than one particle is negligible. In this case, the population of cells can be subdivided in a fraction [image: image] of cells that suffer a single particle interaction and a fraction [image: image] of cells with zero interactions.
A further approximation is assumed in order to match the request of still having a Poisson distribution in the population of hit cells: only a single well defined value of [image: image] is observed when the particle hits the cell. Generally, this is not the case and the specific energy can also vary due to energy straggling and the random impact parameter of the particle with respect to cell nucleus. This assumption can be reasonable when low energy particles with high LET (see also Section 3.6) are considered.
We denote with [image: image] the average number of type I lethal lesions in the fraction [image: image] of cells whose sensitive nucleus has been hit by a single particle imparting exactly a specific energy [image: image] in the nucleus. Then, recalling Eq. (39), we obtain
[image: image]
It is possible to explicitly write the global surviving fraction of cells (including both hit and non-hit nuclei) as
[image: image]
This corresponds to consider a probability density function [image: image] in Eq. (41). Since the number of lethal lesions per cell averaged over the whole cell population (including both hit and non-hit nuclei) exposed to the macroscopic dose D can be directly evaluated as
[image: image]
Equation (55) can be rewritten as
[image: image]
Notice that, in the last passage, we exploited Eq. (43) in order to evaluate the average [image: image] as an explicit function of the dose. Taking the log of S, expanding around [image: image] and dropping terms in [image: image] or higher powers, the linear term of [image: image] can be written as
[image: image]
The explicit non-Poisson α coefficient is then derived from Eq. (58) and can be formulated as a correction to [image: image] (defined in Eq. 45) as
[image: image]
where following also the original formulation of Hawkins [19], in the last passage, the quadratic terms [image: image] were also neglected. According to Hawkins, one can also approximate [image: image] where [image: image] is the unrestricted linear energy transfer in keVμm−1 of the incident particle and A is the area of the cell nucleus in μm2, assuming ρ = 1 g cm−3 for the density of water. By assuming [image: image], Eq. (59) becomes
[image: image]
No correction is considered for the β coefficient and it is still assumed to be independent on the energy and particle type.
The non-Poisson correction to the RBE in the limit of zero dose ([image: image]) is given by
[image: image]
with [image: image] given by Eq. (52). No corrections are applied to the [image: image], that is still assumed constant ([image: image]) and independent on the quality of the radiation.
The correction causes the [image: image] to be less than indicated by the extrapolation of the linear relationship (Eq. 53) to higher LET and to pass through a maximum in the range of LET of 50–150 keV/μm. This behavior is compatible with several experimental studies from the literature [82] and it shows also a sensitivity of the maximum of the RBE to the response of the cell at low-LET, related to the parameter [image: image] [85]. An exemplification of the RBE behavior and the prediction of the model is reported in Figure 4.
[image: Figure 4]FIGURE 4 | Comparison of MKM estimates of particle [image: image] to experimental values for V79 cells. Red curves show [image: image] for cells synchronized at G1-S transition for cross sections of [image: image] and [image: image] (reference radiation: 250 kVp X-rays, [image: image], and [image: image]). Black curve shows [image: image] for cells synchronized in late S phase for cross sections of [image: image] (reference radiation: 250 kVp X-rays, [image: image], and [image: image]). Dashed lines represent [image: image] in the Poisson regime. Experimental data are from [86, 87], plot taken from [26].
We remark that, while the non-Poisson correction factor associated to the linear parameter α is derived in the limit [image: image] (and, by definition, it is independent on the dose), the non-Poisson concept of Hawkins’s correction is in general inapplicability to a high dose irradiation, since all nuclei and domains will be hit in such irradiation. The quantity RBEα defined in Eq. (61) is hence expected to represent the relevant behavior for low doses, where the linear term is dominant and the RBE is maxed out [83, 84], whereas the correct stochastic evaluation of β could be critical in the study of clinical applications with high doses per fraction (see Section 3.8). In Figure 5, some qualitative implications of the non-Poisson regime in high-LET and low dose per fraction ion beam therapy are depicted.
[image: Figure 5]FIGURE 5 | Evaluation of the RBEα vs. LETD evaluated via Eq. (61) in combination with an amorphous track model (see Section 3.6) for proton (A) and for carbon and other ions (B). Using the same x axis of the plot is reported for comparison of the LETD volumetric distribution (filled areas) found in a patient (a pediatric brain tumor case) irradiated with a primary beam of protons (A) and carbon ions (B). The LETD distribution is normalized and evaluated in 3 volumes: total body (red), brainstem (green), and the planning target volume, PTV (blue). Annotated in the plot are the low-LET range for the Poisson regime, applicable mainly for the proton treatment, and the Non-Poisson regime, in the case of high-LET carbon ion treatment (for both the primary carbon ions and the fragments). The gray bands represent the 95% confidence band obtained with a bootstrap procedure to the fit of the input parameters [image: image] of the model to the in vitro experimental data taken for cells with [image: image] Gy from the PIDE database [82]. The evaluations have been carried out with a research TPS [88].
3.5 The Saturation Correction
Kase et al. [20] introduced a correction factor in the MKM to account for the decrease in RBE due to the overkill effect observed in high-LET radiations (see, for example, Figure 6). The correction factor was applied to the dose-averaged specific energy per event, [image: image], for mixed radiation field with wide-ranging spectra.
[image: Figure 6]FIGURE 6 | Experimental α values, fitted by the linear-quadratic model from the survival curves of HSG cells value with [image: image], as a function of the dose-averaged lineal energy, [image: image]. The [image: image] were measured by the TEPC with a simulated diameter of 1.0 μm. The solid line indicates the curve calculated using Eq. (65) with the following model parameters: [image: image], [image: image], [image: image], and [image: image]. Plot taken from [20].
In terms of lineal energy, the corrected value of [image: image] (and hence [image: image]) was obtained by applying a correction for each lineal energy component of the lineal energy spectrum. The correction of the components was obtained by using an empirical saturation parameter[image: image] based on the saturation correction method introduced by [89] and then used in the TDRA [58]
[image: image]
The saturation parameter indicates the lineal energy above which the correction due to the overkill effects became important.
The correction to cell survival is then obtained by evaluating the saturation-corrected dose-averaged specific energy per event [image: image] in the domain, which can be obtained from the saturation-corrected dose-averaged lineal energy (62) using the relationships reported in Eqs (12) and (19):
[image: image]
where ρ, [image: image], [image: image], and [image: image] are the density, radius, mean cord length, and mass of the domain, respectively. The equation for the cell survival (Eq. 44) is then modified as follows:
[image: image]
Considering the linear term in the macroscopic dose D, the corrected [image: image] coefficient is hence
[image: image]
No correction is considered for the β coefficient and it is still assumed to be independent on the energy spectrum.
An example of the prediction by MKM modified with the saturation correction compared with experimental data is reported in Figure 6, where the α vs. [image: image] for HSG cells irradiated with carbon ions is shown. It is interesting to note, by comparing Eqs (59) and (65), that the saturation correction can be considered an alternative way to describe the non-Poisson correction defined in Section 3.4, since both factors modulate the behavior of [image: image] in similar ways (see also Figure 4). In particular, it was shown in [20] that in the case of mono-energetic spectra, Eqs (58) and (65) are functionally equivalent for [image: image] keV/μm. Thus, by matching these equations in the limit of low LET ([image: image]), and defining [image: image], with [image: image] the radius of the nucleus, analogously to Eq. (63) for the domain, it is possible to link the saturation correction parameter [image: image] with the other parameters of the model
[image: image]
A typical used value of the saturation parameter was [image: image] keV/μm [20, 36].
Other quantities that one needs to determine for the RBE evaluations are the lineal energy spectra, obtainable with a microdosimeter detector such as TEPC [43] and the values of [image: image], [image: image], and [image: image] from which the correction to the [image: image] is calculated. The [image: image] and [image: image] coefficients can be extrapolated experimentally from the initial slope of the survival curves (Eq. 65) for low-LET irradiation (in the limit of [image: image] and [image: image])
[image: image]
where [image: image], [image: image] is the LQ parameter of the X-Ray, and [image: image] is the dose-averaged lineal energy for X-ray irradiation.
The saturation-corrected formulation of the MKM is one of the most widely used approaches to estimate the RBE from microdosimetric measurements. Many studies have been published where the computed RBE is compared with the RBE measured along single Bragg peaks or more complex mixed field irradiations [49, 90–92]. In Figure 7, the RBE vs. depth for a proton spread-out Bragg peak is reported as an example of these assessments [92].
[image: Figure 7]FIGURE 7 | Clinical SOBP of CATANA. Dose profile measured with the Markus chamber in black, total LET-dose from Geant4 MC simulation in blue. Crosses indicate positions at which both detectors are measured. The box reports the normalized spectra obtained with the mini-TEPC (black) and the silicon telescope (red) at a depth of 29.08 mm. Plots taken from [92].
3.6 Track Structure Model Incorporation
In 2008, Kase et al. [21] introduced the usage of amorphous track structure models as an alternative numerical approach to evaluate theoretically the dose-averaged per event in the nucleus [image: image] and in the domain [image: image] for the MKM calculations. This approach has the advantage of bypassing the necessity to acquire experimental lineal energy spectra to evaluate the RBE; this approach is particularly useful when experimental spectra are not available, such as in TPS calculations. Another interesting aspect is the possibility to evince the dependence of LET-RBE curves on the ion type.
The amorphous track model adopted for the MKM calculation is based on a combination of the Kiefer model for the penumbra region [93] and the Chatterjee model for the core radius [94], introduced for explaining the responses of the diamond detector to heavy-ion beams [95]. Here, the core radius [image: image] (μm), the penumbra radius [image: image] (μm), and the dose [image: image] as function of track radius r (μm) are evaluated as follows:
[image: image]
[image: image]
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[image: image]
where [image: image] is the specific kinetic energy in MeV/u, [image: image] is the effective charge given by the Barkas expression, [image: image] is the velocity relative to the speed of light, [image: image] is the unrestricted LET, and ρ is the density of water ; [image: image] is a parameter that depends only on the effective charge given with the Barkas expression and the β ion is the velocity relative to the light velocity [21]. In order to evaluate the dose-averaged specific energy, the domain and nucleus are assumed to have a cylindrical symmetry with the direction of the incident ion parallel to the cylinder axis. Using this geometry, it is possible to write explicitly the single-track dose-averaged specific energy (Eq. 12) for both domain and nucleus as
[image: image]
[image: image]
where [image: image] and [image: image] are the maximum impact parameters to have a non-negligible energy deposition in the domain and in the nucleus, respectively. These parameters, or equivalently the radius of the domain [image: image] and of the nucleus [image: image], represent two parameters of the model. Examples of these evaluations are shown in Figure 8. In principle, [image: image] can be related to direct observations while [image: image] does not represent a measurable quantity, since it cannot be uniquely identified with any structure in the cell or cell nucleus. [image: image] can be used as a free parameter to be fixed by fitting the model to the experimental survival and RBE data.
[image: Figure 8]FIGURE 8 | (A) and (B) track structures for a carbon-ion beam with a specific kinetic energy of 50 MeV/u calculated with the Kiefer–Chatterjee model and the corresponding dose-averaged specific energy z and saturation-corrected dose-averaged specific energy [image: image] as functions of the impact parameter for domain and nucleus with different sizes. (C) Schematic of an incident ion with respect to a cylindrical sensitive volume. Plots taken from [36].
As seen in Section 3.4, in the case of high LET irradiation, the [image: image] value is comparably very large with respect to the [image: image] evaluated for photon; consequently, from Eq. (36). [image: image] and [image: image] can be approximated with the experimental [image: image] and [image: image]. An example of the model evaluations compared to the experimental data is reported in Figure 9.
[image: Figure 9]FIGURE 9 | Global fitting of the MKM to experimental [image: image] data for different ion irradiation subsetted from the PIDE database [82] with [image: image] Gy. The plotted points indicate the experimental results and the lines represent the MKM results calculated with the Kiefer–Chatterjee track structure model. The bands represent the 90% confidence band obtained from the MKM parameters [image: image] probability distribution, evaluated through a bootstrap procedure.
Interestingly, the explicit usage of a track model shows how some aspects of the MKM are conceptually similar to that of the LEM [11–17]. In both MKM and LEM, the principal target is the cell nucleus for any radiation quality, the nucleus is divided into small independent sub-volumes (infinitesimal volumes in the case of LEM and domains in the case of MKM), and a cell survival curve for X-rays is adopted as the local dose-effect curve of each sub-volume. Finally, the summation of the local effect in all sub-volumes over the whole nucleus determines the cell survival probability.
The inclusion of the amorphous track model allows to evaluate directly [image: image] and [image: image] without the necessity to obtain these values by extrapolating them from microdosimetric measurements via scaling relationships such as Eq. (19). This aspect can be particularly advantageous for some applications where these spectra are generally not easily or partially available such as in the simulation and optimization of treatments in TPS applications, where the biological effect should be evaluated in the whole irradiated 3-D patient volume.
At present, the MKM is implemented in the proton and carbon ion TPS used clinically at the National Institute of Radiological Sciences (NIRS) in Japan to evaluate the RBE and the RBE-weighted dose optimized for the individual patients. The computation method, developed by Inaniwa et al. [36, 96], takes advantage of the incorporation of the amorphous track model in combination with the saturation-corrected dose-averaged approach developed by Kase et al. [20] described in Section 3.5, for evaluations in case of mixed field irradiation. In the TPS implementation, a set of pre-calculated look-up tables of the saturation corrected specific energies for mono-energetic beams are created using a generalization of Eqs (72), (73) where the saturation effect is explicitly included for the dose-averaged specific energy for the domain
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and equivalently for the nucleus, where [image: image] is the saturation-corrected specific energy
[image: image]
with saturation coefficient [image: image] (see Eq. 66) evaluated in the cylindrical geometry (see also panel (c) of Figure 8). The effect of the mixed-field of the treatment at a position is hence evaluated through a dose-weighted linear combination
[image: image]
where [image: image] is the number of beams of the treatments, [image: image] is the dose released at position i by the beam j, and
[image: image]
is the saturation-corrected dose-averaged specific energy of the domain of cells at position i delivered by the j-th beam, obtained through the sum of mono-energetic evaluations, [image: image], described in Eq. (74), where k is an index of the deposition events and the sum is performed from 1 to Nij, the observed number of the deposition events in cell i delivered by the j-th beam.
To obtain the energy imparted [image: image] and the number Nij, Monte Carlo (MC) simulations are used, taking advantage of available codes such as, for example, those derived from the Geant4 libraries [97–99] and Fluka [100].
3.7 The Dependence of the Biological Effect on the Dose-Rate Time Structure
One of the interesting features of the MKM, in contrast to other radiobiological models used in ion beam radiotherapy such as the LEM, is the possibility to account inherently for arbitrary time dependent dose-rates, such as protracted irradiations and fractionations. This feature derives from the explicit description of the time depending response of the cell to the irradiation through the kinetic equations (Eq. 32).
Different approaches to investigate and to model the dose-rate time effects have been carried out using the MKM as a theoretical base. Some examples of these approaches can be found in [23, 39, 67, 101–104]. In these studies, the kinetic Eq. (27) is slightly generalized to account for an arbitrary time dependent specific energy deposition rate [image: image] in the domains:
[image: image]
where in the second equation, as described in Section 3.2, the second order process describing the pairwise combination between type II lesions has been removed since it is considered negligible if compared to the first-order process.
In [101, 104], the effects of dose-delivery time structure on the RBE in a mixed radiation field of therapeutic carbon ion beams are investigated using the modified microdosimetric kinetic model introduced by Kase et al. [20, 21, 36]. These studies evaluate the biological effect of the irradiation in two different dose-rate conditions: a split-dose irradiation and a protracted continuous irradiation.
In the case of a split-dose irradiation, a population of cells is considered exposed to a macroscopic dose [image: image] at time [image: image] and a dose [image: image] at time [image: image], where a domain absorbs [image: image] and [image: image] from the two separate irradiations, respectively. Evaluating [image: image] in the limit [image: image] by integrating Eq. (27) and using the saturation-corrected dose-averaged specific energy as given in Eq. (64), we obtain for the cell survival
[image: image]
where [image: image] and [image: image] are the saturation-corrected dose-averaged specific energy of the first and second irradiation and the total dose [image: image]. The time parameters [image: image] indicate the time after which all sub-lethal lesions that are still unrepaired are fixed in lethal lesions, according to assumption (9) introduced in Section 3.2. If the quality of the radiation does not change between the two irradiations, then [image: image] and Eq. (79) can be simplified as
[image: image]
The values of [image: image] and [image: image] can be determined by using the following approximations (see Eqs 35, 40 in [101]):
[image: image]
[image: image]
In the case of a continuous protracted irradiation, a population of cells receive a constant macroscopic dose-rate of [image: image] starting at time [image: image] and ending at [image: image]. In order to carry out the evaluation, the irradiation is assumed microscopically equivalent to a number N of instantaneous irradiations with random doses to a domain delivering every infinitesimal interval. The time interval between these irradiations is [image: image], with [image: image], and each domain absorbs [image: image]. The number of lethal lesions per domain [image: image] is therefore obtained by integrating and summing the solution of Eq. (27) for each time segment. The final cell survival probability is then obtained by introducing the corresponding saturation-corrected dose-averaged specific energy in a way analogous to the split dose evaluation. In the case in which the quality of the radiation does not change with time, the final log survival is given as
[image: image]
where
[image: image]
The notation used in Eqs (83) and (84) highlights the importance of the quadratic term β, which modulates the impact of the dose-rate time structure, according to the LQ interpretation of the biological effects [105–108].
It is worth remarking that these MKM-based temporal formulations of the cell survival derived from the kinetic Eq. (78) do not account for re-population and cell cycle redistribution. Figure 10 reports the evaluation via Eq. (80) of the survival fraction of HSG cell line for various time intervals compared to experimental data. An initial rise in cell survival due to repair is visible until time interval [image: image] h followed by a decrease in survival due to cell cycle redistribution and a rise due to re-population ([image: image] h ) and by the saturation region for [image: image] h. The predicted cell survival reasonably agrees with data in the first and last regions, while it does not account for re-population and redistribution. The temporal formulations described in this section have been also incorporated in the TPS used at NIRS [36] (see also Section 3.6) and successfully used to estimate the impact of the beam interruption in single-fractionated treatments with carbon ions for patients with prostate tumor [104].
[image: Figure 10]FIGURE 10 | Survival fraction of HSG tumor cells after exposure to two equal doses of carbon-ion beams with [image: image] Gy separated by time interval τ ([image: image] in the text) from 0 to 9 h. Three different series of experiments (runs) are shown. The estimated tangent at [image: image] h is reported in dashed line, while the solid curve is the predicted survival by Eq. (80) with [image: image], [image: image], [image: image], and [image: image]. Plot taken from [101].
3.8 Stochastic Approaches and Variable β
As discussed in the previous sections, the MKM accounts for the stochastic aspects of the induction of damage in the cell by exploiting probability theory to develop simple formulas for the LQ coefficients of the cell survival (Eqs 44, 45, 58, 64, and 83). These formulations of the model are obtained introducing approximations [19] or ad-hoc corrections [20] that shows some discrepancies with experiments for high-LET irradiation, in particular in the determination of the β coefficient, since the measured β tends to decrease at very high LET [82, 109–111], while the β derived from the MKM is considered constant.
The disagreements in the β coefficient are ultimately acknowledged to be induced by the partial accounting of the stochastic nature of the specific energies in the MKM calculations that play an important role for high-LET irradiation [22]. Following these considerations, attempts to improve the model, introducing more refined approaches to account a variable β, have been made [22, 23, 70, 112]. In the rest of this section, some of these developments, based on improved stochastic modelings of the specific energy depositions, are described in detail.
3.8.1 Monte Carlo-Based Evaluations
A method to account in a natural and straightforward way the inherent stochastic nature of the irradiation is to implement a Monte Carlo algorithm in the MKM, as recently shown by Manganaro et al. [23, 113] in their formulation of the model named MCt-MKM (Monte Carlo temporal microdosimetric kinetic model). The implemented model accounts also for the stochastic temporal correlations characteristic of the irradiation process and the cellular repair kinetics by solving explicitly in the MC evaluations the kinetic Eq. (78) where the time dependent specific energy rate [image: image] appears explicitly [101, 114].
In the MC approach, the irradiation of a complete population of [image: image] cells is simulated, where [image: image] is supposed to be large enough in order to achieve statistical convergence. The irradiation is modeled as an ordered temporal sequence of particles (primaries and secondaries) that interact with the cell nucleus at random spatial coordinates and random times [image: image], compatible with the chosen irradiation setting and the definition of the time-dependent macroscopic dose-rate [image: image]. The irradiation is hence modeled as a sequence of spikes in [image: image], each one of them corresponding to the passage of a particle through or nearby the nucleus, delivering a sequence of random specific energies in the domains
[image: image]
depending on the particle spectra and track impact positions with respect to the cell. A depiction of the temporal evolution of the lesions ([image: image] and [image: image]) due to the effects of the irradiation as described in Eq. (85) is reported in panel (b) of Figure 2. For a macroscopic dose D and a component e, indicating a specific particle and bin of the kinetic energy histogram sampled from the particles interacting with the cell nucleus, the total number of particles [image: image] interacting with the nucleus follow a Poisson distribution with mean
[image: image]
where [image: image] is the frequency-average LET of the radiation computed on the total energy spectrum, considering all the contributing particles, σ is the cross section of the nucleus, ρ is the density of the tissue, and [image: image] is the normalized weight of the e-th bin of the energy and particle histogram.
In principle, the tracks can be directly sampled from the full measured microdosimetric spectra (i.e., not only the first and second moment) from which the experimental [image: image] can be obtained. From a practical point of view, the specific energies deposited randomly in each domain of each nucleus are evaluated by coupling general purpose MC tools (such as Geant4 [97, 115] or Fluka [116]) in combination with an amorphous track structure model as described in [21, 36]. The MC code is used to identify the ions that can interact with a cell located in a certain point of the irradiated macroscopic volume at a certain time. The domains are arranged according to a close packing hexagonal structure inside the nucleus.
Once the time sequence of specific energies in the domains (85) are obtained, the kinetic Eq. (78) can be formally solved for [image: image] to obtain the average number of lethal lesions for each cell-domain [image: image]:
[image: image]
where [image: image] is a Poisson random variable indicating the number of particles that interacted with the cell c, [image: image] is the time constant that defines the first order repair kinetics, and G is the generalized Lea-Catcheside time factor [57, 65] defined at the nanodosimetric level of the domain:
[image: image]
The survival fraction S is obtained by averaging over the entire cell population the survival probability evaluated for each single cell [image: image] (see for comparison Eqs 37, 41)
[image: image]
Notice that the Monte Carlo approach does not compute directly the LQ coefficients α and β, in contrast to the analytical approaches described in the previous sections. However, it is possible to derive the LQ coefficients by simulating a complete survival curve, i.e., by evaluating (89) using different macroscopic doses [image: image], and then fitting the curve with the LQ formula. An example of a complete simulated survival curve is reported in Figure 11. We remark also that, as done in Section 3.7, the cell population generated by the solutions of the kinetic Eq. (78) neglects re-population and cell cycle re-distributions.
[image: Figure 11]FIGURE 11 | Simulated survival curves obtained for acute irradiation, [image: image], of mono-energetic carbon ion (8 MeV/u) with imposed macroscopic doses ranging from 0.1 to 8 Gy represented in different colors. The dots represent the values of cell survival [image: image] with specific energy [image: image] delivered in the cell c (a small dot for each simulated cell); the variability of the delivered dose with respect to the imposed dose derives by the fluctuation determined by the MC simulation. The two curves were fitted using the LQ model (solid and dashed lines, respectively) in order to get the LQ parameters. The blue curve is fitted directly to the [image: image] data and corresponds to the Poisson approximation described in Eq. (43). The black line corresponds to the fit to the population averages [image: image] defined in Eq. (89) for each imposed dose D (open dots) and corresponds to the non-Poisson formulation of Eq. (59). Plot taken from [117].
One of the benefits of the MCt-MKM approach is that both α and β coefficients, obtained through the survival fitting, show the expected saturation behavior for high-LET irradiation without adding any corrective factors, like the non-Poisson (Section 3.4) or (Section 3.5) saturation. The disadvantage of the approach, other than the inherent approximations specific to the used MC transport code and the adoption of an amorphous track model, is that it can be particularly computing intensive, although this is mitigated by exploiting the multi-core parallelism of modern CPUs [113].
The MCt-MKM has been validated on in-vitro experiments considering acute and split-dose irradiation on HSG, T1, and V79 cell lines in aerobic conditions of H, He, C, and Ne ion beams [23]. An example of the behavior of the LQ α and β coefficients is reported in Figure 12, where also a comparison with the prediction of other models, a non-stochastic MKM evaluation, the LEM, and the repair–misrepair–fixation (RMF) model (see Section 4.2), is shown. The main difference with respect to the original MKM is that the MCt-MKM predicts a non-constant and vanishing β with high LET values. This behavior is ultimately due to the non-Poisson statistics inherently implemented in the model. However, we remark that, although, as previously noted, there is a general consensus for a vanishing β for high LET irradiation, there are still contradictory experimental results and significant uncertainties for β vs. LET behavior (see, for example, also [118]). In particular, in Figure 12, the data show a beta significantly larger than zero for a large number of experimental points for He and C ions also for relatively high LET.
[image: Figure 12]FIGURE 12 | Linear quadratic α(panel A) and β(panel B) parameters as a function of LET for the irradiation of V79 cells with different ions. Points represent experimental data taken from PIDE [82], different colors/gray levels and shapes refer to H, He, C, and Ne ions, respectively (the color/gray level and shape legend refers both to panels A and B). In panel A, solid and dashed lines represent, respectively, the extrapolation with the MCt-MKM and the original MKM, while in panel B, a comparison between different models is reported (namely, MKM, MCt-MKM, LEM-II, and RMF). In the case of the MCt-MKM, overlapped to the α and β curves, the MC statistical confidence bands (68%) are reported. These bands are small due to the high statistics and they blend with the curves’ thickness. A saturation effect is observed for both α and β parameters. Plot taken from [23].
The model was also implemented in a TPS [88] to evaluate the effect of the temporal protraction of treatments with different ion beams. The effect of the protraction, described microscopically by Eq. (88), was shown to be compatible with a macroscopic first order effect with temporal constant τ [23]. We remark that, in the framework of the LQ formalism, in the studies of high dose irradiation and the dose-rate effect, such as those reported in [23, 101–104], the specific way β is modeled which plays a fundamental role [119, 120]. In particular, the behavior of a vanishing β for high LET is compatible with the experimental observation of a reduction of the sensitivity to the dose-rate (including the fractionation) in healthy tissues for treatments with high-LET ions and, hence, the potential advantage of hypofractionated treatments with these particles.
3.8.2 The Stochastic Microdosimetic Kinetic Model
The analytical computation method proposed by Sato and Furusawa [22] introduces a correction to the original formulation of MKM, taking into account the stochastic nature of specific energy in both the domain z and the cell nucleus [image: image], to improve the adherence of the model to the measured survival fractions for high-LET and high-dose irradiation. The new model is named double-stochastic microdosimetric kinetic (DSMK) model. In the same study [22], a second model, termed stochastic microdosimetric kinetic (SMK) model, is derived to represent the stochastic nature of domain specific energy z by its approximated mean value and variance in order to reduce the computational time.
Based on radiobiological evidences that state that DNA damage saturates at high-LET regions [121, 122], the original assumption of the MKM, that the initial numbers of lethal and sub-lethal lesions produced in a domain to be proportional to the specific energy in the site, is changed in the DSMKM, assuming that the initial numbers of lethal and sub-lethal lesions produced in a domain are proportional to the saturation-corrected specific energy, [image: image] in the domain, calculated as
[image: image]
where [image: image] can be obtained from [image: image] with the saturation correction parameter [image: image] defined in Eq. (66).
By applying this new parameter, the natural logarithm of survival for a domain and the nucleus, Eqs (35) and (37), can be rewritten, respectively, as
[image: image]
with the natural log of the survival fraction of cell irradiated with dose D, [image: image], given by substituting Eq. (91) in Eq. (41).
The evaluation of the multi-event probability density [image: image] is obtained numerically by applying a general n-fold convolution method such as the one presented in Section 2 (Eqs 4 and 6) to the single event probability density  [image: image]. The evaluation of  [image: image] is performed exploiting a microdosimetric function implemented in the PHITS Monte Carlo code [123, 124]. The sum in Eq. (6) can be truncated for practical purposes, with 100 events being enough to evaluate the density probability function of cells with [image: image] Gy.
The same approach is used to calculate the multi-event probability density of the cell nucleus specific energy, for an absorbed macroscopic dose D, [image: image], from the single event function [image: image]. However, since the nucleus radius is over the available range of the microdosimetric function implemented in PHITS, [image: image] is determined from the frequency distribution of the LET L, [image: image]:
[image: image]
where [image: image] represents the probability density of [image: image] from a particle with [image: image]. Following the formalism carried out in [125], the expression for [image: image] is written as a Fermi function:
[image: image]
where C is a normalization constant and η is a units conversion coefficient. The parameter γ tunes the slope of the Fermi function or, equivalently, the magnitude of the fluctuation of [image: image] due to the energy straggling.
Once [image: image] is determined, the multi-event function [image: image] for the nucleus is obtained with the same n-fold convolution procedure used in the case of [image: image]. In this case, however, due to the higher average number of events that can happen in the nucleus compared to the domain, [image: image], the computation is significantly more demanding and cannot be practically used for applications inherently complex such as TPS evaluations for ion beam treatments. To overcome this problem, in the case of high-dose irradiations, a pre-evaluated database of probability densities derived from mono-energetic irradiations is used and combined in a central limit approximation.
To overcome the long computational time of the DSMK model in a TPS workflow, a further optimization is performed for the computation of the survival in (91) that bypasses the necessity to compute the n-fold convolution integral (Eq. 6). In this formulation of the model (SMK), it is assumed that a saturation effect triggered by multiple hits of radiations to a domain is negligibly small so that the magnitude of the effect for the n-event energy deposition can be derived from the estimate with the single event density probabilities (see also Eqs 9 and 12):
[image: image]
and
[image: image]
Following these approximations, the natural log of the survival fraction of a cell can be calculated by substituting Eqs (94) and (95) in Eq. (91), 0btaining
[image: image]
In order to reduce further the computational effort for TPS applications, assuming that in standard condition of ion beam radiotherapy the events inducing the saturation of complex DNA damages are rare, and hence [image: image], the following approximation of Eq. (41) was derived [112]:
[image: image]
with
[image: image]
[image: image]
Both DSMK and SMK models can reproduce the measured survival fractions, even for high-LET and high-dose irradiations, whereas the simple saturation-based MKM [20] predicts lower values for these irradiations due to the intrinsic ignorance of the stochastic nature of the cell nucleus specific energies (see Figure 13). In particular, the DSMK model can account for the decrease in the β parameter observed in high-dose irradiations over 10 Gy due to the saturation effect triggered by multiple hits of radiations to a domain.
[image: Figure 13]FIGURE 13 | The measured survival fractions of the HSG cell exposed to 3He, (A)–(C); 12C, (D)–(F); and 20Ne-ion beams, (G)–(I) at different LETs reported by Furusawa et al. [109] (dots), compared with the estimations based on the modified SMK (solid curves) and the MKM (dashed curves). Experimental data taken from [109]. Plot taken from [112].
3.9 Extensions and Further Improvements
In recent years, a number of studies have been published reporting further refinements and extensions of the MKM. Among these are further improvement accounting of the non-Poissonian statistics [112, 126], the inclusion of an explicit DNA modeling [69, 70], the effect of a heterogeneous cell population including the cell-cycle variance [39, 114, 127], and the inclusion of non-target effects [128]. Extension of the model has been also proposed to compute quantities beyond the RBE, such as the oxygen enhancement ratio (OER) [37, 38]. In the following of this section, some details about a selection of these developments are described.
3.9.1 Oxygen Enhancement Ratio (OER) Modeling
Several experiments show that cellular oxygenation condition strongly affects their response to ionizing radiation. In particular, a significantly lower cell death rate is observed after exposure to ionizing radiation in the presence of a reduced concentration of oxygen in the cells, i.e., in hypoxic conditions. As clinically observed, solid tumors can contain oxygen-deficient regions, thus increasing their radioresistance and potentially leading to treatment failure [129, 130]. An understanding of why high-LET radiations are so effective at overcoming tumor hypoxia [131, 132] is also particularly relevant for the individualization and optimization of ion beam radiotherapy. For this purpose, attempts to extend the MKM to describe the dependence of the radiation effects on the oxygen concentration in cells and to model the oxygen enhancement ratio (OER) have been made [37, 38].
It is interesting to note that these MKM-based approaches, although different, do not focus on OER modeling, a relative value, but directly on the prediction of hypoxic cell survival data, being the OER a derived quantity.
In [37], the reduction of lethal ([image: image]) and potentially lethal ([image: image]) damage due to the absence of oxygen is linked in the low-LET region to the phenomenological photon OER. This linking is realized through the application of an Alper and Flanders functional formalism [133] to add an explicit dependence to the oxygen concentration to the parameters λ and κ (Eq. 28) and the sizes of the domain and nucleus. In particular, the parameters λ and κ and the domain size are assumed to vary with the inverse of the photon OER while the nucleus size is assumed to be proportional to the photon OER as a function of oxygen concentration.
In [38], the general approach proposed by Wenzl and Wilkens [134] has been adapted to the amorphous track approach to the MKM [21] (the latter described in Section 3.6). The inclusion of track model ultimately brings to the OER an explicit dependence on ion type while the Wenzl and Wilkens formalism brings an explicit dose and oxygen concentration dependence in the α and β parameters. These characteristics have been exploited, by integrating the model in a TPS, to evaluate the tumor control probability (TCP), to facilitate the identification of the optimal treatment conditions in terms of ion choice and dose fractionation in the presence of hypoxia.
The MKM-based OER models were verified against in vitro data from HSG, V79, and CHO cells in aerobic and hypoxic conditions, irradiated with different ion beams [109]. Examples of the model prediction vs. the experimental data are reported in Figure 14.
[image: Figure 14]FIGURE 14 | (Left)[image: image] values for oxic (closed symbols) and extremely hypoxic (open symbols) V79 cells as a function of dose-averaged LET [109]. The lines represent the MKM calculations (solid lines) and the hypoxia-adapted MKM calculations with parameters optimised for the V79 cell line (dashed lines). Plot from [37]. (Right) The OER as a function of the dose-averaged LET for the irradiation of HSG cells with different ions. The points represent the experimental data taken from Furusawa et al. [109]. The continuous lines represent the OER simultaneously evaluated by means of the MKM-based model for He, C, and Ne. In the same plot, the OER calculated by other models is reported for comparison (non-continuous lines). The model by Scifoni et al. [135] is associated with carbon ions only, while the model by Wenzl and Wilkens [134] is not associated with any specific ion. An evaluation with the model proposed in Antonovic [136] is also shown. Plot taken from [38].
3.9.2. Non-Targeted Effects
In the majority of cell survival modeling approaches, it is assumed that biological effects of radiation are exclusively due to direct DNA damage resulting from the ionization caused by the incident radiation. In recent years, this assumption has been extensively challenged by considering a variety of indirect processes, also referred to as bystander or non-targeted effects (NTE) that significantly impact on the cellular response to the radiation [137]. NTEs have been interpreted as a result of intercellular communication with cell-killing signals between hit and non-hit cells [138, 139], resulting in induced DNA damage in non-hit cells [140].
Attempts to derive kinetic equations to model the intercellular signaling which incorporates signal production and response kinetics have been made [141–143]. In recent studies, such as by Matsuya et al. [128], an integration of these signaling kinetic equations in the MKM has been proposed.
In this formulation, denoted integrated microdosimetric kinetic (IMK) model, the number of signaling activation events, [image: image], in the domain is assumed to be a linear-quadratic function of the specific energy z. Thus, following the same procedure and the assumption of a Poisson statistics used to derive Eqs (44), (45), the dose dependent fraction of receiving cells that are activated is written as
[image: image]
where [image: image] and [image: image] are the LQ coefficients of the signal activation process. The propagation of the cell-killing signal is modeled as a diffusion process with diffusion constant θ and a simple exponential decay with a rate constant λ. The signal concentration [image: image], where [image: image] is a spatial position and t is time, can hence be obtained by solving the continuity equation:
[image: image]
In non-hit cells, the NTE sub-lethal lesions [image: image] are assumed to be induced in proportion to the signal concentration [image: image] and then converted to lethal lesions [image: image] with the same constant rate a of Eq. (27) so that the number of sub-lethal lesions is written as
[image: image]
where [image: image] is the constant rate for cell-killing signals reacting with the nucleus of non-hit cells, [image: image] is the number of sub-lethal lesions per domain caused by the signals, and [image: image] is a constant rate for repair in non-hit cells (in general, [image: image], i.e., the repair rates in target and non-target cells are different). In [128], the following functional form for the cell survival fraction by the NTE ([image: image]) has been proposed as an approximate solution of the previous equations
[image: image]
where δ is a function of the other parameters introduced in the former equations that characterize the intercellular signaling process.
In order to compute the cell survival probability S with the inclusion of both NTEs and targeted effects, an approximation is made in which it is assumed that the probability of interactions between sub-lethal lesions [image: image] and [image: image] in the domain is negligible. This assumption factorizes the two systems of Eqs (27) and (102) and hence considers the total cell survival as the product of [image: image], where the survival for targeted cells, [image: image], is given by Eq. (43). Figure 15 shows an example of the fitting of the IMK model with experimental clonogenic data. It is interesting to note the possibility of the IMK model to account for deviations from the LQ formalism, reproducing the low-dose hypersensitivity behavior of cell response and evincing its relation with DNA repair mechanisms.
[image: Figure 15]FIGURE 15 | (A) Comparison between the IMK model (Eq. 103), continuous gray line in the plot, and experimental medium transfer bystander effect (MTBE) cell survival data. (B) Fitting of the IMK model to experimental cell survival data for V79-379A. Plot taken from [128] (http://creativecommons.org/licenses/by/4.0/).
4 OTHER MODELS

This section presents alternative models to determine RBE based on microdosimeric approaches.
4.1 RBE Weighting Functions
The microdosimetric RBE weighting function approach has been proposed initially by Menzel, Pihet, and Wambersie et al. [27, 33] to compare the beam quality of different neutron [27] and proton [144, 145] therapeutic installations using measured microdosimetric distributions of lineal energy. Based on previous studies on proton beams [146, 147], this approach uses measured microdosimetric distributions of lineal energy, y, combined with an experimentally derived biological weighting function, for specific cell line and endpoints, [image: image], to evaluate the RBE.
Let [image: image] be the cellular response function for a population suffering the fraction of dose [image: image] corresponding to the lineal energy y. [image: image] is the dose probability density of y and can be evaluated as [image: image] [34]. The linear α parameter, interpreted as the biological effect E per unit dose, is expressed as
[image: image]
where r(y) is defined as the response function. Therefore, the model is rigorously valid under the assumption of a low dose approximation where the cellular response function is linear.
P(y) or directly r(y) is experimentally derived. A formulation for r(y) is given in the following [148, 149]:
[image: image]
where the [image: image], [image: image], [image: image], and [image: image] are parameters specific to the radiobiological end points and are independent on the quality of the radiation. These parameters are determined experimentally by fitting a set of different measurements of [image: image] or [image: image] using different irradiation modalities with different radiation qualities [image: image].
The set of relations that have to be fitted is hence
[image: image]
The solution of the system of Eq. (106) can be obtained with different methods, such as non-parametric multi-objective optimization methods [150] or iterative procedures [40] through which an initial guess function [image: image] is iteratively updated to best fit Eq. (106).
4.2 The Repair–Misrepair–Fixation (RMF) Model
The repair–misrepair–fixation (RMF) model combines the RMR and LPL models, adding the consideration of intra- and inter-track2 binary misrepair to predict the biological effect of LET [24–26]. The RMF model considers the entire cell nucleus as the volume for pairwise DSB interactions. In the RMF model, a coupled system of nonlinear ordinary differential equations is used to model the time-dependent kinetics of DSB induction, rejoining, and pairwise DSB interaction to form lethal (and nonlethal) chromosome damage. The model treats initial DSB formation as a compound Poisson process and postulates a first-order repair term that gives rise to exponential rejoining kinetics for most DSB ([image: image]) and a second-order (quadratic) term to account for the small subset of the initial DSB ([image: image]) that undergo pairwise DSB interactions to form an exchange.
An LQ approximation of the solution of the RMF system of differential equations can be expressed as follows [24, 25]:
[image: image]
[image: image]
where [image: image] is the initial number of DBS per gray per giga base pair (Gy−1 Gbp−1) and [image: image] is the frequency-average specific energy evaluated in the nucleus (see Eq. 9), for the particle radiation. The suffix X indicates the same quantities for the reference photon radiation. [image: image], [image: image], and R are defined in Eq. (51), while the ratio [image: image] can be interpreted as the RBE for DSB induction.
From Eq. (107), it follows that the radiation response of a cell exposed to a low- or high-LET radiation is uniquely determined by one microdosimetric parameter ([image: image]) and two biological parameters ([image: image]) and R. [image: image] can be derived from microdosimetric measurements or computed via Monte Carlo simulations. Implicit in the determination of [image: image] is the knowledge of the size of the nucleus. For a spherical water target of diameter d, the frequency-average specific energy can be approximated by Eq. (20). A complication arises from the fact that, in general, [image: image] also strongly depends on particle type and kinetic energy (and thus LET or lineal energy) although it is considered to be the same among all eukaryotes. Consequently, R is basically left as the main parameter of the RMF is needed to discriminate the radiation response among different cell lines (compare also the MKM formulation, Eq. 53).
From a practical point of view, [image: image] is obtained and stored in a look-up table as a function of particle type and kinetic energy by means of Monte Carlo computations. The MCDS Monte Carlo code [151, 152], which is able to simulate also the dependence on the oxygen concentration, is typically used in these computations, so that the RMF has been also used to predict the OER [153] along with the clonogenic data [25] and DSB induction estimates [24] for ion irradiations.
In panel (b) of Figure 12, the RMF prediction of the [image: image] compared with experimental data and the evaluations of other models is reported. It is worth noting that the RMF model predicts an increasing β for increasing LET (see Eq. 107). This is in contrast with other models, such as the LEM, which predict a decreasing β, or the MKM, which, depending on the specific formulation, predicts both a constant and a decreasing β.
The RMF has been also implemented in a TPS to evaluate the 3D RBE distribution in irradiated patients [154]. It is interesting to note that one of the appealing aspects of the RMF for TPS studies is that the specific response of the tissue, both healthy and tumoral, is explicitly determined by a single parameter, R. This is a simplification, but allows to study the effect of the specificity of the tissue response in a direct way, also allowing for a distribution of R values and hence easily accounting for the variability and the uncertainty associated to this clinical parameter.
5 SUMMARY
In clinical treatment planning, the RBE has to be calculated by radiobiological mathematical models, which, in spite of all validation efforts, still involve significant sources of uncertainty.
The aim of this review was to present the theoretical aspects of a selection of radiobiological models that emphasize the link of in vitro and in vivo radiobiological outcomes, such as the RBE, to microdosimetric experimental data. We approached these models through a conceptual sketch of their assumptions, highlighting the continuity and leaps of their mathematical formulations. For each model, we addressed the limit of applicability and eventual improvements and the link of their input parameters to experimental observables.
A particular emphasis to the microdosimetric kinetic (MKM)-based models has been given. Starting from its first seminal formulation by Hawkins [18], the MKM has represented an effective approach to link the microdosimetric quantities, which describe the quality of the radiation, to the radiobiological effects and, at present, it is one of the most widely used models to evaluate the RBE in both research and clinical applications. The MKM approach for RBE evaluations has gained a particular interest in recent years, with the appearance of different studies aimed to improve the accuracy of the model and to extend its range of applicability in different biological contexts, such as the OER prediction and non-target effects.
Although sharing similar theoretical bases, the MKM-based models make different assumptions and approximations in their implementation. Based on these differences, the models considered in this review (including also the RMF model) make, in particular, different predictions in the dependence of β on particle LET and the RBE for cell survival in the overkill regime, for particles with a [image: image] keV/μm.
Two main aspects of the considered models, where recent efforts have brought interesting insight, and where further future studies could bring potential improvements, could be identified. One aspect is the ascertainment of a more accurate link of the theoretical descriptions to specific cellular mechanisms of DNA damage induction and its evolution, exploiting also information from nanodosimetric data. Another aspect is to improve the theoretical statistical description of the involved processes, be them either the stochastic nature of the energy deposition or the stochastic nature of the cell response to the irradiation.
Future comparisons of model predictions with experimental data are hence needed to fully discriminate among competing mechanisms to be incorporated for the improvement of these models to evaluate the RBE.
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FOOTNOTES
1National Institute of Radiological Sciences (NIRS, Chiba, Japan).
2Intratrack binary misrepair occurs when an energy deposition along the track forms two or more DSBs that interact in pairwise mode to form an exchange. Intertrack, instead, is a binary misrepair arising from the pairwise interaction of break ends associated with DSBs that were formed by two separate radiation tracks through a cell.
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In microdosimetry, lineal energies y are calculated from energy depositions ϵ inside the microdosimeter divided by the mean chord length, whose value is based on geometrical assumptions on both the detector and the radiation field. This work presents an innovative two-stages hybrid detector (HDM: hybrid detector for microdosimetry) composed by a tissue equivalent proportional counter and a silicon tracker made of 4 low gain avalanche diode. This design provides a direct measurement of energy deposition in tissue as well as particles tracking with a submillimeter lateral spatial resolution. The data collected by the detector allow to obtain the real track length traversed by each particle in the tissue equivalent proportional counter and thus estimates microdosimetry spectra without the mean chord length approximation. Using Geant4 toolkit, we investigated HDM performances in terms of detection and tracking efficiencies when placed in water and exposed to protons and carbon ions in the therapeutic energy range. The results indicate that the mean chord length approximation underestimate particles with short track, which often are characterized by a high energy deposition and thus can be biologically relevant. Tracking efficiency depends on the low gain avalanche diode configurations: 34 strips sensors have a higher detection efficiency but lower spatial resolution than 71 strips sensors. Further studies will be performed both with Geant4 and experimentally to optimize the detector design on the bases of the radiation field of interest.The main purpose of HDM is to improve the assessment of the radiation biological effectiveness via microdosimetric measurements, exploiting a new definition of the lineal energy ([image: image]), defined as the energy deposition ϵ inside the microdosimeter divided by the real track length of the particle.
Keywords: particle tracking, ion therapy, low gain avalanche diode, tissue equivalent proportional counter, microdosimetry
INTRODUCTION
Microdosimetry was developed to study the effect of radiation on cells. At a scale comparable to the structures of interest, the energy deposition is affected by stochastic fluctuations and cannot be accurately described with macroscopic mean values, such as the dose or the Linear Energy Transfer (LET) [1].
Measuring the energy loss in a microscopic volume called for the development of new detection techniques. Currently, there are two types of microdosimeters: tissue equivalent proportional counters (TEPCs) and semiconductor-based detectors. The latter category includes silicon detectors based on different technologies (telescope detectors, silicon on insulator detectors, arrays of cylindrical p-n junctions with internal amplification [2, 3]) and diamond microdosimeters which are under study for their radiation hardness and tissue equivalence [4].
The TEPC was invented by Harald H. Rossi and co-workers, who were the first to explore the field of experimental microdosimetry [5], and is considered the reference microdosimeter [6]. TEPCs have been used in numerous works, see, e.g., refs. 7–11. The TEPC detection system is based on the fact that the detection gas parameters (e.g., composition and density) are adjusted to match the stopping power of the desired tissue equivalent volume.
The basic microdosimetric quantity provided by all detectors is the energy ϵ imparted to the matter in the volume of interest, from which the lineal energy y, defined as the ratio between ϵ and the mean chord length[image: image] [12], is calculated. The [image: image] and [image: image] spectra are the standard microdosimetric distributions, where [image: image] is the frequency distribution of y and [image: image] is equal to [image: image], hence representing the dose distribution.
A limitation shared by all microdosimeters is that while ϵ is directly measured, the value of [image: image] has to be theoretically estimated as the mean path traveled by a particle inside the detector, and thus it depends on the detector geometry. In addition, [image: image] values calculated for standard geometries can be used only if the microdosimeter is exposed to a homogeneous and isotropic field (also called uniform isotropic randomness) [13] and a different [image: image] value will be obtained under different irradiation conditions, i.e., for other types of randomness. Some attempts have been made to overcome the limited accuracy of the mean chord length concept, e.g., in unidirectional particle field when the isotropicity assumption drops. An example are silicon on insulator microdosimeters [14], which are composed of 3D sensitive volumes arrays with a well defined thickness, and thus path lenght. Furthermore, few theoretical studies focused on finding a formula of the mean path length for both uniform [15] and non uniform [16] radiation fields. So far, only the calculation for a uniform isotropic randomness could be successfully applied to experimental methodologies. Estimating the path length l is a critical parameter in microdosimetry that will influence the accuracy of the radiation field quality characterization [17]. In fact, for a given energy ϵ deposited in the detector, the resulting y value can assume a wide range of values depending on the l. For example, if ϵ = 10 keV in a 2 μm diameter sphere made of tissue, y can varies from 5 keV/μm to 1,000 keV/μm just considering l values ranging from the sphere diameter to 0.01 μm.
For this reason, since the quantity y is traditionally intended as the ϵ over the mean chord length value [image: image], we introduce a new quantity [image: image], defined as ϵ divided by the particle real track length l.
In this work, we present a novel two-stage hybrid microdosimeter (HDM: hybrid detector for microdosimetry) designed to measure the [image: image]. This detector have been specifically intended for particle therapy application, where a knowledge of the [image: image] yields a more direct link to the biological damage. Microdosimetry is a well establish tool to assess Relative Biological Effectiveness (RBE) [18, 19]. This work focuses on the feasibility of HDM, however future investigation will be carried out in order to directly link microdosimetric spectra using the real track length to a radibiological damage assessment. Together with providing a direct measurement of the track length l, this design also improve the lateral spatial resolution of existing TEPCs. HDM is composed of a spherical TEPC followed by four layers of Low Gain Avalanche Detectors (LGADs) [20]. LGAD is a recent technology in silicon systems featuring detection of particles in a wide energy range with improved accuracy for timing and tracking measurements [20]. The LGAD application in particle therapy has been also recently investigated [21]. In the proposed setup, the TEPC will provide the energy deposition ϵ directly in a tissue-equivalent medium while the LGADs will offer information about particle spatial distribution with a precision of about 200 or 300 μm, depending on the chosen configuration.
Details of the detector components, geometrical configurations as well as read-out solutions are illustrated here. Using GEANT4 toolkit, we investigated HDM performances when exposed to protons and carbon ions in the therapeutic energy range. The influence on all microdosimetric quantities when the real l is used instead of the mean track length approximation is discussed. Detection efficiency and tracking precision are also reported.
MATERIAL AND METHODS
A detailed description of the proposed hybrid detector is given here. The components as well as the whole setup, including the read-out electronics, are presented. Additionally, the geometry of all Monte Carlo simulations performed to study the HDM performances when exposed to a mixed radiation beam is illustrated. As TEPC efficiency studies can be found in literature, we focused on the tracking efficiency of the proposed setup, being the novel aspect to the existing microdosimeter.
Hybrid Detector for Microdosimetry Components
Tissue Equivalent Proportional Counter
TEPCs have two main advantages compared to other microdosimeters: 1) the sensitive volume is confined in a macroscopic region of a well defined size and 2) the energy deposition is directly measured in tissue and thus does not require a conversion. It is worth mention that advantage 1) is also shared with silicon microdosimeter based on 3-D MEMS fabrication technology (e.g., ref. 22). Furthermore, the gas-based detection offers a large dynamic range of energy depositions down to 0.1 keV/μm. The main disadvantages are: 1) large physical size (above 0.5 mm), which limits the lateral spatial resolution and 2) wall effects. The latter stems from the interaction of the incoming radiation with the gas container and leads to the production of secondary particles, which can deposit additional energy in the detector. This effect does not occur in biological cells with micron size as modeled by TEPC and causes an overestimate of energy deposition [23].
The TEPC included in the detector design is the commercial model type LET-1/2 from Far West Technology, Inc. The detector sensitive volume is a sphere made of A-150 tissue-equivalent plastic and filled with a pure propane gas whose pressure is adjusted to reach a density of 1.08 10−4 g/cm [24]. Under these conditions, the detector simulates a tissue-equivalent sphere of 2 μm diameter. For this TEPC, the mean chord length is 2/3[image: image]12.7 mm = 8.47 mm.
Low Gain Avalanche Detectors
LGAD is a recent technology in silicon detection system. It was first fabricated at CNM-IMB [25] clean room facilities by diffusing a p-type layer just below the n+ electrode [20]. From then it has been used for particle timing and tracking and, more recently, its application in radiotherapy has been explored [21]. LGADs, using n-in-p silicon diodes, differ from standard Avalanche Photodiodes due to their low and controlled internal multiplication mechanism for detecting charged particles. This technique allows also to produce thinner sensors with the same output signal of standard thick substrates.
The main features of the LGADs used for the HDM prototype can be found in [26]. In particular, the active region is 50 μm thick while the substrate is 300 μm and can be thinned down to 100 μm postproduction.
An additional LGAD production for HDM is under development at FBK and will include sensors with alternative geometries and active layer doping in order to obtain different spatial resolutions and gains.
A constraint on the detector geometry is that the optimal active area of one strip is [image: image]2 mm2, which correspond to 5 pF of capacitance; in fact, the read-out chip have been designed for this value. For what concerns the 71-strips configuration, the area is already optimized, while the 34-strips configuration has a larger area. However, previous experiments with similar area have shown the feasibility of this capacitance also.
Furthermore, the dead area between two strips must be 66 μm wide independently of the strip width. Thus, narrower strips result into a higher spatial resolution but also a decreased detection efficiency due to a larger dead area and a resulting lower fill factor. In addition, to cover the same area more strips are needed, which translates into a larger number of channels to be read-out.
To find the optimal detector geometry for our application, we simulated three configurations: 1) 34 strips, each 294 μm wide and 12.5 mm high (sensor height 13.8 mm and width 13.4 mm); 2) 71 strips, each 114 μm wide and 12.5 mm high (sensor width 14 mm and height 13.8 mm) and 3) 288 strips, each 114 μm wide and 50.22 mm high (sensor height 51.52 mm and width 51.84 mm). An image of the design project of this configuration of the complete sensor is given in Figure 1 (left panel). While the first two configurations are now being produced, configuration 3) is not currently feasible and was tested to investigate the tracking efficiency for a larger detector with the same spatial resolution of the 71 strips detector 2).
[image: Figure 1]FIGURE 1 | Left panel: design of one low gain avalanche diode (LGAD) sensor with 34 active strips. Right panel: Scheme of the hybrid detector for microdosimetry (HDM) setup, showing the tissue equivalent proportional counter (TEPC) followed by four LGAD layers. Distances between detectors are reported in millimeters.
HDM Geometry
The LGAD position with respect to the TEPC determine the detector performances and the optimal configuration depends on the goal of the specific measurement. In this paper, we investigated the configuration with the TEPC upstream of the 4 LGAD layers. This setup has been chosen because we wanted to characterize the radiation field with standard microdosimetric measurements, without possible artifacts due to the LGADs in front. The distances between the detectors can be found in Figure 1 (right panel). In particular, the first LGAD have been placed as close as possible to the TEPC to minimize lateral scattering and energy loss of particles exiting the microdosimeter.
Read-Out System
LGAD sensors are read out through the ABACUS chip [27] designed and produced at the University and Italian National Institute for Nuclear Physics of Turin (Italy). Each chip reads 24 channels. By default, the output driver provides data via a Current Mode Logic differential stage, which, for HDM purposes and practical reasons, is converted into a Low-Voltage Differential Signaling (LVDS) logic.
After the conversion, the read-out signals are fed to a board hosting an Field Programmable Gate Arrays (FPGA) and an Advanced RISC Machine (ARM) processor running Linux. A suitable FPGA program identifies events according to the time of occurrence with a 1 μs resolution, along with the channel number corresponding to the detector strip hit by a particle. The data are then saved in the on-board Random-access memory (RAM) memory. The board processor allows to program the FPGA and to read out the data out of the RAM. The board can be remotely accessed via Ethernet, and data transferred as simple text files.
Geant4 Simulations of the Hybrid Detector for Microdosimetry Detector
To investigate the detector performances, we run Monte Carlo calculations using Geant4 toolkit [28]. As the HDM design is optimized for applications in particle therapy, we focused the study on the response to protons and carbon ions at therapeutic energies. Several physics lists are available in Geant4 for different energy ranges. For electromagnetic interactions, the high accuracy list G4EmLivermorePhysics based on Livermore physics model has been used while hadronic interactions were managed by QGSP BIC. All calculations were run to acquired a minimum of 106 events on the TEPC, which is considered an adequate statistics for experimental measurements [19].
In addition, since microdosimetry deals with patterns of single energy deposition in tissue at the micrometer scale, we computed the energy deposition ϵ of a particle traversing the TEPC as the sum of the energy deposited by the primary event and all the related secondary particles that entered the detector.
The simulation geometry consisted of a water phantom with PMMA walls (1.74 cm water equivalent thickness) where the hybrid system was placed. To reproduce a realistic setup, HDM was contained in an additional air box 2.8 × 20 × 2.8 cm thick. A 3D view of the setup is shown in Figure 2.
[image: Figure 2]FIGURE 2 | 3D scheme of the geometry used for all Geant4 simulations. Both the TEPC and the four 24-strips LGADs are contained in PMMA box filled with air. The box is placed inside a water phantom, whose walls are made of PMMA. A broader view is show in left panel, while a zoom on HDM is illustrated in right panel.
The water phantom was irradiated with 290 MeV/u carbon ions and 150 MeV protons, which have the same range in water ([image: image]160 mm). The beam spots were circular with a 3 cm radius to ensure that the detectors were fully immersed in a homogeneous and isotropic radiation field. The detector box was placed at 10.74 cm in water along the beam direction. This depth represented a good compromise to assess HDM performances in a relatively mixed field in terms of particle species and energies, but upstream of the Bragg peak, where most particles have a low energy and thus might stop inside the TEPC.
Tracking
Tracking Algorithm
To measure a particle track, the LGADs were positioned to have the strips in different directions, two horizontals (x plane) and two verticals (y plane). By coupling two sensors with different orientations, a spatial position for a particle can be measured. Thus, two pairs of sensors are the minimum requirement for reconstructing a particle track. To reproduce a realistic experimental scenario, in the simulation we scored only the position of the strip hit by the particle. Then, we used a lineal interpolation to reconstruct the particle path inside the TEPC, from which we could estimate the real track length.
Tracking Efficiency
Using Geant4 simulations, we studied the HDM tracking efficiency. As a first step, we focused on identifying the lost events and divided them into three categories:
particles that reach all the detectors, but traverse an inter-strip dead zone in at least one of the LGADs;
particles that range out before reaching the fourth LGAD;
particles that undergo lateral scattering and are deflected outside the solid angle covered by all detectors.
Category 1 is related to the probability to hit a dead region and thus depends on the LGAD geometry. Assuming a uniform radiation field, the probability to reach an active strip is given by [image: image], where [image: image] is the total area covered by active strips and [image: image] the total area of the sensor, including both active strips and dead inter-strips. As the probabilities of hitting the active region of two sensors are independent, the overall probability of the joint event is the product of the single probabilities. To test the validity of these assumptions, in the simulation we also scored the particles traversing the inter-strip regions.
For category 2, we investigated the minimum detectable kinetic energy for each ion type, i.e., the minimum energy that a particle must have to pass through all detectors. The values for all particle species of interest have been estimated with LISE++ toolkit version 10.0.6a [29]. These kinetic energy cutoffs depends only electromagnetic interactions in the detector layers and do not take into account additional losses due to multiple Coulomb scattering (MCS). To estimate a realistic kinetic energy detection threshold, we performed simulations of HDM exposed to a given particle species and decreases the initial energy until we found the minimum value required to traverse all detectors. We then repeated the test for the ion types of most interest.
The percentage of particles deflected outside the solid angle covered by all detectors (category 3) dependent on the LGADs size. To assess this value and its dependence on the LAGDs geometry, we performed simulations for every configuration described in Section 2.1.
For the events seen by the TEPC and by an active zone of each of the 4 silicon layers (i.e., the trackable particles), we investigated the tracking accuracy using the algorithm described in Section 2.4. From the simulations, we could extract the real particle track and compare it to that reconstructed with the tracking algorithm, estimating a mean discrepancy between the predicted and actual values. The tests were repeated for all LGADs configurations taken into consideration.
RESULTS
Radiation Field Characterization in the Tissue Equivalent Proportional Counter
The composition of the radiation field entering the TEPC was investigated at a depth of 10.74 cm in beam. The results include kinetic energy spectra of all particle species, track length distributions and microdosimetric spectra [image: image] obtained with both the real track length and the mean chord length. The results are shown in Figures 3 and 4 for protons and carbon ions, respectively. In detail: panels A, B of Figure 3 and panels A, B, C, D of Figure 4 illustrate the kinetic energy distributions of all particles entering the TEPC, with and without the contribution from the primary ions (in both cases the energy distributions of the single components are normalized to one); the track distributions of all the particles are plotted in panel C for protons and in panel E for carbons, with the mean chord length of 8.47 mm marked with a dashed red line; panels D for protons and F for carbons contain a comparison between the microdosimetric spectra calculated with the mean chord length approximation ([image: image]) or the real track length ([image: image]). Furthermore, the mean values and standard deviations of the track length distributions are also reported in Table 1 for both ions of interest.
[image: Figure 3]FIGURE 3 | Characterization of the radiation field generated by 150 MeV protons after traversing 10.74 cm of water and seen by the TEPC. Panels (A) and (B): kinetic energy spectra of the most abundant components of the radiation field including and excluding the primary ions. Panel (C): track length distribution of all the particles detected by the TEPC. The mean chord length at 8.47 mm is marked with a red dotted line. Panel (D): microdosimetric yd(y) spectra obtained with the mean chord length approximation (red line) and microdosimetric [image: image] spectra obtained using the real chord length values (blue line).
[image: Figure 4]FIGURE 4 | Characterization of the radiation field generated by 290 MeV/u carbon ions after traversing 10.74 cm of water and seen by the TEPC. Panels (A–D): kinetic energy spectra of the most abundant components of the radiation field including and excluding the primary ions. Panel (E): track length distribution of all the particles detected by the TEPC. The mean chord length at 8.47 mm is marked with a red dotted line. Panel (F): microdosimetric yd(y) spectra obtained with the mean chord length approximation (red line) and microdosimetric [image: image] spectra obtained using the real chord length values (blue line).
TABLE 1 | Percentage of particles tracked by HDM, including their mean track length, standard deviations and the absolute values of the mean tracking error of the algorithm with respect to the actual value. The results are reported for both protons and carbon ions and for three LGAD configurations (34, 71 and 288 strips).
[image: Table 1]Secondaries produced by protons, are mostly low-energy (below 10 MeV) and the distribution does not have a peak. For carbon ions, the energy of all fragments species peaks around 170 MeV/u, which is the residual primary beam energy (Figure 3A). Protons can only generate fragments from the target nuclei, and thus their energy will be relatively low [30]. Carbon ions, instead, can produce both projectile and target fragments, whose kinetic energies have a much wider range, peaking at the same value as the primary ions [31, 32].
The track length distributions of both protons and carbon ions are very broad and do not present a peak. Furthermore, the mean track length calculated for both protons and carbon ions is higher than the mean chord length, indicating that the latter does not provide an accurate description of the system. The limitation of the mean chord length approximation can be further investigated by comparing the standard microdosimetric [image: image] spectra with those obtained with the real track length [image: image]. The latter distributions show a non negligible contribution in the high [image: image] region. Those contributions are due to events that deposit energy along a small chord length and they are underestimated in the [image: image] spectra where the mean chord length value is used. These events have a very high [image: image] and thus can be relevant for radiobiological effects, especially for y up to 150 keV/μm (overkill effect).
Particles Tracked by Hybrid Detector for Microdosimetry
We investigated HDM tracking efficiency as well as the characteristics of the tracked events. Table 2 illustrates for carbon ions and protons the percentage of particles tracked by HDM, their mean track length values, their standard deviations and the average discrepancy between the reconstructed and the real track length. The latter values are reported for the three sensor geometries (34, 71, and 288 strips) described in Section 2.1.
TABLE 2 | Minimum kinetic energies for several isotope types necessary to traverse all the detectors. The values have been calculated with LISE++ toolkit and, for the most representative of the radiation field, also with Geant4.
[image: Table 2]The results show that, as expected, the 71 strips configuration collects the least amount of events because of the reduced fill factor. Increasing the sensor dimension while keeping the same fill factor increases the number of collected events (288 strips configuration). The mean track length and standard deviation obtained with the tracking algorithm are in good agreement with the real values obtained directly from the simulation. This is confirmed also by the small values of the mean absolute error, defined as the average absolute value of the difference between the real track length and the reconstructed one.
The accuracy of the reconstructed tracks in the three sensor configurations (34, 71, and 288 strips) was further studied in Figures 5 and 6 for protons and carbon ions, respectively. We compared the track length distribution obtained directly from Geant4 with that reconstructed with the algorithm. The data are presented as density color plots in panels A, C and E; the green dotted line marks a perfect prediction of the algorithm, the red and blue colors represent regions of high and low events density, respectively. The distributions have a cone-like shape, implying a better accuracy of the reconstructed tracks of large lengths. This result is further supported by the presence of high density regions around the green line in the large track lengths zones.
[image: Figure 5]FIGURE 5 | HDM performances when exposed to 150 MeV protons at 10.74 cm depth in water. The results are shown for 34, 71, and 288 strips LGAD configurations. Panels (A), (C), and (E) shows 2D color plots of track length obtained with HDM vs. real track length calculated directly with Geant4. The green dashed line at 45 degrees indicates the perfect agreement between the two datasets. The colors represent regions with a high (red) or low (blue) density of events. Panels (B), (D), and (F) illustrate the comparison between the track length distributions of particles tracked by HDM considering the real track lengths calculated with Geant4 (blue line) or that reconstructed with the tracking algorithm (green line). The distributions of the real track lengths obtained directly from the simulation is also shown (red line).
[image: Figure 6]FIGURE 6 | Microdosimetric spectra of all particles tracked by HDM when irradiated with 150 MeV protons at a depth of 10.74 cm in water. The distributions include the standard yd(y) spectra calculated with the mean chord length (red line) and the YTd(yT) spectra obtained either with the real track length (green line) or with the value estimated with the tracking algorithm (blue line). The distributions are shown for LGAD configurations with 34 (panel A), 71 (panel B) and 288 (panel C) strips.
To further assess the accuracy of the tracking algorithm, in panels B, D and F we compared the track distributions of all particles traversing the TEPC with those detected by HDM and either obtained directly from the simulation or estimated with the tracking algorithm. Independently of the primary ion type, the 34 and 71 strips configurations systematically underestimate the distributions for small tracks. On the contrary, the 288 strips configurations provide a more accurate estimation of the whole track distributions, especially for protons.
The track distributions obtained with the three configurations were used to calculate microdosimetric [image: image] and [image: image] spectra for all particles tracked by HDM. The results are shown in Figures 7 and 8 for protons and carbon ions respectively. Results show that the [image: image] spectra differ from the [image: image] ones, with a peak value shifted to the right in all cases. On the contrar [image: image], the [image: image] distributions obtained with the real track length and with the reconstructed track length are similar mostly in the bell shape regions. It can be nonetheless seen that they differ in the tails due to the higher discrepancy between the real track length and the reconstructed ones for small track lengths. The accuracy between the two increases from the first sensor configuration (panels A) to the last one (panels C) under both radiation fields.
[image: Figure 7]FIGURE 7 | HDM performances when exposed to 290 MeV/u carbon ions at 10.74 cm depth in water. The results are shown for 34, 71 and 288 strips LGAD configurations. Panels A, C, E shows 2D color plots of track length obtained with HDM versus real track length calculated directly with Geant4. The green dashed line at 45 degrees indicates the perfect agreement between the two datasets. The colors represent regions with a high (red) or low (blue) density of events. Panels B, D, F illustrate the comparison between the track length distributions of particles tracked by HDM considering the real track lengths calculated with Geant4 (blue line) or that reconstructed with the tracking algorithm (green line). The distributions of the real track lengths obtained directly from the simulation is also shown (red line).
[image: Figure 8]FIGURE 8 | Microdosimetric spectra of all particles tracked by HDM when irradiated with 290 MeV/u carbon ions at a depth of 10.74 cm in water. The distributions include the standard [image: image] spectra calculated with the mean chord length (red line) and the YTd(YT) spectra obtained either with the real track length (green line) or with the value estimated with the tracking algorithm (blue line). The distributions are shown for LGAD configurations with 34 (A), 71 (B), and 288 (C) strips.
Particles Lost by Hybrid Detector for Microdosimetry
As discussed in Section 2.4, we can group lost particles into three categories: 1) particles with a kinetic energy under the minimum required to traverse all the detectors, 2) particles lost due to MCS and 3) particles that reach all detectors, but cross an inter-strip in at least one LGAD.
The minimum kinetic energies necessary to pass all detectors have been studied and are reported in Table 3 for all particles of interest. The values calculated with LISE++ are indicated for all particles while those obtained with Geant4 only for selected ions representative of the radiation field. The results obtained with the two methodologies agree very well for protons but have a higher discrepancy for carbon ions.
TABLE 3 | yD and [image: image] values evaluated for both carbon and proton ions. [image: image] values have been calculated for all the particles that traverse the TEPC ([image: image], TCEP) and for particles that HDM is able to track [image: image], TRACKED with the 288 strips configuration.
[image: Table 3]Using Geant4 outputs, we characterized the particles lost in terms of kinetic energy when entering the TEPC and track length traversed inside the detector. The results are reported in Figures 9 and 10 for protons and carbon ions, respectively. In panels A and B of Figure 9 and A, B,C and D of Figure 10 the kinetic energy spectra of all particle types are plotted with and without the contribution from the primaries. Independently of the fragment type, the energy spectra have the same shape of those reported in Figures 3 and 4, where all events are considered. These result indicate that the probability for a particle to be lost is independent of the charge and energy (for energies above the minimum threshold reported in Table 3). Panels C of 9 and E of 10 illustrate the track distributions of lost particles, together with the mean chord length (red dotted line). The left side of the distribution appears to be more populated compared to the distribution of all events (Figures 3 and 4), suggesting that there is a higher chance of loosing a particle if it has a small track length. Such events, in fact, traverse the TEPC edges and geometrically have a larger probability of missing the sensors, considering also MCS effects. In panels D for protons and F for carbons, the microdosimetric [image: image] and [image: image] spectra of particles that are not tracked by HDM are shown. Similarly to panels D of Figure 3 and F of Figure 4, where all particles are taken into account, the [image: image] distribution peaks are shifted to the left for both protons and carbon ions radiation fields. Further, the high-y regions are significantly lower than the high-[image: image] regions; again, this is due to the real track lengths overestimation caused by using the mean chord length value.
[image: Figure 9]FIGURE 9 | Characterization of the particles lost by HDM when irradiated with 150 MeV protons at a depth of 10.74 cm in water. Panels (A) and (B): kinetic energy spectra of the most abundant components of the radiation field including and excluding the primary ions. Panel (C): track length distribution of all the particles detected by the TEPC. The mean chord length at 8.47 mm is marked with a red dotted line. Panel (D): microdosimetric yd(y) spectra obtained with the mean chord length approximation (red line) and microdosimetric YTd(yT) spectra obtained using the real chord length values (blue line).
[image: Figure 10]FIGURE 10 | Characterization of the particles lost by HDM when irradiated with 290 MeV/u carbon ions at a depth of 10.74 cm in water. Panels (A–D): kinetic energy spectra of the most abundant components of the radiation field including and excluding the primary ions. Panel (E): track length distribution of all the particles detected by the TEPC. The mean chord length at 8.47 mm is marked with a red dotted line. Panel (F): microdosimetric yd(y) spectra obtained with the mean chord length approximation (red line) and microdosimetric yTd(yT) spectra obtained using the real chord length values (blue line).
Furthermore, the number of particles that reach at least one of the inter-strip passive regions with respect to the total number of events reaching the detectors (i.e., traversing either an active strip or an inter-strip region) has been estimated to be 63[image: image] for the 34 strips configuration and 81.5[image: image] for the 71 strips configuration. Increasing the number of strips in each sensor results in a significant improvement of the detection efficiency.
Finally, to asses the HDM capability to provide an accurate microdosimetric characterization of the radiation field, the following quantities have been calculated: standard [image: image] values considering all events traversing the TEPC; [image: image] values calculated from the [image: image] spectra for all particles traversing the TEPC; [image: image] values calculated from the [image: image] spectra for all particles tracked by HDM. The results for both ions of interested are reported in Table 4.
TABLE 4 | Mean track length values and standard deviations of protons and carbon ions traversing a spherical TEPC of 12.6 mm diameter. The mean chord length of this detector exposed to a uniform and isotropic radiation field is 8.47 mm.
[image: Table 4]The large discrepancy between [image: image] and [image: image] confirm the results shown in Figures 3, 4, 7, and 8) and proves that the mean chord length approximation applied to the TEPC spectra does not provide an accurate description of the radiation field quality. The [image: image], instead, is very close to [image: image], suggesting that the population of events tracked by HDM is representative of the actual field.
Discussion
An innovative design for a hybrid microdosimeter (HDM: hybrid detector for microdosimetry) is presented in this paper. HDM is a two-stage detector composed by a TEPC and four layers of LGAD sensors. The combination of two different types of sensors (gas- and silicon-based) results in detection performances not offered by any existing microdosimeter. In fact, the TEPC gives a direct measurement of energy deposition in tissue while the LGADs provides particle tracking. The latter information has two main advantages: it improves the TEPC lateral spatial resolution to submillimetric precision and offer the real track length traverse by each particle in the TEPC. An improved lateral spatial resolution is helpful especially in a non homogeneous field, as he beam edges (both lateral and near the end-of-range). In these regions, the TEPC is only partially traversed by primary particles, whose path length might substantially deviate from the mean chord, depending on the detector position.
To assess the detector capability, we performed Monte Carlo simulations using Geant4 toolkit. As the primary application of HDM is particle therapy, we investigated its performances exposed to protons and carbon ions at a certain water depth.
The limitations of the mean chord length for our geometry are evident by looking at the track length distributions of all particles traversing the TEPC (Figures 3 and 4 and Table 1). This approximation is based on the specific assumption that the TEPC is exposed to a uniform isotropic radiation field. In the cases considered here, although the beam generates such type of randomness, the water surrounding the TEPC causes the isotropy assumption to drop, with a direct consequence on the resulting mean track length. To further validate this, simulations without the water phantom has been performed and a mean track length value of 8.56 has been obtained for protons and 8.45 for carbon ions, both in accordance to the nominal mean chord length value.
However, even if a mean value of chord length based on more appropriate kind of randomness is used, the data reveal that a mean value is non representative of the whole track length distribution, since the standard deviations are rather large. This behavior is noticeable by the broadness of the track distributions in panels C of Figure 3 and E of Figure 4.
Discrepancies between the mean chord and the real track length translate into difference between the standard [image: image] and the alternative [image: image] microdosimetry spectra (Figures 3 and 4), the more evident being in the high [image: image] regions. The majority of particles populating these areas have a track length substantially smaller than the mean chord, and thus their actual lineal energy is systematically underestimated if using the mean chord approximation.
The detector efficiency is defined by the number of particles that traverse the LGADs active regions, i.e., those that are tracked. This number depends on the LAGD configuration, i.e., the number of detection strips contained in a sensor. As the dead interstrip area is the same independently of the configuration, for a given total area of the sensor, by lowering the number of strips the detection efficiency increases. However, a larger number of strips results in a superior spatial resolution. To optimize the detector design for our application, we investigated HDM performances using three different LGAD configurations: 34, 71, and 288 strips per sensor.
Detection and tracking efficiencies were assessed by studying the composition of the radiation field detected by HDM vs. the radiation field incoming on the TEPC. We identified three categories of events: 1) particles detected by the entire system (i.e., tracked events); 2) particles lost (i.e., only traversing the active volume of some detectors); 3) particles non-trackable (i.e., those with not enough energy to reach the fourth LGAD).
For each category, we studied the kinetic energy spectra, track length distribution, real track vs. track reconstructed with the tracking algorithm and microdosimetric spectra.
Independently of the primary ion and LGAD configuration, the mean track length of the tracked events is always higher that the value of all incoming particles. Events traversing the TEPC with a small track have a higher probability to miss the LGAD detectors. In fact, LGADs with 34 and 71 strips configurations have a total height and width comparable to the TEPC diameter, so if a particle reaches the TEPC with a given angle with respect to the primary beam direction, it is probable that its path will not cross all the LGADs. This hypothesis is confirmed by the fact that the 288 strips configuration collects a significantly higher portion of small-track particles (Figures 5 and 6). Furthermore, for this configuration the mean track length of the tracked events is closer to the value of all particles (see Table 2). The mean tracks obtained when HDM is exposed to protons and carbon ions are similar for the 34 and 71 strips configurations. For the 288 strips configuration, HDM provides a more accurate track distribution for protons than for carbon ions. In fact, secondary fragments produced by protons reach, on average, smaller scattering angles compared to those generated by carbon ions [33].
However, those are the chords that suffer most from a high error on the tracking, as panels A, C and E of Figures 5 and 6 show for all the configurations. Furthermore, panels A, D and G, besides confirming the above mentioned fact that the bigger sensor takes better into account lower track lengths, they demonstrate also that the spatial resolution of the sensors, namely the widths of their strips, has a clear effect on the homogeneity of the track distribution. In fact, it can be noticed that the lower the spatial resolution is, the more the reconstructed tracks will have some preferential track lengths.
Finally, a comparison between panels F of Figures 5 and 6 supports the hypothesis that, for protons, the 288 strips configuration is able to collect a track distribution which is very similar to the real one, while for carbon ions the distribution is still slightly underestimated for the small tracks.
Differences in the track length distributions for the LGAD configurations translate into different microdosimetric [image: image] spectra (Figures 7 and 8). A bigger sensor, like the 288 strips configuration, is able to collect more events with smaller TEPC tracks, which are the main contributors of the high [image: image] region.
The characterization of lost events indicates that the majority is caused to the LGADs fill-factor (interstrip regions). Thus, this issue can be resolved by increasing the measurement time to collect enough statistics.
For events that suffer MCS in the detectors, if the deviation angle is large enough they will be lost. In fact, even trying to enlarge LGADs or place them at a given angle with respect to the beam direction, the reconstructed track would be affected by errors too large to make the data of any value. The probability of loosing a particle because of MCS strongly depends on the HDM position in the radiation field. Depths in the Bragg peak regions as well as distal positions represent the worst cases because of the low kinetic energy of the particles populating these regions. This reflects on the fact that the proposed HDM configuration has limitations in those regions since it cannot operate close to and at distal part of the SOBP.
Finally, particles that do not have enough kinetic energy to reach all detectors are also a limit of HDM detection efficiency. Nonetheless, this issue can be partly solved by exploring the possibility of producing LGADs with thinner active layers or decreasing the substrate width. For instance, reducing the total LGAD thickness down to 100 μm is considered achievable in the near future.
CONCLUSION
The design of a new hybrid detector for microdosimetry (HDM: hybrid detector for microdosimetry) is presented in this work. HDM is composed by a TEPC followed by four LGADs, and provides energy deposition in tissue as well as tracking of single particles with a submillimeter spatial precision. HDM unique feature is that it can provide the real track length that a particle travel inside the TEPC, from which the microdosimetric spectra can be calculated without using the mean chord approximation. To investigate the detector efficiency, we performed Monte Carlo simulations with Geant4 toolkit and exposed HDM to both protons and carbon ions at therapeutic energies.
Results show evidence on both the feasibility of the proposed hybrid system and on the advances that this detector will contribute to in particle therapy. The possibility of exploiting a tracker instead of geometrical assumptions are of great help in several situations, especially in a mixed and non isotropic radiation field. In addition, a precise a priori knowledge of the beam characteristics is not always easy to achieve.
The LGAD technology chosen for this scope is constantly evolving and improving. The possibility of using more advanced versions of LGADs will be considered in future, for example, to drastically increase the fill factor by reducing the interstrip layers, while keeping the same spatial resolution. Moreover, as the spatial resolution can be improved by using narrower strips, we will test these configurations, which can also increase the tracking efficiency. Additionally, the advantage of being able to select the gain of LGADs according to specific experimental needs is of great help in view of a wide-ranging use of HDM in different irradiation scenarios.
Further, additional efforts will be put on studying more advanced tracking algorithms to better take into account significant deviations from a linear track, with specific reference to scattering events.
Finally, to improve the field characterization, we will explore the possibility to use the LGADs for acquiring information on the particle charge.
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Ion therapy has emerged as one of the preferred treatment procedures in some selective indication of cancer. The actual dose delivered to the target volume may differ from the planned dose due to wrong positioning of the patient and organ movement during beam delivery. On the other hand, some healthy tissues outside the planned volume may be exposed to radiation dose. It is necessary to determine the primary particle range and the actual exposed volume during irradiation. Many proposed techniques use secondary radiation for the purpose. The secondary radiation consists mainly of neutrons, charged fragments, annihilation photons, among others, and prompt gammas. These are produced through nuclear interaction of the primary beam with the beam line and the patient’s body tissue. Besides its usefulness in characterizing the primary beam, the secondary radiation contributes to the risk of exposure of different tissues. Secondary radiation has significant contribution in theranostics, a comparatively new branch of medicine, which combines diagnosis and therapy. Many authors have made detailed study of the dose delivered to the patient by the secondary radiation and its effects. They have also studied the correlation of secondary charged particles with the beam range and the delivered dose. While these studies have been carried out in great detail in the case of proton and carbon therapy, there are fewer analyses for theranostics. In the present review, a brief account of the studies carried out so far on secondary radiation in ion therapy, its effect, and the role of nuclear reactions is given.
Keywords: theranostics, neutrons, prompt gamma, charged particle, ion therapy, secondary radiation
INTRODUCTION
In the growing incidence of malignant diseases, ion therapy has emerged as a preferred choice of treatment in the case of some selective indications [1–4]. During the passage of charged particles through the patient’s body, electronic interactions contribute to the major part of energy deposition, while nuclear reactions lead to the production of neutrons, gamma rays, and secondary charged particles (SCPs). The energy deposition characteristics and the depth dose profile of the charged particle beams help to have high-dose conformity in the target volume in a static patient in an ideal situation. But variation in patient positioning and organ movement during treatment cause a fraction of the dose to be delivered outside the planned target volume [5, 6]. The problem can be circumvented if the actual volume of dose distribution can be dynamically imaged. This is achieved to some extent in image-guided radiotherapy (IGRT) [7] whence the target volume is imaged during treatment. Proposed techniques also use the SCPs to determine the primary particle range and the delivered dose during patient irradiation. Theranostics is an improved version of therapy [8] which combines treatment with simultaneous imaging of the region of interest. This is gradually emerging as a targeted and efficient mode of treatment.
Secondary particle dose is clinically important because neutrons can result in radiation dose to a distant organ, while heavy fragments can locally deposit a high dose. Both neutrons and SCPs have high radiobiological effectiveness (RBE). So measurement of yield, flux, and dose of the secondary particles is crucial for assessing the probability of radiogenic cancer [9] at a later stage. As the prospect of new beams is being studied, benefits as well as risks from secondary radiation need to be investigated thoroughly.
This is a review work of the studies carried out by different authors on secondary radiation in ion therapy and in theranostics, its effect, and the role of nuclear reaction. Yield and dose distribution of charged particles and neutrons from ion-induced reaction in tissue, their correlation with the primary ion range, and contribution to the total dose will be discussed.
SECONDARY RADIATION IN ION BEAM THERAPY
In radiotherapy, exposure to the healthy tissues is lesser in the case of charged particle therapy (CPT) compared to that in the case of photon therapy due to the characteristic of interaction and energy deposition of charged particles in matter. In charged particle therapy, the energy of the carbon beam is in the range of ∼80–430 MeV/u, while the proton energy is in a lower range. For these moderately relativistic particles, the energy loss takes place through Coulomb and nuclear interaction. Nuclear interaction results in the loss of beam intensity contributing to both longitudinal and lateral dose profile [10, 11]. Multiple elastic scattering on the target nuclei contributes to the lateral profile and results in a broadening of the beam. Inelastic scattering with the atomic electrons contributes to the longitudinal profile. In CPT, nuclear reaction of the primary beam takes place both with the beam line components and within the patient’s body. This leads to the production of neutrons, protons, heavier nuclear fragments, and deexcitation gamma rays. The nuclear fragments may consist of positron emitters and other radioactive isotopes. The former will give rise to annihilation gamma rays. Annihilation gammas, prompt gamma rays, neutrons, and the SCPs may help in dynamic imaging of the dose distribution. In proton therapy, nuclear fragmentation results in target fragments which consist mainly of secondary protons and neutrons. In heavy ion therapy, both target and projectile fragments are produced. Both the projectile and the target fragments contribute to the increase in the RBE. The projectile fragments enhance the lateral spread of the beam and add to the dose in the tail region of the Bragg peak. The dose distribution due to SCPs, neutrons, and gammas needs to be determined accurately to assess the biological effect.
Proton and carbon beams are most widely investigated for ion beam therapy. New beams like 4He, 16O are being studied to assess their possible advantages in ion beam therapy. 4He ions might turn out to be a good choice, as projectile fragmentation and neutron production are expected to be lower than in the case of 12C beams while having good localization of the energy deposition [12, 13]. For 16O, fragmentation is higher and in vitro studies had also provided a slightly larger RBE value [14, 15] compared to 12C, but carbon beam has a higher impact on cell survival. However, in all the cases, actual volume which is exposed to primary and secondary radiation strongly depends on patient positioning and on anatomical variation of the target organ during treatment [5, 6]. This necessitates determination of the actual volume where the dose is released. The SCPs produced in the nuclear reaction, particularly the secondary protons, can be well used as a tool for imaging in CPT [16, 17].
Secondary Charged Particles
Experimental Studies
Cross-section, total yield, fluence distribution of SCPs, and their contribution to the total dose had been investigated by several authors [12–39]. Target fragmentation for proton induced reactions in tissue equivalent targets like water, PMMA, C, and CH2 was studied in the energy range of 40–250 MeV [19–21]. A study on 250 MeV proton on water showed that around 40% of the primary particles were lost in inelastic collision on their way up to the Bragg peak. The LET value and the range of the target fragments produced in these interactions were between 983 keV/μm down to 14 keV/μm and 2.3–68.9 μm, respectively. This resulted in the alteration of the fixed RBE of 1.1 used for proton therapy beam and contributed to the dose beyond the planned target volume [21]. For an unmodulated 160 MeV proton beam and a target volume of 3 × 3 × 3 cm3, the dose from secondary protons to the proximal part of the Bragg peak was ∼10% [19]. The dose contribution from d, t, α, and 3He was less than 0.1% of the total dose proximal to the Bragg peak.
Nuclear fragmentation in carbon-induced reaction in tissue equivalent targets at 80–430 MeV/u was measured in many works [22–39] to determine the actual dose and range. The total [22–26] and partial (ΔZ = 1, 2, 3 for the formation of B, Be, and Li, respectively) [22, 23] charge-changing cross-sections in the interaction of 12C in water were determined between 110 and 600 MeV/u. The total SCP production cross-section was found to decrease as the beam energy increased in the work of Golovchenko et al. [22], while no such trend was observed in [23]. Production of B was measured to be ∼2.3–3 times that for Be [22, 23]. Charge-changing cross-sections for 16O beam incident on thick targets of water and carbon were also measured [24].
Kinetic energy of the secondary protons emitted in the interaction of therapeutic 12C beams extended beyond the primary beam energy per nucleon [27, 28]. At 80 MeV/u beam energy, yield of protons with Ep = 83 MeV was found to be ∼2.7 × 10−4 sr−1 [27]. At 200 MeV/u, energy of emitted protons extended beyond twice the beam energy per nucleon [28] and the yield of protons with Ep = 350 MeV was ∼ 5 × 10−5 ion−1 sr−1 MeV−1.
Production of secondary fragments for carbon-induced reactions at 95 MeV/u [25, 29] and for 200–400 MeV/u was measured and discussed in several works [28, 30–39]. Among all the fragments, yield of H and He was highest [28, 30, 31] and was similar or higher than the primary ions near the end of range. The yield fell off rapidly as the fragment charge increased [28]. Beyond the Bragg peak, light fragments H, He, Li, Be, and B had significant contribution. At 400 MeV/u beam energy, the fragments penetrated few centimeters after the Bragg peak [30, 33]. These fragments would thus contribute to the delocalization of dose.
The angular distribution of the fragments was forward peaked for all fragments, was broad for light fragments, and became narrower as nuclear charge increased [30, 33]. At 219 and 280 MeV/u beam energy, protons had a broad angular range (up to 10o), but the primaries were confined within a narrow cone [34]. At 200 MeV/u, fragments heavier than He were confined in a cone of about 5o width. This suggested that the angular distribution was governed by the fragmentation process and not affected much by Coulomb scattering. The yield of secondary fragments integrated between 0 and 10° was highest for protons and lowest for Be [28]. At 400 MeV/u beam energy, the FWHM for H, He, and B was 10, 5.3, and 3o, respectively [30]. Higher FWHM was measured in the works of G. D. Lellis et al. [32] and K. Gunzert-Marx et al. [28].
The contribution of the secondary fragments to the dose equivalent within the Bragg peak was ∼20%, 13%, and less than ∼8% of the total dose for 157 MeV proton, 145 MeV/u 4He, and 219–383 MeV/u 12C beams, respectively [12, 13, 34]. Beyond the Bragg peak, the total dose was contributed by the secondary fragments only. This dose in the tail region might affect the healthy tissue [30, 33].
At therapeutic energies, the target fragmentation rate was ∼3.62 times higher for carbon ion compared to that for proton beam [12]. But the absorbed dose and dose equivalent due to the secondary target fragments (STFs) were 0.22% and 4%, respectively, of the primary ion dose for 12C, compared to 1.2% and 20%, respectively, for proton beam. This was explained from the fact that though the yield of STFs increased with Z/β (β = velocity of primary ion), the number of primary ions required to produce a given dose decreased as Z2 [40]. These results excluded the dose contribution due to secondary neutrons produced in the reaction. Among the secondary fragments, the highest dose was contributed by the light fragments H and He [30, 31] in the tail region behind the Bragg peak. They caused delocalization of the dose, followed by Li.
Besides proton and carbon, performance of ions like 4He, 16O, and 20Ne in heavy ion therapy was investigated in several works [14, 15, 41–49]. The total number of secondary protons produced by 220 MeV 12C beam in PMMA target at 90o was (4.49 ± 0.13±0.59)x10−3 sr−1 which was ∼4.5 times that produced by 125 MeV 4He (having the same range as 220 MeV 12C in PMMA) [41, 42]. Production of 2H and 3H was ∼5%–10% and ∼1%–2%, respectively, of the total production of 1H+2H+3H. For 125 MeV/u 4He projectile, the energy of the emitted 1H extended beyond 240 MeV at 5o [42]. Significant production of β+ was also reported for 4He ion on PMMA target [43]. Secondary proton fluence from 300 MeV/u 16O induced reaction on PMMA target was measured to be (74.18 ± 0.40±13.02)x10−3 sr−1 at 60o and was ∼6.5 times lower at 90o [14]. At 210 MeV/u 16O beam energy, these values were ∼3.3–3.6 times lower. For the interaction of 670 MeV/u Ne beam in water, oxygen, and fluorine had the highest yield among the target fragments with Z ≥ 3, while at 400 MeV/u in PMMA target, oxygen had the highest yield followed by carbon and nitrogen [31]. Boron was found to have significant contribution at both the energies [31, 46]. In studying the efficacy of intensity modulated composite particle therapy (IMPACT), influence of the secondary particles on LET distribution was assessed [47, 48].
In CPT, annihilation gammas from positron emitters produced in nuclear fragmentation can be used for imaging during therapy. In measuring the mean range of different stable beams in water, polyethylene, and PMMA, from activity distribution using annihilation gammas, highest amount of information was obtained in the case of 16O beam to determine the mean range of the beam accurately. Thus, 16O turned out to be the optimum among stable beams for monitoring the range from annihilation gammas [50]. In proton therapy, annihilation gammas could be used to achieve a dose-volume guided radiotherapy system with a 2 mm spatial resolution [51, 52]. The profile of the prompt gamma rays produced in the interaction of the ion beam was also used to establish a relation between the gamma ray profile and the primary ion range [53–58]. Time-of-flight (TOF) technique was used to discriminate between prompt gammas, neutrons, and neutron-induced gamma rays. With less background and higher contrast, the peak and the dose fall off position could be measured with millimetric precision for proton beams [58].
The tracks of SCPs, their flux, velocity, and spatial distribution were analyzed and reviewed for monitoring in hadron therapy [16, 17, 19, 59, 60]. The Bragg peak position could be determined from the emission profile of the SCPs with high accuracy. A linear correlation was observed between the position of the distal edge of the secondary particle tracks and the Bragg peak position [19]. Accuracy of the method depended on several factors like multiple scattering of the SCPs, inherent fluctuation in the number of emitted charged particles, and overall statistics of the measured data. Feasibility study of range monitoring of carbon ions with secondary protons was carried out using interaction vertex imaging [17, 59] which showed that single proton detection in coincidence with the incoming beam was more promising.
Simulation Studies
Simulation studies of 12C interaction in water, with the Monte Carlo Geometry and Tracking 4 (GEANT4) [61] code, showed that, at a beam energy of 155 MeV/u, more than 6% of the total dose was deposited by the SCPs and gamma rays from the phantom surface to 90% of the distal edge of the Bragg peak [62]. At beam energies of 262 and 369 MeV/u, these contributions were, respectively, ∼14% and 23%. As the primary dose sharply fell off beyond the Bragg peak, the secondary radiation played a much more important role. From 90% of the distal edge to 5 cm after the Bragg peak, the SCPs along with the gamma radiation contributed ∼71%, 82%, and 87% to the total dose, at beam energies of 155, 262, and 369 MeV/u, respectively [62]. The major contributor to the secondary dose was 11B along with H and He near and beyond the Bragg peak [63]. At 290 MeV/u, contribution from H and He ions extended more than 160 mm beyond the Bragg peak. This could affect healthy tissues outside the target volume. In the initial part of the primary beam path, LET of the primary 12C beam was ∼33.6 keV/μm while those for 14N, 15N, and 16O were almost 30 times more. However, this pattern drastically changed near and beyond the distal end of the Bragg peak. Here, 11,12C, 16O, and 13,14,15N had almost comparable LET [62]. Experimentally measured LET distribution of SCPs, for 380 MeV/u 12C beam, was compared with the GEANT simulation [64, 65]. The measured values were well reproduced by the simulation [65]. In a benchmark analysis of the reaction models available in GEANT4 simulation kit for fragmentation studies [66, 67], it was observed that the measured fragment yields were reproduced by the models within 5–35%. The QMD model with Frag option gave the best agreement. The kinetic energy and the angular distributions were best reproduced by the QMD and INCL++ models, respectively [67]. GEANT4 simulation was used to compare the mixed radiation field produced by 162, 290 MeV/u 12C beam and 192, 245 MeV/u 16O beam in water [68]. At these energies, the ranges of the C and O beams were the same in the target. Production of nuclear fragments was higher for 16O compared to that for 12C. As a result, energy deposition beyond the Bragg peak and out of the field would be more for 16O.
The PHITS code [69] was used to investigate the role of nuclear fragmentation and secondary radiation in carbon therapy [70, 71]. In the PHITS simulation, the Bragg curve peaked at a depth slightly lower than that given by the measured data. This was attributed to PHITS underestimating the probability of fragment production [70]. Using the Monte Carlo particle transport code FLUKA [72], the energy distribution, range distribution, and fragment fluence were studied for H, He, Li, B, Be, C, N, and O in proton-induced reaction on water between 40 and 200 MeV [73]. The energy distribution was highly asymmetric. For Li and heavier fragments, the energy distribution extended only well below 20 MeV. Proton energy spectrum had a broad shoulder and extended above 20 MeV.
Dedes and Parodi had reviewed the status of Monte Carlo simulation of particle interaction in tissue in carbon ion therapy [74].
Neutrons
Experimental and simulation studies were carried out by several authors [28, 75–91] to investigate the fluence and dose of secondary neutrons in proton and carbon ion therapy. Production of secondary neutrons and their dose profile were found to strongly depend on the irradiation facility [75–79]. Epidemiological studies were also undertaken to analyze the significance of the neutron dose in proton therapy [92].
The incident beam energy in ion therapy is high but gradually decreases in tissue. For carbon beam from therapeutic energy down to ∼12 MeV/u, the reaction cross-section is highest at the latter point [80]. At these energies, the neutron field consists of both thermal and high-energy neutrons. Thermal neutrons have isotropic distribution while the fast neutrons produced have a strong energy dependence and forward peaked angular distribution. Neutrons with energy above 20 MeV were observed only close to the beam axis [81]. The high-energy neutrons, above 20 MeV, could contribute as high as 53% of the total dose at the position of highest neutron dose. The scattered neutron distribution was highly complex and depended on the spatial characteristics of the treatment facility. This necessitated a detailed Monte Carlo simulation of the secondary neutron field [82].
In proton radiotherapy at ∼172 MeV, the largest neutron dose was obtained at a distance of 115 cm from the isocenter. The finding conformed to the fact that neutrons could significantly contribute to the dose outside the target volume [83].
From a comparison of the secondary neutron ambient dose equivalent (H*n (10)) in passive particle radiotherapy, it was confirmed that, for passively scanned beams, H*n (10) was less in carbon therapy than in proton therapy [84]. This dose depended on the operational beam setting but not on the method for making a laterally uniform field. H*n (10) for active scanned beam was similar for carbon and proton beams. For an active scanned carbon beam, this dose was at the most 15% of passive beam [85]. The observation could be attributed to the fact that the contribution to the total neutron dose from external neutrons was much reduced by an active scanned beam compared to a passive one. For a 250 MeV passively scanned proton beam, ∼35% of the total neutron dose was due to neutrons with En≥ 20 MeV [86]. The neutron dose in passive particle radiotherapy was either similar to or less than that in photon therapy [84]. Comparison of the neutron yield in CPT and in high-energy photon therapy showed that, at therapeutic energies, the yield of most effective neutrons (∼1MeV with wR of 20) was much lower in ion therapy [87]. This was one of the main advantages of ion therapy over photon therapy.
A FLUKA Monte Carlo simulation was used to model a neutron tracker developed to track secondary neutrons produced in proton therapy [93]. This would help in better modeling of secondary neutrons.
THERANOSTICS USING RADIOACTIVE ISOTOPES
Feasibility of radioactive ion beams 10,11C, 13N, 14,15O, 17,18F and 18,19Ne was investigated [50, 94–96] and reviewed [97] for in-beam positron emission tomography imaging in ion therapy. In the case of 11C and 15O, the difference in the Bragg peak position and the position of the maximum positron emitting fragments was negligible for ideal monoenergetic beams, but this difference increased with and was strongly influenced by the energy spread of the primary beams [94]. The difference also increased with energy of the primary beam. For 250 MeV/u 15O and 350 MeV/u 11C beams, the measured differences of 2.0 and 4.4 mm, respectively, were well reproduced by the PHITS simulations. Of the radioactive ion beams mentioned above, 15O turned out to have the best feasibility for in-beam imaging and range monitoring [50].
Another set of isotopes emerging as potential diagnostic and therapeutic nuclides are the two radioisotopes of Cu–62,64Cu [95, 96, 98–107]. Cu is one of the most abundant trace transition elements in human body and plays a key role in various physiological processes. Among the five radioisotopes of Cu, namely, 60,61,62,64,67Cu, 62Cu (half-life 9.67 min) decays by β+ emission and is used for diagnosis. 64Cu with a half-life of 12.7 h decays by electron capture β+ and β-emission. Electron capture results in the emission of Auger electrons which can be used for therapy [100]. So 64Cu is increasingly investigated for use in diagnosis as well as in therapy. In normal cells, Cu remains in the cytoplasm, but in tumor cells it migrates to the nucleus [98]. Thus, 64Cu can be used for theranostics without causing toxicity to the normal cell. The effect of 64CuCl2 on human glioblastoma multiforme cell lines was studied by Catalogna et al. [101]. This study supported the theranostic potential of 64CuCl2 in this tumor. 64CuCl2 could be efficiently used for PET imaging in glioblastoma multiforme [102] which supported the prospect of 64Cu as a diagnostic isotope for tumors of central nervous system. 64CuCl2 as a PET probe with PET-CT imaging could be efficiently used for determining the stage of prostate cancer in the works of Capasso et al. [103]. 64Cu-ATSM radiopharmaceutical was studied for imaging of hypoxic tumor tissue. A difference between normal and hypoxic cells was revealed around 10–15 min after administration of the compound [104]. Efficacy of 64Cu-labelled-DOTATATE was investigated for imaging of neuroendocrine tumors. High spatial resolution, very good image quality, and significantly improved lesion detection capability were observed compared to 111In-DTPA-octreotide [105] and 68Ga-DOTATOC [106], respectively. 64Cu was also used to study the uptake of specific antibody in patients with metastatic or advanced primary colorectal cancer. It showed higher specificity than 18F-FDG for detection of colorectal tumors [107]. Feasibility of 64Cu-labelled receptor antibody was studied for early detection and image-guided surgery of pancreatic cancers and gastrointestinal cancer using PET imaging [94, 95]. It was observed that pancreatic tumors larger than 3 mm could be detected and well resected [94]. Biodistribution and radiation dosimetry studies of 64CuCl2 showed that liver has the highest uptake of 64Cu in this form [108]. This was followed by intestine and pancreas. It was suggested that therapeutic activity with 64Cu (in chloride form) up to several GBq would be safely feasible for these organs.
Several nuclides mentioned above are prospective candidates for theranostic applications–there are a few bottlenecks though. For radionuclides, the specific characteristics required for good imaging are different from those required for treatment. So only a few isotopes, for instance, 64Cu, offer a combination of diagnostic and therapeutic capability. Secondly, phenotype-specific radiopharmaceutical is required for theranostic applications [109]. There are difficulties also related to dosimetry and delivery of the radionuclides to the target tissue. The drug compound may not be distributed uniformly in the target volume, and dose assessment is a complex task [110]. Moreover, theranostic application requires cost-effective supply of radioisotopes, clinical and regulatory approval of radiopharmaceuticals, and trained, competent manpower.
CONCLUSION
Ion therapy has emerged as one of the preferred methods of treatment in certain indications of malignancy. Detailed studies by different authors showed that the secondary radiation produced by the beam interaction in the patient’s body can be used for range correlation and fine tuning of the primary beam. 16O was detected to be the optimum among stable beams for range monitoring using annihilation gammas from positron emitting fragments. Prompt gammas and SCPs could be employed for monitoring the range of the primary beam with millimetric precision. This will help to determine the actual volume where the dose is deposited. On the other hand, the secondary radiation also causes dose deposition outside the target volume. This secondary radiation includes SCPs (from projectile and target fragmentation and particle emission), neutrons, and prompt gamma radiation. Neutrons produced in the patient’s body may cause exposure to some healthy tissue well outside the target volume, though the dose would be small, whereas in photon therapy a large volume of healthy tissue is exposed to significant amount of radiation dose from the primary beam itself. Thus, the probability of secondary radiogenic cancer is decreased in ion therapy compared to that in the case of photon therapy. The neutron ambient dose equivalent H*n (10) in passive scanning method is substantially higher than that for active scanned beam. Among all the SCPs produced, light charged particles have the highest yield and show a broad angular distribution. Heavier fragments have lower yield and are confined to a narrow cone. In theranostics using radioactive beam, new isotopes are being investigated in detail by several authors. Of these, 15O has appeared as a good candidate for in-beam PET imaging and range monitoring. 64Cu in its ionic form as 64CuCl2 has good prospect as a diagnostic agent for tumors of central nervous system, hypoxic tumors, and prostate cancer. 64Cu-labelled radiopharmaceuticals are effective in imaging of neuroendocrinal tumors and colorectal cancer. Annihilation gammas from the positron emitting isotope 64Cu could be efficiently used for image-guided surgery in pancreatic and gastrointestinal cancer. Prospective isotopes for theranostics need to be studied in great detail in order to come up with the most effective choices.
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In Particle Therapy, safety margins are applied around the tumor to account for the beam range uncertainties and ensure an adequate dose coverage of the tumor volume during the therapy. The reduction of safety margins is in great demand in order to diminish the Particle Therapy side effects especially in the case of treatment of tumors close to Organs at Risk (OAR) and of pediatric patients. To this aim, beam range monitoring techniques are being developed by the scientific community, most of all based on the detection of secondary particles produced by the nuclear interactions of the beam with the patient’s tissue nuclei. In this contribution, a novel beam range monitoring technique is proposed, based on the detection of prompt photons exploiting the pair production mechanism. The proof of principle of the PAir PRoduction Imaging ChAmber (PAPRICA) is studied through the development of a Monte Carlo simulation and the detector performances toward a more realistic scenario are determined.
Keywords: reconstruction, pair production, particle therapy, range monitoring, prompt photons
1 INTRODUCTION
Particle Therapy (PT) is a type of external radiotherapy exploiting charged ion beams (mainly protons and carbon ions) to treat solid tumors. The typical charged particle dose-depth profile in tissues, characterized by a low dose release in the entrance channel followed by a narrow high-dose region called Bragg peak, elects the PT as the favorable treatment of unresectable deep-seated tumors close to Organs at Risk (OAR) [1]. Carbon ions can also profit from their high Relative Biological Effectiveness (RBE), which could be exploited to treat radioresistant tumors [2]. On the other hand, the intrinsic high-dose conformity to the target volume that could be achieved in PT is limited by the several sources of beam range uncertainties arising during the treatment (e.g., patient positioning and anatomical changes) and/or in the treatment plan itself (e.g., Hounsfield units, dE/dx conversion) [3]. To ensure a complete dose coverage of the tumor volume, safety margins are foreseen by the treatment planning, with a consequent unnecessary dose delivery to healthy tissues that can be potentially dangerous. The minimization of safety margins would be of large importance especially when tumors are seated in the proximity of OARs or in the treatment of long-life expectation patients as the pediatric ones [4], in which the occurrence of long-term side effects has a stronger impact. For such reasons, a large effort is being made by the scientific community in order to develop a beam range verification technique [5, 6] capable of operating on-line, i.e., during the PT treatment, to provide prompt feedback on the actual administered dose spatial distribution. Different techniques have been proposed in the last decade, based on the detection of sound waves [7] or secondary particles produced in the nuclear interactions of the beam projectiles with the patient’s tissue nuclei, as annihilation photons produced in the decay of beam-induced [image: image] emitters [8, 9], prompt gammas (PG) [10, 11], and charged secondary particles [12, 13].
Prompt gamma detection is a promising and deeply investigated solution [14] since different PG physics properties could be correlated to the beam range as the Time of Flight (TOF) [15] with Prompt Gamma Timing (PGT) technique, the energy spectrum [16] with Prompt Gamma Spectroscopy (PGS) technique, and the emission spatial distribution (PG imaging). In particular, the PGT technique is facility dependent, while the PGS was shown to be a very promising technique, reaching an accuracy of the order of few millimeters [16]. In the case of PGI, mechanical collimators [17] or Compton Cameras [18, 19] are used to reconstruct the PG production points. At present, one of the latest researches exploiting the prompt gamma imaging with a mechanical collimator has been published by Xie et al. [20] using a knife-edge slit camera. Data acquisition during a proton treatment on a patient has been reported and a 2 mm shift on the Bragg peak position has been observed by aggregating beam spots for a 7 mm kernel on the same tumor layer. One of the updated works regarding the prompt gamma electronic collimation with a Compton Camera is related to Draeger et al. [21], where a resolution of 3 mm has been obtained with a pencil beam of 108 protons, performing three measurements in three different detector positions as if the detector is made by six modules of the presented prototype. The obtained results by these two studies are very promising too, even though in the case of Compton Cameras limitations mainly due to the complex reconstruction algorithms have not yet been overcome [22].
In this contribution, a novel 3D PG imaging technique is proposed, exploiting the pair production (PP) interactions to reconstruct the incoming photon emission direction. The proof of principle of such a technique will be studied by means of the PAir PRoduction Imaging ChAmber (PAPRICA), a novel detector under development within the PAPRICA project1.
The prompt photon imaging based on the pair production mechanism has been already investigated by Rohling et al. in 2015 [23]. The authors performed a Monte Carlo (MC) study with a simple detector geometry using photon point-like sources of different energies. Their study showed that such technique is mainly limited by the multiple scattering suffered by the produced lepton pair within their CZT converter, leading to a large angular resolution on the reconstructed photons and observing a bias on the photon emission point which is dependent on the detector geometry. The authors finally state that a pair production camera cannot match the precision requested in range monitoring applications in PT. The work presented in this manuscript aims to further explore the method proposed by the Rohling et al., evaluating its feasibility using a detector designed to work in a clinical environment, with an optimized geometry in order to improve the detection efficiency while reducing the multiple scattering of e+-e− pairs within the converter plane. Moreover, the developed reconstruction algorithm would improve the imaging ability of a PP chamber by correcting the bias observed by the cited authors.
The PAPRICA design and its expected performances, evaluated by means of Monte Carlo simulations performed with the FLUKA software [24, 25], will be shown hereafter.
2 THE PAPRICA DEVICE
The pair telescope is a technology adopted in astrophysics research to image cosmic photons having energies higher than 30 MeV, recently explored also in the range ∼5–200 MeV [26]. Telescopes are typically formed by layers of converter material, where photons undergo PP producing a [image: image]-[image: image] couple, interleaved with tracking material used to reconstruct the leptons’ direction. The leptons’ momentum could be assessed from either the analysis of the scattering or measuring the particles’ kinetic energy by means of a scintillator. As highly inflammable and toxic gas mixtures such as Ar/CS and Ne/C2H8 are commonly employed as tracking material, the use of such technology cannot be easily extended in medical applications. The aim of the PAPRICA project is to investigate the feasibility of a novel 3D prompt gamma imaging technique based on the PP interaction of photons with energy below 10 MeV typically emitted in PT. The detector is designed in order to set the fundamental characteristics of a pair production-based prompt photon imaging device that could operate in a clinical environment and capable of a photon backtracking resolution compatible with the requirements set by the PT monitoring applications.
PAPRICA will intrinsically exploit the PG with energy greater than 4 MeV, above which the PP cross section becomes significant and PP is the most likely process to occur in several materials. Moreover, such photons are best correlated with the Bragg peak position [27], with a consequent background reduction due to the uncorrelated neutron-induced photons ([image: image]). The topological signature of the PP allows for neutrons’ discrimination, opening the possibility of exploiting such a range monitoring technique also in the carbon ion PT. To image the incoming PG, no collimation technique, neither mechanical nor electronic, as well as no TOF information are needed. Moreover, a fast 3D reconstruction of the PG emission position could be performed thanks to the simplicity of the reconstruction algorithm, allowing for an on-line application of the technique. In the following section, the criteria adopted for the detector design are described.
2.1 Detector Design
The PAPRICA design oversees three detector blocks, as shown in Figure 1. A converter layer, made of a high Z material to maximize the PP cross section ([image: image]), is used as a target for the photon conversion. A tracking system consisting of a set of three tracking stations based on silicon pixel detectors provides the [image: image]-[image: image] direction to reconstruct the interaction vertex. The needs in terms of momentum resolution, translating into the minimization of the multiple scattering and of the energy loss suffered by the leptons inside the tracker itself, have suggested the use of monolithic active pixel sensors (MAPS) for the three tracker stations. Finally, a matrix of pixelated plastic scintillator acts as a calorimeter, measuring the pair kinetic energy left. The incoming PG momentum is obtained using Eq. 1
[image: image]
in which the unaccessible momentum of the recoiled nucleus has been neglected. As will be discussed in Section 2.1.1, such assumption represents the major intrinsic limit of PP-based imaging at the energy range of interest in PT. At the photon energy of interest, the PG 4-momentum resolution is also significantly affected by the multiple scattering (MS) suffered by the lepton pair to exit from the converter layer and cross the silicon-based tracking stations. To optimize the PAPRICA performance, the converter material and size as well as the full detector geometry have been finely tuned by means of an MC simulation developed with the FLUKA software. A point-like photon source, emitting in a cone with an angular aperture of ∼0.7 rad and pointing toward the converter, has been placed at 30 cm distance from the converter surface (see Figure 2 (left)), an attainable distance of the detector from a patient in a treatment room. The photon energy has been sampled from the emission spectrum (predicted by FLUKA) resulting from the interaction of a 160 MeV proton beam impinging on a PMMA (polymethil-methacrylate) target (see Figure 2 (right)). The energy peaks due to the deexcitation of the 12C* (4.44 MeV) and 16O* (6.13 MeV) are clearly visible.
[image: Figure 1]FIGURE 1 | Sketch of the PAPRICA design: the converter, the tracker, and the calorimeter blocks are shown. The total detector length is reported.
[image: Figure 2]FIGURE 2 | Left: visualization of the FLUKA simulated geometry (top view). The photon point source is represented by the yellow dot. Right: PG energy spectrum at production obtained from the simulation of a 160 MeV proton beam impinging on a PMMA target.
2.1.1 Converter
The converter layer has been optimized in terms of material (atomic number Z and density ρ) and thickness in order to balance the pair production efficiency, maximizing the number of PP interactions, while minimizing the converter MS. Using an optimized thickness, the LYSO (Zeff = 66; ρ = 7.1 g/cm3) scintillating crystal material has been chosen over tungsten (Z = 74; ρ = 19.3 g/cm3) and lead (Z = 82; ρ = 11.3 g/cm3). The advantage of using an active medium with respect to a passive one has been pursued: it will allow us to develop a trigger for the acquisition exploiting the time coincidence of the converter and calorimeter signals. The converter layer will be composed of ∼130 LYSO fibers placed side by side, 1.5 × 1.5 × 50 mm3 each, for a total surface of [image: image]5 × 20 cm2 and 1.5 mm thickness. The fibers are read out by two 64-channel Multianode Photomultipliers (MAPMs) (Hamamatsu H8500). Each LYSO fiber, painted with a white reflector (EJ-510) to prevent from optical cross-talk, will be coupled to a MAPM anode using optical fibers. The MAPM power supply and read-out will be provided by a system of ASIC and FPGA inherited by the Dose Profiler, a detector developed for range monitoring purposes in PT, whose full description can be found in ref. 28.
Despite the PP interactions are almost uniformly distributed along the converter thickness, 85% of the exiting leptons are produced in the last 500 μm as shown in Figure 3 (left): the white solid area represents the production coordinate distribution along the longitudinal axis of the converter (z), while the black area shows the production coordinate of the pairs capable of exiting the converter. Nevertheless, the use of thinner LYSO fibers has been excluded due to their high mechanical fragility. The average energy of the exiting pair is ∼2 MeV. Figure 3 (right) shows the probability distribution that an electron with a given kinetic energy at the converter exit ([image: image]) is produced with a given kinetic energy at generation ([image: image]). The displacement of the 2D plot diagonal elements from the bisector represents the effect of the electrons energy deposition within the LYSO fibers, resulting in an average energy shift of 0.5 MeV of [image: image] with respect to [image: image].
[image: Figure 3]FIGURE 3 | Left: production coordinate of the pairs on the longitudinal axis z of the converter layer (white area) superimposed to the same distribution for the pairs able to exit the converter (black area). The observed exponential behavior represents the pair absorption toward the converter exit face. Right: probability distribution that an electron with a given kinetic energy at the converter exit ([image: image]) is produced with a given kinetic energy at generation ([image: image]). The same distribution is observed for positrons.
The contribution on the photon reconstruction of the converter nuclear recoil in the LYSO material has been evaluated accessing to the Monte Carlo scored information, calculating the angle [image: image] between the photon direction derived summing up the leptons momentum at their production and the true photon direction. Figure 4 (left) shows the [image: image] distribution due to the converter nuclear recoil with an average value of 2.8°. Figure 4 (right) shows the effect of the multiple scattering suffered by leptons within the converter on the reconstructed photon direction: [image: image] has been computed as the angle of the leptons momentum sum at the converter exit and the true photon direction. The average value of the distribution, taking into account also the effect of the nuclear recoil on the degradation of the incident photon direction, is 13.4°.
[image: Figure 4]FIGURE 4 | Left:[image: image] distribution due to the nuclear recoil of the converter. Right:[image: image] distribution due to the multiple scattering effect suffered by leptons within the converter. The distributions have been weighted with the solid angle [image: image], with [image: image].
2.1.2 Tracker
The tracking stations of the PAPRICA chamber are based on the ALPIDE (ALice PIxel DEtector) [29, 30] sensor, developed for the Outer Barrel (OB) of the new Inner Tracking System (ITS) of the ALICE detector [31, 32], in view of the LHC Run 3. Tests of ALPIDE telescopes, performed within the ALICE collaboration using minimum ionization particles, have shown a tracking efficiency > 99% and a fake hits rate <10−6/pixel×event, exceeding the PAPRICA required performances in terms of achievable spatial resolution ([image: image] 5 μm).
The ALPIDE chip is a 15 mm × 30 mm MAPS, implemented in a 180 nm CMOS imaging sensor process. The sensor is segmented in 512 × 1024 pixels of 29 μm × 27 μm each. A periphery circuit region of 1.2 mm × 30 mm implements control and read-out functionalities and constitutes a dead area for crossing particles. Each pixel contains an n-well sensing diode (∼2 μm diameter), an amplifying and shaping stage, a discriminator, and a digital section with three-hit storage register (Multievent Buffer). The digital read-out is managed by an in-matrix zero suppression circuit (“priority encoder”), providing to the periphery the addresses of pixels over the threshold. The circuits are fabricated on a high resistivity (> 1 k[image: image]cm) P-type epitaxial layer (25 μm thick) on a P-type substrate (75 μm thick) for a total sensor thickness of 100 μm. A configurable discrimination time of 5–10 μs constitutes the pixel dead time. However, the high detector granularity (> 5 Mpixels/sensor) matches with the low multiplicity per event foreseen for PAPRICA, ensuring a higher rate capability than 100–200 kHz set by the time over discrimination threshold. Each layer of the PAPRICA tracker is based on an OB-HIC (Hybrid Integrated Circuit) of the OB of the new ALICE ITS [33]. The OB-HIC consists of an assembly of two rows of 7 ALPIDE chips, for a total of 14 ALPIDEs with an overall surface [image: image] 21 × 3 cm2, soldered and glued on an FPC (Flexible Printed Circuit). The FPC provides the connection for the powering, the bias voltage of the sensors, and the lines for signal propagation. For each row, a master chip manages the intercommunication with the other 6 slaves, through dedicated ports and lines. Differential pairs (100 μm width and pitch), from the master chip to the off-detector electronic, are used to distribute control and clock signals and to read out the pixel data. The OB-HIC FPC uses Cu-clad Pyralux, with a 75 μm thick substrate of Kapton polyimide film and copper foils 18 μm thick on both sides. Two layers of 20 μm overlay enclose the FPC.
The front-end read-out logic is fully integrated into the ALPIDE sensor, which is able to drive signals directly over 2 m copper cables by integrated high-speed transmitters toward the off-detector electronics with rates up to 400 Mb/s. The off-detector read-out is managed by a MOSAIC board [34], FPGA-based board, that connects to control, clock, and data lines on the detector side, and interfaces with the DAQ PC via an Ethernet link. 3 MOSAIC units are employed, each connected to one of the tracker layers through the copper cables. High-speed receivers are connected to a 1 GB DDR3 memory that stores data waiting to be sent to the DAQ PC through a gigabit Ethernet interface. An external trigger can be provided to the MOSAIC board and then distributed to the sensors. The powering of the tracker layers is managed by a Power Board, interfaced and controlled by the MOSAIC, providing the possibility to power and monitor the voltages and currents for each layer, independently.
The three layers of the tracker are hosted in a mechanical structure designed to have the possibility to change the interlayers distance. Each layer is held by a rectangular frame provided of two windows in correspondence with the layer active region. The final mechanical structure has still to be finalized and the HIC assembly on the frames tested. The interplane distance has been optimized in order to meet the converter constraints and the minimum distance of ∼2 cm allowed by the mechanics and electronics has been chosen: it maximizes the collectable pair statistics, geometrically selecting pairs from PG with energy > 4 MeV. Indeed, enlarging the interplane distance would cause a larger loss of the pairs due to the smaller angular acceptance, reducing the events generated by the 4.44 MeV prompt gammas, which are the most correlated to the beam range [27], of a factor ∼2 when doubling the interplane distance.
To evaluate the impact of the multiple scattering suffered by the lepton pair crossing the tracker planes, all the detector details have been implemented in the simulation. An overall material budget of x/X0 ∼ 0.22% per layer has been estimated. Figure 5 shows the angle [image: image] between the direction of the lepton momentum at the entrance in the first tracker plane and the momentum direction at the exit of the first tracker plane, computed for the lepton pairs reaching the calorimeter: the effect on [image: image] is due to the leptons multiple scattering within one tracker plane, and the obtained average value is 3.1°.
[image: Figure 5]FIGURE 5 | Distribution of the angle [image: image] between the leptons’ momentum directions at the entrance and at the exit of the first tracker plane, due to the multiple scattering within the first tracker plane, for the lepton pairs reaching the calorimeter. The distribution has been weighted with the solid angle [image: image], with [image: image].
2.1.3 Calorimeter
In order to measure the kinetic energy of the pair, a calorimeter made of a plastic scintillator has been chosen. The material choice has been driven by the need of minimizing the lepton backscattering on the entrance surface, which can occur with a non-negligible probability for the < 10 MeV e+-e− [35]. As an outcome of the Monte Carlo simulation, the plastic low atomic number ([image: image] = 4) allows keeping the backscattering fraction at the 10% level, avoiding degradation in the photon momentum reconstruction and in the event selection where the calorimeter energy information will be exploited.
The scintillator (EJ-200) will be segmented in 256 rods 6 × 6 × 50 mm3, arranged in an 8 [image: image] 32 matrix, forming a surface of ∼ 5 × 20 cm2, allowing for intercepting > 98 % of the pair traversing the three HIC planes. As foreseen for the converter fibers, each rod will be painted with white reflector (EJ-510) to prevent from optical cross-talk. The rod side has been determined from the average distance between the e+-e− tracks crossing the calorimeter surface, while the length is the one needed to absorb the maximum energy pair. Two MAPMs Hamamatsu H8500, whose anode size match with the rod size, will be coupled to the scintillator matrix to detect the scintillation light. The calorimeter shares the full read-out chain of the converter previously described in Section 2.1.1.
3 EXPECTED PERFORMANCES TOWARD A REALISTIC CASE
The PAPRICA expected performances toward a realistic case have been evaluated by means of a FLUKA Monte Carlo simulation of 160 MeV proton beam, 1011 primary particles, impinging on a PMMA thick target with a volume of 5 × 5 × 25 cm3. The beam has a Gaussian profile with [image: image] = 0.5 cm [36], and the beam range is ∼15 cm in PMMA. The simulation setup is shown in Figure 6. The PMMA has been positioned along z (beam direction) in order to have the Bragg peak at the origin of the coordinate reference system. The detector is positioned at 90° with respect to the beam direction, in order not to affect the reconstruction with the beam lateral spread and to preferentially select the prompt photons emitted from the distal part of their spatial emission distribution. The distance of the chamber converter from the coordinate system origin is 30 cm. The distance and angle chosen for the detector refer to a possible detector positioning in a treatment room. Figure 7 shows the dose deposition of the simulated beam superimposed to the prompt photons emission distribution along the beam axis as simulated by FLUKA. The prompt photons selected are the ones produced with an energy greater than 4 MeV. The distributions are normalized to their maximum value. The well-known correlation between the Bragg peak position and the distal fall-off of the PG emission spatial distribution can be observed.
[image: Figure 6]FIGURE 6 | Visualization of the FLUKA simulated geometry. The beam direction (in orange) is along the positive z-axis. Left: side view (xz plane). Right: front view (xy plane).
[image: Figure 7]FIGURE 7 | 160 MeV proton beam dose deposition (full dots; black area) within the PMMA target, superimposed to the prompt photons (selected requiring production energy larger than 4 MeV) spatial emission distribution along the beam axis (solid blue line; white area). Each distribution is normalized to its maximum value. The PMMA entrance face is at z = −15.05 cm.
3.1 Prompt Gamma Emission Profile
In order to image the PG emission distribution, the incoming direction of the PG impinging on the converter and creating the electron-positron pair has been reconstructed in three steps: reconstruction of the leptons production vertex, photon momentum measurement (using Eq. 1), and photon emission coordinate reconstruction. To this aim, an ad hoc simulation output has been built by means of dedicated FLUKA user routines. The simulation output is given on an event-by-event basis. In order to develop a data-like MC output, the concept of a detector hit has to be introduced: a hit is defined as the energy release of one or more particles within an active detector (LYSO fiber, MAPS Si pixel, and plastic scintillator rod), which is above the detector energy threshold (Eth). No energy threshold has been set for the LYSO fibers and MAPS in the reported event reconstruction, while Eth = 500 keV has been chosen for the calorimeter rods, as a result of a dedicated analysis performed to optimize the trigger efficiency while minimizing the selection of background events. The Events of Interest (EoI), defined as the events where a photon produces in the converter an [image: image]-[image: image] pair intercepting the calorimeter, have been selected applying a two-level trigger strategy. First, a hardware-like trigger has been implemented at the simulation analysis level, asking for the presence of at least 1 converter hit and at least 2 calorimeter rods over the threshold. Then, a further selection has been applied asking for the presence of at least 2 hits in each tracker plane. The resulting trigger efficiency, defined as the ratio between the triggered EoI with respect to the whole EoI sample, is of the order of ∼93%. The fraction of background events in the triggered sample of events is of the order of 20%.
3.2 Lepton Track Reconstruction
A combinatorial reconstruction algorithm has been developed in order to identify the leptons tracks, evaluate their direction, and finally reconstruct the production vertex position within the converter as the Point of Closest Approach (POCA) between the tracks direction. Adjacent hits in the tracker planes have been grouped in clusters, to whom the arithmetic average of the single hit positions is assigned.
For each event selected with the strategy described above, the algorithm looks for a couple of tracks pointing to the converter. All the possible combinations of three clusters c1, c2, and c3 (one per plane, see Figure 8) are considered as track candidates. Firstly, as shown in Figure 8, the angle [image: image] between the first segment a (from c1 to c2) and the second segment b (from c2 to c3) is computed for each track candidate. Then, for each candidate, the direction defined by the segment connecting c1 and c2 is assigned. The c3 point is not used in order not to include the contribution of multiple scattering suffered by particles in the second MAPS plane. Finally, the vertex candidate position and its distance [image: image] from the converter plane are computed. The best track pair is selected from the candidates as a couple of tracks (t1 and t2), not having clusters in common, which minimizes the sum between their [image: image] ([image: image]) and [image: image]. The reconstruction algorithm efficiency is ∼90%, computed as the ratio between the number of tracks where an e+-e− leptons’ pair has been identified, over the number of reconstructed tracks.
[image: Figure 8]FIGURE 8 | Sketch of the cluster assignment to a track in the reconstruction algorithm (not to scale). The MAPS planes are represented in light gray, while the clusters are highlighted in dark gray. c1, c2, and c3 belong to track t1. a and b are the segments between c1-c2 and c2-c3, respectively. The angle [image: image] is reported, as well as for the second track t2.
Indeed, the reconstruction algorithm reconstructs an e+-e− leptons’ pair in 90% of the reconstructed tracks and in 74% of pairs the track belongs to the same particle. The background events are mainly represented by uncorrelated e+-e− leptons (7% of reconstructed tracks) and by the presence of an e+ or e− with a secondary proton within the chamber (2% of reconstructed tracks). 0.5% of background events are represented by (p, 2p) reactions within the converter plane.
The spatial resolution on the reconstructed vertex position has been assessed in the case of the EoI (see Section 3.1) computing the difference between the true and the reconstructed production vertexes, shown in Figure 9. A [image: image] mm has been obtained for the vertex reconstruction on the yz transversal plane. On the x-axis, which corresponds to the PAPRICA longitudinal axis, the vertex distribution is not symmetrical, having a slight bias of +1 mm, with a standard deviation of ∼4 mm.
[image: Figure 9]FIGURE 9 | Resolution on the reconstructed vertex position along the x(left), y(middle), and z(right) axes. The resolution has been computed for the tracks where an e+-e− leptons’ pair has been correctly reconstructed and the leptons have been generated by a photon undergoing pair production within the converter plane.
3.3 Photon Emission Point Reconstruction
In order to reconstruct the prompt photon emission position, the photon momentum has been computed according to Eq. 1. The leptons’ momentum is assessed exploiting the energy released in the calorimeter. Kinetic energy is assigned to each chosen track extrapolating the direction identified by the segment connecting c2 and c3 (see Section 3.2) on the calorimeter entrance surface. The closest rods to the track projection, within a 2.5 cm radius, are assigned to a track and the corresponding deposited energy in each rod is added, applying a 5% calorimeter resolution.
Once the particle incoming direction on the converter plane has been calculated, the gamma emission position is assessed as the POCA between the beam axis (the z-axis in the simulated setup geometry) and the reconstructed particle direction. In Figure 10 (left), the reconstructed PG emission profile along the beam direction is shown (white area) and compared with the actual emission profile of the reconstructed sample (black area). A systematic error in the reconstructed position can be noticed, as shown in Figure 10 (right), due to a geometrical effect arising as the angle of the incident photon on the converter plane increases.
[image: Figure 10]FIGURE 10 | Left: reconstructed prompt photons emission distribution along the beam axis (z coordinate) (red line; white area) obtained from 1011 160 MeV protons impinging on a PMMA target. The distribution of the actual points at production is superimposed (black line; black area). Right: the difference between the z coordinate of the photon at generation ([image: image]) and of the reconstructed photon ([image: image]), obtained from 1011 160 MeV protons impinging on a PMMA target. A ∼ −3 cm bias on the mean value of the distribution is visible.
The bias observed affects mainly the tracks with a large incidence angle on the converter plane and is due to geometrical reasons: it arises when backprojecting the reconstructed tracks toward the beam direction, as a consequence of the poor track angular resolution. This unavoidable reconstruction artifact significantly degrades the correlation between the fall-off of the reconstructed prompt gamma distribution and the Bragg peak position, and it has been corrected by applying an unfolding procedure.
3.3.1 Unfolding
The unfolding technique has been implemented and encoded using the ROOT TUnfold software tool [37, 38]. The unfolding matrix or migration matrix is built in order to retrieve the emission profile at the production of the reconstructed events. The matrix has been computed simulating an extended photon source with 1012 primaries, located inside an 80 cm long PMMA target (FLATsim). The PMMA target sides have the same dimensions as the target used in the 160 MeV proton beam simulation (FULLsim). The gamma source is uniformly distributed in z = [−40, 40] cm, while having a Gaussian shape in x and y (μ = 0 cm, [image: image] = 0.4 cm, computed from the FULLsim). The energy spectrum is the same as shown in Figure 2. The photon direction is isotropic. The PAPRICA detector is placed as in the FULLsim geometry (see Figure 6). The unfolding matrix is shown in Figure 11: it has on the x-axis Zreco, the z coordinate of the photon reconstructed following the same procedure described for the FULLsim, while on the y-axis, there is the true z coordinate of that reconstructed photon, Ztrue. The matrix is filled event by event.
[image: Figure 11]FIGURE 11 | Unfolding matrix computed from a FLATsim (extended photon source within a PMMA target). Zreco is the photon coordinate reconstructed by the PAPRICA detector having the same geometry of the FULLsim, while Ztrue is its generation coordinate.
The choice of using an extended photon source is based on the assumption that the MC is well able to reproduce the photons transport and interaction, and therefore, it is not dependent on the FLUKA MC nuclear cross sections of the prompt photon production. The photon source extension is of 80 cm, which is well beyond the PMMA extension in the FULLsim, in order to consider the whole phase-space of the generation and reconstructed photon directions. The configuration of the TUnfold algorithm has been optimized in order to minimize the differences of the unfolded spectrum with respect to the true one and the following parameters have been chosen: the regularization scheme is the kRegModeCurvature, 20 bins for the unfolded final output starting from 20 measured bins, a regularization strength τ ∼ 0.01–0.02, with variations related to the different samples. In Figure 12, the measured spectrum obtained from the FULLsim (red white area distribution of Figure 10 (left)) has been unfolded with the presented matrix. The unfolded spectrum (red triangles) is superimposed to the true z distribution (black line). The fall-off of the unfolded distribution is clearly better related to the fall-off of the true emission spectrum in comparison to the raw distribution shown in Figure 10 (left).
[image: Figure 12]FIGURE 12 | Unfolded distribution of the reconstructed prompt photons emission along the beam axis (z coordinate) (red triangles) obtained from 1011 160 MeV protons impinging on a PMMA target. The distribution of the actual points at production is superimposed (black line). The errors on the unfolded spectrum are only statistical, mainly due to the unfolding procedure.
3.3.2 Calibration
The capability of monitoring the Bragg peak position using the PAPRICA chamber has been evaluated by performing an MC-based calibration with the aim of parameterizing the Bragg peak position vs. fall-off trend. FULL simulations of different proton beam energies impinging on the PMMA target have been run. The beam parameters of the simulations are reported in Table 1 and are extracted from the therapeutic beams of the CNAO center (Pavia, Italy). The statistics of primary particles simulated is 1011 protons.
TABLE 1 | Proton beam parameters of the MC simulations used to build the calibration: beam energy, full width at half maximum, and theoretical Bragg peak position. The error on the BP is 0.03 cm, from the finite binning of the obtained dose distributions.
[image: Table 1]Figure 13 shows the raw reconstructed photon spectra (solid green line) that have been unfolded with the afore-mentioned procedure, and the resulting emission profiles (red triangles) superimposed together to the true emission profile (dotted black line). The bias in the reconstruction that mainly affects the tracks with a large incidence angle on the converter plane (as explained in Section 3.3) is more noticeable for lower beam energies, since for larger energies more detected photons have smaller incident angles. The distributions obtained with protons at 110 MeV and 130 MeV present an unfolding artifact whose origin is still under investigation. The fall-off of each distribution has been parameterized using a Fermi-Dirac function:
[image: image]
where [image: image] represents the normalization parameter, [image: image] is the z coordinate of the fall-off of the distribution at 50% of its maximum, and [image: image] is the slope of the falling edge of the curve. The theoretical Bragg peak positions, listed in Table 1, as a function of the [image: image] parameters of the unfolded spectra, in Figure 13, are shown in Figure 14. A linear fit (red line) is superimposed.
[image: Figure 13]FIGURE 13 | True photon emission distribution (dotted black line) superimposed to the raw reconstructed prompt photons emission spectrum (solid green line) and to the unfolded distributions (red triangles) for the FULL simulations of protons (1011 primaries) at different energies impinging on a PMMA target. The geometrical setup of the simulations is the one shown in Figure 6. The fit on the unfolded distributions is performed with the function in Eq. 2 and the fit parameters are reported on each canvas.
[image: Figure 14]FIGURE 14 | Calibration curve of the theoretical Bragg peak positions for each simulated proton beam energy as a function of the fall-off at 50% of the unfolded distributions of the reconstructed prompt photon profiles. The point related to the 160 MeV proton beam has been removed from the calibration since it is used to assess the PAPRICA performances toward a realistic case.
3.4 Absolute Proton Beam Range Verification
When evaluating the precision of the PAPRICA detector in monitoring the beam range in a realistic scenario, the proper reconstructed statistics have to be considered. We have used as a reference the prompt photon yield produced by a 160 MeV proton beam impinging on a PMMA target, measured by Pinto et al. in 2015 [39]: [image: image] PG/p/mm/sr. Identifying as a monitoring volume the distal part of a tumor 1 × 1 × 0.2 cm3, 25 pencil beams are needed to target it (∼108 protons each, interspaced by 2–3 mm [40]), for a total number of primaries of ∼3 × 109. The range of a 160 MeV proton beam is ∼150 mm. In such application, envisaging a detector covering 1 sr (i.e., a factor ∼10 larger than the acceptance of PAPRICA in the described setup), a number of ∼1000 reconstructed tracks would be expected. The statistics of the 160 MeV proton beam simulation have been therefore sampled in order to have a spectrum containing 1000 reconstructed photons and such subsampled distribution has been unfolded and fitted with the Fermi-Dirac function in Eq. 2, as shown in Figure 15. The unfolded distribution is superimposed to the true emission spectrum of the reconstructed photons from the 160 MeV proton simulation with full statistics, which has been normalized to the maximum of the unfolded distribution to guide the eye in the comparison. The parameter [image: image] representing the 50% distal fall-off is [image: image] cm. Applying the calibration obtained in Figure 14, the retrieved Bragg peak position is [image: image] cm. In this analysis, the systematic errors on the unfolded distributions have not been treated, but they have to be computed by varying the matrix binning and simulation code to compute the matrix (for example, by using Geant4).
[image: Figure 15]FIGURE 15 | True (black solid line) and unfolded (red triangles) distributions for a number of 1000 photons reconstructed exploiting the 160 MeV proton simulation. The true spectrum has been normalized to the maximum of the unfolded one. The errors on the unfolded distribution are statistical errors, due to the unfolding procedure. The solid line is the Fermi-Dirac fit function reported in Eq. 2.
The ∼1 cm accuracy obtained on the absolute verification proton beam range does not match the clinical requests. However, it can be improved by performing a further optimization of the unfolding procedure and by using an unfolding matrix with higher statistics, as well as a higher statistics in the FULL simulation used to build the calibration function. Moreover, a study on other geometrical configurations of the PAPRICA setup with respect to the beam field has to be investigated.
4 CONCLUSION
The aim of the PAPRICA project is the proof of principle of a novel beam range monitoring technique based on prompt gamma imaging exploiting the pair production mechanism. A prompt gamma-based range monitoring exploiting the pair production mechanism has several advantages with respect to other proposed techniques: a 3D imaging that could be in principle possible, the simple reconstruction algorithm, the intrinsically E > 4 MeV targeted prompt photons which are the ones with the stronger correlation to the beam range, the topological event signature allowing good background discrimination enhancing the possibility of exploiting the prompt photon imaging also in the case of carbon ion therapy, and the no need of mechanical collimation nor time or energy analyses of the detected signal. A FLUKA Monte Carlo simulation of a prompt photon source impinging on the chamber has been performed in order to optimize the PAPRICA detector geometry, with a focus on each PAPRICA subdetector: the converter, the tracker, and the calorimeter. The intrinsic limit on the prompt photon reconstruction considering the low prompt gamma energy range (1–10 MeV) is the recoil of the nuclei participating in the e+-e− pair production, giving a degradation on the angular resolution of ∼3°. Due to the low pair production cross section at the prompt gamma energies, a high atomic number material for the converter has been chosen: the thickness of the converter assures to have a sufficient e+-e− pair statistics to reconstruct the impinging photon direction. On the other hand, the converter thickness contributes to the angular resolution degradation due to the multiple scattering suffered by the leptons’ pair while exiting the converter surface. The optimized PAPRICA converter thickness is a trade-off between the resolution on the single reconstructed prompt photon, the produced statistics, and the high mechanical fragility of thin LYSO fibers.
The expected PAPRICA performances in retrieving the Bragg peak position for absolute verification of the proton beam range have been computed in a more realistic case scenario, with ∼3 × 109 160 MeV protons impinging on a PMMA target and considering a 1 sr PAPRICA detector to increase the collectable prompt gamma statistics. By applying a developed MC calibration to a low statistics simulation in order to consider the expected number of reconstructed prompt photons in the outlined scenario, a resolution on the retrieved Bragg peak of ∼1 cm has been obtained, demonstrating that the PAPRICA detector, with larger solid angle, would not be able to perform an absolute range verification with the clinically required resolution of ∼2 mm on the computed beam range. Nevertheless, there is room for optimization of the proposed pair production imaging technique and further investigations to perform 3D imaging and to improve the PAPRICA resolution on the imaged photons are foreseen and will be the subject of future studies.
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Proton minibeam radiation therapy (pMBRT) is a novel therapeutic strategy that combines the normal tissue sparing of submillimetric, spatially fractionated beams with the improved dose deposition of protons. In contrast to conventional approaches which work with comparatively large beam diameters (5 mm to several centimetres) producing laterally homogeneous fields, pMBRT uses submillimetric minibeams to create a distinct spatial modulation of the dose featuring alternating regions of high dose (peaks) and low dose (valleys). This spatial fractionation can increase the tolerance of normal tissue and may allow a safe dose escalation in the tumour. Important quantities in this context are the valley dose as well as the peak-to-valley dose ratio (PVDR). Creating submillimetric proton beams for clinical applications is a challenging task that until now has been realized with mechanical collimators (metal blocks with thin slits or holes). However, this method is inherently inefficient, inflexible and creates undesirable secondary neutrons. We therefore recently proposed a method for obtaining clinical minibeams using only magnetic focusing. In this study, we performed Monte Carlo simulations in order to compare minibeams generated using the new method of magnetic focusing with two techniques involving mechanical collimators (collimator and broad beam irradiation, collimator and pencil beam scanning). The dose deposition in water was simulated and dosimetric aspects [beam broadening, depth-dose profiles, PVDR and Bragg-peak-to-entrance dose ratio (BEDR)] as well as irradiation efficiencies were evaluated. Apart from protons, we also considered helium ions which, due to their reduced lateral scattering and sharper Bragg peak, may present a promising alternative for minibeam radiation therapy. Magnetically focused minibeams exhibited a 20–60 times higher PVDR than mechanically collimated minibeams and yielded an increase in irradiation efficiency of up to two orders of magnitude. Compared to proton minibeams, helium ion minibeams were found to broaden at a slower rate and yield an even higher PVDR (at the same minibeam spacing) as well as a more favourable BEDR. Moreover, the simulations showed that methods developed for proton minibeams are suitable for the generation of helium ion minibeams.
Keywords: proton minibeam radiation therapy, collimator, magnetic focusing, Monte Carlo simulations, spatial fractionation of the dose, helium ions
1 INTRODUCTION
Technological advances in radiation therapy have led to a notable improvement of dose conformity in the tumour as well as a reduction of the dose given to organs-at-risk [1]. Nonetheless, the tolerance dose of normal tissue continues to be an important limitation for the treatment of some radioresistant tumours, such as brain tumours, or certain paediatric cancers.
Spatial modification of the dose distribution, as in spatially fractionated radiation therapy (SFRT), has shown great potential in this context [2–7]. In SFRT, the dose profiles are a succession of areas of high dose (peaks) and areas of low dose (valleys). The ratio between the peak and valley doses (peak-to-valley dose ratio, PVDR) is believed to be a biologically relevant parameter: high PVDR with low valleys favours normal tissue sparing [8]. While the exact radiobiological effects underlying SFRT are not yet completely known, possible actors promoting normal tissue sparing might include dose-volume effects [9, 10], cell signalling effects [11] and the so called microscopic prompt tissue-repair effect [7].
While SFRT has been mainly explored with X-rays [12], the use of protons can offer several advantages [13, 14]. Proton beams can stop in the patient and exhibit a depth-dose distribution characterized by a localized maximum (Bragg peak) beyond which only a negligible dose is deposited. This helps to improve the dose conformity and increase tissue sparing in particular in healthy tissue behind the tumour which can further reduce secondary effects. In addition, the gradual beam broadening caused by multiple Coulomb scattering of protons allows to obtain a homogeneous dose distribution in the tumour with only one array of proton minibeams [13, 14]. In contrast to this, SFRT with X-rays requires a superposition of several arrays to yield a (quasi-)homogeneous dose distribution in the target which leads to a more complex and error-prone irradiation geometry. Along these lines, proton minibeam radiation therapy (pMBRT) has already shown a remarkable reduction of neurotoxicity [15] as well as an important widening of the therapeutic window for the treatment of high-grade gliomas in small animal experiments [16, 17].
Next to protons, helium ions might also present a good candidate for MBRT [18]. Compared to protons, they experience reduced multiple Coulomb scattering which could lead to further improvements of the dose distributions and a higher PVDR. Moreover, the cross-section for nuclear fragmentation of helium ions is lower than that of heavier ions such that issues related to fragmentation tails beyond the Bragg peak can be avoided [19–22].
Recently, pMBRT was implemented at the Orsay Proton Therapy Centre (ICPO) using a multislit collimator attached at the end of the nozzle. This method has been evaluated both in passive scattering [23, 24] and pencil beam scanning mode [25]. While such a mechanical collimation presents a straightforward way to implement pMBRT at an existing facility, it may come at the cost of a reduced dose rate and overall efficiency. Furthermore, the collimator becomes an additional source of secondary neutrons which, although contributing less than 1% to the patient dose [24], are generally undesirable. Lastly, this technique is rather inflexible as it may be necessary to fabricate a new collimator for different patients or patient groups.
As an approach to overcome these limitations, we have recently considered pMBRT with magnetically focused and scanned minibeams [26]. While this method is conceptually very similar to established pencil beam scanning (PBS) techniques, a crucial difference lies in the beam sizes used in the two cases: Beams used for PBS typically have a diameter of 1–2 cm (full width at half maximum at the isocentre) [27, 28] whereas minibeams are preferably no wider than about 1 mm to optimally exploit tissue sparing effects. We recently proposed a new nozzle design capable of generating such minibeams through magnetic focusing only [26].
The goal of this study was to perform a thorough comparison of the three minibeam generation techniques (collimator and broad beam, collimator and PBS, magnetic focusing) and to assess the possible advantages and shortcomings of each method in terms of dose distributions, PVDR and efficiency. The study was realized as Monte Carlo simulations using the toolkit TOPAS and proton as well as helium ion minibeams were considered.
2 MATERIALS AND METHODS
Monte Carlo simulations were conducted to evaluate three different techniques for generating planar minibeams:
• Collimator and broad beam (C+BB),
• Collimator and magnetically scanned pencil beam (C+PBS),
• Magnetically focused and scanned minibeam (MF).
The three techniques were compared with respect to the dose distribution in a water phantom and the irradiation efficiency (average dose deposited per primary particle). Each technique was evaluated both with protons and 4He ions and for different, clinically relevant ranges. The considered ranges were approximately 7.7 cm (protons 100 MeV, helium ions 400 MeV), 11.1 cm (protons 123 MeV, helium ions 492 MeV) and 15.8 cm (protons 150 MeV, helium ions 600 MeV).
2.1 Monte Carlo Simulation Details
The simulations were performed with the Geant4-based toolkit TOPAS1 version 3.2. p2 [29]. The physics list was built using the Geant4_Modular option with the recommended modules for proton therapy (g4em-standard_opt3, g4h-phy_QGSP_BIC_HP, g4decay, g4ion-binarycascade, g4h-elastic_HP, g4stopping and g4radioactivedecay) [30–33] and the range cut was 10 µm in all volumes and for all particles. While the simulated beam-shaping components were different for each minibeam generation technique (see below), the irradiation target was always a 4 × 4 × 20 cm3 water phantom.
An identical minibeam pattern was simulated in all cases, consisting of five vertical planar minibeams spaced out horizontally at a centre-to-centre distance of 4 mm. This corresponds to an irradiation configuration that was frequently used in our previous preclinical experiments [15, 16, 25, 34]. Figure 1 shows an example of a dose distribution produced with this pattern. The horizontal full width at half maximum (FWHM) of the minibeams at the phantom entrance was between 0.39 and 0.71 mm (see Table 1) and the total area covered by the minibeams was roughly 2 × 2 cm2. The minibeam geometry and pattern were therefore similar to those used in previous pMBRT studies [13, 15, 16, 18, 25, 34].
[image: Figure 1]FIGURE 1 | Dose distribution in the water phantom for 100-MeV minibeams obtained with collimator and PBS (C+PBS). Left: lateral cross section at the phantom entrance. Right: longitudinal cross section at y = 0 cm. The green and red dots/dashed lines indicate considered peak and valley regions, respectively.
TABLE 1 | FWHM and PVDR at phantom entrance and Bragg peak depth and BEDR of all considered cases.
[image: Table 1]Details of the different minibeam generation techniques are given in the following subsections. Schematics of the simulated geometries are shown in Figure 2 and the beam source parameters are compiled in Table 2.
[image: Figure 2]FIGURE 2 | Simulated geometries of the three different minibeam generation techniques. Abbreviations stand for: S - source, B - beam, C - collimator, P - phantom, IC - ionization chamber, VT - vacuum tank, SM - scanning dipole magnet, SN - snout, Q - focusing quadrupole magnet.
TABLE 2 | Beam source parameters used for protons and helium ions. The energy of the helium ion beams (values in parantheses) was four times that of the proton beams.
[image: Table 2]2.1.1 Collimator and Broad Beam
The first evaluated technique represents the most straightforward approach of minibeam generation where a collimator is uniformly irradiated with a broad beam. A cylindrical brass collimator (radius 4.5 cm, thickness 6.5 cm) with five parallel slits (400 µm × 2 cm) was used. The centre-to-centre distance between the slits was 4 mm and there was a 5 cm air gap between the collimator exit and the phantom entrance.
A theoretical beam source was considered with parameters corresponding to a best case scenario, i.e. the beam particles propagate parallel to each other and the collimator is covered uniformly. For this, an instance of TOPAS’ beam type source was used with a flat spatial distribution and a Gaussian angular distribution with a very small standard deviation of 0.5 mrad. The field size was 10 × 10 cm2 and covered the entire collimator (diameter of 9 cm). The beam source was placed 100 cm upstream of the phantom entrance (88.5 cm upstream of the collimator) and an energy spread of 1% was assumed.
2.1.2 Collimator and Pencil Beam Scanning
The second minibeam generation technique was based on the method of De Marzi et al. [25], where a pencil beam is magnetically scanned across the collimator. Compared to the broad beam approach, this is expected to reduce the proportion of the beam getting blocked by the collimator which in turn should improve the delivery efficiency, increase the dose rate and decrease the neutron production.
For this case, the complete universal nozzle of the Orsay Proton Therapy Centre in PBS mode was simulated. The individual nozzle components and the collimator had the same geometry as in the work of De Marzi et al. [25, 28] and the air gap between collimator exit and phantom entrance was again 5 cm. The beam source was placed at the nozzle entrance (vacuum window) and the source parameters are listed in Table 2.
The pencil beam was laterally moved across the entrance face of the collimator by simulating magnetic dipole fields in the scanning magnets SM1 and SM2 (see Figure 2) using TOPAS’ DipoleMagnet feature. It should be emphasized that, in contrast to the parallel slits of the collimator irradiated with broad beams, the collimator used in this case had slightly divergent slits (angle of 0.125 degrees between adjacent slits) to account for the inclination angle of the scanned pencil beams. The scanning pattern for the uncollimated beam consisted of five columns corresponding to the five slits in the collimator: the beam was scanned vertically along each slit such that the centres of the slit and beam spot coincided. It should be noted that a beam spot always covered multiple slits due to the comparatively large size of the pencil beams. Therefore, the relative weights of the columns had to be adjusted to yield a laterally more homogenous dose distribution in the phantom.
2.1.3 Magnetic Focusing
We have previously proposed a new nozzle design suitable for the delivery of magnetically focused and scanned minibeams which forms the basis of the third technique considered in this study. This new design features a more compact nozzle comprised of a pair of focusing quadrupole magnets, a pair of scanning dipole magnets and an ionization chamber for beam monitoring, all contained in an evacuated environment (see Schneider et al., 2020 [26] for more details). The configuration considered in this study assumed an air gap of 10 cm between the nozzle exit and phantom entrance.
The beam source was placed at the nozzle entrance and parametrized according to the aforementioned article. Table 2 summarizes the used beam source parameters. The setting of the focusing quadrupole magnets was adjusted such that the beam size at the phantom entrance was approximately constant (0.6–0.7 mm FWHM) for all considered beam energies. Note that the magnetic focusing produced symmetric pencil-shaped minibeams, i.e. the horizontal and vertical beam sizes were equal. Thus, in order to obtain the same planar minibeams generated with the collimators, the pencil-shaped minibeams were magnetically scanned across the phantom to create five vertical columns with a height of 2 cm and a centre-to-centre distance of 4 mm. A number of 50 and 100 spot positions per column were used for proton and helium ion beams, respectively, in order to obtain a homogeneous vertical profile. The scanning was again simulated by attaching dipole fields to the according volumes (SM1 and SM2), using TOPAS’ DipoleMagnet feature.
2.2 Dosimetric Evaluation
The dose distributions in the phantom were recorded using TOPAS’ DoseToWater scorer. The voxel size was 0.1 × 0.1 × 1 mm3. For each voxel, the dose uncertainty was calculated by considering the standard deviation of multiple repetitions of the simulations (between 20 and 120, depending on the number of primary particles arriving at the phantom in each case). Subsequently, the global relative uncertainty was then computed as the root mean square of the voxel uncertainties over all voxels with at least half the maximum dose. It was ≤1.28% in all cases.
The analysis of the dose distributions included the consideration of depth-dose profiles along the central peak and an adjacent valley region and the calculation of the Bragg-peak-to-entrance dose ratio (BEDR) for the central minibeam. Moreover, the peak-to-valley dose ratio (PVDR) and the size of the central minibeam were assessed as functions of the depth. For the latter, additional simulations were performed considering only the central minibeam (using a special single-slit collimator in the cases C+BB and C+PBS). The beam size of this central beam is stated as the FWHM of the lateral dose profile in the phantom and was determined via a Gaussian fit.
The uncertainties of the PVDR and BEDR values were calculated by propagating the uncertainties of the corresponding dose voxels while the beam size uncertainties were provided by the fitting algorithm.
2.3 Irradiation Efficiency
The efficiency was determined as the laterally integrated dose at the Bragg peak depth divided by the number of primary particles. In the case C+BB, the number of primaries included a correction factor to account for the fact that the beam was larger than the collimator: As the size of the beam was 10 × 10 cm2 = 100 cm2 whereas the cross-sectional area of the collimator was only π × 4.52 cm2 ≈ 63.6 cm2, the number of primaries was first reduced by a factor of 0.636 to obtain the effective number of primaries incident on the collimator.
As before, stated uncertainties correspond to the standard deviation of multiple repetitions of the simulations.
3 RESULTS
3.1 Dosimetric Evaluation
The dosimetric evaluation was separated into multiple parts. The evolution of the beam size as a function of the depth is shown in Figure 3 while lateral dose profiles at the phantom entrance are displayed in Figure 4. Figure 5 presents the peak and valley depth-dose profiles as well as the associated PVDR as a function of the depth. Finally, Table 1 compiles the beam sizes (FWHM) and PVDR at the phantom entrance and Bragg peak depth and lists the BEDR for all cases.
[image: Figure 3]FIGURE 3 | Evolution of the FWHM as a function of depth for proton beams (top row) and helium ion beams (bottom row) and for the different minibeam techniques (columns). The uncertainty bars are smaller than the markers.
[image: Figure 4]FIGURE 4 | Lateral dose profiles at the phantom entrance for proton and helium ion beams and for the different minibeam techniques (columns). The blue and red curves are artificially scaled by a factor of 3 and 2, respectively, to provide better visual distinction. The first and third row show the horizontal profiles at y = 0 cm; the second and fourth row show the vertical profiles at x = 0 cm.
[image: Figure 5]FIGURE 5 | Depth-dose profiles and PVDR evolution for proton and helium ion beams and for the different minibeam techniques (columns). First and third row: depth-dose profiles along peak (solid lines) and valley (dashed lines) regions. Second and fourth row: Evolution of PVDR as a function of depth, the uncertainty bars are smaller than the markers.
3.1.1 Beam size
The beam broadening is virtually identical for the three minibeam techniques and only depends on the beam energy. Beams with a higher energy grow at a slower rate because they have a greater forward momentum and are therefore less affected by lateral deflections due to multiple Coulomb scattering [35, 36]. The same principle explains why the size of the mechanically collimated beams at the phantom entrance decreases slightly with increasing beam energy (see Table 1). For the case of magnetic focusing, it should be noted that the quadrupole settings and beam source parameters were manually adapted as to always yield a beam size between 0.6 and 0.7 mm FWHM at the phantom entrance. Therefore, the effect of a decreasing beam size with increasing beam energy is not observed for this technique.
Compared to protons, helium ions experience much less lateral scattering which results in a much slower growth of the beam width. At Bragg peak depth, the FWHM is only about half as large as for the corresponding proton minibeams.
Lastly, small differences in beam broadening are observed between the collimator techniques: For PBS, the minibeams were observed to broaden slightly quicker than for the case of broad beam irradiation. This can be seen in particular for the higher energies where the FWHM at the phantom entrance and at the Bragg peak is consistently at least 0.1 mm larger for C+PBS than for C+BB. The reason for this lies in the different divergences that were used for the beam sources (2–3 mrad for the pencil beams vs. 0.5 mrad for the broad beam). It should be reiterated that the small divergence of the broad beam was chosen deliberately to represent a best case scenario.
3.1.2 Lateral Dose Profiles
Figure 4 shows the horizontal and vertical dose profiles at the phantom entrance. As explained in the work by De Marzi et al. [25], the orientation of the collimator slits must be tailored to the irradiation setup in order to account for the internal divergence of the uncollimated beam. For the case of C+PBS, variations are observed between the intensities of the five minibeams and the vertical dose profiles exhibit inhomogeneities. It was attempted to mitigate these effects by adjusting the weights of the individual pencil beam spots and a continued optimization of the spot weights may be expected to further improve the profiles.
At any rate, the need for these adjustments shows that the use of collimators for minibeam generation complicates treatment planning and underlines the inflexibility of collimated minibeams. In comparison to this, much smoother dose profiles could be obtained with the magnetically focused minibeams.
3.1.3 Depth-Dose Profiles and Peak-to-Valley Dose Ratio
Figure 5 shows the peak and valley depth-dose profiles as well as the PVDR as a function of depth. The sampling locations of the depth-dose profiles are indicated in Figure 1. The depth-dose profiles obtained with the different minibeam techniques are generally very similar except for one important difference: compared to magnetic focusing, mechanical collimation yields higher valley doses at low depths which can be attributed to intra-slit leakage and scattered primary particles as well as an increased number of secondaries produced in the collimator.
For the case of magnetic focusing, the peak profiles exhibit a small shoulder at a depth of 1–2 cm, in particular for proton beams of 123 and 150 MeV. This can be interpreted as a consequence of the focal point of the beam being located inside the phantom so that the beam broadening due to lateral scattering is compensated by a converging motion of the focused beam particles. Indeed, considering again the beam broadening (Figure 3), one observes that in these two cases the width of the minibeams stays almost constant over the first 2 cm whereas the curve corresponding to the 100 MeV beam exhibits notable broadening.
Helium ions yield a much sharper and higher Bragg peak than protons. As a result, the BEDR is about 30–40% higher for the lowest energies (100 MeV proton beams, 400 MeV He beams), however this difference becomes less pronounced as the beam energy increases. Moreover, the Bragg peak becomes more smeared out and the BEDR decreases for higher energies. This is because range straggling becomes more important as the range increases and more primary particles are lost in nuclear interactions, leading to a reduction of the Bragg peak height [37]. In almost all cases, the BEDR of the peak dose profiles is <1 which represents an important difference compared to the standard Bragg curve observed for conventional hadron therapy with supermillimetric beams. A BEDR smaller than one implies an increased dose deposition in shallow tissue or at the skin level and must be considered disadvantageous for healthy tissue sparing. However, the high entrance dose is restricted to the peak regions and may be compensated for by the tissue sparing effects of the spatial fractionation.
A high PVDR >10 is observed in all cases, at least at shallow depths. By far the highest PVDR is observed for magnetic focusing (about 20–60 times higher than those for C+BB and C+PBS, respectively). This is a direct consequence of the much lower valley doses. Analogously, the helium ion beams yield a higher PVDR than the proton beams.
The PVDR decreases more slowly when the beam energy is higher. This can be understood as a consequence of the reduced multiple Coulomb scattering at higher energies: higher-energetic beams broaden more slowly which means that the valleys fill up more slowly. At the phantom entrance, however, beams with a higher energy were observed to yield a lower PVDR (Table 1).
Lastly, it should be noted that lateral homogenization of the dose (i.e. PVDR ≈ 1) at the Bragg peak depth is only observed for the proton beams at an energy of 123 and 150 MeV. This is because the spacing of the collimator slits was optimized for these cases but the same minibeam pattern with identical centre-to-centre distances was also considered for all other cases. More details on this are given in Section 4.
3.2 Efficiency
Figure 6 shows the dose efficiencies (mean dose deposited at Bragg peak depth per primary particle). Magnetic focusing is found to be the most efficient minibeam delivery method, both for protons and helium ions, yielding an increase in efficiency of one to two orders of magnitude compared to the collimator techniques. Moreover, the efficiency of helium ions is 3–4 times higher than that of protons. This is in agreement with the fact that helium ions yield sharper and higher Bragg peaks, as mentioned before.
[image: Figure 6]FIGURE 6 | Efficiency of proton and helium ion beams at different beam energies and for different minibeam techniques. The uncertainty bars are very small and barely visible.
For the cases C+BB and MF, the efficiency tends to decrease slightly as the beam energy increases. This is a consequence to the Bragg peak becoming flatter and more smeared out due to enhanced range straggling, as argued in Section 3.1.3. An opposite effect is observed for the case C+PBS with proton beams (and to a much smaller degree also with helium ion beams) which may be explained with the widths of the uncollimated pencil beams. The widths become smaller as the energy increases, so a larger proportion of the initial beam passes the collimator.
Between the two methods involving a collimator, irradiation with a scanned pencil beam was found to be about 5–10 times more efficient than broad beam irradiation. It should be noted, however, that the efficiency of the C+BB case strongly depends on the ratio between the sizes of the initial uncollimated beam and the collimator but also on the size and number of the collimator slits. This point is further discussed in the next section.
4 DISCUSSION
Proton minibeam radiation therapy is a novel therapeutic approach which, in preclinical experiments, has shown significant increases in the preservation of normal tissue [38, 39] while providing equivalent or superior tumour control [16, 17]. The generation of very narrow proton beams, intense enough to deliver the required dose in a reasonable amount of time (a few minutes) at existing clinical facilities, is a challenging task. The current implementation at clinical centres uses mechanical collimation which, despite representing a straightforward and readily applicable method, is suboptimal due to flux reduction, limited flexibility and neutron production (although evaluations have shown only a modest increase of <1% for the biological neutron dose in the patient [24]). In a previous work, we have thus proposed a new nozzle design capable of generating magnetically focused proton minibeams at a clinical centre [26].
In this study, we evaluated the differences between minibeam techniques using mechanical collimation and magnetic focusing. The aim of this comparison was twofold, considering gains in terms of efficiency but also whether there exists any advantage concerning the dose distributions. The simulations were performed with protons as well as helium ions which experience less multiple Coulomb scattering and which could therefore further improve the dose distributions.
As expected, magnetic focusing was shown to be much more efficient than mechanical collimation due to the fact that the entire beam can be used for dose deposition in the target. Compared to the collimator techniques, the mean dose per primary particle deposited at Bragg peak depth was at least 20 times higher with magnetic focusing in all cases. Such a gain is interesting in particular regarding a potential combination of pMBRT and FLASH therapy [40, 41] which requires very high dose rates. Moreover, helium ions were observed to be more efficient than protons which, in the context of the used metric, can be explained by the sharper Bragg peaks.
Between the two collimator techniques, irradiation with scanned pencil beams (C+PBS) has shown an improved efficiency compared to broad beam irradiation (C+BB). As stated above, the efficiency in the latter case depends strongly on the field size and the collimator geometry. The considered collimator was already used in previous studies [25, 42] (with the exception that parallel slits were used for the case C+BB) and a uniform irradiation of the entire cross-section of the collimator was assumed, approximating the conditions of a passively scattering beamline. It should be noted, however, that a reduction of the size of the uncollimated beam could drastically improve the efficiency. For instance, a four-fold increase of the efficiency would be expected from geometrical considerations for a field size of 5 × 5 cm2.
Concerning the dosimetric evaluation, a substantially enhanced PVDR at shallow depths was observed for magnetically focused minibeams compared to mechanically collimated ones. Similarly, helium ions were found to yield a higher PVDR than protons. This is desirable as it has been shown that a high PVDR favours normal tissue sparing [8]. In terms of BEDR, magnetic focusing does not offer any improvements over mechanical collimation. Instead, protons could be replaced by helium ions to obtain a more favourable ratio between the entrance and Bragg peak doses.
It should be emphasized again that the PVDR is very dependent on the spacing between the minibeams and that the value considered in this study was optimized for proton beams of 123–150 MeV (cf. De Marzi et al. [25]). The idea here was to use the model of an existing collimator for proton beams and to evaluate whether it could also be used with helium ions. Our results show that collimators designed for proton beams could also be used to produce helium ion minibeams.
In order to attain lateral homogenization at the Bragg peak depth with helium ions, a narrower centre-to-centre distance would be required, in particular at lower beam energies. This would result in a significantly lower PVDR which generally implies a reduction of tissue sparing effects. However, recent experiments indicate that homogenous dose coverage of the target may not be needed to achieve tumour control [16, 17]. A more detailed discussion of these aspects can be found in one of our previous works [18].
While the focus of this study lay on the comparison of the dose distributions and neutron production, another important factor is the linear energy transfer (LET) as it can influence the biological effectiveness of the irradiation. Previous works on pMBRT by our group found a slightly higher LET in the valley regions than in the peak regions [18, 42]. From these studies, it appears that collimator-generated minibeams [42] yield a less favourable ratio (i.e. higher valley LET) than magnetically focused minibeams [18]. In this light, future studies should therefore also evaluate the peak-to-valley LET ratio (see e.g. González and Prezado [43]).
Following previous works [25, 42], this study evaluated beam energies between 100 and 150 MeV/u which would be adequate e.g. for the treatment of brain tumours [15, 16, 42]. Nonetheless, proton minibeams of ≥200 MeV have also been considered, using both collimation techniques [28] and magnetic focusing [26]. Due to the reduced importance of lateral scattering, the generation of magnetically focused minibeams becomes easier at higher energies whereas the production of unwanted secondary particles in the collimator increases. The advantages of magnetic focusing over mechanical collimation demonstrated in this study can therefore be expected to apply also at higher energies. It should be noted, however, that the results presented here are based on Monte Carlo simulations. We are currently working toward a physical implementation of magnetically focused minibeams and hope to soon be able to perform experimental validations.
Lastly, it should be mentioned that, at least for now, mechanical collimation represents the technically easier approach for minibeam generation. Indeed, all existing implementations of pMBRT at clinically relevant energies use collimators [17, 23, 25] and this technique can in principle be readily applied at any proton therapy centre [26, 44]. In contrast to this, the generation of magnetically focused minibeams will likely not be achievable with current clinical nozzles [26]. However, our simulations indicate the compatibility of the new nozzle design considered in this study with existing proton therapy technology such as synchrotron-based facilities (see Schneider et al. [26] for more details).
The new minibeam nozzle design uses standard components (electromagnets, ionization chambers) so that no additional costs are expected compared to conventional PBS nozzles. On the contrary, the improved flexibility and efficiency of magnetic focusing would likely allow a much more economic implementation of pMBRT than mechanical collimators. Moreover, also standard PBS techniques could benefit from the new nozzle design and its ability to deliver smaller beams with sharper penumbrae.
5 CONCLUSION
The results of our study show that magnetic focusing represents a better approach for minibeam generation than mechanical collimation, exhibiting substantial improvements in terms of irradiation efficiency and PVDR. Moreover, they indicate that helium ion minibeams can be generated using the same techniques that were developed for pMBRT. Despite the technical challenges related to a practical implementation of magnetically focused minibeams, our results support and further motivate the work toward the physical realization of such a system at a clinical centre.
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The use of particle accelerators in radiotherapy has significantly changed the therapeutic outcomes for many types of solid tumours. In particular, protons are well known for sparing normal tissues and increasing the overall therapeutic index. Recent studies show that normal tissue sparing can be further enhanced through proton delivery at 100 Gy/s and above, in the so-called FLASH regime. This has generated very significant interest in assessing the biological effects of proton pulses delivered at very high dose rates. Laser-accelerated proton beams have unique temporal emission properties, which can be exploited to deliver Gy level doses in single or multiple pulses at dose rates exceeding by many orders of magnitude those currently used in FLASH approaches. An extensive investigation of the radiobiology of laser-driven protons is therefore not only necessary for future clinical application, but also offers the opportunity of accessing yet untested regimes of radiobiology. This paper provides an updated review of the recent progress achieved in ultra-high dose rate radiobiology experiments employing laser-driven protons, including a brief discussion of the relevant methodology and dosimetry approaches.
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INTRODUCTION
Radiotherapy is delivered to over 50% of cancer patients with curative intent for solid localized tumours [1]. Most radiotherapy facilities across the world still rely on high energy photon or electron sources [1]. With recent technological advances, modalities such as Intensity Modulated Radiotherapy (IMRT), Stereotactic Body Radiotherapy (SBRT) or Volumetric Modulated Arc Therapy (VMAT) can conform doses to tumours more precisely than possible a few decades ago sparing the normal tissue to a larger extent. However, the risk of exposure of the surrounding normal tissues remains a concern for patient outcomes [2], with the potential for late tissue damage and escalating the risk of initiating secondary cancers in a patient’s lifetime, especially for paediatric patients [3]. Proton therapy has been proposed as the most effective treatment of solid tumours in critical locations including the brain, medulloblastoma and other central nervous system tumours [4, 5]. The dose deposition profile of protons in the form of a “Bragg peak” imparts a unique normal tissue sparing ability [6] while depositing maximal dose within tumours [4, 7]. Due to this higher normal tissue sparing effect relative to any of the photon based modalities, proton therapy has drawn an increasing interest with globally over 150 proton therapy centres being operational and under construction or at the planning stage [8]. Several clinical trials have confirmed the benefit of proton therapy in patients with localized solid tumours giving enhanced quality of life and better tumour control [9–11].
While proton therapy is clearly envisaged to significantly benefit patients, the underlying operational and construction costs pose a significant obstacle for widespread access to this form of treatment [12–14]. Alternative strategies for ion acceleration to clinically relevant energies with a smaller footprint technology and at reduced costs have been pursued for a long time and in this direction high power lasers have been suggested as a potentially transformative technology (see [15–17] and references within). Thanks to the Chirped Pulse Amplification (CPA) technique, it is now possible to amplify ultra-short laser pulses to the Petawatt level, an approach which led to the award of 2018 Physics Nobel Prize to Strickland and Mourou [18]. Based on the application of CPA, several investigators have demonstrated the generation of high-energy laser-accelerated ions and developed an understanding of their physical properties as well as their upscaling through different approaches potentially enabling radiological and radiobiological application [15, 17, 19, 20]. The unique properties of laser-driven protons [15, 17] include ultra-high field acceleration gradient, high brightness with ∼1012 ions in picosecond-scale bunches, high laminarity, ultra-low emittance and scalable energy cut-off, ultra-short pulse duration, energy-dependent collimation which increases with proton energy. Furthermore, laser acceleration potentially allows controlling the accelerated ion species by changing the target material, as well as producing multispecies ion beams, a capability that could be valuable for mixed field irradiations, currently not possible even with the more advanced RF accelerators.
The vision of laser-driven ion acceleration for hadrontherapy was first proposed by Bulanov et al. [21] and further supported by Fourkal et al. and Malka et al. [22, 23]. This stimulated significant interest in the biomedical application of laser-accelerated ions, and has led to the demonstration of methods for handling and irradiating cell culture models in order to develop a radiobiological understanding of ion irradiations at the ultra-high dose rates deliverable with this acceleration technique (up to ∼109 Gray per second (Gy/s)).
The impact of dose rate on the biological effects and clinical response of radiation exposure has been studied for many years and several clinical modalities such as hypo- and hyper-fractionation have emerged based on the dose rate concept [24, 25]. Hall and Brenner reviewed the clinical importance of dose rate effects about 30 years ago, where a dose rate of 1011–1013 cGy/min was specifically defined as ultra-high dose rate [26] and a dose rate of 0.1–0.2 Gy/s was considered as a radiotherapy relevant dose rate or, in other words, a “conventional” dose rate. Since then, these conventional dose rates have been widely used in various modalities of external beam radiotherapy (reviewed by Ling et al. in Ref. 25).
Recently, numerous investigators have used dose rates significantly higher than the conventional ones, often in the context of FLASH radiotherapy where the dose rate usually ranges between 40 and 1000 Gy/s [27–30]. The term “ultra-high dose rate” is often used to indicate these “FLASH” dose rates, which is confusing and can lead to a misinterpretation of ultra-high dose-rate radiobiology. It is important to understand the differences between these various regimes, as the biological effects at each dose rate may involve a different mechanism of action. Recently, Vozenin et al. [31] have emphasized the importance of properly reporting beam parameters for the characterization of the biological effects of FLASH irradiations. They also point out that not all irradiations at ultra-high dose rate may lead to FLASH effects and thus to understand the differences between the two regimes is important. FLASH dose rate effects have been shown to involve the differential response of normal and cancer cells, in the removal and decay of hydroperoxide and other free radicals [32] and oxygen saturation during the irradiation mainly observed in-vivo [33]. This results in significant sparing of the normal cells and thus provides a larger therapeutic window compared to conventional dose rate irradiation [34]. Durante et al. [35] introduced a Dose Rate Effectiveness Factor (DREF), and defined the radiobiological effectiveness of exposures ranging from low to Flash dose rates. However the behaviour of DREF at ultra-high dose rates of 109–1010 Gy/s has not yet been clearly defined, as indicated in Figure 1. In order to capitalize on any future radiobiological applications of laser-driven protons it is imperative to properly understand the effects arising at such dose rates. This manuscript aims to present an update on recent radiobiological research in this area with an overview of the methodology, mechanisms, dosimetry approaches and radiobiological assays employed to study the radiobiology of laser-accelerated protons.
[image: Figure 1]FIGURE 1 | Representation of dose rate effectiveness as a function of dose rate. Y-axis shows the dose rate effectiveness and X–axis shows the dose rate. Various radiotherapy modalities are displayed according to their approximate DREF values and dose rates. Abbreviations: MRT, Microbeam Radiotherapy.
LASER-DRIVEN PROTON ACCELERATION
Research on the acceleration of ions by ultra-intense laser pulses has been pursued over the last 2 decades, and has driven continual progress in delivering higher laser intensities on target, creating new target types and improving diagnostic systems underpinning new scientific results.
Research on the acceleration of ions by ultra-intense laser pulses is mostly based on interactions with solid targets. In a typical experimental setting, as shown in Figure 2, an intense laser pulse, typically at intensities above 1019 W/cm2, interacts with a thin foil with thickness in the order of µms to 10s of µm and, during this interaction, a significant amount of laser energy is transferred to a population of relativistic electrons. These energetic electrons propagate through the target and create a strong sheath electric field at its rear surface, leading to the acceleration of protons originally present as impurities on the target surfaces. This Target Normal Sheath Acceleration (TNSA) process [36], is currently the most explored and robust mechanism of laser-driven proton acceleration [15, 17, 20, 37, 38]. Nevertheless, further improvements in cut-off energy, spectral and angular properties and repetition rate are required for effective application of laser-accelerated beams. For instance, applications in cancer therapy would require the delivery of high-energy protons (60–250 MeV) with a narrow energy spread and sufficient particle flux at appropriate distances from the interaction targets, so that any extraneous radiation produced during the intense laser interaction can be shielded adequately.
[image: Figure 2]FIGURE 2 | Target Normal Sheath Acceleration mechanism of laser driven ions acceleration. The laser is focused onto in (5–10 μm) foil targets (e.g., gold as in the example shown) generating a beam of hot electrons which propagate through the target, and set-up a large sheath field at its rear. This field can reach up to a few Tera Volts per metre (TV/m) ionizing the atoms present at the target surface (inlcuding contaminants). The ions are then accelerated in the sheath field along the target normal direction.
While control of TNSA beams has been a topic of active research over the last decade, significant attention has also been devoted to the exploration of a number of new acceleration mechanisms, including, for example, radiation pressure acceleration (RPA), which can in principle, produce beams with smaller divergence and narrow energy spread, particularly in the Light-Sail (LS) regime [15, 39]. RPA approaches are particularly suited to the acceleration of bulk ions in the irradiated target (e.g., carbon ions as opposed to contaminant protons [40]). There has recently been significant progress in increasing the maximum proton energies delivered through laser-driven processes, with reports of the acceleration of near 100 MeV protons by hybrid acceleration schemes [41] where acceleration is initiated by the TNSA mechanism followed by RPA until the target becomes transparent, with a further energy boost provided in a relativistic transparency regime.
Main Centres Involved in the Radiobiology Study of Laser-Driven Proton
Motivated by its potential applications in research, technology and medicine, laser-driven proton acceleration research has gained significant support from funding agencies and academia in many countries. A number of laboratories across Europe have a specific interest and focus on the radiobiological and clinical applications of laser-driven proton. In Germany, Ludwig Maximilian University (LMU) Munich (currently starting activities at the new Centre for Advanced Laser Applications, CALA) and Helmholtz-Zentrum Dresden- Rossendorf (HZDR) have been very actively involved in radiobiological applications of laser-driven protons and several publications have resulted from the work performed at these facilities (discussed later). Investigators in France, are also actively engaged in radiobiology research with laser-driven beams, particularly at Laboratoire d’Optique (LOA), Palaiseau [42, 43]. A focus for future activities in this area across Europe will be at the facilities of the Extreme Light Infrastructure (ELI), particularly at ELI Beamlines (Czech Republic), where the Extreme Light Infrastructure Multidisciplinary Applications of Laser-Ion Acceleration (ELIMAIA) beam lines in Prague are being commissioned [44]. ELI Nuclear Physics (ELI NP) Romania, is also planning an involvement in laser-driven ion radiobiology research [45]. In the United Kingdom, the main facilities used for this research are located at the Central Laser Facility of the Rutherford Appleton Laboratory (RAL) (GEMINI and VULCAN lasers), the University of Strathclyde (SCAPA) and Queen’s University Belfast (TARANIS), with activities in this area carried out so far within the EPSRC-funded A-SAIL consortium. In Asia, pioneering activities in this area were carried out in Japan at APRC-JAEA (now QST) [46, 47], while a proton beamline for radiobiology applications (CLAPA) has recently been developed at Peking University [48].
Typical Set Up for Laser-Driven Proton Irradiation
An example of an arrangement for radiobiology experiments employing laser-driven protons is shown in Figures 3A–C (based on the set-up employed for several experiments on the VULCAN and ASTRA GEMINI laser systems [49, 50]). Amplified laser light enters the evacuated interaction chamber and, after reflection from a plasma mirror (used for contrast enhancement), the laser is focused within a spot of a few microns onto a thin target, as shown in Figure 3A. The ions accelerated from the target are spatially selected by a narrow slit (of a few hundred μm) mounted in front of a ∼1 T magnet (Figure 3B), which deflects the positively charged protons and other ions at an angle from the target normal separating them from other emitted radiation (electrons, X-rays). The deflected ions finally pass through a 50-200 μm-thick Kapton exit window (Figure 3C) and irradiate the cell sample positioned immediately after the window inside a sample holder. The sample holder is often a stainless steel dish covered with a thin Mylar foil (0.9–4 µm) which allows the ions to pass through with minimal beam attenuation, even at moderate energies.
[image: Figure 3]FIGURE 3 | Experimental set up demonstrating laser driven proton acceleration. (A) Schematic of the arrangement of the target, aperture, magnet, beam exit and cells. (B) Actual image showing the laser target interaction point setup along with the beam exit and sample irradiation position. (C) Overview of the Laser Interaction chamber of the Vulcan Target Area Pettawatt Laser of the Central Laser Facility at the Rutherford Appleton laboratory, Didcot, Oxford, England.
DIAGNOSTICS AND DOSIMETRY
The monitoring of laser-accelerated ion parameters, such as beam composition, energy spectrum and dose distribution at the irradiation point is fundamental to achieving a controlled and accurate cell irradiation. Bolton et al. have provided an extensive update on the instrumentation for diagnosis and control of laser-accelerated proton beams in Ref. 51. The beam characteristics are typically diagnosed using a range of techniques and detectors such as Thomson Parabola Spectrometers (TPS), Radiochromic Films (RCF) and Time of Flight (TOF) detectors [51]. The TPS and the RCF are usually placed along the target-normal direction to measure the higher-energy component and used for the full beam characterization in advance of the cell irradiations. In contrast, TOF detectors (typically diamond and silicon carbide) [52, 53] can be placed at various angles both in the forward and backward directions to monitor the particle flux and energy on-line during the irradiation, and detect any shot-to-shot variations [54]. A crucial task in view of meaningful radiobiological investigations is a precise measurement of the dose delivered to the cells. For conventional clinical beams, since the 2000s, a protocol for proton/ion dose measurement has been established where ionization chambers and calorimeters are defined as the absolute reference dosimeters [55]. In contrast, novel features of laser-driven protons such as ultra-high dose-rate, short pulse duration, as well as the presence of large electromagnetic pulses [56] generated by the laser-target interaction, require the development of new approaches and protocols for dose measurements [57].
The use of ionization chambers with pulsed beams at high dose rates is complicated due to an increase in ion recombination. Several authors have measured correction factors for Markus or Roos chambers developing new calibration procedures and models for both electrons and protons under different conditions relevant to FLASH radiotherapy [58–60]. They mainly used radiofrequency cavity (RF) accelerated protons up to 26 Gy/min and electrons up to 107 Gy/s. Extending the use of ionization chambers as absolute dosimeters for laser-driven protons at dose-rates near 109 Gy/s and at therapeutic doses (1–10 Gy) delivered per pulse, as typical in single-shot radiobiology experiments, is however a significant challenge, as it requires a large correction factor for the ion collection efficiency, which may affect the reliability of the dose measurement, as pointed out by McManus et al. [59].
The use of Faraday cups as suitable online dosimeters for laser-driven protons has also been proposed, e.g., by Richter et al. [61], who developed an integrated dosimetry and cell irradiation system (IDOCIS) that had about 13% dose uncertainty based on the quadratic summation of various contributing factors. An absolute dosimetry approach based on the use of Faraday cups is also being pursued on the ELIMED beamline at ELI Beamlines [62, 63].
In the attempt to further reduce dose uncertainties with laser-driven protons, an alternative approach employing graphite calorimeters as absolute dosimeters for laser-driven protons is under investigation at the National Physical Laboratory (NPL) in the framework of the European- Joint Research Project “UHDPulse” [57], aimed at establishing protocols and procedures for the dosimetry of ultra-high-pulse electron and proton beams [57, 64]. The measurement of the temperature increase in the calorimeter core upon irradiation is a direct measurement of the energy and dose deposited [65]. A first proof-of-principle experiment employing the high-energy laser-driven protons accelerated with the Vulcan PW laser at Rutherford Appleton Laboratory (RAL) has been reported in Ref. 66.
The use of passive detectors such as radiochromic films (Gafchromic EBT2 or EBT3), previously calibrated with beams generated by RF accelerators is a simple and widespread technique for dose measurements in laser-based radiobiology experiments [67, 68]. A single layer of the film can be used for 2D (transverse) monitoring of the proton dose, while stacks of multiple layers can be used for 3D dose mapping and reconstruction of the local proton spectrum by using deconvolution procedures. In a set-up as shown in Figure 3A, depending on the energy of the protons and cell dish arrangement, the RCF films can be placed either behind or in front of the cell dish. On a single-shot radiobiology experiment, this provides shot-to-shot monitoring of the dose, although this is available only after scanning of the film, using a suitably calibrated scanner. Recently RCF dosimetry (employing customized, unlaminated EBT3 films) has also been demonstrated with laser-accelerated carbon ions [50].
Real time dose monitoring during an irradiation is also crucial for an accurate characterization of the radiobiological effects of ultra-high dose rate irradiations. In radiobiology experiments at conventional accelerators, large area transmission ionization chambers are typically calibrated against the absolute dosimeter and then used as current monitors during the irradiation. In a laser-driven context, this is particularly important in multi-shot radiobiological experiments (as well as in future in-vivo experiments) to control the dose delivered in every single laser shot. Commercially available standard transmission ionization chambers have been used to monitor dose stability and reproducibility, e.g., on experiments on the Draco laser facility at HZDR, where standard transmission chambers cross-calibrated against radiochromic film at the cell irradiation position have been employed effectively (as described in Refs. 69 and 70). Modified transmission ionization chambers based on a double-gap structure [63] have been developed for dose monitoring along the ELIMED beam line, where the second gap is used to quantify, on each shot, the ion recombination occurring in the first gap at high dose-rates and to correct the collection efficiency.
Other approaches based on modified ionization chambers, such as the DOSION beam monitoring equipment [71], have been applied successfully in FLASH regimes [57], and may have scope for application with laser-driven sources. Several real-time approaches employing volumetric scintillation detectors [72], fibre optic dosimeters [73, 74], radioluminescence and Cherenkov emission based dosimeters have also been used for conventional dose rate proton beams as well as FLASH protons. In a laser-driven context, the use of scintillator blocks for approximated online monitoring of the lateral and depth dose distribution of the proton beam has been reported in Ref. 70, while approaches based on optical fibre arrays have not yet been applied to laser-driven protons. Finally, an approach for depth dose reconstruction employing acoustic traces generated by laser-driven protons stopping in a water phantom has been demonstrated and reported in Ref. 75.
RADIOBIOLOGICAL APPROACHES
Radiation effects were first observed as a function of dose rate in the 1950s by Brasch et al. [76]. In 1969, Prempree et al. [77] studied the effects on the repair time of chromosome breaks induced by X-rays delivered at a dose rate of 4.5 × 108 Gy/s. Later, Berry in 1972–73 compared the effects of radiation dose rate from protracted, continuous irradiation to ultra-high dose rates of 109 Gy/s from pulsed accelerators [78, 79], noticed some non-predictable effects and discussed the impact of these dose rates on responses under hypoxia. Weiss et al. [80] demonstrated the depletion of oxygen in mammalian cells after ultra-high dose rate exposure. In all these studies, pulsed electron beams were mainly used and the pulse duration was of the order of a microsecond to a nanosecond. It was another two to 3 decades before studies were possible with laser-driven protons at comparable dose rates. During the early years of laser-driven proton radiobiology research, most experiments relied on multi-shot dose delivery, where several shots were required to deliver Gy level doses, and detect biological changes [81, 82]. Yogo et al. [81] delivered 200 shots to deposit a dose of 20 Gy in A549 lung adenocarcinoma cells that translates to an effective dose rate of 0.1 Gy/s with a single bunch dose rate of 1 × 107 Gy/s. Similarly, Kraft et al. [82] irradiated SKX squamous carcinoma cells using 12, 20, and 29 pulses, respectively, for low (1.5 Gy), medium (2.7 Gy) and high (4.1 Gy) doses of laser driven protons, demonstrating the feasibility of irradiating human cells with laser driven ions. These studies all employed femtosecond Titanium: Sapphire systems with limited energy per pulse, but were able to operate at sufficiently high repetition rates to make these multiple shot irradiations feasible.
A different approach, used by other groups, has been that of delivering Gy level doses in a single short burst of ∼ns duration, therefore reaching dose rates of ∼109 Gy/s. This has been possible on higher energy systems, typically delivering 10s–100s J per pulse [49, 83] or by focusing tightly the protons into a small spot [84]. Arguably, the approach employing single-shot irradiation, where the dose is not averaged over time, could in principle be better suited to test any biological effect related to the ultra-high dose rate.
The radiobiological assays that were applied in the above studies and also used more recently in laser-driven proton radiobiology research are briefly summarised in Figure 4, which includes endpoints for both the lethal and sub-lethal effects of radiation described in the following sub-sections.
[image: Figure 4]FIGURE 4 | Main radiobiological models used with laser-driven ions. The models are classified as in-vitro or cellular models and in vivo or animal models. The in-vitro models mainly used the DNA DSB damage assay using γ-H2AX or 53BP1 foci formation (in both 2D monolayers and 3D spheroids), stress induced pre-mature senescence (SIPS) and clonogenic assay. The in-vivo or animal model studies mainly used the tumour growth delay assay (mice ear tumour) as shown by Brüchner et al. [122] or organ deformation assays in zebrafish model as shown by Szabó et al. [124].
Cell Based In-Vitro Studies
DNA Double Strand Break (DSB) Damage
The first experiments aimed at understanding the radiobiological effects of laser-driven protons quantified the yields of DNA damage in the form of DNA DSB using the foci formation assay. This assay uses immunofluorescent detection of the phosphorylated form (γ-H2AX) of the histone variant H2AX. The phosphorylation of the serine 139 amino acid residue on the H2AX protein is an early cellular response to DNA double strand break damage. The role of γ-H2AX in the formation of DNA DSB was first proposed by Rogakou et al. [85]. Sedelnikova et al. [86] found a direct correlation between the number of γ-H2AX foci and the number of radioiodine decay induced DNA DSBs providing a quantitative relationship for DNA DSB damage in human cell lines. Since then the γ-H2AX assay has been widely used in radiobiology and for over a decade has been an important biomarker of radiation induced DNA DSB damage from various type of radiations including low linear energy transfer (LET) X-rays [87], protons and high LET ions such as silicon, iron [88] and carbon ions [89, 90]. Subsequently, additional biomarkers related to γ-H2AX were also identified which phosphorylate in the close proximity of DNA DSB. Among these, the-p53 binding protein-1(53BP1) protein which recruits to the nuclear structures at the site of DNA damage and forms readily visualized ionizing radiation induced foci [91, 92] showed a good correlation with γ-H2AX [93, 94]. This has been used by numerous investigators, including in our own work quantifying proton induced DNA DSB damage in human cells [95].
Laser-driven proton-induced DNA DSB damage in mammalian cells were first detected by using the γ-H2AX foci formation assay by Yogo et al. [81] in A549 lung adenocarcinoma cells monolayers irradiated with 2.4 MeV protons delivered in multiple 15 nanosecond pulses. Using a similar set up for cell handling Kraft et al. [82] also used a multi-shot approach to study DNA DSB damage induced by variable doses. In their study, Kraft et al. reached a dose rate of 4 × 107 Gy/s and irradiated cells with doses ranging from 1.4–4.5 Gy in about 12–29 pulses. Bin et al. [84] used a single shot approach and showed the induction of γ-H2AX foci in cervical cancer cells (Hela cells) exposed to 1 Gy dose of 4.45 MeV protons. In this study, the proton beam was generated using nanometre-thin, diamond-like carbon targets and delivered at dose rates in the range of 109–1010 Gy/s, reporting 7 Gy as the highest dose [84]. Overall, in these studies, laser-driven protons induced more DNA DSB damage than conventional X-rays but no comparison with cyclotron-accelerated protons, delivered at conventional dose-rates, was made.
Such a comparison was first made by Zeil et al. [96] who compared the yields of γ-H2AX foci induced by laser-driven protons to conventionally accelerated protons and found no significant differences. A few years later Raschke et al. [97] also found that laser-accelerated protons induce similar DSB damage to that induced by cyclotron-accelerated protons measured by γ-H2AX foci formation. In both of these studies, multi-shot irradiation methodology was used to deliver the desired doses.
Our group at QUB also performed single shot irradiation of human skin fibroblast cells (AG01522B) with 10 MeV laser-accelerated protons at a dose rate of 109 Gy/s. We compared the 53BP1 foci per cell per track induced by the laser driven ions to results obtained with cyclotron-accelerated protons at the same energy but at a dose rate of 0.06 Gy/s and also, in this case, did not observe any significant differences between the two dose-rates [49].
Clonogenic Cell Survival
The clonogenic assay has been used since the 1950s to study the radiation survival dose-response relationship for mammalian cell lines. Markus and Puck were the first to develop this assay [98] and since then it is considered a gold standard in radiation biology. Using this assay, the relative biological effectiveness (RBE), which is defined as the ratio of the doses required to cause the same biological effect using protons or other ions [99, 100] compared to reference X-ray radiation, can be calculated. RBE has contributed to a better understanding of radiotherapy dose treatment plans by providing the modeling parameters for various cell lines derived from tumour and normal tissues. Yogo et al. [46] for the first time used the clonogenic assay to determine the RBE of laser-driven protons using human salivary gland tumour cells and reported it as 1.2 ± 0.11 with reference to X-rays. In this study, the cells were irradiated with 2.25 MeV protons with a single bunch dose rate of 107 Gy/s. The cumulative doses were deposited using a multi-shot approach reducing the effective dose rate to 0.2 Gy/s on the cells. Later Doria et al. [83] also reported the cell killing effects of laser driven protons at a dose rate exceeding 109 Gy/s in V79 cells. This was the first study that employed the single shot delivery of 1–5 MeV protons at Gy level doses. Doses as high as 5 Gy were delivered in single pulses of picosecond duration. In this study an RBE of 1.4 ± 0.2 at a surviving fraction of 10% was reported.
Zeil et al. [96] compared the cell killing ability of pulsed laser-driven protons to a continuous proton beam when the squamous cell carcinoma cell line (SKX) was irradiated with energies above 6.5 MeV at a peak dose rate of 4 × 107 Gy/s. The authors did not explicitly quantify the RBE value in this paper, although the cell killing effects of the laser driven protons were reported to be similar to those delivered continuously from a Tandem accelerator at conventional dose-rates. Overall, based on the results from these papers, the RBE values for laser-driven protons ranged between 1.2 and 1.4, similar to those reported for RF-accelerated protons in the same energy range.
In summary, none of the studies discussed above highlighted significant deviations in biological response associated with the use of ultra-high dose rates provided by a laser-driven approach. Only recently, Bayart et al. [43] from the LOA group in France have reported that temporal delivery of laser-driven protons at an ultra-high dose rate of 1.5 × 108 Gy/s, may change the biological response of the human cells to synthetic lethality or cell killing induced by inhibiting the DNA damage response protein, PARP-1.
Several investigators have suggested that ultra-high dose rate exposure with electrons leads to oxygen depletion, inducing radioresistance in cells by reducing the reactive oxygen species-mediated indirect DNA DSB damage [33, 80]. When normoxic cells were irradiated with ultra-high dose rate electrons an increase in cell survival was noticed. However, there is limited information available on the response of hypoxic cells irradiated at ultra-high dose rates with protons, e.g., whether any additional DNA DSB induced are additive or synergistic in nature. We have tested this hypothesis experimentally by irradiating normal human skin fibroblast cells under hypoxic as well as normoxic conditions and we detected a significant increase in residual DNA DSB damage in hypoxic cells at 24 h post irradiation compared to the normoxic cells [101].
Sub-lethal Effects
Although a key advantage of hadrontherapy is that healthy tissues can be spared much more effectively than in X-ray radiotherapy, the sub-lethal effects induced by low dose deposition in the healthy cells surrounding a solid tumour may eventually result in the initiation of secondary cancers or other complications and are arguably as important as lethal effects for an effective radiotherapy treatment outcome. Sub-lethal effects have been demonstrated in the promotion of migration and invasion in brain tumours and liver cancer [102, 103]. Among various sub-lethal effects, cell senescence has been studied for a long time [104] and has been associated with an onset of inflammation [105], secondary tumours and cancer relapse [106] in patients undergoing radiotherapy [107–109]. Stress induced pre-mature senescence (SIPS), a process in which a sub-lethally damaged cell enters a permanent state of inactivity, has attracted interest for its possible long-term health implications after radiation exposures [110, 111]. It is different from the phenomenon of in-vitro replicative senescence, where a cell loses its ability to proliferate after a finite number of cell divisions. Normal tissue sparing and differential sub-lethal effects induction have been reported in several FLASH radiotherapy studies, and highlighted as the main advantage of this approach (e.g. in Ref. 30). Investigating whether these advantages extend to the ultra-high dose regime delivered by laser-driven ions is one of the current research objectives of laser-driven radiobiology. Manti et al. [112] irradiated human vein endothelial cells with laser-driven protons and found that laser-driven proton beams, at a dose rate of 109 Gy/s, yielded a higher number of senescent cells at quasi therapeutic doses, while causing a lower percentage of cells to enter pre-mature senescence at doses typical of healthy tissues. This work therefore provided indication of sparing effects at ultra-high dose rate. Raschke et al. [97] have shown that, while laser-driven protons induce similar levels of DNA DSB damage to cyclotron–accelerated protons, the levels of protein nitroxidation (a marker of non-targeted effects) as studied through 3- nitrotyrosine generation was lower with laser-driven proton as compared to cyclotron-accelerated protons or X-rays.
3D Cell Culture Models
3D spherical or organoid model systems have been suggested as a link between cellular in-vitro models and in vivo animal tumours [113] as they recapitulate cancer drug effects more closely to the effects observed in animal models [114, 115] and especially in Glioblastoma tumours [116, 117]. These 3D neurosphere models are highly relevant for laser-driven ion studies as the current energies achieved with laser driven ions may not be suitable for the uniform irradiation of mouse in-vivo tumours which have dimensions of a few millimetres to a centimetre. In contrast, these 3D spheres are about 500–700 μm (1 week after seeding) in diameter which enables complete irradiation of these neurospheres using laser driven ions beams with energies above 20 MeV. Recently, Brack et al. [70] have demonstrated the uniform irradiation of 3D spheroids of human tongue cancer cells with a solenoid focused laser-driven proton beam. They evaluated the impact of laser-driven protons on DNA DSB damage in 3D spheroids after a total deposited dose of 15.3 Gy delivered in multiple shots.
Animal Based In-Vivo Studies
Mice have been used in many biological studies ranging from pharmacology, drug development, and as disease models [118]. Radiation oncology has also benefitted from pre-clinical studies using the large variety of genetically modified mouse models [119, 120]. Using conventionally accelerated protons or external beam radiotherapy for in vivo experiments is however much easier than doing similar experiments with laser-driven proton beams since, as mentioned earlier, the beam energy attained with laser-driven protons is generally not yet sufficient to fully irradiate deep-seated tumours with the required doses.
Due to this limitation, one has to carefully choose the type of tumour suitable for studies with laser driven ions. A mouse ear tumor model has been recently proposed, which has been proven suitable for experiments with ∼20 MeV protons [121]. Laser-driven electrons have been used to irradiate the mouse ear tumour model and the tumour growth delay after irradiation was found comparable to X-ray induced growth delay [122]. To date no mouse based in-vivo irradiation has been reported with laser-driven protons, although they can be readily used with the above-mentioned models. The only published evidence of in-vivo research comes from a recent study published by Rösch et al. [123]. Due to a good match of the beam spot dimensions of laser-driven protons and the body size of zebrafish embryos, they can be potentially used as suitable in vivo models. 24 h after fertilization, these embryos can be easily handled, irradiated, and monitored for various radiobiological endpoints. One of the most accessible endpoints is the shape of the embryo's spine; whereas the un-irradiated controls are lengthy and have a straight spine, their irradiated counterparts are shorter in length and show a curved spine along with pericardial swelling and inhibition of yolk sac resorption (as described by Szabó et al. [124]).
CONCLUSION
While hadrontherapy was highlighted as a key application for laser-driven protons at an early stage of the development of laser acceleration, it is clear that direct application of laser-driven beams remains challenging, and significant progress is still needed to match the parameters required for clinical particle therapy. Efforts to upscale the energies, control the dose and improve the reliability of beam production are continuing, and there has been significant recent progress especially in developing advanced acceleration mechanisms, new techniques for beam transport and delivery, as well as novel beam diagnostics and dosimetry approaches. While further progress is being pursued, alternative applications of laser-driven protons can be exploited [125]. The answer to whether laser-driven protons at ultra-high dose rate can elicit a different biological response than conventional dose rate protons is still uncertain, but emerging indications do warrant continuation of this research, coupled to improvements in the dose delivery, dosimetry and energy range investigated. Although the maximum observed energy of laser-driven protons have recently approached 100 MeV, significant doses allowing radiobiology investigations have only been demonstrated up to ∼30 MeV. RF-accelerated proton beams at such energies may not have robust dosimetry, as the primary beam is typically degraded, which introduces uncertainties in the beam composition and range, and makes accurate comparisons challenging. For a better understanding of the radiobiological mechanisms at ultra-high dose rates there is therefore an urgent need to enhance the energy output of laser-driven proton beams, as well as to advance techniques for the uniform irradiation of large surface areas of cells in adherent monolayers or tissues within larger volumes (3D). Ultra-high dose rate radiobiology is a relatively new field and still evolving but certainly has great potential, as suggested by the recent advances of FLASH radiotherapy which has shown unique normal tissue sparing effects [30, 126, 127] that can lead to a higher therapeutic index in cancer radiotherapy [128–131]. There is no doubt that a close collaboration between the cyclotron accelerator, high power laser and FLASH radiotherapy communities will be beneficial for advancing the prospects of ultra-high dose rate proton radiobiology.
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Nuclear data are important for production and medical application of a radionuclide. This brief review concentrates on nuclear reaction cross-section data. The availability of standardized nuclear data for accelerator-based production of medical radionuclides is outlined. Some new directions in radionuclide applications, for example, theranostic approach, bimodal imaging, and radionuclide targeted therapy, are considered and the status of relevant nuclear data is discussed. The current trends in nuclear data research using accelerators are elaborated. The increasing significance of intermediate energy accelerators in production of therapeutic radionuclides is emphasized.
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INTRODUCTION
Radionuclides find application in medicine, both in diagnosis and internal radiotherapy. Diagnostic investigations are carried out using short-lived radionuclides which emit either a single or major γ-ray of energy between 100 and 250 keV or a positron, the former in single photon emission computed tomography (SPECT) and latter in positron emission tomography (PET). In internal radionuclide therapy, on the other hand, radionuclides emitting low-range highly ionizing radiation, that is, α- or β–-particles, conversion, and/or Auger electrons are used. A detailed knowledge of decay properties of a radionuclide is, therefore, essential to decide about its application. Furthermore, the radionuclidic purity and specific activity (defined as the radioactivity per unit mass of the material) play an important role in its medical application. Radionuclidic purity reduces the radiation dose due to impurities and higher specific activity ensures that the biological equilibrium is not disturbed and imaging is carried out at real molecular level. Those two parameters are controlled by knowledge of nuclear reaction cross sections, especially in production of radionuclides via charged particle-induced reactions [1, 2]. The level and type of radionuclidic impurity varies with the chosen reaction route and the projectile energy range effective in the target.
The positron emitters are generally produced at small-sized cyclotrons, the number of which worldwide is now increasing to about 1200 [3]. Attempts are presently also underway to produce several therapeutic radionuclides at cyclotrons/accelerators, using either the charged particle beam or secondary radiation, that is, neutrons and photons, generated at accelerators (for recent reviews, cf [4, 5]). Nuclear data play a continuing role in the development of radionuclides for applications. In this brief review, the availability of standardized data for production of medical radionuclides using accelerators is outlined, some new directions in radionuclide applications are discussed, and the current trends in nuclear data research are described.
AVAILABILITY AND STATUS OF STANDARDIZED DATA
Experimental data are compiled in the international file EXFOR, managed by the IAEA. Radionuclides to be used for a suitable modality of the medical procedure demand well-established data. The decay data of medical radionuclides are compiled and constantly updated in the MIRD file of the Society of Nuclear Medicine (SNM) of United States. Decay data of all radionuclides are available in the Evaluated Nuclear Structure and Decay Data File (ENSDF) and neutron-induced reaction cross-section data in the Evaluated Nuclear Data File (ENDF/B-VIII.0). In contrast, the evaluation methodology for charged particle-induced reaction cross sections started developing only about 2 decades ago [2] under the umbrella of IAEA in the form of coordinated research projects (CRPs), with major contributions from Jülich, Debrecen, Brussels, and Obninsk. To date three CRPs have been completed. The first two were related to radionuclides commonly used in diagnosis (IAEA-TECDOC-1211, 2001) and internal therapy (IAEA-Technical Report-473, 2011). In the third CRP, some updates were done but also the production data of some novel radionuclides were standardized [6–8]. The initial work was rather empirical. Later, however, strong application of nuclear models was built in. All modern calculation codes are based on the statistical model, taking into account angular momentum, nuclear structure, and level density effects, and also incorporate pre-compound emission contributions. Each code reproduces the experimental data to a certain degree of success. The nuclear model calculations performed using the codes EMPIRE 3.2 and TALYS 1.95 are generally very successful in reproducing the experimental data up to about 50 MeV, if only a few nucleons are emitted. Deviations are observed when emission of many nucleons and complex particles is involved. The adjustable parameters of the nuclear model codes are fitted within their prescribed limits to reproduce the experimental data in the process of validation and evaluation. All evaluated data are available on the website of the IAEA [9]. Using theory-aided evaluation, some work has been also carried out outside the abovementioned CRPs (see for example [10–14]). The evaluation efforts have provided reliable standardized data for accelerator-based radionuclides routinely used in patient care (PET/SPECT imaging and internal radiotherapy), produced either directly or obtained through positron-emitting generator systems 68Ge/68Ga and 82Sr/82Rb. Furthermore, data for a few novel and less commonly used radionuclides, for example, 64Cu, 89Zr, 124I, 103Pd, and 211At, have also been standardized. Standardized data are also available for the 100Mo(p,2n)99mTc reaction [10]. This is a very promising route for accelerator-based production of the most commonly used SPECT radionuclide 99mTc, which is generally available via the fission-produced 99Mo/99mTc generator system. However, further extensive work is needed to settle the question of impurities in cyclotron production of this radionuclide. Similarly, for emerging radionuclides more experimental and evaluation work is necessary (see below).
NEW DIRECTIONS IN RADIONUCLIDE APPLICATIONS AND RELEVANT NUCLEAR DATA
For investigating slow metabolic processes, about 25 longer lived metallic positron emitters, termed as “nonstandard” positron emitters, have been developed [15]. Similarly, several metallic radionuclides emitting low-energy corpuscular radiation are in development for internal therapy (cf [1, 16]). In parallel, considerable chemical research has led to enhanced possibilities of labeling monoclonal antibodies (mAbs) and other versatile organo-metallic chemical complexes with radionuclides for targeted therapy (for reviews cf [17, 18]). Based on those advances, applications of radionuclides are enhancing today in the following directions:
i) Radiolabeled monoclonal antibodies
ii) Peptide receptor radiotherapy
iii) Small molecules
iv) Theranostic approach
v) Bimodal imaging
vi) Radioactive nanoparticles
Radiolabeled monoclonal antibodies: Monoclonal antibodies (mAbs) labeled with radionuclides are used in diagnosis and therapy of tumors. The application of mAbs labeled with positron emitters is called immunoPET (cf. [19]). To date, the most widely used radionuclide for this purpose is 89Zr, but also 64Cu has found application in preclinical studies. For immunotherapy, 90Y, 111In, and 225Ac are potential candidates, for example, [90Y]ibritumomab tiuxetan (Zevalin).
Peptide receptor radiotherapy (PRRT) makes use of peptide-based radiopharmaceuticals which can target different receptor systems like somatostatin receptors (SSTR), integrins, chemokine receptors, or the prostate-specific membrane antigen (PSMA). The most common approach uses octreotide derivatives labeled with 90Y or 177Lu to treat neuroendocrine tumors effectively, that is, [90Y]Y-DOTATOC and [177Lu]Lu-DOTATATE. Also [225Ac]Ac-DOTATATE is under study. A further important molecular target is the chemokine receptor-4 CXCR-4. This can be targeted with Pentixafor and studies with 177Lu-labeled Pentixafor in cancer patients are underway.
Small molecules: Besides radioiodinated pharmaceuticals, different radiometal-labeled small molecules have been developed to treat oncological diseases, for example, PSMA-617, a urea-based derivative with excellent affinity to PSMA overexpressing prostate cancer tumor cells. After binding to the target, the molecule is internalized and facilitates eradication of the tumor cells. Therefore [225Ac]Ac-PSMA-617 and [177Lu]Lu-PSMA-617 are under different clinical trials.
Theranostic approach entails a combination of diagnosis (molecular imaging) and internal radionuclide therapy (molecular targeted treatment). It makes use of two radionuclides of the same element in the same chemical form, a positron emitter which allows quantitative diagnosis via PET and a therapeutic nuclide. Originally, the pair 86Y/90Y was developed (cf. [20]), but today several other theranostic pairs are also known, for example, 44gSc/47Sc, 64Cu/67Cu, 124I/131I, and 152Tb/161Tb (for review cf [4]). Two other concepts also exist: 1) use of an analog pair of trivalent metallic radionuclides, that is, a positron emitter (44gSc or 68Ga) and a β−- (177Lu) or an α-emitter (225Ac). 2) use of a single radionuclide, emitting a β−- or α-particle as well as a low-energy γ-ray, which could be utilized for SPECT measurement to deliver data for dosimetry. Examples are 47Sc, 67Cu, 177Lu, and 186Re for β−-therapy and 211At, 223Ra, 225Ac, 213Bi, 212Pb/212Bi generator, and 149Tb for targeted alpha therapy (TAT). Several other alpha-particle emitters are also under consideration (cf [21]).
Bimodal imaging involves a combination of two organ-imaging techniques, for example, PET and magnetic resonance imaging (MRI) (for review cf [22]). From the viewpoint of PET, the major focus is on the elements Mn and Gd which are important contrast agents in MRI. The positron-emitting radionuclide 52gMn is of great current interest (cf [23, 24]). For Gd, no positron-emitting radionuclide is available and the use of 68Ga-labeled Gd(III) complexes has been proposed.
Radioactive nanoparticles in medicine constitute a long-term perspective, provided the stability and toxicity problems are overcome. In animal and preclinical studies, considerable success has been reported (for review cf [25, 26]) but application in humans has yet to be demonstrated. The radionuclides 64Cu and 68Ga are widely used positron emitters for surface labeling of nanoparticles. The longer lived 52gMn and 89Zr are also of great interest. For therapy, 186Re and 225Ac are considered to be very useful.
In the abovementioned new applications seven positron emitters, namely 44gSc (T1/2 = 3.9 h), 52gMn (T1/2 = 5.6 d), 64Cu (T1/2 = 12.7 h), 68Ga (T1/2 = 1.13 h), 86Y (T1/2 = 14.7 h), 89Zr (T1/2 = 78.4 h), and 124I (T1/2 = 4.18 d) are in great demand. Similarly, eight therapeutic radionuclides, namely 47Sc (T1/2 = 3.35 d), 67Cu (T1/2 = 2.58 d), 90Y (T1/2 = 2.7 d), 117mSn (T1/2 = 13.6 d), 177Lu (T1/2 = 6.65 d), 186Re (T1/2 = 3.78 d), 223Ra (T1/2 = 11.4 d), and 225Ac (T1/2 = 10.0 d) are of great interest. For each radionuclide, the stringent criteria of purity and specific activity must be met.
The production of the listed positron emitters is generally carried out via the low-energy (p,n) reaction on a highly enriched solid target isotope. In the case of 68Ga, the generator route is more commonly used. The status of the available cross-section data of the abovementioned positron emitters was reviewed and found to be generally good (cf. [1, 15]), except for 86Y where considerable discrepancy existed.
In contrast to positron emitters, the therapeutic radionuclides 90Y and 177Lu are routinely produced using nuclear reactors. For the six other therapeutic radionuclides, it was shown (cf. [8, 16]) that the reactor production methods are not sufficient. For 47Sc and 67Cu, the required radionuclidic and chemical purity is not achieved and for 186Re and 117mSn, the specific activity is too low. The supply of 225Ac and 223Ra via reactor route is limited. Efforts are therefore underway to produce those radionuclides at accelerators, 186Re at a small cyclotron and others at intermediate energy accelerators.
CURRENT NUCLEAR DATA ACTIVITIES
Nuclear modeling and theory-aided evaluations are continuing. The emphasis is, however, on new experimental studies; some of the most recent examples are given below.
Low-energy charged particle beam: Low-energy medical cyclotrons (EP ≤ 18 MeV; Ed ≤ 9 MeV) are mainly utilized for the production of the standard positron emitters (11C, 13N, 15O, and 18F) using gas and liquid targets. Since solid targetry is not available, a new methodology for the production of some nonstandard positron emitters via the (p,n) reaction at those cyclotrons has emerged. It makes use of “solution targets”, especially for 44gSc, 64Cu, 68Ga, 86Y, 89Zr, and 94mTc (for review cf. [27]). The product yield is low but sufficient for local use. This approach has, however, put an extra demand on chemical purification of the product as well as on the accuracy of the cross-section data near the threshold of the reaction (cf. [28, 29]). To improve the cross-section data of the 86Sr(p,n)86Y reaction, an accurate measurement was very recently completed [30]. The new results agree with the TALYS calculation and the discrepancy has been solved.
Intermediate energy charged particle beam: In the energy range up to 30 MeV, several routinely used radionuclides are conveniently produced, especially the SPECT radionuclides 67Ga, 111In, 123I, and 201Tl. At a higher proton energy up to 100 MeV, several radionuclides could be produced via (p,x) reactions, where x stands for multiparticle emission. Such accelerator facilities are now available at several places, for example Nantes (France), Legnaro (Italy), Moscow (Russia), Cape Town (South Africa), Brookhaven (United States), and Los Alamos (United States). A recent example is the measurement of the excitation function of the 75As (p,4n)72Se reaction [31] for the production of 72Se which is useful for preparing the β+-emitting generator system 72Se/72As.
The intermediate energy range, however, is now being utilized more extensively for the production of therapeutic radionuclides. A recent cross-section measurement on the reaction 70Zn(p,α+2p2n)67Cu [32] is very interesting. Although the experimental data are not reproduced by the model calculation (due to complexity of reaction and energy range), they are of great technical value. In Figure 1 the yields of 67Cu are shown. They were calculated from the excitation functions of relevant charged-particle–induced reactions using the standard activation equation [1]. It is an updated version of the diagram given earlier [16]. In order to minimize the impurities of 64Cu (radioactive) and 65Cu (stable, decreasing the specific activity of 67Cu), the energy range Ep = 80 → 30 MeV was found to be very suitable for the production of 67Cu via the 68Zn(p,2p) process. From the new results, it is concluded that protons of energy up to about 80 MeV are very suitable for the production of 67Cu not only when isotopically enriched 68Zn is used as target material [16, 33] but also if enriched 70Zn would be the target, provided good radionuclidic purity is achieved. For production of the β−-emitter 47Sc (for review see [4]), neither the intermediate energy reaction 48Ti(p,2p)47Sc investigated earlier nor the 51V(p,αp)47Sc process studied recently [34] appears to be successful because of the high level of the radionuclidic impurity 46Sc. With regard to the conversion electron emitter 117mSn, the production route 116Cd(α,3n)117mSn was established [11]. Yet, a new measurement suggests that the nuclear process natSb(p,xn)117mSn over the proton energy range of 30–90 MeV could also be potentially useful [35]. Regarding the α-particle emitters 225Ac and 223Ra, the present emphasis is on their production through proton-induced reactions on 232Th, either directly or via the indirect routes [image: image] and [image: image], respectively, over the energy range up to 200 MeV. Several cross-section measurements exist (for review cf [8]) and studies on radionuclidic impurities, for example, about 0.3% 227Ac in 225Ac, as well as technical development are in progress. Besides its direct use, the radionuclide 225Ac also serves as the parent of the α-emitter 213Bi.
[image: Figure 1]FIGURE 1 | Integral yield of 67Cu, calculated from the excitation function of each reaction for an irradiation time of 1 h, shown as a function of incident particle energy. The dashed part of the curve for the 70Zn(p,x)67Cu process is an extrapolation because no data exist.
It should be mentioned that besides protons, intermediate energy deuterons and alpha-particles are also potentially useful for production of a few special radionuclides, for example, 103Pd and 186Re using deuterons and 211At using alpha-particles. Furthermore, in recent years it has been demonstrated that the high-spin isomers of a few radionuclides, for example, 117mSn and 193mPt, can be advantageously produced using alpha-particles [36]. They are useful in therapy because they emit low-energy conversion and Auger electrons. In general, however, the use of protons is preferred due to their easier availability and the resulting higher yields of the products.
High-energy charged-particle beam: The spallation process with high-energy protons (Ep > 500 MeV) combined with on-line mass separation was utilized at CERN in cooperation with the Paul Scherrer Institute (PSI) to produce some exotic radionuclides in the region of rare earths, especially 149Tb (T1/2 = 4.1 h) and 152Tb (T1/2 = 17.5 h). The former is a unique low-energy α-particle emitter suited for TAT. The latter is a theranostic PET partner. A new measurement gives cross sections for the formation of several terbium radioisotopes in the spallation of tantalum as a function of proton energy [37]. For more general use of the two radionuclides, however, development of alternative production methods, preferably using intermediate energy protons, are called for. Preliminary cross-section measurements on the reactions 155Gd(p,4n)152Tb and 152Gd(p,4n)149Tb are promising [38].
Use of photons and fast neutrons: The use of electron linear accelerator (LINAC) to deliver high-energy photons for the production of the therapeutic radionuclides 47Sc and 67Cu via the 48Ti (γ,p)47Sc and 68Zn (γ,p)67Cu reactions, respectively, is presently under investigation. The excitation functions are known (cf. IAEA-TECDOC-1178, 2000) but further improvement in the data is needed. The production for preclinical tests has been reported [39, 40]. In practice, however, GBq amounts of 67Cu have been produced whereas the methodology for 47Sc production is still developing. Some on-going nuclear data work deals with determination of spectrum-averaged cross sections and production yields [41, 42]. The production of 225Ac via the [image: image] process is also being investigated. The estimated cross section is relatively high but the use of the radioactive target is a deterrent.
The use of accelerator-generated fast neutrons is also under investigation. In particular, a 30 or 40 MeVd(Be) or d(C) breakup neutron source is considered to be suitable for the production of a few radionuclides via the (n,p) or (n,np) reaction [43]. The estimated integral cross sections amount to a few mb [5]. The spallation neutrons also appear to be interesting for the formation of a few radionuclides [44]. However, extensive further nuclear data work is called for.
CONCLUDING REMARKS
Nuclear data play an important role in the production and medical application of accelerator-based radionuclides. The data for routine production of radionuclides for patient care have been standardized. For development of novel radionuclides, however, continuing data research is needed. The present thrust in medical application of radionuclides is directed toward PET studies using metallic positron emitters as well as toward targeted radionuclide therapy, preferably applying the theranostic approach. With tremendous developments in antibody labeling and organo-metallic complex formation chemistry, a big impetus has come to the field of theranostics. This is leading to an enhanced interest in accelerator-based production of radionuclides. The nonstandard positron emitters are produced at small-sized cyclotrons and now development of production methodologies of many therapeutic radionuclides is shifting from nuclear reactors to intermediate energy accelerators. Another strategy is to utilize hard photons from powerful LINACs or fast neutrons from intermediate energy accelerators. With enhancing interest in versatile accelerators to produce novel medical radionuclides, the need of relevant nuclear data research is continuing.
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Planning case  prapg (@/6m%)  Voss; (%)

P1 Non-mod
P1 02-0.4
P1 02-05
Pl 0.1-04
P1 0.1-0.3
P1 0.1-0.5
P1 0.0-05
Pl 0.1-0.8
P1 0.0-08
P1 All voxels
P2 Non-mod
P2 02-04
P2 02-05
P2 0.1-0.3
P2 0.1-0.4
P2 0.1-0.5
P2 0.0-0.5
P2 0.1-0.8
P2 0.0-0.8
P2 All voxels

99.6
99.2
99.2
99.2
99.4
99.1
99.0
98.8
98.8
98.7
99.3
98.5
98.4
98.9
98.0
97.8
97.8
97.3
97.3
97.1

Dogys (%)

99.0
97.8
97.7
97.7
98.3
97.5
97.4
9.8
96.7
96.5
97.6
9.3
96.0
94.8
95.0
94.4
94.4
93.4
9.7
93.2

D2s (%)

101.3
101.0
101.1
101.0
101.0
101.1
101.1
101.1
101.1
101.2
102.3
101.7
101.6
101.5
101.6
101.7
101.6
101.6
101.6
101.5

HI

0.023
0.032
0.034
0.033
0.027
0.036
0.037
0.043
0.044
0.047
0.047
0.064
0.056
0.067
0.066
0.072
0.071
0.082
0.080
0.083

All plans are calculated with horizonzal fields, e.g. with the +0° option with planning

parameters given in the material and methods section.
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Planning case  pung, (9/em®)  Voss (%)

P1 Non-mod
P1 0.2-0.4
P1 0.2-0.5
P1 0.1-03
P1 0.1-0.4
P1 0.1-0.5
P1 0.0-05
Pl 0.1-0.8
P1 0.0-08
P1 All voxels
P2 Non-mod
P2 0.2-0.4
P2 0.2-0.5
P2 0.1-03
e 0.1-0.4
P2 0.1-0.5
P2 0.0-0.5
P2 0.1-0.8
P2 0.0-08
P2 Al voxels

98.7
959
949
96.5
963
942
941
922
92.1
91.7
98.4
978
977
976
974
96.8
97.1
96.4
96.4
96.0

Dagy; (%)

96.9
91.6
89.8
922
90.0
88.9
88.7
86.3
86.0
85.8
95.6
94.7
94.6
94.7
94.1
93.6
93.9
93.2
929
925

D2y (%)

102.8
101.6
101.7
101.8
101.7
101.6
101.7
101.6
101.5
101.6
103.1
102.0
102.1
101.6
101.5
101.4
101.4
101.3
101.3
101.2

HI

0.059
0.100
0.119
0.095
0.117
0.127
0.130
0.153
0.155
0.158
0.075
0.073
0.075
0.069
0074
0.077
0.075
0.081
0.084
0.087

All plans are calculated with horizonzal fields, e.g., with the +0° option with planning

parameters given in the material and methods section.
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For the modulated doses, n = 100.
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+45°
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Prmog (mm)

Non-mod
0.300
0.400
0.500
0.600

Non-mod
0.300
0.400
0.500
0.600

Non-mod
0.300
0.400
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Non-mod
0.300
0.400
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Vosss (%)

99.6
99.3
99.0
98.8
98.5
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98.3
98.0
99.5
99.4
99.2
99.1
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99.3
98.1
7.7
97.0

Dosy (%)

99.0
98.7
975
96.8
96.1
97.4
96.8
96.2
96.7
95.0
97.8
a7
97.4
97.2
97.1
97.6
95.2
943
93.0

Dz (%)

101.5
101.1
101.1
101.0
101.0
102.6
101.8
101.7
101.7
101.7
102.4
102.1
1021
1021
102.1
102.3
101.7
101.7
101.5

HI

0.025
0.032
0.036
0.041
0.049
0.052
0.050
0.065
0.069
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0.046
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0.049
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0" and +45°
0" and +45°
0" and +45°
0" and +45°
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Ppnog (mm)

Non-mod
0.300
0.400
0.500
0.600

Non-mod
0.300
0.400
0.500
0.600

Non-mod
0.300
0.400
0.500
0.600

Vosy, (%)

98.4
97.5
96.8
96.2
95.0
97.4
96.2
95.4
93.4
91.2
99.3
97.1
95.3
93.0
90.9

Doy (%)

95.6
94.4
93.6
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91.4
93.2
915
90.4
86.6
85.0
97.0
93.4
92.1
89.8
88.8

Dzq (%)

108.1
101.6
101.4
101.2
101.1
103.0
101.3
101.1
101.1
101.0
102.5
100.9
100.8
100.6
100.6

HI

0.075
0.072
0.077
0.083
0.007
0.008
0.008
0.107
0.145
0.161
0.055
0.075
0.087
0.108
0.118

The value of d was calculated following Eq. 2. For the cases of the modlated dose

distributions, n

00,
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Non-mod
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0.400

+45°, d = V2 dy 0.500

+45°, d = V2 dy 0.600

3 Non-mod
0.300
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0.500
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0.300
0.400
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0.300
0.400
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Non-mod
0.300
0.400
0.500
0.600

0" and +45° Non-mod

0" and +45° 0.300

0 and +45° 0.400

0" and +45° 0.500

0" and +45° 0.600

0" and +90° Non-mod

0" and +90° 0.300

0" and +90° 0.400

0" and +90° 0.500

0" and +90° 0.600

Vosy, (%)

98.7
95.6
94.2
029
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99.0
95.0
93.2
91.1
88.5
95.6
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92.4
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96.1
94.7
93.3
91.7
99.4
98.6
98.3
97.7
97.4
98.7
98.4
98.1
97.7
98.8
98.5
98.3
97.8
99.1
98.1
97.6
97.0
96.2
99.3
98.2
97.7
97.2
96.3
99.4
98.4
97.9
97.4
9.8

Degys, (%)

96.9
90.7
88.9
86.9
84.7
96.9
91.3
89.1
86.9
84.0
91.8
90.3
88.8
86.5
923
90.8
89.5
87.6
98.4
96.3
95.6
94.7
94.1
96.6
95.8
952
94.7
96.7
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96.6
94.8
96.8
95.6
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93.8
93.0
97.0
95.3
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94.1
928
97.5
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95.2
94.4
93.7

D2, (%)

102.8
101.7
101.6
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102.9
101.8
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101.7
101.7
101.8
101.8
101.7
101.7
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101.8
101.8
102.0
101.6
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101.5
101.5
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102.4
102.1
102.1
102.1
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101.4
101.3
101.3
101.3
1022
101.7
101.7
101.7
101.6

HI

0.059
0.110
0.127
0.147
0.168
0.060
0.105
0.126
0.148
0177
0.100
0.115
0.129
0.152
0.096
0111
0.123
0.142
0.036
0.063
0.060
0.068
0.074
0.060
0.058
0.064
0.069
0.049
0.066
0.060
0.068
0.056
0.065
0.074
0.083
0.090
0.046
0.061
0.067
0.072
0.085
0.047
0.057
0.065
0.073
0.079

Were d is ot stated, it was calculated following Eq. 2. For the cases of the modulated

dose distributions, n = 100.
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RS thicknesses [mm] (density [g/cm?)
RS materia

Snout position [cm]

SM distance (X/Y) [em]

Lateral profie meas. Method (ai1)
Detector position relative to isocenter [cm]
Water phantom

IDD meas. method (water)

IDD meas. acceptance correction

Abs. dosimetry meas. method (water)
Monoenergetic field size

ccB

70-226.1
10
36.7 (1.168)
PMMA
Fixed: 36.9
221.5/184.6
Lynx (BA)

-20, =10, 0, +10, +20
Blue phantom” (IBA)
Bragg peak chamber (PTW)
$=81.6mm
Yes (FLUKA)
Markus (PTW) at 2 cm
10 x 10 cm?

RS : range shiter: SM : scanning megnel: meas.: measurement: (0D : inteovated depih dose: Abs.: absalute.

EMORY

70-242
10
20, 30, 50 (1.202, 1.191, 1.191)
Lexan
Variable: 5.5-42
200/256
Lynx (1BA)
30, -20, 10,0, +5
Blue phantom” (BA)
StingRay (IBA dosimetry)
$=120mm
No
PPC-40 (1BA) at 2 cm
10 x 10 cm?
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Beam

Monoenergetic 1 MeV photons

6MV LINAC photons.

6 MeV/
electrons.

Dose rate (Gy/s)

107

Rate of charge produced (1C/s)
(PC of charge produced in 5 s pulses)

Sensor thickness 100 um Sensor thickness 20 pm
Pixel area Pixel area
1x 1 mm? 50 x 50 pm? 1x1mm? 50 x 50 pm?
50 1.3.1072 40-107" 1.0.107%
(25) (0.063) 20 (0.0051)
50-10° 13.-10' 40-10 10
(25,000) ©3) (2,000 1)
23 58.107% 1.9-107" 48-1074
(12) (0.029) (0.96) (0.0024)
23.10° 58 19.10% 48.10'
(12,000) @9) (960) @4
4.3.10" 1.1.107" 86 2.2.102
(220) (0.54) 43) ©.11)
4.3.10° 1.1.10° 86-10* 22.10%

(2,200,000 (6,400) (430,000) (1,100)
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12MeV protons 15MeV protons 127 MeV protons 33.4MeV/u carbon

Dose per pulse 74Gy 128Gy 15.6Gy 730Gy
Instantaneous dose rate 1.0x 10°Gy/s 1.8 10°Gy/s 38x 10°Gyls 9.7 x 10° Gy/s
Average dose rate 71Gyls 128Gy/s 156Gy/s 730Gy/s

These estimates are based on Monte Carlo simulations using a bunch length of 7ns for 12 and 15MeV proton beams, 41.5ns for the 127 MeV proton beam and 75.2ns for the
33.4 MeV/u carbon beam. The average dose rate is based on the 10 Hz repetition rate of the laser source.
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40MeV protons 127MeV protons 127 MeV protons

(nominal) (nominal) (pessimistic)
RMS emittance (ex, €) 0.187 0.137 1.87
[z mm mrad]
£ [m] for a 1 mm spot 0.46 0.46 0.039
size
£ m] for a 10mm spot 46 46 45
size
£ [m] for a 30mm spot 410 410 40
size
The beam size is taken to be four times the sigma of the transverse beam distribution.
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Parameter Unit Value

Beam energy Mev 15
Total relative energy spread % +2
Nominal physical RMS emittance (both planes) 7 mrad 44 x 1077
Incoherent space charge tune shift -08
Bunching factor 0,023
Total bunch length ns 81
Bunch intensity 10°

These parameters correspond to the nominal (maximum) acceleration mode of operation.
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Parameter Valueor  Unit
range

Stage 2 beam transport: FFA, transfer line, beam delivery to high-energy
end stations

Number of bending magnets in the injection line 7
Number of quadrupoles in the injection fine 10
FFA: Machine type single spiral
scaling FFA
FFA: Extraction energy 15127 MeV
FFA: Number of cells 10
FFA: Orbit R 292 m
FFA: Orbit Rax 3.48 m
FFA: Orbit excursion 056 m
FFA: External R 4 m
FFA: Number of RF cavities 2
FFA: RF frequency 146-6.48  MHz
FFA: harmonic number 1,204
FFA: RF voltage (for 2 cavities) 4 %
FFA: spiral angle 487  Degrees
FFA: Max B field 1.4 T
FFA: k 533
FFA: Magnet packing factor 034
FFA: Magnet opening angle 1224 degrees
FFA: Magnet gap 0047 m
FFA: Ring tune (x,y) (2.83,1.22)
FFA: yr 2516
FFA: Number of kickers. 2
FFA: Number of septa 2
Number of bending magnets in the extraction line 2
Number of quadrupoles in the extraction fine 8
Vertical arc bending angle 90 Degrees
Number of bending magnets i the vertical arc 2
Number of quadrupoles in the vertical arc: 6
Number of cavities for longitudinal phase space 5
manipulation
Number of quadrupoles in the in vivo beam line 4
In vitro biological end stations
Maximum input beam diameter 13 om
Beam energy spread (full widith) Low-energy %
end station:
<4
High-energy %
end station:
<1
Input beam uniformity <5 %
Scintillating fiber layer thickness 025 mm
Air gap length 5 mm
Cell culture plate thickness 13 mm
Cell layer thickness 003 mm
Number of end stations 2
In vivo biological end station
Maximurm input beam diameter 1-8 om
Beam energy spread (full widith) <1 %
Input beam uniformity <5 %
Beam options. Spot-
scanning,
passive
scattering,
micro-beam

The parameter table is provided in a number of sections. This section contains parameters
for the Stage 2 beam transport and the in vitro and in vivo end stations.
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Parameter Valueor  Unit

range
Laser driven proton and ion source

Laser power 100 ™w
Laser energy 25 J
Laser pulse length 25 fs
Laser rep. rate 10 Hz
Required maximum proton energy 15 MeV
Proton and ion capture

Beam divergence to be captured 50 mrad
Gabor lens effective length 0857 m
Gabor lens length (end-flange to end-flange) 1.157 m
Gabor lens cathode radius 0.0365 m
Gabor lens maximum voltage 65 %
Number of Gabor lenses 2

Alternative technology: solenoid length 1.157 m
Alternative technology: solenoid max field strength 13 T

Stage 1 beam transport: matching and energy selection, beam delivery
to low-energy end station

Number of Gabor lenses

Number of re-bunching cavities

Number of collimators for energy selection
Arc bending angle

Nurmber of bending magnets

Number of quadrupoles in the arc
Alternative technology: solenoid length 1.157 m

Degrees

o0 8 - wm o

Alternative technology: solenoid max field strength 0.8 (1.4) T
(to serve the injection line to the Stage 2)

The parameter table is provided in a number of sections. This section contains parameters
for the Laser-driven proton and ion source, the Proton and ion capture section, and the
Stage 1 beam transport section.
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Radiation Avg.

type LET,
keV/um

SM NA

y (°Co) 0.28*
"B 49
'®0 115
“Ne 136
“Estimated (38].

SM, spontaneous mutants; N/A, not applicabi

Number
of
samples

91
508
290
178
234

Partial
del

4
36
43
21

85

%

44
71
14,8
11,8
36,3

Total
del

38
31
33

IPRT. hypoxanthine-guanine phasphorbosyliransiarase.

%

55
75
107
18,5
1.7

Al
del

74
74
54
89

%

99
146
255
303
38,0

No
del

82
434
216
124
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745
69,7
62,0
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Particle Dose, Gy
y (°Co) 05-7
"B 05,1,2
%0 05,2
“Ne 05,2

“Fluence per 1 Gy absorbed in water.
"Photon energy per decay.
“Estimated [38].

Energy, MeV/n

117 +1.38°
324
352
518

Fluence®, 1/cm?

2.71-10°
12710
5.43.10°
4.5910°

Dose rate, Gy/min

09

Avg. LET, keV/um
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Exon Direction Nucleotide sequence

1 + GCC GAC CGA TTC CGT CAT
- CTG GCT GTC CGC TCT GC
2 + AGC TTA TGC TCT GAT TTG AAA TCA GCT G
- ATT AAG ATC TTA CTT ACC TGT CCA TAATC
3 + CCG TGA TTT TAT TTT TGT AGG ACT GAA AG
- AAT GAA TTA TAC TTA CAC AGT AGC TCT TC
4 + GTG TAT TCA AGA ATA TGC ATG TAA ATG ATG
= CAA GTG AGT GAT TGA AAG CAC AGT TAC
5 +* AAC ATA TGG GTC AAA TAT TCT TTC TAA TAG
- GGC TTA CCT ATA GTA TAC ACT AAG CTG
6 + TTA CCA CTT ACC ATT AAATAC CTC TTT TC
- CTA CTT TAA AAT GGC ATA CAT ACC TTG C
7+8 + GTA ATA TTT TGT AAT TAA CAG CTT GCT GG
- TCA GTC TGG TCA AAT GAC GAG GTG C
9 + CAA TTC TCT AAT GTT GCT CTT ACC TCT C
- CAT GCA GAG TTC TAT AAG AGA CAG TCC
EF + GAT CAT TCC CAC AGC TCG TC
- GAC ACT CAC CAA AGG ACT CG

HPAT. hypoxanthine-guanine phosphoribosyliranslerase.

Primer size, bp

18
17
28
29
29

Amplicon size, bp

80
166
220
191
247
145
423
734

321
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Quantity Uncertainty
Now 0.5%
Measured ko 1%

Monte Carlo ko 3%

Dulere)/ & 1-5%
Total 15-59%
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(Dw /Daioco 0.1% 05%
Type A Type B
(Dwr/Daieary on 1-2% 1-2%
Warkoco 0.35%

(Wai)heavy ion

1.5%
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Energy
GeV/u

0.35
1

4
10

The o column reports the uncertainty related to the kg values (1a).

H
ka

1.007
1.026
0.982
0964

u

0.019
0.021
0.019
0017

“He
ka

1.017
1.025
0.994
0.959

0.018
0.017
0.016
0.022

12¢
ka

1.032
1.015
0.997
0.946

0.018
0017
0.016
0.020

“opr
ka

1.045
1044
1.007
0942

0.027
0.021
0.019
0018

SoFe
ka

1.057
1.044
0.986
0968

0.027
0.023
0.017
0.020
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Gas Particle W /eV/ion pair Uncertainty /%  Source

Air H 34.44 0.4% 251
26 3471 15% €3]
Ar H 27 4% [26)
“He 2631 0.7% (28]
co, H 345 4% [26)
“He 3421 0.7% (28]
Ar(B0%)CO2(20%) 'H 283 3%
“He 27.7 0.6%

The W-values for protons and '2C ions in air are from ICRU Report 90 [25]. The W-values
for and low energy protons and alpha particies in argon and carbon dioxide were taken
from ICRU Report 31 [26]. The W-values for the argon and carbon dioxide gas mixture
were calculated (see text).
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BOM(ps) - - - - - 20 122 238 356 465 950
CRFactor - =- =- - - 838 777 399 267 205 1

SciFi(cps) 104 471 741 2.1k 11.8k 60k 174k 285k 379k 432k 495k
DT (%) 0 0 0 0 0 5 8 9% 9 w2 B
CCR(ps) - - - - - 60k 257k 501k 749 O78k 2M
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Dead time (DT) starts increasing at a CR of 28 keps in the SciFi. The calculated count
rate (CCR) is obtained from the nominal intensity of 2 x 10° p/s divided by the CR factor
from the BCM measurements. The extrapolated count rate (ECR) is obtained from the CR
fector from the BCM measurements multplied by the measured CRin the Scifi after dead
time correction.
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The bunch widths refer to the average FWHM obtained from all the peaks.





OPS/images/fphy-08-00169/fphy-08-00169-g007.gif
1500 um fibors vs. CoBr,

500 um odd fibers vs. CeBry

a5 169 Mowi)
1 x 10° o)
_prompter
EWHM - 840
 Seatorad
—Seattoredn
Moot

JR——






OPS/images/fphy-08-00169/fphy-08-00169-g008.gif
Fibors ve. Plastic

Fibers ve. Piestic

e y
o _voiwc-omi
H Feowarr
gos
Joq
H
HY ot
H ot
2 Gt
@z os as  0a

Calculated tme difference (ne)





OPS/images/fphy-08-00169/fphy-08-00169-g009.gif
Counts.

10000

Fibers vs. Plastic {Carbon)

o 087 ne
" von- it

1 2 3
(ns)

Torastic ~ Teivers.





OPS/images/fphy-08-578492/inline_308.gif
(S'¢: D),





OPS/images/fphy-08-567990/inline_13.gif





OPS/images/fphy-08-567990/inline_12.gif
16 x 16 x 20 cm®





OPS/images/fphy-08-567990/inline_11.gif
16cm X 16 cm X 250 pm





OPS/images/fphy-08-578492/inline_343.gif
AJ





OPS/images/fphy-08-578492/inline_342.gif
p.(r,t)





OPS/images/fphy-08-578492/inline_341.gif





OPS/images/fphy-08-578492/inline_340.gif





OPS/images/fphy-08-578492/inline_34.gif
i





OPS/images/fphy-08-578492/inline_339.gif
p.(r,t)





OPS/images/fphy-08-578492/inline_338.gif





OPS/images/fphy-08-567990/inline_2.gif
125 x 250 um?





OPS/images/fphy-08-578492/inline_337.gif
ANT





OPS/images/fphy-08-567990/inline_19.gif
e
Nepan





OPS/images/fphy-08-578492/inline_336.gif





OPS/images/fphy-08-567990/inline_18.gif





OPS/images/fphy-08-578492/inline_335.gif





OPS/images/fphy-08-567990/inline_17.gif





OPS/images/fphy-08-567990/inline_16.gif





OPS/images/fphy-08-567990/inline_15.gif





OPS/images/fphy-08-567990/inline_14.gif





OPS/images/fphy-08-578492/inline_334.gif
Al





OPS/images/fphy-08-578492/inline_333.gif
AJ





OPS/images/fphy-08-578492/inline_332.gif
zp/zp = 1





OPS/images/fphy-08-578492/inline_331.gif
Ap (D) > A(z,)





OPS/images/fphy-08-578492/inline_330.gif
f(z; z,)





OPS/images/fphy-08-578492/inline_33.gif
fled (z; z,)





OPS/images/fphy-08-578492/inline_329.gif





OPS/images/fphy-08-578492/inline_328.gif
fn1 (2n)





OPS/images/fphy-08-578492/inline_327.gif
i





OPS/images/fphy-08-578492/inline_326.gif





OPS/images/fphy-08-567990/inline_33.gif





OPS/images/fphy-08-567990/inline_32.gif





OPS/images/fphy-08-567990/inline_31.gif





OPS/images/fphy-08-567990/inline_30.gif





OPS/images/fphy-08-567990/inline_3.gif
16 x 16 X 20 cm”





OPS/images/fphy-08-00272/inline_2.gif
IET,





OPS/images/fphy-08-00272/inline_20.gif
IET,





OPS/images/fphy-08-00272/inline_21.gif
IET,





OPS/images/fphy-08-00272/inline_3.gif
IET,





OPS/images/fphy-08-00272/inline_16.gif
IET,





OPS/images/fphy-08-00272/inline_17.gif
IET,





OPS/images/fphy-08-00272/inline_18.gif
IET,





OPS/images/fphy-08-00272/inline_19.gif
IET,





OPS/images/fphy-08-00272/inline_14.gif
IET,





OPS/images/fphy-08-00272/inline_15.gif
LETp





OPS/images/fphy-08-567990/inline_38.gif





OPS/images/fphy-08-567990/inline_37.gif





OPS/images/fphy-08-567990/inline_36.gif





OPS/images/fphy-08-567990/inline_35.gif





OPS/images/fphy-08-567990/inline_34.gif





OPS/images/fphy-08-567990/inline_23.gif





OPS/images/fphy-08-567990/inline_22.gif





OPS/images/fphy-08-567990/inline_21.gif





OPS/images/fphy-08-567990/inline_20.gif





OPS/images/fphy-08-00272/math_2.gif
S (D) = ¢~ (@D+BD’)





OPS/images/fphy-08-00272/math_3.gif
®lon = *Photon
Blon < BPhoton





OPS/images/fphy-08-00272/math_4.gif
[©





OPS/images/fphy-08-00272/inline_7.gif
o =[rdyay





OPS/images/fphy-08-00272/inline_8.gif





OPS/images/fphy-08-00272/inline_9.gif





OPS/images/fphy-08-00272/math_1.gif





OPS/images/fphy-08-00272/inline_4.gif





OPS/images/fphy-08-00272/inline_5.gif





OPS/images/fphy-08-567990/inline_29.gif





OPS/images/fphy-08-00272/inline_6.gif





OPS/images/fphy-08-567990/inline_28.gif





OPS/images/fphy-08-567990/inline_27.gif





OPS/images/fphy-08-567990/inline_26.gif





OPS/images/fphy-08-567990/inline_25.gif





OPS/images/fphy-08-567990/inline_24.gif





OPS/images/fphy-08-567990/math_1.gif
Nipo = PDP x

[0





OPS/images/fphy-08-578492/inline_305.gif
S\ (z!9))





OPS/images/fphy-08-567990/inline_9.gif





OPS/images/fphy-08-578492/inline_304.gif





OPS/images/fphy-08-567990/inline_8.gif





OPS/images/fphy-08-578492/inline_303.gif





OPS/images/fphy-08-567990/inline_7.gif





OPS/images/fphy-08-578492/inline_302.gif





OPS/images/fphy-08-567990/inline_6.gif
250 um





OPS/images/fphy-08-578492/inline_301.gif





OPS/images/fphy-08-567990/inline_5.gif





OPS/images/fphy-08-578492/inline_300.gif





OPS/images/fphy-08-567990/inline_48.gif





OPS/images/fphy-08-578492/inline_30.gif





OPS/images/fphy-08-578492/inline_3.gif
Cl





OPS/images/fphy-08-00272/fphy-08-00272-g001.gif
Dese Gyl

Dopth tmem)

Dopth tmemd





OPS/images/fphy-08-00272/fphy-08-00272-g002.gif





OPS/images/fphy-08-578492/inline_307.gif





OPS/images/fphy-08-578492/inline_306.gif





OPS/images/fphy-08-00234/fphy-08-00234-t001.jpg
Workplace Period Monitored
workers 10°

Uranium mining 2000-2002 12
Diagnostic radiology ~ 2000-2002 6670
Radiotherapy 2000-2002 264
Oyclotron

Radiochemistry lab

Data from UNSCEAR report [31],
*WBD, Whole body dose; **WD, wrist dose.

Annual effective
dose (mSv)

19
05
05

“WBD: 0.35-0.85
“WD: <7.95
“WBD: 0.60-1.80
*WD: <4.45
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Agency
Gender
30
NASA M 078
F 060
JAXA M 0.60
F 0.60

Personal traits

40

0.88
0.70
1.00
0.90

50

1.00
082
1.20
1.10

60

117
0.98
1.20
1.10

Limit values are estimated not to exceed a 3% Risk of Exposure Induced Death (REID)

from fatal cancers at a 95% confidence level [42].

Dose limits are expressed in units of Sv.
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Ramsar, Iran
Kerala, India
Guarapari, Brazil
Yangjiang, China

Values collected from Hendry et al. [64].

Annual effective dose

Range from 3.2 to 203 mSv
Range from 1 to 45 mSv
<7 mSy

6.4msv
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HTB140a [47]
HTB140b [53)
HTB177
MCF7

o (Gy™)

0.166 + 0.059
0.036 + 0.009
0.0171 £ 0.0084
0.120 +0.048
0.064 +£0.176

B(Gy2)

0.042 £0.019
0.000 # 0.000
0.001 & 0.0005
0.060 +£0.016
0.057 £ 0.081

ofB (Gy)

3.95
inf
171
24
1.12

D (Gy)

8.34
190
2281
6.64
523
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Model

Mouse

Human NSCs

Human NSCs

Human NSCs

Human NSCs

Human NSCs

Mouse NS

Neurons from E18 rat
hippocampi after 21 days in
culture

Avchival and autopsy human
hippocampal tissue

Mouse hippocampeal slices

Human brain tumor slices

Human brain tumor slices

Rhesus macaques

Mouse

Rat

Mouse

Rat

Rat

Rat

Rat

Rat

Mouse

Rat

Mouse

Mouse

Mouse

The table shows the dose range applied in the respective study. Endpoints may have been obtained using smaller dose ranges or single doses; energies and doses are indicated when

provided by the authors.

Irradiation

yrays

2Gy in utero

at E14.5 days of p21-
wt* mice

y-rays
1,2,5Gy

yrays

chronic exposure for 72 h with a
total dose of

0.031,0.124, 0.496 Gy
yerays

(0.2 keV/pm)
05,1,2,4,8Gy

12G (108 keV/um)
05,1,2,4,8Gy

X-rays (150-KVp, ~1 Gy/min)
2-10Gy

12G (290 MeV/u, SOBP*,
average LET 50 keV/um)
2-10Gy

X-rays

2-20Gy

12C (SOBP, 246-312 MeV/u, LET
86.6-97.8 keV/jum)
5-20Gy

S6Fe (600 MeV/u, fluence:
500-30,000 paem?)

0-8Gy

y-rays 10Gy

13.2-36 Gy

total body IR o craniospinal
withvwithout boost to the
posterior fossa

Xerays

7,30 Gy

X-rays
1,2,4,40 Gy

12G (9.8 MeV/u on target,

LET 170 MeV/J) 0.18-21.7 Gy
Xerays

4Gy

12G (50-mm-width SOBP, LET
range: 50-70 keV/urm) 4 Gy
y-rays

6.75-8.05Gy

whole bodv

Xerays

10Gy

bilateral hippocampus/cortex

Xerays
2,10Gy
brain

Xerays
2,5,10Gy
brain

Xerays
6Gy
whole brain IR

Xerays
25Gy
brain

Xerays
8,10, 13 Gy brain
%Fe (1 GeV/) 0.2, 0.4, 0.6 Gy

Fe (1 GeV/u)
156Gy

whole body IR
Fe (1 GeV/)
15Gy

brain

Fe (600 MeV/u, LET 175.2
keV/um at the target surface)
05-4Gy

brain

Fe (1 GeV/)

002Gy

brain

Fe (600 MeV/u)
0.1,0.2,05Gy

whole body IR

Protons (1GeV/u)

0-0.2Gy

whole body IR

Protons (250 MeV/u)
041,1Gy

whole body IR

Effects

Marked difference in the radiation response between lateral
ganglionic eminences (LGE) and dorsal telencephalon

Partioularly high apoptosis rate in SVZ cells of the LGE

Induction of G2/M and intra-S checkpoints within irraciated LGE, but
no effect on the p21-dependent G1/S

Restoration of the pool of proliferating radial glia cells and massive
cell death of intermediate progenitor cells 24 h post-IR

Reduced differentiation potential even for 2 and 5 Gy

1- 5 Gy: recluced cell numbers by more than three-fold

G2/M arrest after 5 Gy

Rapid induction of apoptosis after 5 Gy

Dose-dependent increase in oxidative stress

Cell area and neurite length decrease in MAP2+ neural cells
Increased number of y-H2AX nuclear foci

Altered gene expression profile at 72h

Dose-dependent growth inhibition
Dose-dependent increased apoptosis
12C-ions more effective than y-rays

Decteased growth rate

IR induced dose-dependent apoptosis in both cases (~90%), rarely
necrosis

72G-ions more effective than X-rays

=10 Gy: Reduction in viabilty up to 56% 48h post-IR, stronger
effect 7 days post-IR

« 48h post-IR: no strong statistically significant effect

7 days post-IR: reduction in viability up to 62 %

Dose-dependent reduced cell survival

Neurosphere cultures contain populations of cells with different
sensilivities to irradiation

Exposure to IR lead to dose-dependent rise in oxidative stress
Initial increase in spines and excitatory synapses followed by
decrease in spine/synapse density with altered spine dynamics
changes in synaptic structural plasticity

10- to 100-fold (child) reduction of hippocampal neurogenesis
(decreased generation of early DCX* neurons)

radiation-induced inflammation (two-fold more activated microglia)

Decreased cell number
Morphological changes
Increase in migration velocity of microglia

40 Gy blocked the normal proliferation

Dose- dependent DNA damage (double-strand breaks)

~ 50% inhibition of proliferation after 24 h

Increase in cell death

~ 40% inhibition of proliferation after 24 h, massive DNA-Gamage
« Increase in cell death after 2 Gy

IR led to worse long-term results in visual discrimination tests
suggesting relative deficiency in cognitive flexibiity

Hippocampal-dependent spatial learning and memory impairments
in the Bames maze

Reduction of hippocampal neurogenesis (reductions in prolfferation
and DOX* neurons in the SGZ)

Dose-dependent inhibition of neural precursor cell proliferation in the

hippocampus

Depletion of neural progenitor cells exposed to 10 Gy

97% reduction in newborn neurons.

No adverse effect on astrocytes or oligodendrocytes

Neuroinflammation (increase activated microglia)

* Dose-dependent increased apoptosis

Prolferating cels in SGZ reduced by 93-96%

Dose-dependent decrease of immature neurons up to 40-60 %

No effect on astrocytes or oligodendrocytes

Neuroinflammation (increase activated microgiia)

Long-term suppression of neurogenesis in offactory bulb and

dentate gyrus

No long-term rediuction of progenitor cells in SVZ, but marked

decrease in dentate gyrus

Only acute, but not persistent activation of microglia

+ Suppression of SVZ proliferation in neuroblasts and interneurons,

recovery in the olfactory bulb

Limited prolfferation of oligodendrocyte precursors (0-A2) followed

by demyelination

Restoration of endothelium

White matter necrosis

Early loss of young oligodendrocyte progenitors and delayed loss of

more mature oligodendrocytes lineage cells in human tissue

>10 Gy: Hippocampal spatial memory impairment evaluated by

Barnes maze

* = 0.2Gy Hippocampal spatial memory impairment (Barnes maze
test)

« Impaired spatial learning and memory tested in Morris water maze

Increase in reference memory errors negatively correlated with
proteins expression that play roles in cognition (PRKA,
synaptophysin, DCF of the striatum and synaptophysin of the frontal
cortex)

Dose-related decrease in hippocampal neurogenesis
Neuroinflammation (increase in numbers of newly born activated
microglia)

Significant impairments in learning and memory tested by the
attentional set-shifting test

Cognitive impairment in novel object recognition tested in Morris

water maze

« Cognitive effects not induced by oxidative damage

« > 0.1Gy decreased hippocampal cel proiferation

> 0.5 Gy decreased neurogenesis

« No astrocyte or microglia activation

* Dose-dependent reductions in denditic complexity (~33 %) and
spine density (50-75 %) along hippocampal neurons

« Dose-responsive reductions in neurons’ synaptophysin expression

“wt, wildtype; SOBP, Spread-Out Bragg Peak; 12C, carbon; $5Fe, iron; pa, particles.
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Dose ES Dose rate ES

LDR vs. 0 Gy HDR vs. 0 Gy LDR vs. HDR
Dose 0125 Gy 16y 0.425 Gy 16y 0.125Gy 16y
Basal Undef Undef Undef Undef Undef Undef
o PWM 0029 0027
= HKLM 0095
LPs 0287
Basal
S PWM
= HKLM 0.397
LPs 0282
Basal
ks PWM
& HKLM
LPs 0.487 . 0315
Basal = —0.114 0.136 ~0248
A PWM ~0.158 0.147 0.103 0.127
£ HKLM -0.198 -0022 -0062 0009
LPs ~0.131 0.159 ~0218 0.186

Effect sizes (ES) were calculated based on the log10-transformed cytokine concentrations the basal (n = 6) or stimulated (n = 8) samples exposed to neutron doses of 0, 0.125, and
1Gyateither LDR 0.015 Gy/min or HDR 0.400 Gy/min dose rate. The “Dose ES” column illstrates the number of standird devietions by which the iradiated group mean deviates from
the sham-iradliated group mean. The “Dose rate ES” column compares the effect of the LDR on cytokine secretion, using the HDR s the control group across two doses, 0.125 and
1Gy. Red-shaded cels indicate an increase, whie blue-shaded cels indicate the converse. The intensity of the cel’s colour represents the magnitude of the effect, while the red-shaded
cells indicate higher levels and biue-shaded cells the converse. “Undef” denotes instances where the standard deviation in the control group was zero, because basal cytokine levels
were bolow the assay detection limit. This lack of standard deviation prevented effect size calculations. It is important to remember that the dose rate ES values reflect the number of
standard deviations by which the LDR-group meen differs from the HDR-group mean. For example, the dose rate ES calculation for the IL-2 concentration in PWM-stimulated cultures
indicates that, at the 1Gy dose points (top right comer), the LDR cultures had higher IL-2 concentration than its HDR counterpart. This is also indicated by the red shade of this cell.
Although, this does not indicate the relationship relative to the control population (that can be seen in Figure 3). In this respect, the Dose rate ES table i better understood when read
in conjunction with Figure 3.
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Cytokine

IL-10

IL-10

Cytokine

IFN-y

-2
TNF-o

The term *Agent” refers to the factor identified as having the significant impact on the
measured plasma cytokine titre. The “Effect on titre” present the trend in relation to the
sham-iradiated control (in the case of dose comperison) andin relation to the altemative
dose rate (in the dose rate comparison). The dose rate comparisons presented here
indicate that, IFN-y and IL-2 secretion in stimulated cultures were significantly lower in

Stimulant

PWM

Stimulant

PWM, HKLM
orLPS

PWM
None

Dose comparison

Agent Effect on
titre vs. Ctrl

0.125Gy total  Increase
dose

1Gy total Increase
dose

Rate comparison

Agent Effect on
titre vs. LDR
HDR Decrease
HOR Decrease
HDR Increase

HDR:-treated cultures, when compared to LDR-treated cultures.

P-Value

<0.05

<0.01

P-Value

<0.01

<0.05
<0.01
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% e
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8 z §s L 55 24 E £
AU Rats, mice 80rats, 7 x x Normal tissue and a range of ~ x x
200 mice tumor models (syngenic and
xenografts)
asl Rats,mice 80 7 x x x x v
IFJ PAN Rats, mice, 100 7 v v x MRI x
hamsters
Institut Curie ~ Rats, mice 100 rats, Afewmonths v/ v Normal fissue and arange of ~ CT, Xeray, OCT, v
40 mice tumor models (syngenic and  Bioluminescence
xenografts), orthotopic grats,
specific tissue toxiolty assays
PsI* Mice, Zebrafish — - v v - - -
umca Rats, mice,  132rats, 264 7 v v Normal tissue and arange of v/ v
Zzebrafish mice tumor models
D Rats, mice, 100 7 v v Zebrafish embryo strainwild  CT, X-ray, MRI, Proton v
zebrafish type AB; NMRI nu/nu Nude,  radiography,
C57BI/6JR] and C3H/HeNRj Bioluminescence, PET,

Ultrasound

*In vivo irradiiation at PSI has previously been done, but capacities and equipment need to be discussed.
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*Biological equioment at PS! is available at a partner institute and will need to be discussed.
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Center
Aarhus University

The Christie NHS foundation trust

GSI Helmholtz center for heavy lon
research

The Henryk Niewodniczariski institute of
nuclear physics polish academy of
sciences

Curie institute

Nuclear physics institute of the Czech
academy of sciences

Paul Scherrer institute
Skandion clinic
Technical University of Dresden

University medical center Groningen

University of Manchester

Abbreviation

AU

CHRISTIE
GsI

IFJ PAN

Institut curie

NPI-CAS

PsI
Skandion
TUD
UMCG

UNIMAN

Location

Aarhus, Denmark

Manchester, UK
Darmstadt, Germany

Krakéw, Poland

Paris, France

Prague, Czech Republic

Zurich, Switzerland
Uppsala, Sweden
Dresden, Germany
Groningen, Netherlands

Manchester, UK

Website

https://www.en.auh.dk/departments/the- danish-centre-for-
particle-therapy/

hitps://www.christie.nhs.uk
https:/www.gsi.de/work/forschung/biophysik.htm

htps://inspire . eclu pUen/index.php/dostep- do-
infrastruktury-badawezej/

hitps://institut-curie.org/page/research-and-development-
proton-therapy-center

http://Awww.uif.cas.cz/en/

hitps:/www.psich/en
https://skandionkiiniken.se/
https://www.oncorayde/research/offer-for-users/
Clinical facility:
hitps://www.umegradiotherapie.nlen/ume-groningen-
department-of-radiation-oncology

Research facility:

hitps://www.rug.nl/kvi- cart/research/facilties/agor/
hitps://www.bmh.manchester.ac.uk/research/domains/
cancer/proton/
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Al centers can offer a horizontal beamline, with the four able to iradiate samples from
above or at user-defined angles using a gantry. There is flexibility in sample types, but the
majority of centers have the ability to irradiate flasks and well-plates.
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Panel Scanner Precision (1) (mm)
separation  panel size

distance om) Solid Relative 107 *He ions 4.0 x 107 *He ions 1.2 x 10° *He ions 4.0 x 10° *He ions
(em) angle (%) count per spot per spot per spot per spot
Ton=10ms Ton=3ms Ton=10ms Top=3ms Top=10ms Top=3ms Top=10ms Top=3ms
Ta=3ms Tg=0ms Te=3ms Ta=0ms Ta=3ms Ta=0ms Tg=3ms Ta=Oms
25 21x 21 29 10 15 8.1 57 44 33 23 18 13
42 % 21 57 20 8.1 57 44 29 23 17 13 09
30 21x 21 22 08 130 9.2 65 46 38 27 24 15
42 x 21 45 16 92 65 46 33 27 19 15 10
58 x 21 56 1.9 82 58 44 29 24 1.7 13 09
50 21x 21 10 03 19.6 13.9 98 69 57 40 31 22
42 % 21 20 07 18.9 9.8 69 49 40 28 22 16
63 x 21 29 10 13 80 57 40 33 23 18 13

Attenuation effects of a 12 cm thick PMMA object have been included in the estimates. Ton is the beam-on period and Ty is the time delay between the beam-off and detector-on.
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pre-set—measured shift

0.0 19 30 49 9.4 {mm]
Measured shift [mm]

2.7 x 107 46£93 33+65 4756 42+51 11669 -12£63

6.7 x 107 3976 47434 3325 31£60 127 £8.7 -15.£87

13 % 10° 0122 26436 19426 55+82 118429 -04£28

6.6 x 10° 03:+14 20+14 1A£14 59+18 105+ 1.1 0214

The measured shifts are relative to the nominal (0mm pre-set range shift) configuration. The uncertainty in the shifts s obtained from the standard deviation of the range shifts of 500
bootstrapped samples from the 10 measured profiles within the first second of the iiradiation. The weighting for the mean deviation is the respective uncertainty on the measured shift.
The uncertainty on the weighted mean deviation was multiplied by square root of 5 to be compatible with the respective number of helium ions.
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8Ne

Target 2C

Reaction
channel

triton n

3n

alpha 3n
alpha triton n
(not possible)

Threshold
(MeV)

50.6
59.9
70.8
61.2

Target 160

Reaction Threshold
channel (MeV)
alpha triton p 56.4
alpha 3n 65.1
2alpha 3n 75.4
2alpha triton n 66.4
2n 29.7

Only the reaction channels with the lowest threshold energy are given.
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Energy of proton Energy spread

(He ion) beams
(MeV)

C+BB 100 (400)
123 (492)
150 (600)

C+PBS 100 (400)
123 (492)
150 (600)

MF 100 (400)
123 (492)
150 (600)

aFor helium ions, the divergence was 3.00 mrad in these cases.

(%)

1.00
1.00
1.00

0.65
0.61
0.57

1.00
1.00
1.00

Beam size
ax/0y (mm)

1099
923
7.26

4.00
4.00
4.00

Beam divergence
ox/ay (mrad)

0.50
0.50
0.50

3.05
3.02
217

3.00
296%
2.80*

Correlation factor
Fac/fyy

-0.95
-0.93
-0.90

-1.00
-1.00
-1.00
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C+BB
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MF

Beam energy (MeV)

100
123
150

100
123
150

100
123
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400
492
600

400
492
600

400
492
600

FWHM (mm) PVDR
Entrance Bragg peak Entrance Bragg peak
057 £ 001 378+ 001 34601 1.18+0.01
053+ 001 543001 357 0.1 1.06 + 0.01
050 + 0,01 7.48 £ 0.01 32201 1,00+ 0.01
067 £ 001 383+ 001 205+0.1 1.26+0.01
065 001 550 + 001 18.0+0.1 099+ 001
061001 7.53 £ 0.01 16.6 +0.1 098+ 001
062 £ 001 388+ 001 72212 1,34+ 001
066+ 0.01 5.44 £ 001 7012 1.06 + 001
071001 7.34£001 608 +2 1,00+ 0.01
0411001 1.91 £ 001 905 0.1 7.49 £ 001
039001 269 £ 002 7920, 224 001
039 001 373003 401 £0.1 1.16 £ 0.01
060 £ 0.01 2,02+ 001 238+ 0.1 6.78 £ 0.01
060 +001 281001 226+0.1 2.42 £ 001
055 £ 0.01 384 £ 001 19.2+0.1 1.43 £ 0,01
068 001 224 £ 001 1315+ 7 6.26 £ 0.01
067 +001 305 +001 179+ 4 247 £ 001
065 + 001 4.06 £ 002 9735 1.31+0.01

BEDR

0.65 +0.01
0.52 +0.01
0.45 +0.01

0.65 +0.01
0.64 +0.01
0.48 +0.01

0.70 £+ 0.01
0.54 +0.01
0.48 +0.01

0.89 + 0.01
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0.45 + 0.01

1.02 £ 0.01
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Model organism  Genetic background

Mouse/Rat

D. melanogaster

C. elegans

Wid-type

ATM heterozygosity

Transgenically expressed APP23
(AD model)

Transgenically expressed ApoE3
(AD mode)

Transgenically expressed
APP/PSENT (AD model)

Wild-type

Wild-type

Transgenically expressed PolyQ in
muscle cells (Huntington model)

Radiation source

5-20¢Gy of 1MeV/n Fe

5-30cGy of 600MeV/n “®Ti or
160

GCR-like radiations

1GeV %Fe

1-4 Gy of 600MeV/n Fe
2Gy Fe
0.1-1Gy of 150MeV protons

GCRrlike radiations

Low-dose-y radiation
GORlike radiations

Effect

M

4 Spatial memory [22-44)
Anxioty [45]
Depression-like behavior [46]
Alteration of functions in hippocampus, cingulate cortex, and basal
forebrain [47]
Disruption of recognition memory [47)
Alteration of synapses and spine morphology in behaviorally-relevant
areas [12, 47)
Microglia activation and synapse loss in males [48]
Anxiety phenotypes in males (48]
Reduced social interactions in males (48]
Impaired memory in males [48]

Unrepaired DNA DSB [49]

Neurological sensitiity [50, 51]
Electrophysiological alterations in males [52]

>>

Impairment in spatial memory (53]
4 Amyloid Ap deposition [54]

Alteration of immune response [55)
Deregulation of the expression of genes involved in metabolism and
lifespan regulation [56]
Extension of lifespan [56]
Behavioral alterations [57)
4 Deletion mutations 58, 59)
Deregulation of neuromuscular and neuronal genes [58, 59]
Extension of lifespan dlue to the upregulation of daf-16 [60]

: DNA DSB and deletion mutations [61]

Apoptosis and cell-cycle arrest in germ cells [61]
Alteration of fertlty and embryos’ development (62]
Behavioral alterations [63, 64]

¥ Accumulated aggregates [60]
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Name Status Location Accelerator lons Maximum energy

FAR Under construction (starts 2025)  Darmstadt, Germany Synchrotron (100Tm) ~ HtoU ~10 GeV/n
asl In operation in FAIR-phase-0 Damstadt, Germany Synchrotron (18 Tm) ~ HtoU ~1 GeV/n
NICA Under construction Dubna, Russia Synchrotron Upto Au Up to 4.5 GeVi/n for Au, up to 800

MeV/n for biomedical applications

iThemba  In operation; under upgrade Cape Town, South Africa Cyclotron H 200 MeV, A 70 MeV cyclotron will be
used for isotopes
HMAC  noperation
GANIL In operation Caen, France Cyclotrons HtoU 95 MeV/n
Mi2B In operation France Network of different H, He ~70 MeV
small accelerators
SPES Under construction at LNL-INFN  Legnaro, ltaly Cyclotron H 70 MeV
LNS-INFN  In operation; under upgrade Catania, ltaly Cyclotron HitoAu 80 MeV/n (H to Ne), 50 MeV/n (Au)

KVI-CART

In operation

Groningen, The Netherlands

Cyclotron 190 MeV (H), 90 MeV/n (He to O), 75

MeV/n (Ne)

Highlighted in yellow are the facilities with clinical operation.
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