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Editorial: Advances in Modeling and
Control of Soft Robots
Concepción Alicia Monje Micharet1* and Cecilia Laschi2

1Robotics Lab, Universidad Carlos III de Madrid, Madrid, Spain, 2Department of Mechanical Engineering, National University of
Singapore, Singapore, Singapore
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Editorial on the Research Topic

Advances in Modelling and Control of Soft Robots

The emerging field of soft robotics is nowadays looking at innovative ways to create and apply robotic
technology in our lives. It is a relatively new domain in the field of robotics, but one that has a lot of
potential to change how we relate with robots and also how they are used. In natural environments
and human-centric operations, where safety and adaptability to uncertainty are fundamental
requirements, soft robots may beneficially show these characteristics: they can conform to
variable but sensitive environments, adaptively move, manipulate and grasp unknown objects
varying in size and shape and their soft condition allows them to squeeze through confined spaces.

In addition to the many challenges and research achievements on the material side, actuation and
sensing techniques, and fabrication technologies, the questions on how to model soft robots and how
to control their movements are challenging scientifically and important from the application
perspective. Classical control approaches in robotics are nonlinear-model-based. However, the
highly complex and nonlinear models necessary for a soft robotic system make this approach a
difficult task and therefore seem to come to a limit in the presence of soft robots. Therefore, other
methods have been applied seemingly being more useful in this context, such as learning-based
control algorithms, model-free approaches like bang-bang control, control algorithms motivated by
neuroscience, or morphological computation. These methods add new perspectives to the well-
known model-based approach.

Such research challenges and the current achievements in the field have been discussed by the soft
robotics community in a second forum on this topic, at the second workshop on “Advances in Soft
Robots Control”, held on November 4th, 2019, in Macau, China, during the 2019 IEEE/RSJ
International Conference of Intelligent Robots and Systems (IROS 2019). The workshop wanted
to answer questions like “Do we have to rethink the basic approach in robot control, which is model-
based, when it comes to controlling soft robotic systems?” The papers collected in this issue come
from that discussion and compose the pictures of the achievements presented, with extensions
following the discussion and analysis done in that interactive context. They cover achievements from
the theoretical modeling of soft robots to their control, up to specific application-driven
developments.

A few works answer the workshop question by rethinking the modeling approaches and
techniques. They address dynamic modeling and related control of soft robots, starting from the
current approaches based on statics, or second-order dynamics, and model predictive control
(MPC), using basic lumped-parameters. Thuruthel et al. show how the dynamic model of a soft robot
can be reduced to first-order dynamical equation, thanks to high damping and low inertia, with
minimal loss in accuracy. The work by Hyatt et al. demonstrates that online model adaptation is key
in soft robot dynamic modeling and shows their results with a model predictive control. It is based on
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the widely adopted piecewise constant curvature (PCC)
assumption and shows an adaptive behavior, thanks to a
model reference adaptive control. Dutra Gollob et al. present a
model for predicting the output force profile of their vacuum-
powered soft actuators, that uses a simplified geometrical
approach and the principle of virtual work. The paper by
Suphapol Diteesawat et al. addresses the specific case of
electro-ribbon actuators, promising in soft robotics and
challenging for control, as they exhibit pull-in instability and a
very narrow contraction range for feedforward control: small
contraction below the pull-in voltage threshold, complete
contraction above that. The authors can access intermediate
steady-states, not accessible using traditional feed-forward
control, with a time-varying voltage profile that starts above
pull-in threshold but is reduced afterward.

Schiller et al. move the focus on the whole robot body. They
control the gait of a multi-limb robot by closing the control loop
in Cartesian space, under the assumption of constant curvature
(CC) and by reducing the joint space dimension from nine to two,
describing the robot velocity space, i.e., the walking speed and the
rotational speed. Angelini et al. also take a higher view and
introduce a hierarchical, two-level, control architecture that
takes neuroscience findings to ensure natural movements in
articulated soft robots, such as learning by repetition,
anticipatory behavior, reactive re-planning. It combines the
low level of dynamic inversion and trajectory tracking with
the high level that manages the degree of freedom (DOF)
redundancy, allowing to control the system through a reduced
set of variables.

Another way to rethink the basic approach in robot control, as
in the workshop question, is by moving from model-based to
model-free approaches. In the work by Al-Ibadi et al., a neural
network (NN) controller laid in parallel with a proportional
controller (P) tracks the non-linear behavior (elongation and
bending) of a pneumatic muscle actuator (PMA). The parallel
neural network proportional (PNNP) controllers provide a high
level of precision and fast-tracking control system.

Some other works address the workshop question by outlining
the importance of sensing and showing its instrumental role in
control. Ibrahim et al. add sensing (an inertial measurement unit
(IMU) and pressure sensing) to their fiber-reinforced actuator to
couple it with PCC modeling and close the control loop on
pressure and chamber lengths. Rupert et al. also address sensing
and propose methods for placing length sensors on a soft
continuum robot joint and for configuration estimation, with
drastic error reduction. Chen et al. instead propose a different
viewpoint and show how we can use soft arm compliant behavior
to gain useful information. They show how they can estimate
external loads acting on their soft arm, using a static model and
controller.

Modeling is also relevant for rethinking soft robot design and
improve their overall performance and usability. Lee et al.
propose a design methodology for soft grippers that are
customized to grasp single dedicated objects. They propose a
fabrication method that can rapidly customize and fabricate soft

grippers, thanks to a simplified analytical model based on
geometric approximations and pseudo-rigid-body modeling
theory. Yoder et al. address the design of prosthetic limbs with
the aim of more closely mimicking intact neuromuscular systems
and improve the capabilities of prosthetic users. They evaluate the
performance of a hydraulically amplified self-healing electrostatic
(HASEL) soft actuator, by using a kinematic model of the
prosthetic finger to inform the design of their improved
Peano-HASEL actuator with the goal of increasing the
fingertip pinch force of the prosthetic finger.

This collection of papers provides a useful insight on
recent, diverse, approaches to soft robot modeling and
control. It shows how important scientific questions are
addressed by the lively and productive scientific community
in this field and outlines the scientific challenges that are still
open and provide interesting opportunity for further research
and progress.
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A Gait Pattern Generator for
Closed-Loop Position Control of a
Soft Walking Robot
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Hamburg, Germany, 2 Fraunhofer Research Institution for Additive Manufacturing Technologies IAPT, Hamburg, Germany

This paper presents an approach to control the position of a gecko-inspired soft robot in

Cartesian space. By formulating constraints under the assumption of constant curvature,

the joint space of the robot is reduced in its dimension from nine to two. The remaining

two generalized coordinates describe respectively the walking speed and the rotational

speed of the robot and define the so-called velocity space. By means of simulations

and experimental validation, the direct kinematics of the entire velocity space (mapping

in Cartesian task space) is approximated by a bivariate polynomial. Based on this, an

optimization problem is formulated that recursively generates the optimal references

to reach a given target position in task space. Finally, we show in simulation and

experiment that the robot can master arbitrary obstacle courses by making use of this

gait pattern generator.

Keywords: mobile robotics, gait pattern generator, closed-loop position control, gecko-inspired soft robot,

locomotion controller

1. INTRODUCTION

Soft robotics is an emerging field in the robotics sciences and enjoys increasing attention in the
scientific community (Bao et al., 2018). An important part of this field is mobile soft robotics,
which allows locomotion in unknown and unstructured (Katzschmann et al., 2018) as well as
potentially dangerous environments (Tolley et al., 2014). In order to navigate a robot through
any environment, some sort of feedback is needed. As discussed in Santina et al. (2017), high gain
feedback control results in good tracking performance, but imposes a reduction in the compliance
of the controlled system. Therefore, it takes away the essential characteristic and greatest advantage
of a soft robot—its softness (Rus and Tolley, 2015). When it comes to soft robots, usually the
dynamics of inputs are indirectly coupled with the dynamics of outputs and the coupling is
time-delayed (PneuNets: pressure—angle, SMA: heat—contraction, refer to Lee et al., 2013). In
order to take this into account, a cascaded control architecture has been established (see, e.g.,
Marchese et al., 2014; Hofer and D’Andrea, 2018). In the case of pneumatically operated robots,
the inner loop controls the pressure and the outer loop controls the pressure reference (see also
Figure 11B). In order to preserve softness, the feedback gain of the outer control loop needs to be
low. Most of the pressure reference should therefore be generated by a feed forward term (Santina
et al., 2017). There is a trend to implement the feed forward term by using Iterative Learning
Control (Bristow et al., 2006; see, e.g., Santina et al., 2017; Zhang and Polygerinos, 2018; Hofer
et al., 2019). As shown in Santina et al. (2020), the typical soft properties of a soft robot can also be
preserved with a model-based feed forward term when doing position control.
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Schiller et al. Position Control of Soft Robot

All the soft robots discussed so far are stationary. Thus,
position control refers to the position of the end effector and
not to the position of the entire robot. However, the same
principles are also valid for mobile soft robots. Most mobile
soft robots, such as in Shepherd et al. (2011), Godage et al.
(2012), Tolley et al. (2014), Qin et al. (2019), and Schiller et al.
(2019), are feed forward-controlled with predefined gait patterns.
In order to enable such robots to move autonomously even in
unknown terrain, a locomotion controller is needed that can
generate any gait path. For solving this task, different methods
have been employed, such as sine generators, central pattern
generators (CPG), predefined trajectories, finite state machines,
or heuristic control laws (Pratt et al., 2001). An example for sine
generator-based locomotion control is presented in Horvat et al.
(2015, 2017) for a salamander-like robot. The method enables
to operate the robot by only two drive signals, i.e., forward
and rotational speed. The main contribution here is the skilful
synchronization of spine and legs motion, which is very robot-
specific. In Ijspeert (2008), the suitability of central pattern
generators, i.e., biologically inspired neural circuits capable of
producing coordinated patterns for robot’s locomotion, are
discussed. It is concluded that CPGs are well-suited in general
and especially for distributed implementations (e.g., for snake-
like or reconfigurable robots). However, there is neither a sound
design methodology to solve a specific locomotor problem nor
a solid theoretical foundation. In order to implement CPGs in a
meaningful way, the basic gait pattern must therefore be known
from the outset, which again is robot-specific. An example for
the automatic generation of optimal joint-trajectories is given
in Bern et al. (2019). By using a forward shooting method and
an FEM-based direct kinematics simulation, high-level goals,
such as forward speed or direction of movement of various soft
walking robots can be met. This method does not require a priori
knowledge of a motion pattern, but can not be used online
without restrictions (computation time, stability, ...). However, it
can be well used to find robot-specific gait patterns.

Hence, for locomotion control of a robotic platform, a
robot-specific motion strategy must be known. This paper
analytically derives a robot-specific mapping of desired motion
(forward and rotational speed) to joint coordinates for the
gecko-inspired robot from Schiller et al. (2019), which is briefly
described in section 2. The mapping function is referred to
as “gait law” and is presented in section 3. In section 4,
the direct kinematics of the robot are approximated by a
polynomial by means of simulation and experiments to allow
a fast evaluation. This is necessary to implement a control
strategy in section 5 that maintains the softness of the robot
and allows it to approach arbitrary references in the task space.
The control strategy is referred to as Gait Pattern Generator.
Figure 1 shows the systematic procedure of this paper. To
summarize, the paper contributes in two ways: (i) it derives
the robot-specific motion strategy for the gecko-inspired robot
and (ii), for a given robot-specific motion strategy, it provides a
method to control the robot’s position. However, the underlying
assumptions of the former can also be transferred to other
soft robots, since the ability to adapt to the environment is
exploited herein.

FIGURE 1 | Overview of spaces: in order to approximate the inverse

kinematics, the joint space of the robot is reduced by formulating constraints

referred to as gait law ᾱ. The remaining two generalized coordinates q define

the so-called velocity space. The direct kinematics of the entire velocity space

(mapping in Cartesian task space) is approximated by a bivariate polynomial

1x. By formulating an optimization problem mind(x̄) that recursively generates

the reference minimizing the distance to a given target position x̄, the robot

can be operated in task space.

2. ROBOT AND EXPERIMENTAL SETUP

The soft robot this paper deals with has five limbs (four legs
and a torso) and four feet that can be operated independently.
Therefore, its joint space has nine dimensions: the five bending
angles of the limbs α = [α0,α1,α2,α3,α4] and the four states
of fixation actuators f = [f0, f1, f2, f3]. Since its locomotion is
only possible within two dimensions, its description in task space
needs only three coordinates: the x and y position of the robot
Ox and its orientation Oε, described in the global (Cartesian)
coordinate system {O}. Thus, the task space has three dimensions.
A photograph of the prototype of this robot is depicted in
Figure 2A and Table 1 summarizes its specifications. In order
to evaluate the performance of the robot, the test bench shown
in Figure 2B was built with an embedded camera system. To
measure the bending angles α, the robot orientation ε, and the
robot position x, apriltags (Wang and Olson, 2016) were fixed
on its body. For a more detailed description of the experimental
setup, refer to the Supplementary Material.

3. GAIT LAW

The straight gait of the robot can be described by a single
variable—the reference bending angle of the torso ᾱ2. All other
variables of the joint space can then be described as a function
of ᾱ2 by means of the gait law for the straight gait, which was
derived in Seibel and Schiller (2018):

ᾱstraight =













π
4 −

ᾱ2
2

π
4 +

ᾱ2
2

ᾱ2
π
4 −

ᾱ2
2

π
4 +

ᾱ2
2













, f =









0 if ᾱ2 < 0 else 1
1 if ᾱ2 < 0 else 0
1 if ᾱ2 < 0 else 0
0 if ᾱ2 < 0 else 1









. (1)
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FIGURE 2 | Experimental setup. (A) Prototype of the gecko-inspired soft robot with attached visual markers. (B) Test bench with embedded camera system for

measuring the robot’s position and evaluating the walking performance.

TABLE 1 | Specifications of the soft robot.

Total weight 150 g

Max. speed 6 cm/s

Body length 12 cm

Body span 17 cm

Average applied pressure 0.76 bar

Pull-off force of suction cups 47N

For a constant cycle time, the torso’s bending angle is the essential
measure for the forward velocity. Therefore, q1 as the signal
driving the forward velocity is introduced, and for straight gait,
ᾱ2 = q1 is set. In order to operate the robot with different
velocities, the angle reference ᾱ(q1) for a given step size q1 is
inverted after a certain time interval tmove. Hence, it jumps from
ᾱ(q1) to ᾱ(−q1). The corresponding fixation reference f must
also be inverted.

3.1. Derivation for General Case
The above gait law can only generate gait patterns for straight
motion. It is based on the idea that the orientations of the feet
always remain constant. Now, we will loosen this restriction and
demand only constant orientations for the fixed feet, while the
unfixed feet are allowed to rotate. This implies two cases to
be considered:

1. What should be the rule for a fixed foot so that its orientation
remains constant regardless of the rotation of the body?

2. What should be the rule for a free foot so that its change of
orientation matches that of the body and enables a suitable
initial pose for the next cycle?

For both cases, the rules are based on the change of orientations
of the feet. The orientations of feet ϕ = [ϕ0 ϕ2 ϕ3 ϕ5]

⊤ described
in the global coordinate system—and consequently their change
during the change of pose—can be calculated assuming constant
curvature as follows:

ϕ(α, ε) =









ε − 1
2α2 − α0

ε − 1
2α2 + α1

ε + 1
2α2 + α3 + π

ε + 1
2α2 − α4 + π









. (2)

Since the feet’s orientations depend on the robot’s orientation
ε and the bending angles α, a description for the latter two is
required. First, it will be discussed how to describe and how to
change the walking direction of the robot ε, i.e., its orientation.
From Schiller et al. (2020), it is known that the asymmetrical
actuation of the torso leads to a rotation of the body. In order
to describe an asymmetrical actuation, the steering factor q2 is
introduced. The reference angle for the torso ᾱ2 is then described
as follows:

ᾱ2 = q1 + |q1|q2, (3)

where q2 ∈ [−0.5, 0.5] is dimensionless and shifts the reference
angle of the torso ᾱ2 in the direction of q2 (compare Figure 3).
In this way, the left side of the torso is actuated by |q1|q2
more in the first half of a cycle and the right side by the
same amount less in the second half of the cycle. It should
be noted that Equation (3) describes only one possible model
for asymmetric actuation. Several models have been tested and
this one has been established. Clearly, the change of orientation
per cycle 1ε is related to the steering factor q2 and the step
length q1. Simulation and experiment show that, for asymmetric
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FIGURE 3 | Illustration of how the steering q2 influences the reference angle of

the torso ᾱ2.

actuation with positive q2, a negative change of orientation
occurs, and vice versa. The change in orientation per cycle is
therefore negatively proportional to the steering factor and the
step length:

1ε ∼ −|1q1|q2 ,

where |1q1| is the amount of change in torso actuation from
initial pose to subsequent pose. This results in a model for
orientation change per cycle 1ε̂ of the body:

1

2
1ε̂ = −c̃1|1q1|q2 , (4)

where the robot-specific constant c̃1 describes the ability of the
robot to rotate. Here, it is assumed that the robot rotates
consistently within the cycle. Therefore, the change in orientation
after a pose change (half cycle) is exactly half as much as after the
entire cycle; compare to Figure 4where 1

21ε = ε1−ε0 = ε2−ε1.
The second parameter for calculating the feet’s orientations

Equation (2) is the bending angles of the legs. Hence, a
specification for the legs is needed. The structure of the straight
gait law from Equation (1) was adopted for this purpose, whereby
the reference angles of the legs are extended with a yet unknown
term g(q1, q2). In the following, the procedure is shown for the
front left leg only (α0). However, it can be transferred to all other
legs. With this extension, the reference angle for the front left leg
results in:

ᾱ0 =
π

4
−

ᾱ2

2
+ g(q1, q2) . (5)

Now, the change of foot orientation when changing the pose
1ϕ can be derived from Equations (2)–(5) by treating the
references of the bending angles as the actual bending angles
and assuming the body rotates according to the model from
Equation (4):

1ϕ0 = ϕ0,1 − ϕ0,0

=
(

ε1 −
ᾱ2,1
2 − ᾱ0,1

)

−
(

ε0 −
ᾱ2,1
2 − ᾱ0,0

)

=
(

ε1 −
π
4 − g(q1,1, q2)

)

−
(

ε0 −
π
4 − g(q1,0, q2)

)

= (ε1 − ε0)−
(

g(q1,1, q2)− g(q1,0, q2)
)

= 1
21ε̂−1g(q1, q2)

, (6)

where q1,0 describes the step length of the initial pose and q1,1
that of the subsequent pose. When changing poses, the robot
always jumps from ᾱ(q1, ·) to ᾱ(−q1, ·). Therefore, q1,1 = −q1,0
and g(q1,1, q2) − g(q1,0, q2) can be combined to 1g(q1, q2).
Furthermore, it is assumed that the steering factor q2 remains
unchanged when changing poses. Next, a specification for the
additional term g(q1, q2) is derived for the two cases under
consideration (fixed and unfixed leg).

3.1.1. Fixed Leg

Figure 4 shows one cycle of trotting gait. Within the transition
from the initial pose (black) to the middle pose (gray), the front
left foot is fixed and thus its orientation should remain constant.
The bending angle must be determined in such a way that the
foot’s orientation is kept constant, i.e., independent of q1 or q2:

1ϕ0,f =
1

2
1ε̂−1gf (q1, q2) = 0 ∀ q1, q2 , (7)

where the index f denotes a fixed foot/leg. This means that
the robot can change from any pose described by the general
gait law to a subsequent pose without changing the orientation
of its fixed feet, with the limitation that the steering factor q2
remains constant with this change. From Equations (7) and (4),
the additional term for the fixed leg results in:

1gf (q1, q2) =
1

2
1ε̂ = −c̃1|1q1|q2 . (8)

Since the sign of q1 is always swapped when changing poses, the
change of the torso actuation always results in |1q1| = 2|q1|, and
thus, the additional term becomes (with c1 = −4c̃1):

gf (q1, q2) = c1|q1|q2 . (9)

Inserted in Equation (5), the reference for a fixed leg results in:

α0,f =
π

4
−

q1

2
−

1

2
|q1|q2 + c1|q1|q2 . (10)

3.1.2. Free Leg

As the foot was previously fixed, the rotation of the body must
affect its orientation in the non-fixed phase. The free foot should
therefore rotate in the unfixed phase exactly as much as the body
does during the entire cycle. This is illustrated in Figure 4 where
the change in orientation of the front left foot between the final
pose (lightgray) and the middle pose (gray) matches exactly the
rotation of the body 1ε̂. With the model for the change of foot
orientation from Equation (6), it must hold:
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FIGURE 4 | Problem statement: which bending angles must be applied in order to turn the robot while keeping the orientation of its fixed feet? During the first change

of pose, the orientation of the front left foot (ϕ0) and the rear right foot (ϕ5) should be kept constant. During the second change of pose, the front right foot (ϕ2) and

the rear left foot (ϕ3) should not rotate.

1ϕ0,f̄ =
1

2
1ε̂−1gf̄ (q1, q2) = 1ε̂ ∀ q1, q2 , (11)

where f̄ indicates an unfixed foot. Clearly, this only applies if the
same additional term is added again, but with swapped sign:

gf̄ (q1, q2) = −gf (q1, q2) = −c1|q1|q2 . (12)

According to Equation (5), the reference for a free leg results in:

α0,f̄ =
π

4
−

q1

2
−

1

2
|q1|q2 − c1|q1|q2 . (13)

If a foot is fixed, we add the term g(q1, q2) = c1|q1|q2 to the
reference angle of the corresponding leg. If the leg is free, the
additional term g is subtracted. Whether a leg is fixed or not
is determined by the sign of the torso reference (see Equation
1): q1 positive→ foot fixed, q1 negative→ foot free. Thus, the
distinction between free and fixed leg can be avoided by dropping
the amount operation of q1 in the additional term g. The sign
of q1 then automatically controls the corrective direction of the
additional term g. This procedure can be performed for all legs
and results in the general gait law, which is formally described
as follows:

ᾱ =













π
4 −

q1
2 −

1
2 |q1|q2 + c1q1q2

π
4 +

q1
2 +

1
2 |q1|q2 + c1q1q2

q1 + |q1|q2
π
4 −

q1
2 −

1
2 |q1|q2 + c1q1q2

π
4 +

q1
2 +

1
2 |q1|q2 + c1q1q2













, f = (1) . (14)

The value of additional leg bending c1 is to be determined
via simulations or experiments. This is demonstrated in the
Supplementary Material and results in c1 = 1. The visualization
of this law is shown in Figure 5. Note that the middle layer
shows the special case for straight motion from Equation (1). By

introducing the index k specifying the extreme poses, references
for a gait can be generated recursively by

ᾱk = ᾱ(−q1,k−1, q2), f k = ¬f k−1, (15)

where ¬f is the logical negation of f .
The gait law generates reference angles for the robot,

depending on step length (forward velocity) q1 and steering
factor (rotational velocity) q2. These two generalized coordinates
define the so-called velocity space of trotting gaits, since each
pair (q1, q2) describes another trotting gait. If q1 and q2 remain
constant during gait, theoretically, the orientation of the fixed
feet does not change. However, the derivation of this law did
not examine whether the fixed feet also remain in position when
switching poses. Also, the robot should have the ability to change
its gait over time and should not always run the same circle
with the same velocity. Therefore, q1 and q2 must vary. The next
section examines whether this law provides useful references,
despite neglecting the feet positions.

3.2. Experimental Validation
Within an experiment, it shall be analyzed whether the
orientations of fixed feet actually remain constant during a cycle
or ignoring the feet positions leads to significant discrepancies.
The gait was slowed down (tmove = 10 s) as highly dynamic
changes smear the camera images and the tags can no longer
be detected by image processing. Figure 6 shows an exemplary
cycle of a gait for q1 = 80◦ and q2 = −0.5. The figure shows
the mean values and standard deviations of five experiments
in total. For the detailed processing steps in the evaluation,
refer to the Supplementary Material. The upper graph shows
the progression of the bending angles α and the lower graph
shows the progression of the orientations ϕ and ε during a cycle.
Initially, all feet are fixed (pose 1a). The bending angle of the
front left (red line) and the rear right leg (dark blue line) differs
significantly from the reference at this point in time because the
robot is forced into this pose by the fixation of its feet. After
about five percent of the cycle time, the front left and rear right
foot are released (pose 1b). At this point, a jump in the bending
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FIGURE 5 | Visualization of the velocity space defined the by general gait law from Equation (14) for q2 ∈ {−0.5,−0.25, 0, 0.25, 0.5}.

angle of the two corresponding legs can be observed—the angles
jump to their reference. The same effect can be observed when
changing the feet fixation in the middle of the cycle (pose 2a
→ 2b). From this observation, it can be deduced that the robot
cannot match the reference generated by the gait law because
the closed kinematic chain of its parallel structure prevents it
from adopting the specified bending angles. The ϕ graph shows
that the orientations of the fixed feet remain nearly constant as
assumed when deriving the gait law. An exception is the rear
left foot (blue line): its orientation changes significantly during
the fixed phase. As already seen in Schiller et al. (2020), the
suction cups of the robot have a certain margin of rotation. This
must now be utilized; otherwise, the feet would have to move
(which is not possible because of the fixation). In summary,
it can be concluded from the experiment in Figure 6 that the
gait law provides references which cannot be fully realized due
to the closed kinematic chain, but nevertheless lead to the
desired behavior.

4. APPROXIMATING THE DIRECT
KINEMATICS

The next step is to determine how the robot behaves in the task
space for each point (q1, q2) in the velocity space—that is, how it
moves per cycle and by how much it rotates. Thus, the bivariate

polynomial 1x(q1, q2) is searched for which approximates the
transformation of the velocity space into the task space (compare
Figure 1). The form of the polynomial is defined as follows:

1x(q1, q2) =





1ε

1x
1y



 ,1ε,1x,1y :=
∑

i,j

ai,jq
i
1q

j
2 . (16)

In order to identify the coefficients, the velocity space is gridded
and for each set of values the motion of the robot is measured.
This can either be done experimentally or the simulation model
is used and the movement is simulated. The result of both
approaches depends on the way they are implemented. Therefore,
the influencing factors must be identified and their value must
be meaningfully determined. Table 2 summarizes the conditions
under which the following experiments or simulation were
carried out. A detailed discussion of the experimental conditions
can be found in the Supplementary Material.

Figure 7 shows the results of simulation (Figure 7A) and
experiment (Figure 7B). In both cases, the velocity space was
gridded with q1 ∈ {50, 60, · · · , 90} and q2 ∈ {−0.5,−0.3, · · · 0.5}
and a measurement was performed for each grid point. A
simplified representation of the extreme poses of the resulting
gait illustrates the movement. The tip of the torso of the initial
pose is always at the position (q1, q2) and the orientation of
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FIGURE 6 | Simulation and experiment of one gait cycle for q = [80◦ − 0.5]

and c1 = 1. Theoretical values (according to the gait law) are illustrated with

light dotted lines. Simulated values are illustrated with light solid lines.

Experimental values are illustrated as solid lines together with an area

indicating the standard deviation. In the orientation plot and the poses shown

above, lines representing unfixed feet/legs are illustrated as dashed lines. The

switch of fixation happens at half cycle time. Color code as follows: front left

leg (red), front right leg (dark red), torso (orange), rear left leg (blue), rear right

leg (dark blue), robot orientation (green).

TABLE 2 | Influencing factors on simulation and experiment.

Initial pose α0 = ᾱ(q1,q2), f 0 = [1, 0, 0, 1]

Number of cycles min. ncyc = 2, drop initial cycle

Dimensions of robot ℓleg = 9.1 cm, ℓtorso = 10.3 cm

Weighting parameters (only simulation) fl , fo, fa = 89, 10, 5.9

Model order of 1x(q1,q2) order = 2

the robot faces upwards. The resulting translation [1x1y]⊤ per
cycle is indicated by a red arrow. Besides, the orientation of
the robot after a cycle is represented by a green line. The heat
map in the background shows the resulting rotation 1ε(q1, q2)
per cycle. The numerical value of this function is noted in a

green box below the individual measurements. In the figure
of the experiment (Figure 7B), the standard deviation of the
translation is shown as a red ellipse with the corresponding
semi axes. The standard deviation of the rotation is visualized
as a light green triangle with an opening angle of 2std(δε). The
blue arrow shows the polynomial fit of the translation and the
blue line the polynomial fit of the rotation at the corresponding
grid point. A detailed view of a single experiment is shown
in Figure 8.

In contrast to the experiment in section 3.2, in Figure 7,
a clear deviation between simulated and experimental results
can be observed. The resulting rotation and the shift in
transverse direction are noticeably higher for all grid points. The
simulation model does not reproduce friction effects or external
disturbances, such as the influence of the supply tubes. In the
previous experiment (from section 3.2), these effects played a
subordinate role because of the reduced speed and the relatively
short distance traveled. This experiment was executed at full
speed (tmove = 1 s); thus, friction has a significantly larger
influence. Furthermore, we can observe that the experiment is
not symmetrical, meaning that swapping the sign of q2 does
not yield to mirrored behavior [1x(q1, q2) ≁ −1x(q1,−q2)].
This can be attributed to manufacturing inaccuracies of the
robot and an optimizable pressure-bending angle calibration.
The calibration procedure and associated difficulties are also
discussed in the Supplementary Material. A final observation
is that, in the experiment, the resulting rotation decreases for a
large step length q1. This is different to the simulation, where
the resulting rotation increases steadily with increasing step
length. For large values of q1 and q2, the gait law prescribes
relatively large reference angles. If these are out of range of
calibration of the respective actuator, the reference pressure
is saturated to prevent damage to the robot. Exactly this
effect occurs in the upper part (q1 ≥ 80◦) of Figure 7B.
Therefore, the poses here deviate much more from their
simulated counterparts in Figure 7A than in the lower part
of the figure (q1 < 80◦). Apart from the “over-simulation”
and the missing saturation effect, the simulation reproduces the
behavior very well. It can be seen as the behavior of a robot
that has been perfectly manufactured and calibrated, consisting
of actuators as robust as saturation is no longer necessary,
whose feet have the optimum torsional stiffness, and where
all friction effects have been reduced to a minimum. For the
implementation of the Gait Pattern Generator, however, the
actual interest focuses on the polynomial fit of the motion. In
most cases, the second-order fit shown in blue matches the
measurement or is at least within the standard deviation. The
coefficients for the polynomial 1x(q1, q2) for Equation (16) are
listed in Table 3.

5. GAIT PATTERN GENERATOR

The last step to control the robot’s position is the calculation of
the optimal tuple q∗ to move from the current position x closer
to a given target position x̄ (compare Figure 1).
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FIGURE 7 | Resulting experimental gaits according to the gait law in Equation (14) for a variation of step length and steering factor. The rows each have a constant

step length q1 and the columns a constant steering factor q2. Each frame shows the resulting motion of one cycle with the pattern corresponding to (q1,q2). Below

each frame, the rotation per cycle in degrees 1ε is stated. The heat map in the background shows the polynomial fit of 1ε. The bold red vector pointing from the initial

position of each individual gait to its end position is called [1x1y]⊤. (A) Simulation (89, 10, 5.9) and (B) experiment.

FIGURE 8 | Detailed view of resulting experimental gait according to the gait

law for (q1,q2) = (90◦, 0.3).

5.1. Derivation
As derived in section 4, the robot turns around 1ε and moves by
[1x1y]⊤ with each cycle. Therefore, the position of the (n+1)th
pose given in the coordinate system of the nth pose can be
described by

R(n)x(n+1) =

[

1x(q1, q2)
1y(q1, q2)

]

, (17)

where the index n starts from 0 indicating the initial pose and
accordingly the subsequent poses. If step length q1 and steering
factor q2 do not change during gait (q = const.), the translation
and rotation per cycle will remain the same. Let us assume
that it would be possible to reach the target position in a finite
number of cycles without changing the gait. Accordingly, the

vector R(n) x̄(n) pointing from the nth pose to the target, can be
described in the coordinate system of the nth pose as a function
of the target vector of the (n− 1)th pose:

R(n) x̄(n) = R(−1ε)
(

R(n−1) x̄(n−1) −
R(n−1)x(n)

)

, (18)

where R ∈ R
2×2 is the rotation matrix. Since for multiple

rotations around the same axis Rk(x) = R(kx) applies, this can
be formulated explicitly:

R(0) x̄(n) = R(−n1ε) R
(0)
x̄0 −

n
∑

i=0

R(−i1ε)

[

1x
1y

]

. (19)

Figure 9 visualizes these formulas, whereby the opacity of poses
that lie further in the future decreases. Now, the distance dn to
the target position x̄ after n cycles of trotting with the pattern
corresponding to the gait law ᾱ(q1, q2) can be calculated with

dn(
R(0) x̄0,1x) =

∣

∣

∣

R(0) x̄(n)

∣

∣

∣

2
. (20)
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TABLE 3 | Coefficients of the bivariate polynomial fit of the motion per cycle 1x for the experiment.

f(q1,q2) = a0,0 a1,0 · q1 a0,1 · q2 a2,0 · q2
1 a0,2 · q2

2 a1,1 · q1q2

1ε (◦) 5.4154 −0.0457 −44.1944 −0.0006 0.778 −0.0832

1x (cm) 0.1106 0.2225 11.4146 −0.0008 −17.5133 −0.1213

1y (cm) 1.9498 −0.0682 −3.6997 0.0004 −0.0333 −0.0580

FIGURE 9 | Visualization of Equations (17)–(22). By using the approximation of the direct kinematics 1x, the approximated position in Cartesian space after n cycles

can be easily calculated. In the figure, the opacity decreases with increasing cycle number.

For a given target, the optimal tuple for n cycles can then be
calculated as the minimum of the distance function

q∗1 , q
∗
2 = min

q1 ,q2∈Q
d2n

(

R(0) x̄0,1x
)

, (21)

where Q describes the set of feasible values for q1 and q2,

respectively. Note that the vector R(0) x̄0 describes the target
position in the coordinate system of the initial pose. In the test
bed with an external camera measurement system, this vector
must be calculated from the measurements of the current pose
Ox and the target position Ox̄:

R(0) x̄0 = R(−Oε)
(

Ox̄− Ox
)

. (22)

However, the target measurement could also happen with
a camera directly mounted on the robot without having
to reformulate the equations, as the Gait Pattern Generator
demands the target position in the robot coordinate system.

Figure 10 shows a visualization of the distance function dn
for different target points and the patterns corresponding to
its minimum. In Figure 10A, the target is located slanted right
in front of the robot and a planning horizon of n = 1 is
considered. The minimum of the distance function is at full step
length q1 = 90◦ and a medium steering factor q2 = 0.3. The
resulting reference allows the robot to move precisely to the front
right. In Figure 10B, the target is located behind the robot. With

a planning horizon of n = 1, the minimum distance results
in the smallest allowed step length and steering. However, this
solution does not bring the robot closer to the target, but it is
the solution that minimizes the increase in distance. There is
simply no gait pattern that can bring the robot closer to the target
within only one cycle. For this reason, the planning horizon in
Figure 10Cwas increased to n = 4. Theminimum of dn=4 is now
at maximum step length and maximum steering factor for the
same target position. The resulting reference leads to the desired
behavior: the tightest possible right turn.

5.2. Implementation
As seen in the previous section, the distance to the target cannot
always be reduced in just one cycle. The simplest strategy to
solve this problem is to incrementally increase the planning
horizon as long as the minimum possible distance to the target
within the next n cycles dn,min is larger than the current distance
d0. Furthermore, a strategy for transitioning between different
gait patterns is required. So far, all simulations and experiments
have only studied the motion of consistent gaits (q = const.).
However, the pattern generator should be able to dynamically
change both step length and steering factor. The easiest way to
make this possible is to assume that the robot is able to switch
between any gait pattern, which means to allow all possible
references regardless of the current pose. Here, it is questionable
whether the output q∗ actually minimizes the distance to the
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FIGURE 10 | Evaluation of the distance function dn for different target positions x̄ and planning horizons n. The lowest values are represented by green and the

highest values by red color. The lower image always shows the resulting simulated gait for n cycles, corresponding to the minimum distance (marked by a purple

circle). Simulations were initialized with: Ox = (0, 0), Oε = 0◦, α0 = [90 0 − 90 90 0], f 0 = [1 0 0 1]. (A) Planning horizon n = 1 for target at x̄ = (35,−20), (B) n = 1 for

target at x̄ = (−35,−20), and (C) n = 4 for target at x̄ = (−35,−20).

target or whether another solution might be more suitable,
since the calculation in most cases will be based on a different
initial pose. Thus, it can be assumed that a different q∗ would
be calculated when considering the current pose of the robot.
But by feeding back the current position after each step and a
recalculation of the reference, reaching the target position can
still be ensured. Algorithm 1 implements exactly this strategy.
Figure 11A shows the procedure as a block diagram. The
sampling rate of this control loop depends on the length of half
a cycle and is slightly less than 1Hz. The Gait Pattern Generator
is paused as soon as the actual distance to the target is less than a
defined value ǫ = 5 cm. For better comprehension, Figure 11B
shows the low-level control architecture of the robotic system
for a single actuator. Note that the simulation model mimics the
coupled behavior of six of these blocks.

5.3. Experiments
In Figure 12A, the simulation for a list of four different target
positions is shown. The next target position becomes active when
d0 < ǫ applies, i.e., the robot has almost reached the current
target. In Figure 12B, the corresponding course of q is shown.
It is clear to see that both values change over time. This proves
that the robot can transition between different gait patterns, at
least in the simulation. The same situation is now studied in
the experiment shown in Figure 12C where the tracks of the
tags of five independent experiments are overlaid. The difference
between the right and left curves is significant. While the right-
hand curves have a relatively small radius, the radii of the left-
hand curves are much larger. This difference has already been

Algorithm 1: Gait Pattern Generator.

1: procedure GENERATE REFERENCE (x̄k)
2: n← 1 ⊲ start with planning horizon of 1 cycle
3: q∗

k
, dn,min ← minq dn

(

x̄,1x(q)
)

⊲minimal distance to
goal after 1 cycle

4: while d0 > dn,min do ⊲ stop if we get closer to goal
5: n← n+ 1 ⊲ increase planning horizon
6: q∗

k
, dn,min ← minq dn

(

x̄,1x(q)
)

⊲minimal distance
to goal after n cycles

7: end while

8: q∗
1,k
←−sign(q∗

1,k−1
)q∗

1,k
⊲ switch sign of step length

9: ᾱk ← ᾱ
(

q∗
1,k
, q∗

2,k

)

⊲ reference according to Eq. (14)
10: f k ← ¬f k−1 ⊲ switch fixation
11: return ᾱk, f k ⊲ next reference
12: end procedure

noticed in the experiment from Figure 7; here, it is especially
pronounced. The difference is due to manufacturing inaccuracies
and pressure angle calibration, as discussed in section 4. The
lacking ability to control the exact time of fixation of the feet also
plays a role: since the strong actuation of a leg also deforms the
suction cup, it may no longer be able to suck, despite negative
pressure is applied. This effect is most prominent in the rear right
foot. All other feet usually fix according to plan. However, the
delayed fixation of the rear right leg supports a fast execution
of the right turn (see Supplementary Video). Figure 12D shows
the mean values and standard deviations of the step size q1
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FIGURE 11 | Control architecture of the Gait Pattern Generator. (A) For a given target position x̄ and the position of the robot x, the optimal step length q1 and

steering factor q2 are calculated and then mapped into reference bending angles ᾱ(·) by the gait law, which are then fed into the robotic system. In (B), the block

diagram of a single actuator is shown. The reference bending angle ᾱ is mapped by a calibration function p(α) into a reference pressure p̄ (feed forward term), which in

turn is corrected by a saturated PI controller (feedback term). The reference pressure is then fed into the inner loop, where a PID controller generates the control input

u for a proportional valve, which causes the pressure p to be applied to the actuator.

(blue) and the steering factor q2 (red). Here, the mean value was
calculated over the number of steps. The different number of
steps required results in a high standard deviation in the region
of the four target positions. In order to reach the final target
position, 45 steps were required in the fastest run and 51 steps
in the worst run. The course of the mean value is similar to
the simulation in Figure 12B and is not constant. Nevertheless,
in all cases, the robot reaches the final goal and always follows
a similar path. This proves that also the physical robot can
transition between different gait patterns and the reproducibility
of the experiments to a certain extent. Figures 12E,F show
the results of the same experiment now performed with the
robot from Seibel and Schiller (2018). The robot is basically the
same, but is a little bigger (body length/span: 15/25). For the
experiment, the same approximation of the direct kinematics
was used (see Table 3), and still the robot shows the desired
behavior. This shows that 1x only needs to reflect the qualitative
trend. The exact values are not particularly important because as
Figures 12B,D,F show, the step length is most of the time at the
maximum and therefore the goal cannot be reached within one
cycle anyway.

6. CONCLUSION

The aim of this work was position control of the gecko-
inspired soft robot from Schiller et al. (2019) in Cartesian
space. The solution to this complex task is based on two major
simplifications: (i) the formulation of a gait law to reduce the
state space of the robot from nine to two dimensions and
(ii) the approximation of the direct kinematics to allow a fast
evaluation. The gait law restricts the choice of possible references
extremely; e.g., only specific trotting gaits are allowed. In this
work, it was successfully examined whether a position control
system can function with this limitations. However, it has not
been investigated whether a larger permitted choice of references
leads to better results. In fact, it is possible that the introduction
of additional generalized coordinates or a different gait law
may lead to a better performance of the robot. Furthermore,
neither frictional effects nor any dynamics were considered.
Also, by approximating the direct kinematics in the polynomial
1x, an assumption is made which is fulfilled only in very few
cases (compare section 5.2). Instead of using the approximation,
the simulation model could also be employed to find the best
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FIGURE 12 | Simulation and experiment with the Gait Pattern Generator in action. In (A), the simulation of gait for a list of four target positions is shown. In (B), the

course of q1 and q2 is plotted over the number of steps. In (C,D), the corresponding plots are shown for the experiment with the small prototype. (E,F) Show the

experiment with the large prototype. For the experiments, the color code is as follows: front left foot (red), front right foot (dark red), tip of the torso (orange), torso’s

end (dark orange), rear left foot (blue), and rear right foot (dark blue).

possible reference for the current situation. But the simulation
of one step takes an average of 0.1 s on an AM335x 1GHz
ARMr Cortex-A8 processor, which is used for control. With an
average of 10 evaluations of the direct kinematics required to
find the reference leading to the minimum distance, this adds
up to 1 s. In contrast to a polynomial approximation where
the Jacobi matrix can be easily formed to find the minimum
efficiently, no analytical Jacobi matrix has been formulated for the
simulation model so far. This means that when the simulation
model is used, calculation would require most of the time
of the cycle. However, the experiments show that the robot
always reaches the target, even if the assumptions made in the
derivation of the Gait Pattern Generator are not fulfilled and the
approximation of the direct kinematics was done for a robot of
different dimensions.

The path planning algorithm implemented is very basic,
as it minimizes the Euclidean norm of the target vector, i.e.,
it dictates the direct path from the current position to the
target. The gait law provides an intuitive way (forward and
rotational speed) to control a quite complex robot and the
approximation of the direct kinematics provides the resulting
quantitative motion. This opens an interface to a wide variety
of more dedicated path planning algorithms, as the robot can
now be treated as a unicycle. For example, the path could be
planned using Cartesian polynomials (Siciliano et al., 2010) and
thus the robot orientation could also be controlled. Although

the softness of the robot is very complex to model, it also
allows the formulation of very drastic references, even if these
cannot be fulfilled at all, as hindered by the closed kinematic
chain. How these contradictory demands are solved is then
“computed” by the body itself. Conventional parallel kinematic
robots, such as the Stewart-Gough platform, would be damaged
in this case. The gecko-inspired soft robot is therefore a good
example of Embodied Intelligence (Cangelosi et al., 2015) or
Morphological Computation (Pfeifer and Gómez, 2009) since
it does the right thing “intuitively.” This is in agreement
with the principle of controlling soft robots mainly in a feed
forward way in order to maintain and make use of their softness
(Santina et al., 2017). The cascaded controller structure, as
discussed in the introduction, can therefore also be applied to
position control of mobile robots. The method of deriving a
basic locomotion strategy like the presented gait law by very
simple (feet rotate only in swing phase), but mathematically
(with the constant curvature model) unfulfillable assumptions,
can be transferred to any other soft mobile robot. Although
this needs to be done individually for each robotic platform,
this work can serve as a reference for future and/or existing
robots.
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Modeling of soft robots is typically performed at the static level or at a second-order fully

dynamic level. Controllers developed upon these models have several advantages and

disadvantages. Static controllers, based on the kinematic relations tend to be the easiest

to develop, but by sacrificing accuracy, efficiency and the natural dynamics. Controllers

developed using second-order dynamic models tend to be computationally expensive,

but allow optimal control. Here we propose that the dynamic model of a soft robot can be

reduced to first-order dynamical equation owing to their high damping and low inertial

properties, as typically observed in nature, with minimal loss in accuracy. This paper

investigates the validity of this assumption and the advantages it provides to themodeling

and control of soft robots. Our results demonstrate that this model approximation is a

powerful tool for developing closed-loop task-space dynamic controllers for soft robots

by simplifying the planning and sensory feedback process with minimal effects on the

controller accuracy.

Keywords: soft robotics, control, machine learning, dynamic modeling, first-order dynamics, model reduction

1. INTRODUCTION

Soft robotic technologies are becoming increasingly prevalent in the design and development of
robots (Kim et al., 2013). Subsequently, there has been growing interests in the modeling and
control of soft bodied systems, Unlike robots designed with rigid components, soft robotic systems
present novel challenges and opportunities in developing their controllers (George Thuruthel et al.,
2018).

The most common modeling and control strategy for soft robots are based on steady-state
models, which, under the steady-state assumption, can be equated to the kinematic model
(George Thuruthel et al., 2018). For cylindrically-shaped soft robots, this leads to the popular
constant curvature model (Webster and Jones, 2010). For other shapes, geometrically exact models
or Finite ElementMethod have been proposed (Trivedi et al., 2008; Renda et al., 2012; Duriez, 2013;
Gong et al., 2018). Machine learning techniques can also be used to develop such mappings in a
model-free manner (Giorelli et al., 2013; George Thuruthel et al., 2017; Jiang et al., 2017). Refer to
Sadati et al. (2017) for a detailed comparison into multiple static modeling techniques. Due to their
steady-state assumptions, such controllers will, however, be limited in their reachability, efficiency,
and speed. Therefore, controllers developed from dynamic models are much more desirable.

A popular method for developing dynamic models for soft robots is based on the cosserat-rod
mechanics. Such models have been extensively used for soft robotic manipulators driven by tendon
actuation (Rucker andWebster, 2011; Renda et al., 2014, 2018). For fluidic actuation, other models
have been adopted (Marchese et al., 2016; Della Santina et al., 2019). Hybrid models based on

19
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lumped mass systems also looks promising for general soft
robots (Sadati et al., 2019). However, all these models will be
more computationally intensive than their static counterparts.
Learning-based models are a promising alternative in such cases
(Thuruthel et al., 2017; Gillespie et al., 2018). Nevertheless,
deriving control strategies from dynamic models, in general,
introduces additional complexities in motion planning. For an
alternate approach that introduces a control-oriented modeling
of soft robots, the readers are suggested to look into Della Santina
and Rus (2019).

Unlike static controllers, developing fully-dynamic controllers
would involve a planning stage. Typically, this has to be
performed using some optimization techniques irrespective
of the modeling strategy. A good example is the use of
trajectory optimization for the control of a soft robotic
manipulator using a model-based (Marchese et al., 2016) and
model-free method (Thuruthel et al., 2017). This process
is time consuming and hence debilitating for closed-loop
dynamic control. For fully-actuated soft robots, closed-loop
dynamic controllers can be developed in the configuration
space (Della Santina et al., 2018). For task-space closed
loop control, model-based reinforcement learning is the
only viable solution till now, however, they tend to be
highly task specific and time consuming (Thuruthel et al.,
2018).

This article investigates the viability of a first-order dynamic
model for soft robots. It must be noted that unlike state-
space dimensionality reduction methods (Thieffry et al.,
2018), we are reducing the temporal dimensionality of the
dynamic model. Such a model reduction is based on the
hypothesis that soft robots typically have high damping and
low inertial properties. This makes it possible to approximate
the second-order dynamic model to a first-order dynamic
model by ignoring the inertial terms (Strogatz, 2001). Even
in nature, the ubiquitous muscle dynamics can be modeled
as a first-order dynamical system (Zajac, 1989). This model-
order reduction provides two advantages. First, first-order
dynamical systems are computationally cheaper than second-
order dynamical systems. Second, it opens the possibility
to develop novel closed-loop control strategies using the
reduced-order state feedback. Here, we show the direct
learning of the operational space dynamics of the first-order
dynamic model. Due to simplifying step, controllers can be
easily developed using machine learning and a simple path
planning algorithm. Moreover, the sensory requirements
for closed-loop dynamic control is reduced because of
the simplification.

We investigate the viability of this simplifying assumption
using extensive simulation studies. First, we present the
theoretical reasoning behind the first-order assumption
and its corresponding controller. Then we briefly introduce
the fully dynamic simulation model that is used to verify
the learned forward models and the dynamic controller.
Finally, we present details on the learning architecture
together with results of the model and the closed-loop
task-space controller.

2. THEORY

Given a soft robot that can be kinematically modeled by the
configuration-space q ∈ R

n, the task-space variable can be
obtained by the kinematic transformation:

x = F(q) (1)

Where, x ∈ R
m and m ≤ n. The task-space variable is

typically the pose of the end-effector and is to be controlled. The
configuration space is the set of independent variables that fully
defines the state of the robot. The fully dynamic model of the
soft robot can then be represented using the configuration-space
variable as:

M(q)q̈+ C(q, q̇)q̇+ G(q) = τ (2)

Here, M(q) represents the inertial properties, C(q, q̇) combines
the coriolis, centrifugal and damping elements, G(q) represents
the gravitational and stiffness effects and τ is the generalized force
applied internally by the robot.

Soft robots typically have high damping values with low
inertial properties. This is because they are commonly fabricated
with viscoelastic materials with low material density. After the
initial transient motion of a soft robot from rest (when q̇ =

0), the first order term dominates the second order term [i.e.,
C(q, q̇)q̇ >> M(q)q̈]. Hence, the second-order term can be
ignored without sacrificing the accuracy of the model (Zajac,
1989). The dominant modeling error will occur during the initial
transient motion (Strogatz, 2001). This transforms the second-
order dynamical model (Equation 2) into:

C(q, q̇)q̇+ G(q) = τ (3)

After discretizing the equation, the dynamic model can now
be represented through the mapping : (qi, τi) → qi+1. Where,
qi, qi+1 are the current and the next configuration of the soft
robot, respectively. Correspondingly, this implies that a closed-
loop dynamic controller would require only the zero-order state
feedback (q) for control.

2.1. Controller Design
The obtained first-order dynamical Equation (3), the first-order
configuration-space term can be replaced using the well known
inverse kinematics mapping:

ẋ = J(q)q̇

q̇ = J(q)†ẋ (4)

Where, J(q) is Jacobian matrix and J(q)† is any generalized
inverse matrix. Note that we have ignored the null-space terms
for brevity. Now the first-order dynamic equation can be
reformulated as function of the task-space variables:

τ = F(q, ẋ) (5)
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FIGURE 1 | Schematic of the soft manipulator used for our studies. The manipulator is driven by three tendons arranged in the configuration shown above. Unless

stated otherwise, the single section manipulator is used for the study.

This functional mapping can now be directly learning by a
machine learning architecture. We can now transform the
mapping and introduce the target task-space variable xd as:

ẋ = xd − xc (6)

The operational space controller mapping now becomes:

τ = F(qc, xd) (7)

Here, (qc, xc) are the current configuration-space coordinates and
the current task-space coordinates, respectively. For the special
case when the cardinality of the configuration-space coordinate is
the same as the cardinality of the task-space coordinate (mapping
from q → x is bijective), the operational-space controller can
be further simplified to a mapping: (xc, xd) → τ . A simple
feedforward neural network can be used to learn this mapping
(Figure 2). In this paper, we restrict our studies to this condition
for simplicity. This allows us to test the learned controller by
providing trajectories in the task-space without the need to
solve the inverse kinematics problem. For redundant task-space
controllers (non-bijective mappings), additional planning stages
might be required to obtain the configuration-space trajectories.
In other words, the control trajectory cannot be represented
only in the task-space variables. In such a case, an augmented
trajectory can be defined with the task-space variable along with a
optimization routine to check for kinematic constraints as shown

before in Thuruthel et al. (2017). Note that the trajectories are
only zero-order task space variables and the feedback required
for closed-loop control is also zero-order. This greatly reduces the
requirement on the sensors, the effect of noise and the complexity
of the trajectory planner.

3. SIMULATION MODEL

The dynamic model is based on the Piece-wise Constant Strain
(PCS) approach for soft-rigid multibody system of Renda and
Seneviratne (2018) (see Figure 1). In the following, all the
quantities are expressed in the local (body) coordinate frame
if not specified otherwise. The superscript ′ and ˙ represent
partial differentiation with respect to the space variable and
time variables, respectively. The accent ˜ represents the usual
isomorphism between a vector in R

3 and its corresponding
skew-symmetric matrix in so(3).

3.1. Kinematics
The relative position and orientation of a soft body i with respect
to its predecessor in the chain is defined as a curve g i(·) :X ∈

[0, Li] 7→ g i(X) ∈ SE(3) with

g i(X) =

(

Ri ui
0T 1

)

.
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FIGURE 2 | Modeling of the forward dynamics and the inverse dynamics controller. Note that for the non-redundant cases, the configuration-space (q) can be

interchanged with the task-space variable (x), as done in this paper.

TABLE 1 | Parameters of the learned forward dynamic model.

Parameter Value

Type NARX network

Hidden layer size 40

No. of samples 7000

Training algorithm Levenberg-Marquardt backpropagation

Training:Testing:Validation ratio 70:15:15

Stopping criterion Validation set error

Maximum no. of epochs 100

The continuous models of the position, velocity and
acceleration of a soft body can be derived from the Cosserat rod
theory, which gives (Boyer and Renda, 2016):

g ′i = g i
̂ξ i , (8a)

η
′
i = ξ̇ i − adξ i

ηi , (8b)

η̇
′
i = ξ̈ i − ad

ξ̇ i
ηi − adξ i

η̇i , (8c)

where ξ i(X) ∈ R
6 defines the strain state, ηi(X) ∈ R

6 is the cross-
section velocity twist and ad(·) ∈ R

6×6 is the adjoint operator

of the Lie algebra (see Nomenclature). Going further into detail,
we have

̂ξ i(X) =

(

k̃i pi

0T 0

)

∈ se(3) , ξ i(X) =
(

kT
i ,pi

T
)T

∈ R
6 ,

η̂i(X) =

(

w̃i vi

0T 0

)

∈ se(3) , ηi(X) =
(

wT
i ,v

T
i

)T
∈ R

6 ,

with ki(X) ∈ R
3 and pi(X) ∈ R

3 the angular and linear
strain; and wi(X) ∈ R

3 and vi(X) ∈ R
3 the angular and linear

velocity, respectively.
To model constrained rod, such as the Kirchhoff-Love case

with angular strain only, the strain field is specified as:

ξ i = Biqi + ξ
∗
i ,

where Bi ∈ R
6×ni forms a basis for the allowed motion subspace,

qi ∈ R
ni contains the values of the allowed strains and, ξ∗i ∈ R

6

is the reference twist modeling the reference shape.
Assuming piece-wise constant strains (Renda et al., 2016),

Equations (8) can be analytically integrated using the matrix
exponential method, leading to:
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g i(X) = eX
̂ξ i , (9a)

ηi(X) =Ad−1
g i

ηh + Ad−1
g i

Tg i
Biq̇i , (9b)

η̇i(X) =Ad−1
g i

η̇h + Ad−1
g i

∫ X

0
Adg i(s)adηi(s)dsBiq̇i + Ad−1

g i
Tg i

Biq̈i ,

(9c)

where Adg i (X) ∈ R
6×6 is the Adjoint operator of SE(3), and

Tg i
(X) =

∫ X
0 esadξ i ds is the tangent operator of the exponential

map, of which an analytic expression, derived from (Selig, 2007),
is given in the Nomenclature.

Successive applications of the kinematics (Equation 9) for all
the bodies of the system, yields to the definition of the geometric
Jacobian Ji(q,X) ∈ R

6×n and its derivative J̇i(q, q̇,X) ∈ R
6×n (n

being the total number of DOFs), which relates the generalized

coordinate vector q =
[

qT1 qT1 · · · q
T
N

]T
∈ R

n (N being the total
number of bodies) and the velocity twist ηi(X), for each soft body
i, as shown below.

ηi(X) =

i
∑

h=0

Ad−1
gh···g i

Tgh
Bhq̇h =

i
∑

h=0

iShq̇h = Ji(q,X)q̇ , (10a)

η̇i(X) =

i
∑

h=0

iShq̈h + Ad−1
gh···g i

∫ X

0
Adgh(s)adηh(s)dsBhq̇h

=

i
∑

h=0

iShq̈h +
iṠhq̇h = Ji(q,X)q̈+ J̇i(q, q̇,X)q̇ ,

(10b)

FIGURE 3 | Dynamic workspace of the manipulator obtained by motor babbling. This is obtained by recording end-effector position of the manipulator when actuated

by random continuous actuation signals.
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FIGURE 4 | Step response of the learned models in comparison to the actual analytical model. The step signal is given to single actuator at time = 2 s.

where the block elements of the ith Jacobian iS(·) ∈ R
6×n(·)

and its derivative iṠ(·) ∈ R
6×n(·) have been defined.

Note that the last three rows of Equation (10a) provide
an analytical expression of the kinematics map required
by Equation (4).

3.2. Dynamics
Once a Jacobian is found, the generalized dynamics of the system
can be obtained by projecting the free dynamics of each soft
body by virtue of the D’Alembert’s principle. The free dynamic
equation, with its boundary conditions, of a soft body is given by
(Renda et al., 2018):

Miη̇i + ad∗
ηi
Miηi =

(

F ii − Fai

)′
+ ad∗

ξ i

(

F ii − Fai

)

+ F̄ ei ,
(

F ii − Fai

)

(0) = −F Ji ,
(

F ii − Fai

)

(Li) = −Ad∗g ijF Jj ;

(11)

where Mi(X) = diag(Jxi , Jyi , Jzi ,Ai,Ai,Ai)ρi ∈ R
6×6 is the

screw inertia matrix of the cross-section (J·i (X) being the second
moment of area about the axis · and Ai(X) the area of the
cross-section); F̄ ei (X) ∈ R

6 is the distributed external load;
Fai (X) ∈ R

6 is the internal wrench due to the distributed
actuation (Renda et al., 2017);F ii (X) ∈ R

6 is the internal wrench
due to the elasticity of the soft body; F J(·) ∈ R

6 is the wrench

transmitted across joint (·) and ad∗(·) (respectively Ad
∗
(·)) ∈ R

6×6

is the co-adjoint (respectively co-Adjoint) map of the Lie algebra
(respectively Lie group) defined in Nomenclature. Regarding the
internal elastic force, a linear viscoelastic constitutive model is

usually chosen:

F ii (X) = 6i

(

ξ i − ξ
∗
)

+ ϒ iξ̇ i = 6iBiqi + ϒ iBiq̇i , (12)

where

6i(X) = diag(GiJxi ,EiJyi ,EiJzi ,EiAi,GiAi,GiAi) ∈ R
6×6 and

ϒ i(X) = diag(Jxi , 3Jyi , 3Jzi , 3Ai,Ai,Ai)νi ∈ R
6×6

are the screw stiffness and viscosity matrix (Ei being
the young modulus, Gi the shear modulus and νi the
shear viscosity).

By Jacobian projection of the free dynamics (Equation 11),
we obtain the generalized dynamics in its classical
configuration-space form:

M
(

q
)

q̈+
(

C
(

q, q̇
)

+ D
)

q̇+ Kq = τ
(

q
)

+ F
(

q
)

, (13)

where M ∈ R
n×n is the generalized mass matrix, C ∈ R

n×n is
the generalized Coriolis matrix, D ∈ R

n×n is the block-diagonal
generalized damping matrix, K ∈ R

n×n is the block-diagonal
generalized stiffness matrix, F ∈ R

n is the vector of generalized
position-dependent external forces and τ ∈ R

n is the vector
of applied actuation forces. Note that the dynamic Equation
(13) can be written in the form required by Equation (2), with
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FIGURE 5 | Periodic response of the learned models in comparison to the actual analytical model.
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C(q, q̇) = C
(

q, q̇
)

+ D and G(q) = Kq − F
(

q
)

. Going further
into details, the coefficient matrices take the form:

M
(

q
)

=

N
∑

i=1

∫ Li

0
JTi MiJidX , (14a)

C
(

q, q̇
)

=

N
∑

i=1

∫ Li

0
JTi

(

ad∗Jiq̇MiJi +MiJ̇i

)

dX (14b)

D = diag

(

BT
1

∫ L1

0
ϒ1dXB1,B

T
2

∫ L2

0
ϒ2dXB2, · · · ,

BT
N

∫ LN

0
ϒNdXBN

)

, (14c)

K = diag

(

BT
1

∫ L1

0
61dXB1,B

T
2

∫ L2

0
62dXB2, · · · ,

BT
N

∫ LN

0
6NdXBN

)

, (14d)

τ
(

q
)

=

[

(

BT
1

∫ L1

0
Fa1dX

)T (

BT
2

∫ L2

0
Fa2dX

)T

· · ·

(

BT
N

∫ LN

0
FaNdX

)T
]T

, (14e)

F
(

q
)

=

N
∑

i=1

∫ Li

0
JTi F̄ ei . (14f)

It is worth noting here the different structure of the components
of the generalized dynamics Equation (13). Similarly to the
minimal Lagrangian models of traditional rigid robots, inertial
loads are characterized by full coefficient matrices, as can
be see from Equations (14a) and (14b), while damping and
stiffness loads are characterized by block-diagonal coefficient
matrices, as for Equations (14c) and (14d). This is in contrast
with other modeling approaches that use absolute coordinates,
such as Finite Elements, for which the opposite holds. Inertial
coefficient matrices are block-diagonal while damping and
stiffness coefficient matrices are full. Thus, neglecting inertial
terms will be well suited for minimal Lagrangian models for soft
robotic manipulator, such as the PCS approach.

4. METHODS AND RESULTS

This section investigates two studies. First, we validate the
accuracy of the learned first-order model with respect to the
learned second-order model. Second, we perform simulated
experiments to validate the accuracy of the proposed controller.
All the tests are performed on the fully dynamic model described
in section 3.

4.1. Dynamic Modeling
The learned models are derived using a kind of recurrent neural
network called a nonlinear autoregressive exogenous (NARX)
model (Billings, 2013). The NARX network is particularly suited

FIGURE 6 | Root sum squared error of the learned model for varying dynamic

properties of the manipulator.

FIGURE 7 | Root sum squared error of the learned model for the 4-section

underactuated manipulator.

TABLE 2 | Parameters of the first-order inverse dynamics controller.

Parameter Value

Type Feedforward neural network

Hidden layer size 30

No. of samples 7,000

Training algorithm Levenberg-Marquardt backpropagation

Training:Testing:Validation ratio 70:15:15

Stopping criterion Validation set error

Maximum no. of epochs 100
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FIGURE 8 | Controller results for a continuous path. The motion of the end-effector is shown here.

FIGURE 9 | Testing the first-order controller in open-loop, closed-loop, and with a late start.
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FIGURE 10 | Tracking error for the scenario shown in Figure 9.

for our study as it allows us to define the feedback horizon of
the recurrent connection explicitly (Figure 2). In other words,
we can ensure that the neural network receives only zeroth-order
feedback for the first-order model and the appended first-order
feedback for the second-order model. For the single section soft
manipulator, the configuration-space (q) is equivalent to the task-
space variable (x), which is defined as the three-dimensional
position of the end-effector.We use a recurrent network with one
hidden layer with a size of 40 for both the first-order and second-
order model, for a fair comparison. The training parameters of
the NARX network is given in Table 1.

Random actuation of the tendons are performed (motor
babbling) for 70 s to obtain the samples for learning the forward
model (Figure 3). Specifically, random actuation inputs are used
to drive the manipulator and the corresponding actuator inputs
and end-effector position is recorded over time. The same
data samples can also be used for developing the closed-loop
controller. Note that the dynamic workspace is concentrated
along the direction of the three actuators. This is because tendons
in tension have a strong attractor behavior. Hence, it will be easier
to move along this direction. When testing our controller, careful
measure is taken to ensure that our trajectories pass across this
workspace regions.

Figures 4, 5 show the performance of the learned model in
comparison to the original cosserat model for a step and periodic
response, respectively. Note the higher errors in the first-order
model in the beginning of motion for the step response. Since
the inertial effects are ignored, it is also visible that oscillations
caused by overshoot is not found in the first-order model.
However, the steady state error, with respect to the second-order
model is relatively small. For the periodic excitation case, the
difference between the first-order model and the second-order
model is almost non-existent in the relevant coordinates. This is
as expected since our approximations are more valid when the
manipulator is in a non-stationary state.

In order to analyze the effects of the viscosity and the inertial
effects on our modeling assumption, we further perform studies

on the accuracy of the first-order model for varying material
viscosity and density. As material density increases and the
material viscosity decreases, the inertial effects become more
and more dominant. Hence, one would expect the accuracy of
the first-order model to decrease and the second-order model
to remain constant. However, this is not necessarily the case as
the training of second-order recurrent neural networks is more
prone to instabilities (Pascanu et al., 2013).

Figure 6 shows how the root sum squared (RSS) error of
the first-order model is affected when the material properties
of the soft arm is changed in a way that weakens our main
assumption. The material density is increased up to a factor of
2 and the material viscosity is reduced by a factor of 6. The motor
babbling inputs and the neural network parameters are kept the
same for the tests. It is clear from the prediction errors that the
second-order model always performs better than the first-order
model. However, the change in accuracy of both the models are
not affected significantly by the change in material properties.
Note that the initial parameters of the simulated cosserat model
soft arm were obtained from real experiments on an Octopus-
inspired soft manipulator, which was manufactured with silicone
and driven by tendons (Renda et al., 2014).

Increasing the length of the manipulator is another way
to increase the inertial properties and weaken the first-order
assumption. For this, we test the same methodology on a 4
section manipulator, however, actuated only on the first section.
Each section has approximately the same length, with the total
length of the manipulator adding to 418 mm. We test two
designs, one with a tapered morphology and the other with a
cylindrical morphology (higher inertial properties). The radius
of the tapered morphology linearly reduces from 30 to 10
mm while the cylindrical morphology has a fixed diameter of
30 mm. For this test and the following controller results, the
default parameters of the manipulator is used (i.e., with the
material density of 1,080 kg/m3 and viscosity of 300 Pas; Renda
et al., 2014). The results of our forward dynamics prediction
on both the systems are shown in Figure 7. Contrary to our
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expectation, increasing the length of the manipulator did not
affect the performance of the first-order model when compared
to the second-order model. We believe this is because the inertial
effects are still compensated by the medium (water) in which
the manipulator is surrounded in. Our previous studies have
shown that the dynamics of themanipulator becomes chaotic and
hence unpredictable without a surrounding medium and when
the length increases (Thuruthel et al., 2019). Based on our results,
it can be deduced that this is more because of the first-order
terms rather than the second-order terms. It could be because
of the increased length, gravity, centripetal/centrifugal forces,
higher DoFs etc. Note that this is a limitation of learning-based
approaches as increased sensitivity to initial conditions decrease
the stability of the training process and hence the performance of
the model. The same applies to the parameter tuning process for
analytical models. It could be concluded that it is a good practice
to reduce the inertial effects of a soft-bodied system to improve
the predictability of its dynamics, irrespective of the order of
the model.

4.2. First-Order Dynamic Controller
The closed-loop task-space controller is derived by learning the
operational-space dynamics mapping as described in section 2.1.
As the mapping is not recursive, it can be learned using a simple
feedforward neural network, as shown in Figure 2. For our non-
redundant case, we can replace the configuration-space variable,
q, with the task-space variable, x. The samples for learning the
mapping is obtained through the same motor babbling process
as described in the previous section. For training the controller
the mapping is defined as: (xi, xi+1) → τ . When testing
the controller, the next task-space coordinate, xi+1, is replaced
by the desired task-space variable xd. The parameters of the
neural network used for learning the first-order inverse dynamics
mapping is given in Table 2.

Path planning is usually a complex problem in inverse
dynamics based controllers, but as our inversemodel is developed
with only zeroth order state feedback, the development of the
task-space trajectory is greatly simplified. Acceptable paths can
easily be generated using the data points obtained from the
workspace of the manipulator, which is obtained during the
motor babbling phase. The desired paths can be generated by
picking reachable points from the workspace and routing a
path through them, ensuing that there is sufficient time for the
manipulator to reach adjacent points. This can be easily done
by fixing a cap on the maximum distance between adjacent
task-space variables.

To test our controller, we generate randomized linear paths
for the end-effector of the manipulator to follow. This is done
by picking two random points from the robot workspace and
linearly interpolating a trajectory between them and from the
initial position of the end-effector. If the initial position of the
end-effector is p0 and the two random points are p1 and p2, the
generated path is from p0 → p1 → p2 → p1. Note that the
intermediate points are not necessarily reachable by this naive
approach. Accurate trajectories can be generated by searching for
adjacent points in the workspace or by projecting the trajectory
onto the workspace surface.

The results of the trajectory tracking is shown in Figure 8. The
performance of the controller is excellent considering the fact
that it is myopic with no step-ahead planning and the task-space
trajectory being non-optimal. Due to the low computational cost
in running the inverse-dynamic controller, we are able to run
closed-loop task-space controller at a very high control frequency
of 100 Hz. This will also allow the controller to compensate for
any modeling errors incurred by the approximation.

The quality of the task-space trajectory can be analyzed
by running the controller in open-loop. This can be done by
assuming the manipulator is able to reach each trajectory point
perfectly and obtaining the best control action at each time step.
The results of such a scenario is shown in Figure 9, along with
the corresponding control inputs. As expected, the open-loop
controller performs worse than the closed-loop controller even
though there are no external disturbances in the simulation. The
same scenario is repeated with the controller inactive for the first
0.2 s in Figure 9. As the desired targets are now farther from
the current position of the manipulator, it is not necessary that
the controller is able to follow the trajectory accurately. However,
as evident from the results, the controller is able to recover and
remarkably converge to the same solution as the original closed-
loop controller. This also shows how important it is to close-the-
loop, even at the cost of reduced model accuracy. The tracking
error of the three tests described in this scenario is shown in
Figure 10.

5. CONCLUSION

This paper presents and verifies a model simplifying assumption
for soft robots. The core idea of the assumption is that soft robots,
by definition, tend to have low inertial and high viscoelastic
properties. This leads to dynamic behaviors which are well
approximated by a first-order system, as typically observed
in nature. We verify this assumption using a simulated fully
dynamic model of an Octopus-like manipulator and a type
of recurrent neural network called NARX network. Finally,
we develop easy-to-develop closed-loop task-space dynamic
controllers based on this assumption. Our results indicate
that controllers developed on this assumption can compensate
the errors in modeling accuracy with the increased control
frequency. Our method makes path planning simpler for non-
redundant cases. Moreover, the sensory requirements for closed-
loop dynamic control is reduced because of the simplification.
This is because the state feedback required for the controller is
only the zeroth-order component. Our work also indicates that
the additional modeling complexity that soft elements introduce
can, to some extent, be reduced by designing low inertial highly
visco-elastic soft robot designs.

Although we use machine learning tools to test our modeling
assumption and develop our controller, the approach is equally
suited for analytical approaches. In fact, ignoring the inertial
elements would greatly simply the modeling and parameter
estimation process involved in model-based control of soft
robots. Not only can we reduce the states of the dynamical
system, but we also avoid the problem of estimating and inverting
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the full mass matrix (see section 3.2). However, it must be kept
in mind that first-order systems present numerical challenges in
their implementation. Such problems are not found in a learning
based approach and hence desirable in that respect. Typically, the
first-order model leads to a stiff differential equation and requires
specialized techniques for solving them. Interested readers are
suggested to refer to Strogatz (2001) for further information.
Future work involve extending the work to redundant systems.
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NOMENCLATURE

[adξ ,η] (X) =

(

˜k, w̃ 03×3

q̃, ṽ ˜k, w̃

)

∈ R
6×6. adjoint representation of

the strain twist vector in SE(3).

[ad∗
ξ ,η] (X) =

(

˜k, w̃ q̃, ṽ
03×3 ˜k, w̃

)

∈ R
6×6. coadjoint

representation of the strain twist vector in SE(3).

[Adg ] (X) =

(

R 03×3

ũR R

)

∈ R
6×6. Adjoint representation of

SE(3).

[Ad∗g ] (X) =

(

R ũR
03×3 R

)

∈ R
6×6. coAdjoint representation

of SE(3).

[eX
̂ξ ] = I4 + X̂ξ + 1

θ2
(1− cos (Xθ))̂ξ

2
+

1
θ3

(Xθ − sin (Xθ))̂ξ
3
. Exponential map in SE(3) with θ2 = kTk.

[Tg] (X) = XI6 +
1
2θ2

(4− 4 cos (Xθ) − Xθ sin (Xθ)) adξ +
1
2θ3

(4Xθ − 5 sin (Xθ) + Xθ cos (Xθ)) ad2
ξ

+
1
2θ4

(2− 2 cos (Xθ) − Xθ sin (Xθ)) ad3
ξ

+
1
2θ5

(2Xθ − 3 sin (Xθ) + Xθ cos (Xθ)) ad4
ξ
. Analytic expression

of the tangent operator of the exponential map in SE(3).
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Human beings can achieve a high level of motor performance that is still unmatched in

robotic systems. These capabilities can be ascribed to two main enabling factors: (i) the

physical proprieties of human musculoskeletal system, and (ii) the effectiveness of the

control operated by the central nervous system. Regarding point (i), the introduction of

compliant elements in the robotic structure can be regarded as an attempt to bridge the

gap between the animal body and the robot one. Soft articulated robots aim at replicating

the musculoskeletal characteristics of vertebrates. Yet, substantial advancements are

still needed under a control point of view, to fully exploit the new possibilities provided

by soft robotic bodies. This paper introduces a control framework that ensures natural

movements in articulated soft robots, implementing specific functionalities of the human

central nervous system, i.e., learning by repetition, after-effect on known and unknown

trajectories, anticipatory behavior, its reactive re-planning, and state covariation in

precise task execution. The control architecture we propose has a hierarchical structure

composed of two levels. The low level deals with dynamic inversion and focuses on

trajectory tracking problems. The high level manages the degree of freedom redundancy,

and it allows to control the system through a reduced set of variables. The building blocks

of this novel control architecture are well-rooted in the control theory, which can furnish

an established vocabulary to describe the functional mechanisms underlying the motor

control system. The proposed control architecture is validated through simulations and

experiments on a bio-mimetic articulated soft robot.

Keywords: motion control algorithm, motor control, natural machine motion, articulated soft robots,

human-inspired control, compliant actuation

1. INTRODUCTION

Daily activities of human beings are a clear example of the exceptional versatility of their motor
control system. Tasks that are still challenging for robots are indeed easily executed by people.
Responsible for such a high level of performance are the musculoskeletal system and the Central
Nervous System (CNS). The musculoskeletal system allows to exert forces and to percept the
external world through a multitude of receptors. One of the main characteristics of this system
is its compliant nature. Indeed, body flexibility provided by muscles and tendons enables features
like energy efficiency, power amplification and shock absorption (Roberts and Azizi, 2011).
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The same feature are usually hard to be achieved by traditional
rigid robots. Inspired by the effectiveness of the biological
example, researchers developed robots with compliant elements
to mimic the animal body. This novel generation of systems,
namely soft robots, can be categorized as invertebrate-inspired
or vertebrate-inspired (Della Santina et al., 2020). The latter class
includes articulated soft robots, which are systems with rigid links
and elasticity lumped at the joints (Albu-Schaffer et al., 2008). In
this paper, we focus on the latter category, i.e., robots actuated
by series elastic actuators (SEA) (Pratt and Williamson, 1995)
or variable stiffness actuators (VSA) (Vanderborght et al., 2013).
The musculoskeletal system of vertebrates allows to adjust its
dynamics, for instance, it allows to vary joint stiffness via co-
contraction of antagonistic muscles. Agonistic-antagonist VSAs
mimic this mechanism as described in Garabini et al. (2017),
thus they try to replicate the working principle of the human
musculoskeletal system.

Several works in literature describe how the features of
a flexible body can be conferred also to a robot through
different solutions (Landkammer et al., 2016; Zhang et al.,
2019; Pfeil et al., 2020). Particularly relevant are the solutions
that completely replicate the whole structure of the human
musculoskeletal system. For examples, Kenshiro (Asano et al.,
2016) is a humanoid robot reproducing the human skeleton
and muscle arrangement. Marques et al. (2010) presents
ECCE, an anthropomimetic humanoid upper torso. Jäntsch
et al. (2013) proposes Anthrob, a robot mimicking a human
upper limb.

Yet, controlling soft robots still remains a very challenging
task. The reason is that articulated soft robots have highly
non-linear dynamics, presenting also hysteresis, bandwidth
limitation and delays. Therefore, obtaining an accurate and
reliable dynamic model is not a trivial task that could directly
affect the performance of model-based control techniques.
Moreover, articulates soft robots present anatomical degrees of
freedom (DoFs) redundancy, because they typically have more
than one motor per joint, and they may have kinematic DoFs
redundancy, depending on the platform. The majority of existing
model-based control approaches has the strong drawback of
requiring an accurate model identification process, which is
hard to be accomplished and time-consuming. In Buondonno
and De Luca (2016) feedback linearization of VSA is faced. In
Zhakatayev et al. (2017) an optimization framework to minimize
time performance is proposed. In Keppler et al. (2018) the
Authors propose a controller to achieve motion tracking while
preserving the elastic structure of the system and reducing the
link oscillations. On the other hand, model-free algorithms are
promising, but usually require long-lasting learning procedures
and face generality issues (Angelini et al., 2018; Hofer et al., 2019).

However, the complexity of the articulated soft robot body
is analogous to that of their source of inspiration. Indeed, the
human body is a complex system that presents an unknown non-
linear dynamics and redundancy of degrees of freedom (DoFs).
Despite that, the CNS is able to cope with these issues, fully
exploiting the potential of the musculoskeletal system. For this
reason, in this work, we analyze the effectiveness of a bio-inspired
algorithm to control bio-mimetic robots.

To the authors best knowledge, despite the variety of
approaches in the motor control field, an architecture based on
control theory able to present at the same time various CNS
behavior is still lacking for articulated soft robots (Cao et al., 2018;
Ansari et al., 2019). The study of the humanCNS has been already
exploited to enhance robot capability. For instance, in Medina
et al. (2019) the Authors propose a method for modeling human
motor behavior in physical and non-physical human-robot
interactions. Based on previous observations, the developed
model is able to predict the force exerted during the interaction.
Capolei et al. (2019) presents a cerebellar-inspired controller
for humanoid robot moving in unstructured environment. The
controller is based onmachine learning, artificial neural network,
and computational neuroscience. In Kuppuswamy et al. (2012)
the Authors propose a motor primitive inspired architecture for
redundant and compliant robots. Lee et al. (2018) proposes a
model of human balancing with the goal of designing a controller
for exoskeleton.

In this work, our goal is to make a step further toward
the development of human-inspired controllers for articulated
soft robots: taking inspiration from motor control theories,
we implemented a hierarchical control architecture exhibiting
well-known characteristics of human motor control system
(i.e., learning by repetition, anticipatory behavior, synergistic
behavior). Such a control framework is a proper combination of
feedback control, feedforward, Iterative Learning Control, and
Model Predictive Control. The goal is to design a bio-mimetic
control architecture for bio-inspired robots, focusing on
trajectory planning and tracking tasks.

A major contribution of this work is to show how
well-established paradigms belonging to the control theory can
be used to approach the motor control problem. Finally, the
authors want to clearly state that is beyond the scope of this work
to infer possible neurophysiological implications based on the
presented control framework.

Our belief is that a control system able to work like the
CNS, such the one proposed here, can successfully manage a soft
robotic system. We test here this hypothesis, among with the
human-like behaviors, both in simulation and in experiments,
using as testbed robots actuated by VSAs.

2. THE BIOLOGICAL INSPIRATION

The unparalleled performance of the animal CNS are an
ambitious goal for the robotic community, especially because the
issues faced by the CNS are very similar to the ones occurring
in robots, i.e., unknown non-linear dynamics and redundancy of
degrees of freedom. These are (Latash, 2012):

• Unknown non-linear dynamics. The human body is a
complex system, with strong non-linearities at every level.
Moreover, environmental force fields can not be known
a priori.

• Degree of freedom (DoF) redundancy. The human body
presents three types of redundancy. Anatomical—human
body is characterized by a complex highly redundant
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FIGURE 1 | Representation of some human behaviors considered in this work. Learning by repetition (A): a subject is able to reach a series of point in space with its

end effector, when a force field is imposed the trajectories result deformed, repeating the reaching trials many times the subject results able to restore the initial

behavior. Aftereffect in known trajectories: (B) Hand trajectories of a typical point to point movement. The typical movement is a strict line. If a force field is introduced

the trajectory is firstly deformed. After some repetitions the strict movement is recovered. If the force field is then removed the hand trajectory is deformed in a way

specular to the first deformation. This is called aftereffect. Aftereffect in unknown trajectories: (C) Hand trajectories of typical point to point movements. When the

force field is introduced the subject make experience through learning by repetition of just trajectories 3 and 5. When the force field is removed aftereffect is present on

trajectories not experienced closer to trajectories 3 and 5: trajectory 4 presents maximum aftereffect, trajectories 1 and 7 presents negligible aftereffect (image

obtained from an elaboration of images in Gandolfo et al., 1996).

structure. The number of joints is greater than the number
of DoFs necessary to accomplish a generic task, and the
number of muscles is greater than the number of joints.
Kinematic—infinite joints trajectories can achieve the same
task, or simply perform the same end effector point to
point movement. Neurophysiological—each muscle consists
of hundreds of motor units, and they are activated by moto-
neurons that can spike with different frequency (hundreds
of variables).

For this reason, we use the motor control theory as a source of
inspiration for our controller.

2.1. Hierarchical Nature of the Central
Nervous System
There are several evidences that the Central Nervous System
can cope with the incredible complexity of the musculoskeletal
apparatus by relying on a hierarchical organization of subsequent
simplifications of the control problem (Swanson, 2012;
Hordacre and McCambridge, 2018). For example, the Bernstein
classification (Bemstein, 1967) categorizes the construction of
movement in six levels, from symbolic reasoning to muscle tone
activation. Level A is called rubro-spinal level or paleokinetic
level, and it provides reflex function and manages muscle tone.
Level B, i.e., thalamo-pallidal level, is the level of synergies and
patterns and produces coordinate movement patterns. Finally,
level C1, is the striatal or extrapyramidal level. This is one of the
two levels of the spatial field level, and it specifies a way to reach
performance defined by higher levels. The other three levels, C2,
D, and E, describe higher level of abstractions, as meaningful
actions and information transmission. Therefore, they will not
be treated in by the proposed control architecture.

2.2. Some Salient Characteristics of the
Human Motor Control
In this section we list a few of salient characteristics of the
neural control architecture that we consider of paramount
importance for the human motion performance, and that we

aim at replicating on the considered bio-mimetic robots. In the
remainder of the article we will often refer to them as (i)–(v).
These peculiar characteristics of the CNS are:

(i) Learning by repetition (Shadmehr and Mussa-Ivaldi, 1994):
CNS inverts an unknown dynamic over a trajectory,
repeating it several times. Figure 1A represents a classical
experiment. It is possible to notice that the subject is asked
to reach some points in the workspace. Then a force field
is introduced. Initially, trajectories are strongly deformed.
After repetitions of the same movements, performances
obtained before the introduction of the force field are
achieved again. The same behavior can be found in
the development, where the CNS needs to adapt to its
own dynamics.

(ii) Anticipatory behavior (Hoffmann, 2003): ability of CNS to
usually anticipate the necessary control action relying on
sensory-motor memory. The acquired previous experiences
cause a shift in the control action from closed loop
to open loop. Anticipatory behavior is fundamental in
many human activities, such as manipulation (Fu et al.,
2010), coordinated (Flanagan and Wing, 1993), and fast
movements (Haith et al., 1988).

(iii) Aftereffect over a learned trajectory (Lackner and Dizio,
1998) and aftereffect over unknown trajectories (Gandolfo
et al., 1996). After recovering the performance loss due to
the introduction of the external force field, by removing
the force field, subjects exhibit deformations of the
trajectory specular to the initial deformation due to the
force field introduction. This behavior is called mirror-
image aftereffect Figure 1B. This effect arises also in novel
trajectories as depicted in Figure 1C.

(iv) Synergistic behavior (Latash, 2010): synergy can be defined
as “[. . . ] a hypothetical neural mechanism that ensures
task-specific co-variation of elemental variables providing
for desired stability properties of an important output
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FIGURE 2 | Representations of the synergistic behavior. In the figure there are

different possible distributions of task configuration in task space. The dashed

line is locus of configurations that meets the task. Vgood is the variance of the

distribution along the dashed line, Vbad is the variance in the orthogonal

directions. The fact that Vgood > Vbad indicates that a task synergy exists (1). If

Vgood ⋍ Vbad no synergy exists (2). If Vgood << Vbad a destabilizing synergy

exists (3).

(performance) variable.” Given an “important output
variable” we can define two variables Vgood and Vbad.
Vgood is the variance through the directions where output
is constant and the constraints are verified (named
uncontrolled manifold), while Vbad is the variance in the
other directions (Scholz and Schöner, 1999). The system
presents a synergistic behavior when Vgood > Vbad.
Figure 2 visually explains this point.

(v) Re-plan of anticipatory action: CNS modifies the
anticipatory motor actions on-line if the goal changes
(e.g., Soechting and Lacquaniti, 1983), or if the sensory
outcome is different from the expected one (e.g., Engel
et al., 1997). Note that this is fundamentally different from
feedback. Indeed, feedback actions are proportional to the
instantaneous error, while re-plan of anticipatory action
depends on the outcome of the task.

3. PROBLEM STATEMENT

Inspired by the biological example, we design the control
architecture with a hierarchic structure similar to the one of CNS.
In particular we reproduce the first three levels of the Bernstein
classification (Bemstein, 1967) (briefly summarized in section
2.1) with the goal of executing a task reference ν generated by the
three higher abstraction levels. Furthermore, the controller has

to reproduce the peculiar behaviors of the human CNS described
in section 2.2.

We refer to a generic dynamic system, which may
represent both articulated soft robots and biological models
(Figures 3A,B), i.e., ẋ(t) = f (x(t), u(t)), y(t) = h(x(t)), where
f is the dynamic function, x = [qT, q̇T]T ∈ R

2n is the state
vector, q ∈ R

n are the Lagrangian variables, y ∈ R
l is the output

variable, and h(x) is the output function. It is worth mentioning
here that human muscles and agonistic antagonistic variable
stiffness actuators share similar characteristics as depicted in
Figures 3C,D (Garabini et al., 2017). We propose a bio-mimetic
control architecture for bio-inspired robots. The architecture is
divided into two layers and summarized in Figure 4. The whole
controlled system is organized in four building blocks: the two
control levels, the dynamic system, and the output function h(x)
selecting the portion of the state from which depends the task to
be accomplished.

The low level features characteristics similar to level A of
the Bernstein classification, i.e., it provides low level feedback
and dynamic inversion. Thus, it generates as output the efferent
action u depending on afferent proprioceptive inputs, i.e., q, q̇,
and higher level reference ρ ∈ R

p, generated by the high
level control, relying on q and y. Thus, given a desired output
trajectory ŷ :[0, tf) → R

l, where tf is the terminal time, the
low level control is an appropriate controller able to track that
trajectory. On the other hand, the high level control is inspired
by level B and level C1 and provides task management.

The low level controller has to present three behaviors:
learning by repetition (i), anticipatory behavior (ii), and
aftereffect over known and unknown trajectories (iii). The high
level control will present synergistic behavior (iv) and ability of
re-plan the anticipatory action (v).

To design the control architecture we assume the desired
robot impedance behavior as given. Future extension of this work
will also consider a direct learning of the optimal impedance
depending on the task.

4. FROM MOTOR CONTROL TO MOTION
CONTROL

In this section we describe the proposed control architecture
and its components. To obtain learning by repetition (i) we
will employ a learning algorithm able to cope with the non-
linear dynamics of the studied class of robots. In particular, we
rely on the Iterative Learning Control (ILC) framework (Bristow
et al., 2006). The employed ILC method merges a low gain
feedback with a feedforward action. Through repetitions the
feedforward action will prevail over the feedback action leading
to the desired anticipatory behavior (ii). It is worth mentioning
that ILC is a local method and requires a new learning phase
for every novel desired trajectory. Conversely, humans are able
to generalize the motion learned through repetitions (Sternad,
2018). To obtain the same feature, we employ Gaussian Process
Regression (GPR) (Williams and Rasmussen, 2006) to create a
map of learned trajectories. We aim at obtaining also aftereffect,
i.e., behavior (iii)—to test the level of bio-mimecity of the
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FIGURE 3 | Similarity between humans and robots. Variable definitions in humans (A) and robots (B). q ∈ R
n are the Lagrangian variables, x = [qT, q̇T]T ∈ R

2n is the

state vector, u ∈ R
m is the input and y ∈ R

l is the output. These variables are valid both for biological systems and articulated soft robots. Experimentally measured

force–length characteristics in natural (C) and robotic (D) system. (C) Elastic characteristic of agonist and antagonist muscles acting on the elbow joint in the human,

taken from Gribble et al. (1998). (D) Elastic characteristic of a agonist and antagonist variable stiffness actuator (Garabini et al., 2017).

FIGURE 4 | Control structure. u is the low level control variable or efferent action, ρ is the high level control variable, ν is the reference in the task space, q is the

position vector, q̇ is the speed vector, x = [q(T ), q̇(T )](T ) is the state vector, y is the output vector, h(·) is the output function. The control system is supposed equipped

by a complete proprioception.

proposed architecture. We base the high level controller on an
optimization problem to define the desired task and to solve the
redundancy issue. From this optimization problem a synergistic
behavior (iv) results. Finally, to re-plan an anticipatory action (v)

we propose two different approaches, one based on proportional
control and the other one based on Model Predictive Control
(MPC). Bothmethods will be tested and compared.We also focus
on a trade off between problem dimensionality and accuracy.
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4.1. Low Level Control
Let us define the error signal as e : = x̂ − x, where x is the
measured state vector, while x̂ is the desired evolution, given by
higher levels of the architecture. In addition, let us define the
inverse functional W :C1[0, tf) → C0[0, tf), mapping a desired
state trajectory x̂ into the input û able to track that trajectory.
The purpose of the low level controller is to perform dynamic
inversion of the system given any desired trajectory x̂, thus to
find a map approximating W. In addition, we aim at replicating
the CNS features (i), (ii) and (iii). To this end, we propose a
new algorithm combining Iterative Learning Control (ILC) and
Gaussian Process Regression (GPR).

4.1.1. Learning to Track a Trajectory

The learning by repetition behavior (i) can be achieved using
a learning technique. Emken et al. (2007) presents a model of
learning by repetition process, derived from a statistic model of
error evolution over iterations

ui+1 = α ui + βei , (1)

where α,β ∈ R
+ are two positive constants, while ui and ei are

the control action and the error at the i-th iteration, respectively.
In this way an input sequence is iteratively computed such that
the output of the system is as close as possible to the desired
output. Iterative Learning Control (ILC) (Bristow et al., 2006)
permits to embed this rule in a general theory, and already
achieved good results when applied to VSA robots (Angelini
et al., 2018). ILC exploits the whole previous iteration error
evolution to update a feedforward command, according to
the law

ui+1 = L(ui)+ z(ei) , (2)

where the function z(ei) identifies the iterative update, while L(ui)
is a function1 mapping the control action of the previous iteration
ui into the current one.

While in works, such as Tseng et al. (2007) is described the
pure contribution of error signals, there are evidence, such as
Kawato (1996), that feedback motor correction plays a crucial
role in motor learning. Hence, a more general algorithm able to
merge all of these contribution is needed. Thanks to the described
inclusion we can design an ILC controller merging both feedback
and feedforward, applying a control law, such as

ui+1 = L(ui)+ z(ei, ei+1) , (3)

where the presence of the error of the current iteration ei+1

leads to the feedback action. The combination of feedback and
feedforward actions, allows to profitably collect sensory-motor
memory implementing also the described anticipatory behavior
(ii). Furthermore, relying mostly on a feedforward action, ILC
allows a limited stiffening of the robot (Della Santina et al.,
2017a).

Among all the ILC algorithms, in order to opportunely
generalize (1) maintaining its intrinsic model-free structure, in

1L(ui) is typically a smoothing function.

this work we use an PD-ILC law in the form of the ones proposed
(e.g., in Shou et al., 2003; Ruan et al., 2007), to obtain a minimal
dependence on a model of the system dynamics. The proposed
approach has been already preliminarily introduced in Angelini
et al. (2020a). The adopted iterative update is

z(t, i) = ŴFFp ei(t)+ŴFFd ėi(t)+ŴFBp ei+1(t)+ŴFBd ėi+1(t) , (4)

where, ei is the error evolution at the i-th iteration, ŴFFp ∈

R
m×2n and ŴFFd ∈ R

m×2n are the PD control gains of the
iterative update while ŴFBp ∈ R

m×2n and ŴFBd ∈ R
m×2n are

the PD feedback gains. We choose a decentralized structure for
the ILC controller, hence, the gain matrices are block diagonal.
The gains of the control algorithm can be chosen through several
methods. Trial and error approaches could be adopted, but they
are usually time consuming and the final performance depends
on the experience of the human operator. The ILC framework
proposes several techniques to guarantee the convergence of the
iterative process depending on the control gains. Thus, other
tuning approaches rely on these convergence condition to choose
the gains. Some relevant examples of convergence conditions
can be found in Arimoto et al. (1984), Ahn et al. (1993), Moore
(1999), Bristow et al. (2006), and Wang et al. (2009). In Angelini
et al. (2018) an algorithm to automatically tune the control gains
is proposed. Finally, it is worth mentioning that the feedback
gains should be set low to avoid alteration of the softness of the
controlled system (Della Santina et al., 2017a; Angelini et al.,
2018).

The adopted solution achieves aftereffect over known
trajectories (iii). Indeed, the method is able to compensate also
unmodeled potential external force field, because it is model-
free and learning based. This means that the learned action
depends on the external force disturbances that were present
during the learning phase. Furthermore, since the method is
mostly feedforward, when the external force field is removed, the
system presents the desired aftereffect (iii).

4.1.2. Generalization of the Learned Trajectories

Given a desired trajectory x̂, ILC returns an input û such that
û = W(x̂), thus it returns a pair (x̂,W(x̂)). However, the
method lacks of generality. Indeed, ILC is a local method, and it
requires a novel learning phase for each novel desired trajectory
x̂. Conversely, humans are capable of effectively performing
novel tasks exploiting and generalizing the previously acquired
experiences (Sternad, 2018). Angelini et al. (2020b) proposes a
method to generalize the control actions w.r.t. to time execution
given a limited set of pairs (x̂,W(x̂)). Given a desired trajectory
x̂, the method allows to track x̂ with any desired velocity,
without any knowledge of the robot model. In this paper, we
are interested in generalizing the learning control action w.r.t.
the joint evolution, replicating the feature of human beings. To
this end, we apply GPR on a set of learned pairs (x̂,W(x̂)), in
order to regress a map—approximating W—able to track any
novel desired trajectory x̂. Then, the system will present also
the desired behavior aftereffect over unknown trajectories (iii).
This is achieved because the regressed map will be based on the
learned feedforward control actions.
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FIGURE 5 | Proposed regression approach: instead of trying to regress the whole inverse functional W(·), the idea is to regress the function M(·), which provides an

approximation [defined by S(·)] of control action needed to induce a reduced set of evolution [defined by B(·)].

Several approaches can be applied to compute the inverse
functional W. Some methods contemplate the independent
estimation of a complete model of the system (e.g., Arif et al.,
2001; Purwin and D’Andrea, 2009). The limitations of complete
model estimation (Nguyen-Tuong et al., 2008) approaches are
well-known (e.g., computational onerous). Conversely, in our
approach we will focus on a reduced space of control actions and
trajectories, in order to limit the computational burden.

W is the functional mapping the functional space of the
state trajectories into the functional space of the input signals.
Computing the regressor of a functional is not a trivial task.
For this reason, we reduce the problem complexity limiting our
analysis to an approximated solution. In particular we transform
the functionalW into a function through the introduction of two
parameterization functions. Then, we focus on the regressor of
this approximated solution.

Let us define:

• a parameterization B of a subspace of the trajectories space
F ⊆ C1[0, tf), with dimension p, B :R

p → F.

• a parameterization S of a subspace of the input space V ⊆

C0[0, tf), with dimension d, S :Rd → V.

The trajectory parameterization B constraints low level controller
to manage only a sub-set F of the possible evolutions. The
parameterization S defines an approximation of control actions,
reducing them to the ones included in V. Hence, with an abuse
of notation, we indicate with S−1 the application that, given a
control action u, returns the set of parameters that identifies its
approximation, and such that S−1(S(µ)) = µ ∀µ ∈ R

d. Hence
M(ρ) :Rp → R

d is so defined

M(ρ) : ρ 7→ S−1(W(B(ρ))) . (5)

M(·) is the map we are interested for (Figure 5). ρ is the array of
parameters defining the desired trajectory. The map can then be
approximated using a non-linear regression technique. We can
then use the approximated map to estimate the control action
needed to track a new trajectory. We employ here Gaussian
Process Regression (GPR), because it achieves good performance,
while maintaining low the computational cost. In particular,
in the GPR algorithm implementation, we employ the squared
exponential as covariance function (Williams and Rasmussen,

2006) described as kc(x1, x2) = σ 2
f
e
−(x1−x2)

2

2 γ 2 +σnδ(x1−x2) ,where
δ(·) is the Kronecker delta, and σf, σn, and γ are free parameters.

Each novel control action will update the map used for
generalization. However, to further limit the number of regressed
points, for each pair (ρ̄, S−1(W(B(ρ̄)))), we remove all the stored
points from the map which are in a sphere of radius δerr, centered
in ρ̄.

The parametrization of the sub-spaces F and V can be
chosen freely, with the primary goal of keeping low the
method complexity without compromising its generality. Several
solutions could be implemented and tested. For instance, F can
be set as a space of polynomial with a fixed order, or as a space
of sums of sinusoidal signals. On the other hand, V can be
approximated as a Gaussian space, or simply a discretization of
the signal (Herreros et al., 2016).

Regarding the choice of the sub-space F, we would like
to adopt trajectories that mimic the human motions. Which
are the main characteristics of a motion that make it human-
like is still an ongoing debate in literature. In Mombaur et al.
(2010), the Authors apply inverse optimal control to define
a model of human locomotion path and to exploit it for
humanoid robot motion generation. In Tomić et al. (2018) it is
studied the problem of human dual-arm motion in presence of
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FIGURE 6 | Low level control scheme. u = ufb + uff is the resulting afferent action, and ufb and uff are respectively the closed loop and the open loop control

components, u0ff is the a-priori feedforward estimation returned by the map S−1(W(B(·))), ρ is the parameter array, x is the configuration vector. The Feedback Controller

is a PD controller, the Learning Algorithm is the ILC algorithm, the block Parametrization implements the B(·) function. Dashed lines indicates flux of information.

contacts with the environment, and it is proposed an algorithm
merging inverse optimal control and inverse kinematics to
map human motion to humanoid robot motion. An additional
method to characterize the human-likeness of robot motion
is the adoption of functional synergies directly extracted from
human examples as base space (Averta et al., 2017). Without
any claim about the solution of this debate, in this work, we
adopt the hypothesis formulated in Flash and Hogan (1985) and
Friedman and Flash (2009), which states that human movements
minimize the jerk. Minimum jerk trajectories are fifth order
polynomial (Flash and Hogan, 1985), thus—without any claim
of exhaustiveness—we set the vector ρ as the coefficients of
the polynomial.

For what concerns the input space parametrization, in this
work we focus on piece-wise constant functions with a fixed
number d of constant length segments, and we implement S−1

as a time discretization, since it is one of the more natural signal
approximation in control. Future work will analyze different
choices of parametrization of the input and output spaces.

In Figure 6 we report the resulting low level control scheme.
The input ρ is used in the form of B(ρ) as efferent copy for
feedback compensation, and through M(ρ) = u0

ff
as estimated

anticipatory action. Then, this action can be refined through the
learning algorithm. It is worth to be noticed that the proposed
low level controller combines learned anticipatory actions and
feedback control, working mainly in feedforward when the map
reaches the convergence.

It is worth remarking that the adopted solution achieves
aftereffect over unknown trajectories (iii). Indeed, the regressed
map depends on the learned actions. These actions depend on the
external force disturbances that were present during the learning
phase. Therefore, when the external force field is removed, the
system presents the desired aftereffect (iii).

The acquired control inputs and, more in general, the
regressed map depends on the impedance behavior. This was

assumed as provided by an higher level of control in this article
(section 3). However, future extension of this work will aim
at learning the optimal impedance behavior too, imitating the
human capabilities (Burdet et al., 2001). In Mengacci et al. (2020)
it is presented a method to decouple the control input to track a
trajectory and the control input to regulate the robot impedance,
removing the dependency between learned control input and
desired stiffness profile. This, in combination with GPR, could
be used to generalize the acquired control input w.r.t. the desired
stiffness profile and the desired task.

4.2. High Level Control
The role of the high level controller is to perform DoFs
management in task execution. In particular we are interested
in reproducing two of the characteristics of the CNS: synergistic
behavior (iv) [i.e., given the desired output h(x), Vgood > Vbad in
the configuration space] and re-plan of anticipatory action (v).

The degrees of freedom redundancy in humans is classified
as anatomical, kinematic or neurophysiological (section 2). Here
we focus on the kinematic redundancy, and the proposed high
level control produces a synergistic behavior for this class of
synergies. However, we believe that it could be extended also to
the anatomical redundancy. Future work will focus on this point.
The neurophysiological redundancy does not have a counterpart
in robotics, so it is the Authors’ opinion that it is not required to
deal with it.

Several works report evidences of the discrete nature of the
higher levels of the neural control of movements (e.g., Morasso
and Ivaldi, 1982; Loram et al., 2011). In particular, in Neilson et al.
(1988) is postulated that the CNS does not plan a new movement
until the previous one is finished. This happens because the
CNS plan a new motion after receiving the desired perceptual
consequences of a movement in a finite interval of time. In
order to replicate this behavior we choose a time-discrete control
approach. Hereinafter we will use the superscript [k], k ∈ R to
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indicate the k-th planned movement. Each interval will have the
same fixed duration tf.

Low level controller abstracts the largely unknown and
non-linear system into a discrete one which depends on the
choice of the subspace. As a trade-off between complexity
and accuracy, we heuristically chose a smaller subspace: fifth
order monic polynomial with two constraints, which reduces
space dimension to 3, while ensuring that subspace elements
juxtaposition is of class C2. In particular we will focus on
trajectories fulling these constraints

∂2q

∂t2

∣

∣

∣

∣

t={0,tf}

= 0 , qf = qs + q̇ftf , (6)

where qs and qf are the starting and final values of the
polynomials, respectively. Following this choice, we find that
ρ = [qs, q̇s, q̇f]. Given this definition of ρ, the resulting
curve is a polynomial spline, and the abstracted dynamics is a
discrete integrator

q[k+1] = q[k] + tf ρ
[k]
3 , (7)

where ρ
[k]
3 is the third element of ρ[k]. Note that ρ

[k]
1 and ρ

[k]
2

are constrained by the initial conditions, thus they do not appear
in (7).

Hence, the high level controller uses ρ as control variable, and

its role is to choose the sequence of ρ
[k]
3 , generating a polynomial

spline reference.
Level C2 in Bernstein classification (Bemstein, 1967) specifies

the task to be accomplished. Analogously, we aim at replicating
the same behavior in the proposed high level controller. We
define as task a cost function and a set of constraints. Thus, the
high level controller is defined by a solver and an optimization
problem formulated as

min
1ρ,q

J(ŷ− h(q), q[k],1ρ3)

s.t. ‖gq(q
[k])‖ ≤ λq ,∀k

‖gρ(1ρ3)‖ ≤ λρ

q[k+1] = q[k] + tfρ
[k]
3 ,

(8)

where J is the cost function. h(·) is the output function selecting
the variables of interest for the task.1ρ3 is the difference between
two consecutive control commands, i.e., at the k-th interval we
have 1ρ3 : = ρ

[k]
3 − ρ

[k−1]
3 . gq and gρ are generic constraint

functions, while λq ∈ R and λρ ∈ R are the values of the
upper bounds. It is worth noting that ‖1ρ3‖R assumes the role
of actuation cost, while the difference between the desired and
the actual output ‖ŷ− h(q)‖Q is a metric for performance.

We test two different solvers for the high level control:

• Proportional Control (P): it consists in pre-solving the
problem and controlling the system over xopt through a
proportional controller, which is a dead beat controller for
the discrete integrator if P = t−1

f
I, with the identity matrix.

• Model Predictive Control (MPC): it consists in recalculating
the optimum on-line at each time interval, using the

first element of the resulting control sequence (Köhler
et al., 2020). Conventionally, MPC is hardly applicable to
mechanical systems due to their high bandwidths, but the
architecture here presented allowsMPC application because
it is sufficient to apply it only each tf seconds.

P control and MPC usually present much different performance
and implementation complexity. For this reason, we decided to
test both of them to check if a simpler P solver is effective enough,
or if the difference in performances can justify the use of a more
demanding method, such as MPC.

The high level feedback loop consists in a periodical re-plan of
the control sequence, if the actual sensory outcomes are different
from the expected ones.

To obtain the desired synergistic behavior (iv), we rely on
the uncontrolled manifold theory (Scholz and Schöner, 1999).
As briefly described in section 2.2, the uncontrolled manifold
is the variance through the directions where output is constant
and the constraints are verified. This means that the uncontrolled
manifold can be identified as the manifold such that h(q) −

ŷ = 0. Focusing on the regulation of the output, rather than
on the joint error, is sufficient to obtain the desired synergistic
behavior (iv).

It is worth noting that the quality of the task execution is
strongly affected by the accuracy of the learned low level map.
A pre-learning of the map is time consuming and generally not
required. So, we will use an online approach to generate the
map: if a new task is not properly executed (i.e., its error is
greater than a certain threshold ηth) then the accuracy of the map
should be improved through the introduction of a new point,
obtained through an ILC execution along the failed trajectory.
This approach results in a task-oriented learned map: most of the
points will be collected in the portions of the subspace F that are
more useful for the tasks, obtaining a very good trade-off between
map dimension and accuracy.

5. VALIDATION

In this section, we test the effectiveness of the proposed
control architecture through simulations and experiments. In
both cases, we employ as testbed a two degrees of freedom
robotic arm, actuated by VSAs (Figure 7). Specifically, we
employ two qbmoves Maker Pro (Della Santina et al., 2017b),
which are bio-metitic variable stiffness actuators presenting
characteristics similar to human muscles (Garabini et al.,
2017). In both validations we consider the following gains
for the algorithm ŴFFp is blkdiag([1, 0.1], [1.25, 0.0375]),
ŴFFd is blkdiag([0.1, 0.001], [0.0375, 0.001]), ŴFBp

is blkdiag([0.25, 0.025], [0.25, 0.025]), and ŴFBd is
blkdiag([0.025, 0.001], [0.025, 0.001]). The parameters of the
squared exponential as covariance function in GPR algorithm
are σf = 1, σn = 0.05, γ = 2, and δerr = π/20.

For performance evaluation we use the error norm 1 of the
tracking error evolution, i.e., the integral over time of the norm
of the error,mean error hereinafter. Furthermore, we refer as total
error evolution the sum of the absolute tracking error of each
joint at a given time.
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FIGURE 7 | Two degrees of freedom robotic arm used as validation setup.

The manipulator is actuated by two qbmoves Maker Pro, which are bio-metitic

VSAs.

In section 5.1 we present simulations proving that the
proposed control architecture presents the desired behaviors (i)–
(v) separately. In section 5.2 we present experiments testing the
complete control architecture.

5.1. Simulation Results
The employed model is a two degrees of freedom arm. Each link
wights 0.5kg and is 0.5m long. Viscous friction equal to 1.2Ns on
output shaft is considered. Joints limits are [0, π

2 ]rad. The model
of the actuators takes into account hardware parameters, such
as measure noise, communication delays, saturations, motors
dynamics2. In the following the test separately the low level and
the high level controllers.

5.1.1. Low Level Control

In this section, we verify that the proposed low level control
achieves the human-like behaviors described in (i)–(iii). We
present a set of three simulations to test each behavior. First, we
validate the presence of learning by repetition (i) and anticipatory
action (ii). Then, we test the effectiveness of the learned map.
Finally, we verify that the system presents aftereffect over know
and unknown trajectories (iii).

First, we perform trajectory tracking over 50 trajectories
randomly selected in F through a uniform distribution. Results
are shown in Figure 8. Figure 8A shows that the system
profitably implements learning by repetition [behavior (i)],
reducing the error by repeating the same movement. Figure 8B
shows that the controller is able to capitalize the sensory-motor
memory over a trajectory increasing the role of anticipatory
action [behavior (ii)].

Then, we validate the effectiveness of the map. To this end,
we test two scenarios: trajectory tracking without any map and

2The simulink model is available online at

www.naturalmachinemotioninitiative.com.

trajectory tracking with a pre-trained map. In the latter case
the map is trained on the 50 learning phases performed in
the previous simulation. Given the two scenarios, we simulate
2 · 103 trajectories randomly selected in F through a uniform
distribution. The results are reported in Figure 9. Results show
that the performance using the map learned with only 50 random
repetitions are more than one order of magnitude better than the
ones without the map, and with a sensibly lower variance.

Finally, we verify the presence of the aftereffect, i.e., behavior
(iii). Results are shown in Figure 10, specifically we show
aftereffect over known trajectories in Figure 10A, and aftereffect
over unknown trajectories in Figure 10B. In the first case, the
green asterisk line represents the motion of the robot at the
end of the learning phase. Then, we introduce an external force
field, which acts on the joints as an external torque described
by 11(q, q̇) = −q̇31 − 2q1 + π and 12(q, q̇) = −q̇32 −

0.4q2, for the first and second joint, respectively. The trajectory
is deformed as a consequence of the force field introduction
(diamond red line). We repeat the learning process to recover
from performance loss, and the system is again able to follow
the initial trajectory (again, green asterisk line). Finally, the
field is removed, and the end-effector presents the mirror-image
aftereffect, i.e., the trajectory (circle blue line) is specular to the
red one.

In the second case we test presence of the aftereffect on
unknown trajectories. To this end, we simulate a motor control
experiment accounted in Gandolfo et al. (1996). The controller
experiences the unknown force field only on two trajectories. In
this simulation the external torque is described by 11(q, q̇) =

−0.5q̇1−0.15 and12(q, q̇) = −0.5q̇2+0.15. After field removal,
we track five additional trajectories. Each one presents aftereffect.
Moreover, its effect is more evident near in the trajectories close
to the experienced ones. This result proves that the proposed
control architecture presents a typical behavior of the CNS,
validating its human resemblance.

5.1.2. High Level

In this section, we verify that the proposed high level control
achieves the human-like behaviors described in (iv)–(v). We
present a set of two simulations to test each behavior. First, we
validate the ability to re-plan an anticipatory action (v) and we
compare the two approaches (P and MPC). Then, we verify that
the system presents a synergistic behavior (iv).

We evaluate the iterative procedure through 20 tasks. As
output we employ the task position of the end-effector along the
x axis, i.e., h(x) = a cos(q1)+a cos(q1+q2), where a is the length
of both links. Each task consists in moving the arm such that
‖h(x)− ȳj‖ is minimized, where ȳj is the desired evolution of task
j. The map is regressed online with a threshold ηth = tf

π
10 = π

20 .
This means that there is no pre-learned map and a new learning
process is executed each time the tracking error is greater than
ηth. Figure 11 shows the result. Figure 11A reports the average
number of sub-tasks that presents error greater than ηth at each
iteration. It is worth noting that the map converges to a complete
representation of the inverse system, i.e., no more learning
is needed, after ∼8 tasks, with both P and MPC algorithms.
Figure 11B shows that the MPC performance are better than the
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FIGURE 8 | Simulation results of the tracking performance of 50 trajectories randomly selected from F. (A) Total error over iterations. The control architecture presents

the learning by repetitions behavior. (B) Ratio between the feedforward and the feedback action. The control architecture presents the anticipatory behavior.

FIGURE 9 | Mean error of 2 · 103 simulations. (A) No map is used. The mean error is 1.5929rads with a variance of 0.6272rad2s2. (B) A learned map is used. The

mean error is 0.226rads with a variance of 0.0055rad2s2.

FIGURE 10 | Simulations present aftereffect over known and unknown trajectories. Before field introduction are the tracking performance before the introduction of

the external force field. The reference trajectory can be considered overlapped. After field introduction is the trajectory deformed by the external force field. Aftereffect

is the trajectory after the field removal. (A) Known trajectory. (B) Two known trajectories and five unknown trajectories.

P one. This occurs thanks to the re-optimization at each iteration
that permits to fully exploit task redundancies. In other terms, if
the system moves to a state x̃ different from the desired one x̂,
but such that h(x̃) = h(x̂), then the P controller reacts trying to
regulate the two states to be the same, while the MPC recognizes

that the task is accomplished and does not generate any further
control action.

In terms of tracking, the P controller presents good
performance but worse than MPC. Therefore, due to the greater
complexity of the latter method it would be possible to opt for
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FIGURE 11 | (A) Average number of low level evolution tracking which fails the error test at each iteration. (B) Error distributions with the two approaches at the first

step of the learning process: the MPC approach presents lower error than P approach exploiting the task redundancy.

FIGURE 12 | Synergistic behavior. The same task is executed 250 times with randomly selected initial conditions using a normal distribution with standard deviation

equal to 0.03 and mean value equal to the correct initial condition value. (A) The evolution of the joint present high variability. (B) The evolution in the task space

presents an analogous behavior, thus the performance are unvaried. (C) The distribution in configuration space highlights the synergy-like behavior of the high level

controller.

the P controller. However, we are also interested in obtaining
a synergistic behavior (iv). To this end, the MPC approach is
preferable. To verify the presence of the synergistic behavior (iv),
we track a reference trajectory with different initial conditions.
In particular, we randomly select 250 initial conditions using
a normal distribution with standard deviation equal to 0.03
and mean value equal to the correct initial condition value.
Figure 12A shows high variability in joints evolution, while
Figure 12B highlights that the task performance are preserved.
Considering the definition of synergy reported in section 4.1,
this simulation shows the presence of a synergistic behavior
of the controlled system, presenting Vgood >> Vbad in the
configuration space (Figure 12C).

5.2. Experimental Results
In this section we test the complete control architecture, and
we verify that it presents the desired behavior (i)–(v). Three
experiments are presented, one testing the learning by repetition
(i) and anticipatory behavior (ii), one testing the aftereffect (iii),
and one testing the performance of the online map learning. It is
worth noting that the reference trajectory is provided by the high
level control, validating the complete architecture.

The robotic platform is the two degrees of freedom planar arm
depicted in Figure 7. The output function h(x) is the end-effector
position given by h(x) = [b cos(q1)+b cos(q1+q2) , b sin(q1)+
b sin(q1+ q2)], where b = 0.1m is the length of the links. Given a
desired position ȳ, and a discrete time interval k̄, the experimental
task is to maximize the velocity of the end effector in the desired
position ȳ at the desired time step k̄. This task can be modeled as
the optimization problem

min
1π ,q

‖ȳ− h(q[k̄])‖Qp − ‖h(q[k̄])− h(q[k̄−1])‖Qv + ‖1π‖R

s.t.
¯
λq ≥ q[k] ≥ λ̄q , ∀k = 1, . . . , 10

q[k+1] = q[k] + tfπ
[k]
3 , ∀k = 1, . . . , 9 ,

(9)

where
¯
λq and λ̄q are the joint limits. R, Qp and Qv are the weight

matrices of the input, the final position cost, and the final velocity,
respectively, and their value is set asR = 0.1 I20×20,Qp = 20 I2×2,
and Qv = 10 I2×2.

Figure 13A shows the solution of the optimization problem
(9) with parameters tf = 0.5s,

¯
λq = [0, 0]T and λ̄q =

[π/2, π/2]T, k̄ = 9, ȳ = [0.2 0]T. This is the reference trajectory
of the fist experiment, and it is equal for both joints.
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FIGURE 13 | ILC experiment. (A) Reference trajectory resulting from the optimization problem (9). The trajectory is equal for both joints. (B) Tracking error evolution for

different meaningful iteration of the ILC algorithm. (C) The evolution of the error over iterations shows the learning by repetitions behavior. (D) The ratio between

feedforward and feedback actions shows an anticipatory behavior.

The results are shown in Figure 13. The proposed algorithm
learns the task through repetitions: in 40 iterations the achieved
performance are satisfying. Figure 13B shows the tracking error
evolution over time, for a few meaningful iterations. Figure 13C
proves that the system implements learning by repetition
[behavior (i)], reducing the error exponentially by repeating the
same movement. The mean error decreases approximately about
63.7% w.r.t. its initial value in 10 iterations, and of the 95% in
40 iterations. Finally, Figure 13D depicts the ratio between total
feedforward and feedback action, over learning iterations. This
shows the predominance of anticipatory action at the growth of
sensory-motor memory [behavior (ii)]. It is worth to be noticed
that feedback it is not completely replaced by feedforward, which
is coherent with many physiological evidences (e.g., Shadmehr
et al., 2010).

The second experiment has two goals. First, it tests the
ability of the control algorithm to cope with aggressive external
disturbances as springs in a parallel configuration (Figure 14A).
Then, it validates the presence of mirror-image aftereffect
[behavior (iii)]. The robotic arm learns to move its end-effector
following the movement depicted in Figure 14B (green asterisk
line). After the learning process we introduced an external
force field. The unknown external force field is generated by
a couple of springs of elastic constant 0.05Nm−1, connected
as in Figure 14A. Due to the spring introduction, the robot
end-effector evolution is altered as depicted in Figure 14B (red

diamond line). At this point, the algorithm recovers the original
performance after few iterations, proving its ability to cope with

external disturbances (learning process not shown for the sake
of clarity). Finally the springs are removed, and the end-effector
follows a trajectory (blue circle line in Figure 14B), which is

the mirror w.r.t. the nominal one, of the one obtained after

field introduction, therefore proving the ability of the proposed
algorithm to reproduce mirror-image aftereffect [behavior (iii)].

To conclude we test the map in the complete control

architecture. The idea is to repeatedly perform similar tasks, and
to quantify the map performance. In particular, we are interested

in verifying that the map capitalizes upon the information of the
previous task executions in the new trials. In this experiment, we

sequentially perform 10 tasks. The task parameters are tf = 0.5s,

¯
λq = [0, 0]T and λ̄q = [π/2, π/2]T, and ȳ = [0.2 0]T. In this

experiment, k̄ is chosen randomly with a uniform distribution
in the interval {2, . . . , 10} for each task. This means that each

task aims to maximize the link velocity at a different time step.
The resulting trajectory has a form similar to the one depicted in

Figure 13A, eventually scaled on the abscissa axis respect to the

value of k̄, and on the ordinate respect to the values of
¯
λq and

λ̄q: the system moves as slow as possible (i.e., in k̄ − 1 steps) in
the configuration that is most distant from the starting point (i.e.,
λ̄q), then in a time step it moves at the maximal possible speed to
the initial position, finally it remains stationary.
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FIGURE 14 | The designed control architecture presents aftereffect on known trajectories. (A) An unknown external force field is applied to the robotic arm through

the addition of springs. (B) The introduction of the force field deforms the trajectory (red line) After some repetitions the strict movement is recovered. If the force field

is then removed the trajectory (blue line) is deformed in a way specular to the first deformation.

For each task we performed a learning process lasting for
40 iterations. The resulting low level control is used for map
regression. This process is repeated 20 times. Hereinafter each
of these repetition is referred as trial. To analyze the results we
define two error metrics E and Ii. For every i-th task in the j-th

trial we evaluate (i) e
i,j
nm, i.e., the tracking error without the use of

themap, and (ii) e
i,j
wm, i.e., the tracking error with themap learned

with previous trajectories.

It is worth to be noticed that both error values e
i,j
nm and e

i,j
wm

are not correlated with index j. However, while e
i,j
nm is neither

correlated with index i, e
i,j
wm appears to be correlated with task

i, due to the presence of the map.
What we are interested in evaluating is how much the error

e
i,j
wm decreases respect to the performance without map e

i,j
nm.

Hence we define the metric

E =
1

Ni Nj

∑

i=1,...,Ni
j=1,...,Nj





1

T

T
∫

0

‖e
i,j
nm(t)‖dt



 , (10)

where T = 10tf is the task duration, Ni = 10 is the number of
tasks in a sequence of learning, Nj = 20 is the number of trials.
Hence E is the mean value of error without map, and it will be
used for normalization purpose.

Therefore the considered error index for the i-th task is
defined as

Ii =
1

E

1

Nj

∑

j=1,...,Nj





1

T

T
∫

0

‖e
i,j
wm(t)‖dt



 . (11)

Ii represents the normalized mean controlled system behavior
over trials at the i-th task. Ii > 1 indicates that the map degrades
the performance of the system, Ii = 1 indicates that the map does
not modify the system behavior, Ii ∈ [0, 1) indicates that the map
increases the system performance.

However, it is worth noticing that the regressed map has
the goal of improving the performance also of trajectories that
differ from the ones stored in the map itself. In particular, the
regressedmap aims at improving the performance of dynamically
similar tasks, while maintaining unaltered the performance of
dynamically different tasks. To analyze this point, we test it in
presence of a novel different trajectory w. Iiw represent index (11)
for the novel reference. Specifically, the employed trajectories are:
s, i.e., dynamically similar, and r, i.e., dynamically different

sk =
π

4
sin

(

3π

2
k

) [

1
1

]

, rk =
π

4
sin

(

3π

2
k

) [

−2
1

]

.

(12)
The two trajectories are presented in Figures 15A,B, respectively.
It is worth noticing that the s motion is more similar to the
task trajectories than the r motion since both joint evolution
are concordant.

This experiment has been performed with two different
scenarios: low and high stiffness. The results are reported in
Figures 15C,D, respectively. Both figures show that the map
converges to a complete inversion of the system in the set of tasks
of interest in ∼5 iterations, i.e., when five tasks are included in
the map there is no more improvement and the best performance
are achieved. Furthermore, the method is able to reduce the
error on the trajectory dynamically similar, without degrading the
performance of the trajectory dynamically different. This result is
achieved both in the low stiffness case and in the high one.

6. CONCLUSIONS AND FUTURE WORK

In this work a novel control architecture that simultaneously
shows the main characteristics of human motor control
system (learning by repetition, anticipatory behavior, aftereffect,
synergies) has been stated. The effectiveness of the proposed
control framework has been validated in simulations and
via experimental tests. The experiments have been conducted
on a robotic platform, the qbmoves, closely resembling
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FIGURE 15 | Experimental map evaluation. (A) Dynamically similar trajectory. (B) Dynamically different trajectory. Evolution of the error index (11) used for map

evaluation in soft (C) and stiff (D) scenario. The error index Ii on the set of tasks of interest converges to the best reachable performance after ∼5 tasks in both cases.

Then, two different trajectories are tested: s which is dynamically similar and r which is dynamically different. The map reduces the error on the dynamically similar

trajectory (Iis), and it leaves unadulterated the performance on the dynamically different trajectory (Iir).

the muscular system and in which the control inputs,
namely reference position and stiffness preset, have their
biological counterpart in the reciprocal and co-activation,
as per Equilibrium Point Hypothesis. The proposed control
architecture translates elements of the main motor control
theories in well-stated mechanisms belonging to control theory.
Control Engineering could provide a useful framework for theory
falsification in motor control, and it could give an already well-
formed global language for problem definition. Furthermore,
human behavior can be used to ensure human-like performance
in robotic systems, and hence be used as a starting point for novel
control models. We will further analyze this point in future work.

Future work will also aim at increasing the human-likeness
of the proposed control architecture. First we will focus on
merging the generalization method proposed in Angelini et al.
(2020b) and the generalization method based on GPR that was
presented in this paper. The union of the two approaches will
grant to the robot the ability to track any desired trajectory,
with any desired velocity, considerably limiting the amount of
required learning procedures. This solution will further close the
gap between robot and human capability in terms of previous
experience exploitation. Then, we will aim at replicating the
impedance behavior learning that is typical of human beings,
and it is generally related to the performed task. Indeed, thanks
to our control architecture the robot compliance is not altered,

meaning that it can be freely exploited. Additionally, we will
exploit functional synergies extracted from recorded human
motions to increase the human-likeness of the robot movements
(Averta et al., 2020). Finally, this work focused on robot powered
by mono-articular actuators, i.e., platforms where each motor
separately drives each link. However, some systems, e.g., human
musculoskeletal system, present a poly-articular structure. In
Mengacci et al. (2020), a few preliminary insights about the
application of ILC to poly-articular systems have been discussed.
Starting from these results, future work will also study the
application of the proposed control architecture to poly-articular
robots, achieving also a anatomical synergistic behavior.
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Tomić, M., Jovanović, K., Chevallereau, C., Potkonjak, V., and Rodić,
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Biorobotis Laboratory, Department of Mechanical Engineering, Seoul National University, Seoul, South Korea

Soft grippers with soft and flexible materials have been widely researched to improve

the functionality of grasping. Although grippers that can grasp various objects with

different shapes are important, a large number of industrial applications require a

gripper that is targeted for a specified object. In this paper, we propose a design

methodology for soft grippers that are customized to grasp single dedicated objects.

A customized soft gripper can safely and efficiently grasp a dedicated target object

with lowered surface contact forces while maintaining a higher lifting force, compared

to its non-customized counterpart. A simplified analytical model and a fabrication

method that can rapidly customize and fabricate soft grippers are proposed. Stiffness

patterns were implemented onto the constraint layers of pneumatic bending actuators to

establish actuated postures with irregular bending curvatures in the longitudinal direction.

Soft grippers with customized stiffness patterns yielded higher shape conformability

to target objects than non-patterned regular soft grippers. The simplified analytical

model represents the pneumatically actuated soft finger as a summation of interactions

between its air chambers. Geometric approximations and pseudo-rigid-body modeling

theory were employed to build the analytical model. The customized soft grippers

were compared with non-patterned soft grippers by measuring their lifting forces and

contact forces while they grasped objects. Under the identical actuating pressure, the

conformable grasping postures enabled customized soft grippers to have almost three

times the lifting force than that of non-patterned soft grippers, while themaximum contact

force was reduced to two thirds.

Keywords: soft gripper, pneumatic actuator, stiffness patterning, shape conforming, design customization,

pre-grasping posture

INTRODUCTION

Softness and flexibility of constituting materials allow soft robotic grippers to be adaptive when
interacting with objects (Hughes et al., 2016; Shintake et al., 2018). Recent efforts in this domain
have paved ways to implement previously unattainable functionalities of robotic grippers. For
example, variable stiffness structures (Amend et al., 2012; Cheng et al., 2016; Wei et al., 2016; Al
Abeach et al., 2017; Fei et al., 2018) and friction pads (Zhou et al., 2017; Glick et al., 2018) were
integrated into soft fingers; novel materials such as edible gelatin (Shintake et al., 2017), self-healing
materials (Cheng et al., 2014; Terryn et al., 2015, 2017), and 3D printable materials (MacCurdy
et al., 2016; Mutlu et al., 2017; Hu et al., 2018) were used to fabricate soft fingers. Also, some studies
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developed new designs of air chamber sections by employing
modular approaches or exploiting multiple materials (Milana
et al., 2018; Zhang et al., 2018; Park et al., 2019).

Soft grippers, especially those driven by pneumatic actuation,
have been in the spotlight for their ability to grasp variously
shaped objects and even fragile objects with a simple on-
and-off control (Rus and Tolley, 2015; Gorissen et al., 2017).
Recent efforts regarding pneumatically actuated soft grippers
have resulted in soft gripers appearing in the service and
logistics scenes, where the grippers are expected to face
unconstrained situations.

On the other hand, industrial sites predefine and constrain
every component of their production system settings, to achieve
maximum efficiency. Therefore, industrial grippers are most
likely to repetitively interact with predefined objects. However,
most processes that handle flexible and soft objects are yet to
be automated because traditional suction cups and grippers are
incapable of safely handling them.

To handle such fragile and soft objects, it is critical to exert
a lifting force that matches the weight of the target object; also,
contact pressures need to be distributed to reduce concentrated
contact forces, which can damage the object. Accordingly, there
are studies that control the concentrated contact force through
sensor feedback (Su et al., 2020) and increase the contact area
between the object and the gripper (Shian et al., 2015; Hao
et al., 2018). However, most studies rarely consider the effects of
both the contact force and area, simultaneously. In addition, the
sensory feedback systems require additional control schemes and
resources, which may be burdensome to industrial applications.

In this paper, we introduce design and fabrication methods to

develop customized soft grippers with highly conformable pre-

grasping finger postures that outline the shapes of specified target

objects (Figure 1) to reduce the contact pressure by increasing
the contact area. Implementing grasping postures that match
the outlining shapes of target objects has been studied as one
way of designing robotic grippers (Shimoga and Goldenberg,

FIGURE 1 | Overview of the stiffness patterning concept and the simplified analytical model for customized grasping postures.

1992; Hurtado and Melkote, 2001; Dollar and Howe, 2006).
The adaptiveness of the current soft gripper is manifested when
a gripper’s structure is deformed upon contacting an object.
During this interaction, force is applied to the target object. By
implementing conformable grasping postures to soft grippers,
grippers can deform to their predefined shapes that outline the
target objects without the presence of contact forces. As a result,
compared to non-customized soft grippers, the customized soft
grippers not only applied the same lifting force with lower
actuating pressures but also applied smaller surface contact forces
to objects. The lowered actuating pressures and contact forces
correspond to efficiency and safety, respectively.

Designing customized soft grippers could be achieved by
investigating the bending behavior of a PneuNet-type soft
bending actuator, and by engineering the moments generated
by the air chamber and constraint layer sections of the soft
bending actuator. PneuNet-type actuators have been widely used
in the field of soft robotics, and their design could intuitively be
segmentized into a series of air chambers. In addition, fabrication
of the PneuNet-type actuators is divided into two main parts:
the upper air chamber section and the bottom constraint layer
section. The constraint layer refers to the section attached
to the air chamber section, as shown in Figure 1. Geometric
approximations and the pseudo-rigid-body modeling theory
were employed to formulate the simplified analytical model.
The analytical model describes the interaction between the air
chambers and the constraint layer as intersections of moment
surfaces. The moment surfaces can be modified and tuned to
establish intended conforming grasping postures, by patterning
the stiffness of the bottom constraint layer.

The main contributions of this paper are as follows:

• Design methodology for customized soft grippers that
are matched to the shape outlines of target objects by
patterning stiffness of constraint layers. This approach enables
customization without changing the main form factors of
the gripper.
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FIGURE 2 | Overview of the concept and the computation process behind the proposed simplified analytical model of soft bending actuators.

• Fabrication methods for customized soft grippers with a
modular design approach and a thickness tuning mold
approach. The approach enables the manufacturing process of
the customized grippers to be cost- and time-efficient.
• A simplified analytical model that estimates and customizes

the conforming grasping postures of pneumatically actuated
soft bending actuators. The model proposes an insight to
analyze and engineer moment surfaces to customize grasping
postures. Implementation of the analytical model into the
design and fabrication of customized soft grippers with
conforming grasping postures.

This report is organized as follows. Section Simplified Analytical
Model for Posture Estimation presents a simplified analytical
model. In Section Stiffness Patterning of Constraint Layers,
discussions about the moment surfaces of soft grippers are
presented. Section Fabrication Process of Customized Soft
Grippers outlines the fabrication processes of customized soft
grippers. Finally, in Section Experimental Results for Customized
Soft Gripper, experimental results and comparisons between
customized soft grippers and non-patterned soft grippers
are presented.

SIMPLIFIED ANALYTICAL MODEL FOR
POSTURE ESTIMATION

Building an analytical model that represents the soft actuator’s
entire structure is challenging. Our approach is to divide the
soft bending actuator into a serial arrangement of interactions
between two adjacent air chambers. Then, the chain algorithm
for the Pseudo-Rigid-Body (PRB) model (Howell, 2001; Pauly
and Midha, 2006a,b) was employed to expand and apply the
two-chamber interaction into the whole configuration of the soft
bending actuator (Figure 2).

Model for a Single Interaction Between
Two Air Chambers
The first step of the simplified model was to investigate the
inflation behaviors of a single air chamber. During inflation,
the height and width of the air chamber walls are deformed, as
shown in Figure 3. In this paper, the height (dheight) and width
(dwidth) displacements due to wall inflation are determined based
on the fitting curves obtained via experimental measurements
(Supplementary Figures 2, 3, 7), due to the non-linearity of
hyper-elastic materials. In future works, it may be possible to
investigate the inflation behaviors of a single air chamber with
numerical analysis methods.

The bending motion of a soft finger is initiated when two
air chambers push each other as they come into contact with
each other, after being inflated. In this research, we use chambers
with square adjacent facets, which have an approximately
circular shape when inflated, as shown in Figure 3. The
interaction between the two air chambers may exhibit non-linear
characteristics that originate from the material properties and
irregular distortion of the inflated chambers. This non-linear
distortion of the air chambers was assumed to be negligible, and
the model consisted of two circular balloons pushing against each
other. Based on this geometric approximation, the radius of the
inflated chamber wall (R) can be obtained as a function of dheight
and dwidth as Equation (2). Height of the single air chamber L
can be described with initial height (Linitial) and displacement by
inflation (Figure 3B).

L = Linitial + dheight (1)

R =
dwidth

2
+

L2

8 · dwidth
(2)

The bending moment, Mchamber , originated from the pushing
force between air chambers, could be described using geometric
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FIGURE 3 | (A) Inflation of a modular design single air chamber block. (B) During inflation, the heights of the chamber and its side walls were deformed.

(C) Geometric approximation of the inflated air chamber wall. (D) Schematic diagram of the interaction between two air chambers. (E) Contact surface and moment

arm. (F) Interaction of the face.

approximations. The moment generated by the air chambers
(Mchamber) is described by applied inflating pressure P as in
Equation (3).

Mchamber = Area · P · lmoment (3)

Area = π ·
(

roverlap
)2

(4)

roverlap = 2 ·

√

√

√

√

√R2 −





(

L
2 + dlayer

)

· sin (θ/2)

+

√
−L2 + 4 · R2 · cos (θ/2)

2





2

(5)

dlayer =

{

const. = dlayer,module (for modular design)
tlayer
2 (for elastomer molding design)

(6)
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FIGURE 4 | (A) Cross-sectional view of a four-air chamber-long soft bending actuator. (B) Pseudo-rigid-body model-based approximation of the soft bending

actuator. Arrows indicate the moment associated with the air chambers and the layers, respectively.

lmoment =

√

√

√

√

√

√

2 · L · dlayer + 2 · R2 + 2 · d2
layer

+ cos(θ)
(

L2 + 2 · L · dlayer − 2 · R2 + 2 · d2
layer

)

− L · sin(θ) ·
√
4 · R2 − L2 − 2 · dlayer · sin(θ) ·

√
4 · R2 − L2

2
(7)

The overlapping area of the interaction of the two air chambers in
Figure 3D was also assumed to have a circular shape. The radius
of the overlapped area (roverlap) could be described based on
geometric approximations. The moment arm (lmoment) could be
obtained from the geometric relations derived from the distance
between the bottom of the air chamber and the axis of rotation
(dlayer). The bending of the constraint layer was considered as
pure bending. Therefore, the neutral plane of this layer was
assumed to be located at its center.

During the bending motion, the constraint layer at the bottom
of the structure also generated a moment to return back to the
initial state. Based on the Pseudo-Rigid-Body model theory, the
constraint layer was assumed to be a non-linear torsional spring.
Therefore, the moment generated by the bottom layer (Mlayer)
can be described using the non-linear torsional spring coefficient
(klayer) and the bending angle (θ). The non-linear spring
coefficient could be obtained from the fitting curve obtained by
the three-point bending experiments (Supplementary Figure 3).
Themoment generated by the constraint layer could be described
as a function of the bending angle according to Equation (8).

Mlayer = klayer (θ)× θ = f (θ) (8)

Finally, the bending angle between two air chambers at a
given actuation pressure is computed by solving the moment
equivalent equation between Mlayer and Mchamber . Details
regarding the relationship between Mlayer and Mchamber will be
discussed in chapter 3.

Expand to Multiple Air Chambers
Based on the Pseudo-Rigid-Body model theory, the entire
structure of the soft bending actuator could be considered as a
superposition of the interactions between two air chambers that
are arranged in the longitudinal direction (Figure 4). Therefore,
the bending posture could be represented by the bending

angle of each node of the structure. The bending angles could
be determined by solving the moment equivalent equations
for each node (Algorithm 1). As a result of the simplified
analytical model, the posture of the entire structure at any given
actuation pressure could be obtained within tens of seconds.
For future work, the model could be also applied to other
kinds of soft actuators that can be segmentized into a series of
interactions between force implying elements (e.g., air chambers)
and constraint elements (e.g., constraint layers).

Algorithm 1: Estimating actuated posture of soft bending
actuator.
Input: pinput // Actuation pressure

S= [s1, s2, . . . , sn] // Stiffness pattern of the soft gripper
with n number of nodes

Output: Gshape = [θ1, θ2, . . . , θn] // Posture of the soft finger
represented by the bending angle of each node

1: for i := 1 to nDo

2: dheight,i ← FunctionHeight(pinput); // Calculate height
displacement of a single air chamber at a given actuation pressure
3: dwidth,i ← FunctionWidth(pinput); // Calculate width
displacement of a single air chamber at a given actuation pressure
4: Find θi that

5: Mchamber,i(θi, pinput , dheight,i, dwidth,i)=Mlayer,i(θi, si); // Solve
the equation about moments generated by the chambers and
layer at the i-th node
6: end for

7: return Gshape = [θ1, θ2, . . . , θn]

STIFFNESS PATTERNING OF CONSTRAINT
LAYERS

Analysis of Moment Surfaces and
Intersection
The moment generated by the air chambers (Mchamber) can be
represented by the applied pressure (p) and the bending angle
(θ), as shown in Figure 5A. The region where the magnitude of
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FIGURE 5 | (A) Moment surface generated by the air chambers. The no contact area indicates when the air chambers do not contact each other. (B) The moment

surface generated by the bottom layer. The moment generated by the bottom layer is only related to the bending angle.

FIGURE 6 | (A) The intersection between the moment surfaces (red dashed line) provides the characteristics regarding bending properties of a soft finger. (B) Design

process for a soft finger. The bending properties and the contact response can be modified by tuning the moment surfaces through designing each section.

(C) Design parameters for a soft finger.

themoment is zero represents the instance when the air chambers
are inflated but do not contact each other. However, the moment
generated by the constraint layer that is plotted in Figure 5B is
only related to the bending angle (θ).

Figure 6A illustrates the intersection that occurs when the
two moment surfaces are plotted together. The intersection
characterizes the configuration of the soft bending actuator when
there is no contact with the environment. Besides, Figure 6
implies that the shape of the intersection can be modified by
tuning the moment surfaces.

Modifying Moment Surfaces to Design Soft
Grippers
Moment surfaces can be tuned through engineering the air
chambers and the constraint layer. The air chamber design is
affected by the width, cross-sectional shape, thickness of the
chamber shell, constituting material, etc. (Figure 6). The design

parameters are related to both the air chambers’ inflation process
and the pushing interactions between the air chambers that
generate bending moment. On the other hand, the constraint
layer has fewer design parameters than the air chambers. Design
parameters for the constraint layers mainly relate to the bending
stiffness that resists the bending motion generated by the air
chamber section.

Designing the air chambers is relatively difficult than
designing the constraint layer section. The air chambers
non-linearly deformed and push against each other as they get
inflated. However, the constraint layer section only experiences
bending motion, but neither inflation nor interaction. Therefore,
designing the constraint layer was relatively easy than designing
the air chamber section, despite the inherent non-linearity of
the material. Furthermore, modifying the air chamber section
with different designsmay require differentmolds for fabrication;
therefore, changing the design parameters of the constraint layers
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FIGURE 7 | (A) Constant pressure plane at a given actuation pressure for a modular design soft finger. (B) The moment generated by a contact force (Mcontact ) shifts

the equilibrium state from the initial state to the contacted state. (C) Comparison between high-stiffness and low-stiffness patterns using modular design soft fingers.

When the same contact moment (Mcontact ) was applied to soft fingers with different stiffness patterns, soft fingers with high and low stiffness patterns did not bend at

θhigh and θlow, respectively.

has several advantages over the air chamber section in terms
of manufacturing.

Stiffness Patterning for Conformable
Grasping
By tuning the constraint layer design, the equilibrium point
of each node can be modified, which directly affects the
overall configuration of the fingers. In other words, the proper
arrangement of nodes, each with different stiffness, in the
constraint layer is crucial for establishing conformable pre-grasp
postures for specified target objects. In this paper, we will call
this arrangement the stiffness patterning of the constraint layer.
Most conformable stiffness patterns for predefined objects can
be found with the analytical model and the genetic algorithm,
provided by MATLAB (MathWorks, Inc.) (Algorithm 2). A
stiffness pattern that minimizes the mean square error between
the shape of the actuated soft gripper and object was selected
as the customized pattern design. The outlining shape of the
target objects was imported into the algorithm as a fitting
curve function and a set coordinates. In this paper, we used
three different levels of stiffness patterns: 4, 6, and 8mm of
thickness, as presented in section Model for a Single Interaction
between TwoAir Chambers of the Supplementary Material. The
proposed analytical model enables the customization of stiffness
patterns within tens of seconds with a personal computer that has
general specifications.

Concept of Stiffness Patterning
Stiffness patterning affects the shape of the constant pressure
plane of the moment surfaces (Figure 7A). Equilibrium between
the moment generated by the air chambers and the constraint
layer results in a bending angle that represents the initial steady
state of the soft finger without any contact force. However, when
the soft finger contacts an object, a moment generated by the
contact (Mcontact) is applied to the finger. The moment due
to contact shifts the steady state from the initial state to the
contacted state, as shown in Figure 7B.

Algorithm 2: Stiffness pattern customization based on a target
object.
Input: pinput // Actuation pressure

Oshape // Shape of a target object
Output: S = [s1, s2, . . . , sm] // Stiffness pattern of a soft gripper

with m number of nodes to maximize conformability
for Oshape while actuated at pinput

1: Genetic Algorithm: Find Si s.t. minimize errorshape
2: Si ← GetPopulation() // Generate the population for the
i-th evolution
3: Gshape,i ← ShapeEstimator(pinput , Si) // Get estimated
grasping posture of the soft gripper with the stiffness pattern set,
Si, at actuation pressure pinput
4: errorshape,i ← MSE(Oshape, Gshape,i) // Calculate mean
square error between Oshape and Gshape,i

5: end Genetic Algorithm

6: return S= [s1, s2, . . . , sm]

Without any contact, the soft finger with a high stiffness
pattern requires a higher actuation pressure than the soft finger
with a low stiffness pattern, to achieve the same amount of
bending. As shown in Figure 7C, when the same amount of
the contact moment (Mcontact) is applied to both the high-
stiffness and low-stiffness patterned soft fingers, the straightening
angles of each stiffness pattern (θhigh, θlow) are different. The
straightening angle of the soft finger with a high stiffness pattern
(θhigh) is smaller than that of the soft finger with a low stiffness
pattern (θlow).

There are trade-offs between the low-stiffness and high-
stiffness patterns in terms of the bending and straightening
characteristics. Table 1 shows a qualitative comparison and the
trade-offs between high- and low-stiffness patterns. In the end,
it is possible to design actuators that have the same overall
appearance by combining different pressures and stiffness.
However, because these complementary relationships exist, it is
important to properly customize the stiffness pattern according
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to the specified conditions, such as maximum applicable pressure
and the weight of a gripping object.

FABRICATION PROCESS OF CUSTOMIZED
SOFT GRIPPERS

In this chapter, the fabrication process for the customized soft
grippers is presented. The aforementioned constraint layer design
customization method yields a relatively simple fabrication
process for soft grippers.

Single Mold Fabrication Process for
Customized Soft Grippers
Fabricating customized soft grippers may present the
presupposition of using customized molds for different
designs. However, we present a single mold fabrication process
for customized soft grippers. The single mold refers to the
fabrication of the air chamber section. As mentioned in section
Modifying Moment Surfaces to Design Soft Grippers, modifying
the stiffness of the constraint layer, to change the actuated

TABLE 1 | Qualitative comparison between low stiffness and high stiffness

patterned layers.

Low-stiffness patterned layer High-stiffness patterned layer

Large bending angle per applied pressure Small bending angle per applied

pressure

Small energy consumption for required

grasping posture

Large energy consumption for

required grasping posture

Weak against external distortion Strong against external distortion

Weak against sagging by object weight Strong against sagging by object

weight

More adaptive to environment Less adaptive to environment

posture, is relatively easy compared to changing the air chamber
section’s design. Therefore, the stiffness of the constraint layer
is modified using a varying stiffness pattern mold, then it is
bonded to the air chamber section, which stays constant for
different designs. The following outlines the fabrication process
of a customized soft gripper: first, the thickness tuning plates are
stacked inside the base mold of the constraint layer, according to
the desired design; then, a pre-cured elastomer is poured into the
assembledmold and cured; finally, the fully cured constraint layer
is bonded together with the air chamber section (Figure 8). The
resulting soft gripper achieves customized actuated postures with
irregular bending curvatures at different pressures compared to
their non-patterned counterparts (Supplementary Figure 6).

Also, a stiffness patterning method using modularized blocks
is introduced in Figure 9. The idea of using modularized soft
robotic blocks was introduced in previous research (Lee et al.,
2016, 2018). In this paper, we have implemented stiffness
patterning into the previous concept of using modular blocks by
using flexure blocks with different stiffnesses (Figure 9C). The
advantage of the modular design is that it simplifies the tuning of
the stiffness patterns into a process of disassembly and rejoining
of the blocks. Details are described in section Expand to Multiple
Air Chambers of the Supplementary Material.

EXPERIMENTAL RESULTS FOR
CUSTOMIZED SOFT GRIPPER

In this chapter, the experimental results that compare soft
grippers with stiffness patterned constraint layers and soft
grippers with typical non-patterned homogeneous constraint
layers are presented. The experiment consisted of measuring
the pulling forces of the soft grippers while grasping target
objects. Each gripper had two identical soft fingers mounted
in a single plane parallel to the ground (Figure 10). The
stiffness patterns were optimized based on the target objects.

FIGURE 8 | Fabrication process of non-uniform stiffness varying patterned layer. (A) The thickness tuning plates are stacked inside the base mold. (B) The procured

elastomer poured inside the assembled mold. (C) The air chamber section and constraint layer are bonded together. (D) Soft finger with stiffness patterned layer.

(E) 3D-printed base mold and thickness tuning plates. (F) Thickness tuning plates are stacked inside the base mold. (G) Fully assembled constraint layer mold.
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FIGURE 9 | Modular design for customized soft gripper. (A) Air chamber block. (B) Three kinds of bottom blocks. (C) Flexure block. (D) Soft finger built by

assembling module blocks. (E) Cross-section view of the soft finger. Blue arrows indicate actuating pressure. (F) Preassembled state of flexure and bottom blocks.

(G) Assembled bending block.

The actuation pressure was maintained at a constant value
throughout the experiment.

Experimental Setups for Object Grasping
and Pulling Tests
Soft grippers with stiffness patterned constraint layer and soft
grippers with typical non-patterned homogeneous constraint
layers were tested. Both kinds of grippers were fabricated
using the same material (Dragon Skin 30, Smooth-On Inc.).
In addition, the designs of the air chamber section for both
the patterned and non-patterned grippers were identical. The
dimensions of the soft fingers were the same as those of the soft
fingers presented in Supplementary Material Chapter 2.

Two kinds of objects were selected as target objects. One was
a star-shaped object, and the other was a sphere-shaped object
(Figure 10). These shapes were chosen because they are very
well-known structures, each lying on either end of the extremes:
one with no angles and the other with multiple concave acute
angles. Both objects were 3D printed using ABS material and
fused filament fabrication method. The star-shaped object had
a maximum width of 65mm whereas the sphere-shaped object
had a diameter of 60mm. The objects were connected to a
load cell (333FDX, Ktoyo Co. Ltd.) which was mounted onto a
linear guide. Force-sensitive resistor sensors (FSR 400, Interlink
Electronics, Inc.) were placed on the surface of the objects. The
grippers and the objects were designed to be bisymmetric about
their center lines. Therefore, the sensors were only attached to a
single side of the objects.

Each experiment measured the pulling force and the contact
forces between an object and a gripper while the gripper was
actuated, and the object was pulled in the outward direction.

A load cell and FSR sensors were used to obtain the pulling
force and the contact force values, respectively. A draw-wire
displacement sensor (CWP-S500R, CALTSensoR) was attached
to the same mount where the load cell was positioned. The soft
grippers were fabricated based on optimized stiffness pattern
designs for each target object.

Customization of Stiffness Pattern for a
Given Target Object
The stiffness pattern designs of the constraint layer were
optimized for each target-grasping object at preselected actuation
pressures. Customization of stiffness patterns was completed
within tens of seconds with a personal computer that has general
specifications. This rapid speed of calculation was enabled by the
proposed analytical model.

The experimental setup in a two-dimensional plane space
is shown in Figure 10C. The soft fingers of the gripper were
placed 60mm apart. The initial angles of the fingers were
rotated 30◦ in the outward direction from the centerline of
the grippers. The centers of the spherical and the star-shaped
objects were placed 35 and 55mm apart from the base of the soft
grippers, respectively.

Figure 11 shows the soft grippers with customized stiffness
patterns and those without stiffness patterns. The actuated
pressure was selected to be 35 kPa because it resulted in
better conformability compared to other pressure values. The
customized stiffness pattern at this actuating pressure was 4, 6,
8, 8, and 8mm, from the proximal node to the distal node.
However, the constraint layer of the non-patterned soft gripper
was also selected to maximize the conformability to the target
object. Based on the simulated results, the soft gripper with the
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FIGURE 10 | Experimental setup for object gripping and pulling tests. (A) Star-shaped and spherical objects were prepared for the pulling tests. FSR sensors were

attached to the surfaces of the objects. The circled numbers indicate the locations of the sensors. (B) Experimental setup for the star-shaped object. (C) View of the

experimental setup using the spherical object and the soft gripper with the stiffness patterned soft fingers before actuation.

non-patterned constraint layer with 6-mm thickness had the best
conformability among other grippers with 4- and 8-mm layers.

The stiffness pattern of the soft gripper was also optimized to
target the star-shaped object. The actuating pressure was selected
to be 30 kPa. The optimized stiffness pattern was 6, 8, 8, 4, and
4mm, from the proximal node to the distal node. Similar to the
sphere-shaped object, the thickness of the constraint layer for
the non-patterned soft gripper was selected to be 6mm, which
maximized the conformability to the star-shaped object. Both
the customized and non-patterned soft grippers were fabricated
with the same material (Dragon Skin 30, Smooth-On Inc.). In
addition, the designs of the air chamber sections were identical
for both grippers.

Comparison Between Customized and
Non-patterned Grippers
To evaluate the efficiency and safety, the object pulling force
and the contact forces of the soft grippers with customized
stiffness patterned constraint layers and the non-patterned were

compared. The contact force determines the safety of the object;
a lower contact force yields a safer interaction between the
object and the gripper. The pulling force determines the load
capacity of the gripper; a higher pulling force under the same
actuation pressure enables the gripper to grasp heavier objects.
First, the object was placed at the predetermined location without
actuating the gripper. Then, the soft gripper was actuated to
grasp the object. The object was forced out of the gripper by
slowly pulling it toward the outward direction. The pulling
force of the gripper, the contact forces between the gripper
and the object, and the pulling displacement were measured
simultaneously. Each experiment was performed five times, and
the two results with maximum and minimum values were
excluded from the analysis.

Experimental Results for Sphere-Shaped Object

The patterned soft gripper and the non-patterned soft gripper
were actuated with the same predetermined actuating pressure,
35 kPa (Figure 12). The experimental results regarding the
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FIGURE 11 | Four soft grippers and spherical object with 60mm diameter, and star-shaped object. The center of the objects was located at 35, 60mm from the base

of the grippers, respectively. (A,E) Customized soft gripper. (B,F) Non-patterned soft gripper. (C,G) Comparison between experimental and simulated results without

the object. (D,H) Comparison between the experimental and simulated results with the object.

FIGURE 12 | Actuated state of three cases of patterned and non-patterned soft grippers. (A) The soft gripper with stiffness patterned constraint layers actuated up to

35 kPa. (B) The non-patterned soft gripper with 35 kPa of actuation pressure. (C) The non-patterned soft gripper with 50 kPa of actuation pressure. Figure 13 of the

supplementary section illustrates a more detailed version of the experimental results, including the sequence of grasping, and markers that correspond to the model

simulations.

pulling forces for the patterned and non-patterned grippers are
illustrated in Figure 13. The maximum pulling force for the
patterned soft gripper is almost three times larger than that
obtained for the non-patterned soft gripper under the same
actuation pressure (Table 2). The non-patterned soft gripper

required an actuation pressure of 50 kPa, which is approximately
1.4 times greater compared to that of the patterned soft gripper,
which required 35 kPa of actuation pressure.

The contact forces obtained from the four FSR sensors
attached on the object’s surface are illustrated in Figure 13. The
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FIGURE 13 | Experimental results for pulling force and contact forces on the spherical object. (A,D) The results for the patterned soft gripper actuated at 35 kPa.

(B,E) The results for the non-patterned soft gripper actuated at 35 kPa. (C,F) The results for the non-patterned soft gripper actuated at 50 kPa. Red dashed lines are

smoothed curves obtained by using a LOWESS regression with a span of 0.1.

TABLE 2 | The experimental results about grasping sphere-shaped objects.

Patterned

(35 kPa)

Non-patterned

(35 kPa)

Non-patterned

(50 kPa)

Pulling force

(experiments)

119.12 44.03 121.05

FSR #1 0 0 48.22

FSR #2 13.76 34.28 96.16

FSR #3 90.89 132.54 201.67

FSR #4 61.84 102.60 120.45

customized gripper and the non-patterned gripper with 35 kPa of
actuation had almost zero forces on FSR sensor #1. The contact
force on sensor #2, or the patterned soft gripper, was almost
constant. However, the non-patterned soft gripper actuated up to
35 kPa applied a higher contact force on sensor #2. In addition,
the non-patterned soft gripper applied almost 1.5 times the force
on sensors #3 and #4 than the customized gripper. Moreover,
contact durations for both sensors, for the non-patterned gripper,
were relatively shorter than those of the customized soft gripper.

The non-patterned soft gripper actuated up to 50 kPa exerted
contact force on the FSR sensor #1 from the beginning of the
experiments, unlike the previous cases. Sensors #3 and #4, in this

case, were applied with almost twice the maximum contact forces
than those of the customized soft gripper. Moreover, the position
of the sensor #4 is opposite to the lifting direction of the object.

Experimental Results for a Star-Shaped Object

The patterned and non-patterned soft grippers both grasped the
star-shaped object with 30 kPa of actuating pressure (Figure 14).
The patterned soft gripper had about 1.3 times the pulling
force than the non-patterned soft gripper (Figure 15). The
non-patterned soft gripper actuated with 35 kPa of pressure had
slightly higher pulling force than the patterned soft gripper with
30 kPa of pressure (Table 3).

The contact force applied on the FSR sensor #1 was almost
zero, which were out of the measuring range of the sensor, for all
three cases. The maximum contact force applied on FSR sensor
#2 was almost similar to both for the stiffness patterned and non-
patterned soft grippers. However, the contact duration was longer
with the stiffness patterned soft gripper. Meanwhile, the non-
patterned soft gripper with 35 kPa of actuating pressure exerted
a higher contact force on the sensor #3, which was attached to
the surface that is opposite to the lifting direction of the object
(Figure 15).

In summary, the experimental results show that the shape-
conformable soft grippers with customized constraint layer
stiffness pattern designs had better grasping performance in
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FIGURE 14 | Actuated state of three cases of patterned and non-patterned soft grippers. (A) The soft gripper with stiffness patterned constraint layers actuated up to

30 kPa. (B) The non-patterned soft gripper with 30 kPa of actuation pressure. (C) The non-patterned soft gripper with 35 kPa of actuation pressure. Figure 13 of the

supplementary section illustrates a more detailed version of the experimental results, including the sequence of grasping, and markers that correspond to the model

simulations.

FIGURE 15 | Experimental results for pulling force and contact forces on the star-shaped object. (A,D) The results for the patterned soft gripper actuated at 30 kPa.

(B,E) The results for the non-patterned soft gripper actuated at 30 kPa. (C,F) The results for the non-patterned soft gripper actuated at 35 kPa. The red dashed lines

are smoothed curves obtained by using a LOWESS regression with a span of 0.1.

terms of object pulling and contact forces. The stiffness
patterned soft gripper may exhibit better stability and require
lower actuation pressure. Furthermore, the contact forces,
which may be related to the integrity of the interaction
between the gripper and the object, decreased for the shape-
conformable soft gripper due to stiffness patterning of the
constraint layers.

CONCLUSION

In this paper, we presented an analytical approach that allows us
to estimate and experimentally implement customized postures
of soft pneumatic grippers. The model suggested that the
moment surfaces generated in the air chamber section and the
constraint layer section correspond to the bending behavior of
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TABLE 3 | The experimental results about grasping star-shaped objects.

Patterned

(30 kPa)

Non-patterned

(30 kPa)

Non-patterned

(35 kPa)

Pulling force

(experiments)

95.98 71.81 113.44

FSR #1 – – –

FSR #2 112.45 101.20 114.01

FSR #3 28.25 31.65 46.95

soft grippers. The computation speed of the model was relatively
fast than that of numerical methods, which have been mainly
used in existing studies of soft robots. Therefore, it was possible
to obtain the optimal converged postures with rapid iterations
for given outlining shapes of target objects. Stiffness patterning
of the constraint layers of soft grippers was proposed as a
facile and powerful methodology to tune the moment surfaces,
in conjunction with suitable fabrication methods. Experimental
results about the grasping of objects with different shapes showed
that the customized grasping posture effectively reduces the
contact force and the actuating pressure while maintaining the
lifting force.

Future works include enhancing the proposed analytical
model and further developing the customization approach.
The proposed analytical model requires experimental results
regarding the single air chamber inflation test and the three-point
bending test. However, the results, obtained from the numerical
analysis, such as finite-element analysis, can replace experimental
results of the model. Ultimately, the model can be expanded
into a hybrid framework that uses the rapid computing
speeds of the analytical approach and the preciseness of
the numerical method. Implementing topological optimization
methodologies into the constraint layer can provide smooth
transitions of stiffness profiles that establish grasping postures
with better conformability to target objects. Furthermore, the
rapid computing speeds of the analytical model can be utilized

to generate an abundance of data for machine learning-based
optimization processes.

Finally, with our grasping posture customization approach,
we hope that soft grippers would take a step closer to the
industrial scenes.
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Past work has shown model predictive control (MPC) to be an effective strategy for

controlling continuum joint soft robots using basic lumped-parameter models. However,

the inaccuracies of these models often mean that an integral control scheme must be

combined with MPC. In this paper we present a novel dynamic model formulation for

continuum joint soft robots that is more accurate than previous models yet remains

tractable for fast MPC. This model is based on a piecewise constant curvature (PCC)

assumption and a relatively new kinematic representation that allows for computationally

efficient state prediction. However, due to the difficulty in determining model parameters

(e.g., inertias, damping, and spring effects) as well as effects common in continuum joint

soft robots (hysteresis, complex pressure dynamics, etc.), we submit that regardless

of the model selected, most model-based controllers of continuum joint soft robots

would benefit from online model adaptation. Therefore, in this paper we also present

a form of adaptive model predictive control based on model reference adaptive control

(MRAC). We show that like MRAC, model reference predictive adaptive control (MRPAC)

is able to compensate for “parameter mismatch" such as unknown inertia values. Our

experiments also show that like MPC, MRPAC is robust to “structure mismatch” such

as unmodeled disturbance forces not represented in the form of the adaptive regressor

model. Experiments in simulation and hardware show that MRPAC outperforms individual

MPC and MRAC.

Keywords: model predictive control, adaptive control, continuum robot, dynamic modeling, MRAC, parameter

mismatch, structure mismatch, soft robot

1. INTRODUCTION

Large-scale soft robots hold promise as platforms that are safe for human and delicate
environments, and are able to accomplish tasks for which rigid robots are ill-suited. Some tasks
for which large-scale soft robots are uniquely capable include whole-arm wiping tasks, reaching
through unmodeled cluttered environments, and any task where incidental unmodeled contact is
likely or desirable. Continuum joint soft robots have specifically been modeled after examples in
nature that excel at these types of tasks (anteaters, octopi, elephants, etc.).

One major obstacle to the use of continuum joint soft robots is the lack of accurate models
to enable model-based control. Because flexible continuum joints are not necessarily constrained
to rotate about a single well-defined axis, even the kinematic modeling of these robots is relatively
complex when compared to rigid robots. The rigid-body dynamics equation that govern themotion
of traditional robots are further complicated in pneumatically-actuated continuum joint soft robots
by pressure dynamics, energy storage and dissipation in the joints, as well as buckling in some load
cases. These factors make the accurate modeling and model-based control of continuum joint soft
robots very difficult.
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In this work we present a novel dynamic model of a
continuum joint robot that can be evaluated fast enough for
real-time model predictive control (MPC). This novel dynamic
model is in fact a small extension of well-established dynamic
model of continuum joint robots based on piecewise constant
curvature (PCC) approximations, and a relatively new choice of
configuration variables. While only derived for a one joint robot
(two degree of freedom), the ideas in this paper are extensible to
continuum joint robots with multiple actuated joints.

We also present a form of adaptive MPC that can update
our model in order to improve dynamic performance and
eliminate steady state error. The adaptive law and much of
the theoretical basis for this controller are derived from model
reference adaptive control (MRAC) techniques.

The structure of this paper is as follows: section 2 presents the
state of the art in continuum soft robot modeling and control,
as well as the hardware, models and methods specific to this
work; section 3 explains our hypotheses about the new model
and proposed controller as well as the design of the experiments
performed; section 4 shows the results of the experiments
performed and discusses their importance; section 5 discusses
the importance of the presented work to the field and provides
suggestions for future work.

1.1. Related Work
There is a significant body of work relative to accuratelymodeling
the kinematics and dynamics of soft robots. In Renda et al. (2012)
and Thuruthel et al. (2016) the continuum joint is modeled using
Cosserat-beam theory. In Kang et al. (2011) and Khalil et al.
(2007) methods based on recursive Newton-Euler approaches are
used, while in Tatlicioglu et al. (2007) and Godage et al. (2011)
dynamic equations are derived using Lagrangian mechanics.
In Zheng et al. (2012) and Giri and Walker (2011) lumped
parameter models are derived by dividing the continuum joint
into a number of finite length sections. The trade-off between
accuracy and computational complexity in these methods can be
seen by varying the number of the finite sections. The authors of
Walker (2013) provide a more comprehensive review of dynamic
models for soft and continuum joint robots. Notably, there has
also been work to show that learned models can represent soft
robot dynamics as in Thuruthel et al. (2017).

In Mochiyama and Suzuki (2002) and Mochiyama and Suzuki
(2003) the authors derive the dynamic equations of a continuum
arm by integrating over infinitesimal disks and using the method
of Lagrange. No assumptions of constant curvature are made.
These works are similar to the modeling efforts presented in
this paper, the main differences being our choice of generalized
coordinates and our assumption of constant curvature. These two
differences allow us to derive closed-form analytical expressions
for the terms in our equations of motion such as the mass and
Coriolis matrices.

In Falkenhahn et al. (2014) and Falkenhahn et al. (2015) the
authors derive simpler models based on the PCC assumption.
However, they neglect generalized forces caused by rotational
inertias. They also model the mass of each PCC section as being
concentrated at a point that is fixed in some coordinate frame.

In Della Santina et al. (2020b), the authors derive a similar PCC-
basedmodel (also neglecting rotational inertia) and thenmatch it
to a dynamically equivalent rigid body model. Because the mass
and inertia of the joints used in our work are non-negligible, we
model themass as distributed uniformly throughout infinitesimal
disks and the center of mass of each joint is calculated analytically
assuming uniform density. This approach yields closed-form
equations of motion for the continuum joint while more
accurately representing the dynamics by including the effects of
rotational inertia. This approach also illustrates to a greater extent
the effect of dynamicmodels that include rotational inertia on the
performance of highly underdamped systems when compared to
the work found in Della Santina et al. (2020b).

Control strategies for soft robots vary from open-loop control
such as in Shepherd et al. (2011) and Tolley et al. (2014)
to Reinforcement Learning (Zhang et al., 2017) to model
predictive control (Best et al., 2016). In Hyatt et al. (2019)
and Hyatt and Killpack (2020) the authors demonstrate the
performance ofMPC on the same joints used for this work. These
implementations of MPC used a learned model of the dynamics
based on a less-accurate representation of the continuum joint
dynamics. The model inaccuracy that resulted in less aggressive
control in that work prompted the development of the more
accurate model and adaptive control techniques presented in
this paper.

Given a dynamic model of the correct form, the nature of
soft robots is still such that certain parameters of that model
may be difficult to estimate. In terms of adaptive control for
soft robots, the most similar to our work is Trumić et al.
(2020), where they use a similar formulation of MRAC (although
with a different dynamic model and no optimal control law).
Although not common in soft robotics, combining MPC and
adaptive control is beginning to be an established control strategy
where the strengths of MPC are combined with a variety of
adaptive control schemes (see Adetola et al., 2009; Kim, 2010;
Chowdhary et al., 2013; Bujarbaruah et al., 2018; Pereida and
Schoellig, 2018; Abdollahi and Chowdhary, 2019; Zhang and
Shi, 2020). The method developed in this paper is a unique
form of adaptive MPC that borrows ideas from model reference
adaptive control (MRAC) for robot manipulators (Slotine and
Li, 1987). Specifically, our work can be considered an extension
to the adaptive MPC presented in Terry et al. (2019). The
main extensions are an adaptive law formulated specifically
for robot manipulators and a regressor based on a more
accurate continuum joint dynamicmodel. These extensions allow
greater flexibility to adapt both the parameters and structure of
the model.

2. MATERIALS AND METHODS

2.1. Robot Platform Description and
Modeling
The robot used for this work is composed of a continuum joint
such as the one seen in Figure 1. These joints are made of four
separate pressure-controlled chambers surrounding a relatively
inextensible central cable. The two antagonistically placed pairs
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FIGURE 1 | A continuum joint robot such as the one used for this work. The

variables Eρ, φ, u, v, and h are labeled for reference.

of pressure chambers allow the joint to bend about two axes. We
choose tomodel the kinematics of this joint using arcs of constant
curvature. Each arc, which traces out the path in space occupied
by the inextensible spine, can be defined using three variables as
described in Allen et al. (2020) (see similar derivation in Della
Santina et al., 2020a). These variables are the length of the in-
extensible spine (h) and two components of the axis-angle vector
that describes the rotation from the bottom of the joint to the
top. Because the joint cannot twist about the inextensible spine
(to which the z axis is tangent) the axis-angle vector consists
of only two non-zero variables which we call u and v. These
values are labeled in Figure 1 and correspond to the rotation
about the x and y axes, respectively. We assume that the spine
is perfectly inextensible so that h in this work becomes a constant
kinematic parameter.

First we note some useful kinematic relationships. Because
u and v are the non-zero elements of the axis-angle vector we
can write

φ =
√

u2 + v2 (1)

where φ is the magnitude of the axis-angle vector [u, v, 0]T , or
total bend angle (see Figure 2).

Although the joint is modeled as an arc with an arc length of
h, we often want to refer to a position at some intermediate point
along the arc. We denote an intermediate length along the arc
using the variable l where l can take on any value between 0 and
h (see Figure 3). Note that a frame tangent to the arc at a length
l rotates as l is increased, therefore φl, ul, and vl are not constant
along the entire arc. However, we note that the vector Eρ from
the base of the joint to the center of curvature is the same for

FIGURE 2 | A 3D schematic to illustrate the kinematic relationships used in

the presented model derivation. Eφ is the axis-angle vector which can be

decomposed into components parallel with the base frame b. Note that Eu

points in the negative xb direction and that Ev points in the positive yb direction.

The magnitude of the axis-angle vector Eφ is also the total bend angle.

all points along the arc because the center of curvature does not
move. At any point l along the arc this vector can be calculated as

Eρ =
l

φ2
l





vl
−ul
0



 . (2)

Because the magnitude of this vector || Eρ|| is the radius of
curvature, wemay also relate φ and l using the arc-length formula

φl =
l

|| Eρ||
(3)

We now wish to derive a means by which we can calculate ul and
vl at any point l along the arc given only l, h, and u and v at the
end of the arc. Given a point that lies at a distance l along the arc,
we may say using Equation (2)

Eρl = Eρh

l

φ2
l





vl
−ul
0



 =
h

φ2
h





vh
−uh
0



 .
(4)
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FIGURE 3 | A side view of the kinematic model of a continuum joint showing

trigonometric relationships between variables.

Replacing φ terms using Equation (3) we obtain

l|| Eρ||2

l2





vl
−ul
0



 =
h|| Eρ||2

h2





vh
−uh
0









vl
ul
0



 =
l

h





vh
uh
0



 .

(5)

Differentiating with respect to time yields the relationship





v̇l
u̇l
0



 =
l

h





v̇h
u̇h
0



 . (6)

In other words, the generalized coordinates ul and vl and their
time derivatives vary linearly along the length of the arc. This
becomes a very useful property of this kinematic representation
when deriving equations of motion.

Using the method of Lagrange, the equations of motion for a
system of rigid bodies take the form

M(q)q̈+ C(q̇, q)q̇+ g(q) = τ (7)

whereM(q) is the mass matrix, C(q̇, q) is the Coriolis matrix, g(q)
is a vector of gravity torques, q is a vector of the generalized
coordinates, and τ is a vector of the generalized torques
including friction terms. These matrices are derived using partial
derivatives of kinetic and potential energy terms. Since partial
derivatives are easily taken using a symbolic mathematics toolbox
such as Sympy (see Meurer et al., 2017), the problem of dynamic
modeling is reduced to the selection of generalized coordinates
and the representation of kinetic and potential energy.

In order to accurately express kinetic and potential energy
we choose to model the continuum joint, as many have
done before, with an infinite set of infinitesimally small disks.

However, the assumption of constant curvature, the choice of
generalized coordinates, and current tools in symbolic math
libraries allows us to produce analytical expressions for M, C,
and g, whereas previous methods have not yielded these closed-
form expressions.

We can define the kinetic energy of an infinitesimally thin disc
at a length l along the arc as

Tl =
1

2
(µdl)ṗTl ṗl +

1

2
ωT
l Iωl

=
1

2
(µdl)ṗTl ṗl +

1

2
ωT
l







µdlr2

4 0 0

0 µdlr2

4 0

0 0 µdlr2

2






ωl

=
1

2
(µdl)ṗTl ṗl +

1

2

[

µdlr2

4
ω2
l,x +

µdlr2

4
ω2
l,y +

µdlr2

2
ω2
l,z

]

=
µ

2

[

ṗTl ṗl + r2
(1

4
ω2
l,x +

1

4
ω2
l,y +

1

2
ω2
l,z

)

]

dl

(8)

where µ is the linear density of the disc, dl is some infinitesimal
length, ṗl is the velocity of the center of the disc, ωl is the angular
velocity of the disc expressed in the disc frame, and I is the inertia
of the infinitesimally thin disc expressed in the disc frame.

The linear and angular velocity of each disc (ṗl and ωl) can be
found using a configuration dependent jacobian J (meaning it is a
function of joint configuration variables ul and vl) that is defined
such that

[

ṗl
ωl

]

= J(ul, vl, l)

[

u̇l
v̇l

]

[

ṗl
ωl

]

=

[

Jṗl (ul, vl, l)
Jωl

(ul, vl, l)

] [

u̇l
v̇l

]

[

ṗl
ωl

]

=

[

Jṗl (ul, vl, l)
Jωl

(ul, vl, l)

] [

u̇h
v̇h

]

l

h
.

(9)

A definition of this Jacobian for the choice of u and v as
generalized coordinates can be found in Allen et al. (2020).

Using this relationship, we see that we can simplify the
expression for kinetic energy (Equation 8) by scaling portions of
the jacobian. The new inertia-weighted jacobian is defined as

Jweighted(ul, vl, l) =





















√
µJṗl,x√
µJṗl,y√
µJṗl,z√
µr
2 Jωl,x√
µr
2 Jωl,y√
µr

√
2
Jωl,z





















(10)

allowing us to rewrite Equation (8) for the kinetic energy of a
disc as

Tl =
1

2
q̇TJweighted(ul, vl, l)

TJweighted(ul, vl, l)q̇dl. (11)
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By treating a continuum joint as a series of infinitesimal disks and
integrating the kinetic energy of each disc along the length of the
arc we can write the total kinetic energy of a joint as

T =
1

2
q̇T

[ ∫ h

0
Jweighted(ul, vl, l)

TJweighted(ul, vl, l)dl

]

q̇ (12)

We note here that the Jacobian can be expressed analytically at
every point along the joint as a function of l and the configuration

variables ul and vl (which are
l
h
uh and

l
h
vh, respectively) thanks to

Equation (5). Given this analytical expression for Jweighted we can
integrate this expression with respect to l over the definite bounds
0 to h to get an analytical expression for JT

weighted
Jweighted, which

we recognize as the joint space inertia matrix or mass matrixM.
We use the symbolic mathematics library Sympy (see Meurer

et al., 2017) to calculate JT
weighted

Jweighted, and to integrate this

expression analytically between the definite bounds 0 and h in
order to obtainM(q). OnceM(q) has been obtained symbolically,
it is then relatively straightforward to take partial derivatives
using Sympy in order to obtain an expression for the Coriolis
matrix C(q̇, q) from Equation (7) using the method outlined
in Bruno et al. (2010). The resulting coefficients that multiply
q̇ to calculate the Coriolis matrix are commonly called the
Christmases symbols of the first kind.

In order to find the gravity torques (g) we must first find the
vector from the joint base to the joint center of mass (Ep). By
inspection we can see that a joint’s center of mass must project
down onto the vector Eρ which is from the center of curvature
to the base of the joint, however the vector to the center of mass
must also contain some component in the z direction (orthogonal
to the plane of the bottom plate of the joint). We find the
components of the center of mass vector Ep by again dividing the
joint into a series of infinitesimal disks of height dl.

Using the definition of the center of mass assuming the joint
has uniform density along its length, the portion of Ep along the z
axis is given by

z̄ =

∫ h
0 zdV
∫ h
0 dV

(13)

Using the trigonometric relationship seen in Figure 3, namely

z(l) = || Eρ|| sin(
l

h
φ) (14)

as well as the volume formula for an infinitesimally thin disc

dV = πr2dl, (15)

we can now integrate to find z̄:

z̄ =

∫ h
0 || Eρ|| sin( l

h
φ)πr2dl

∫ h
0 πr2dl

z̄ =
πr2|| Eρ||

∫ h
0 sin( l

h
φ)dl

πr2h

z̄ =
−

[

|| Eρ|| h
φ
cos( l

h
φ)

]h

0

h

z̄ =
−|| Eρ||

φ
(cos(φ)− 1).

(16)

Recognizing that || Eρ|| = h
φ
,

z̄ =
h

φ2
(1− cos(φ)). (17)

In order to find the component of Ep that lies in the plane of u
and v we follow a similar procedure. We will use x to represent
the portion of Ep that lies along Eρ. Using the trigonometric
relationship seen in Figure 3, namely

x(l) = || Eρ||(1− cos(
l

h
φ)), (18)

we can now integrate to find x̄:

x̄ =

∫ h
0 || Eρ||(1− cos( l

h
φ))πr2dl

∫ h
0 πr2dl

x̄ =
πr2|| Eρ||

∫ h
0 (1− cos( l

h
φ))dl

πr2h

x̄ =
|| Eρ||

[

l− h
φ
sin( l

h
φ)

]h

0

h

x̄ =
|| Eρ||

φ
(φ − sin(φ)).

(19)

Recognizing that || Eρ|| = h
φ
,

x̄ =
h

φ2
(φ − sin(φ)). (20)

Using the derived equations for z̄, x̄, and the normalized version
of Eρ we obtain the vector from the base of the joint to the center
of mass:

Ep =
h

φ2





(φ − sin(φ)) v
φ

(φ − sin(φ))−u
φ

(1− cos(φ))



 . (21)

The potential energy of the joint due to gravity is simply the dot
product of this vector, expressed in the inertial frame, with the
gravity vector (EG) expressed in the same frame:

V = Ep · EG. (22)
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Having calculated the potential energy due to gravity, the gravity
torques are calculated simply by taking the negative partial
derivative of V with respect to q:

g = −
∂V

∂q
. (23)

The method above has yielded analytical expressions for M,
C, and g with the generalized coordinates u and v. Although
complex, these closed-form expressions can be exported from
the Sympy library into C code that can be evaluated within
microseconds, allowing for real-time model-based control of
these continuum joints.

In the absence of applied pressures, the joints used for this
paper tend to drive themselves toward an equilibrium position at
roughly u = v = 0 with slight overshoot and brief oscillation.
This spring force could have been modeled as a part of the
potential energy, however we choose to model the spring and
damping separately from the traditional Lagrangian equations
of motion. We approximate the spring forces as a linear spring
term Kspringq and friction as a linear viscous damping term Kdq̇.
Including these terms, the final model used is,

M(q)q̈+ C(q̇, q)q̇+ g(q) = τ − Kdq̇− Kspringq (24)

2.2. Development of Model Reference
Predictive Adaptive Control
In this section we give brief overviews of both MPC and MRAC
in order to clarify notation and establish a background for the
development of MRPAC. For in-depth explanations of MPC and
MRAC we refer the interested reader to Hyatt et al. (2020) and
Lavretsky and Wise (2013) respectively.

2.2.1. Model Predictive Control
Any dynamic systemmay be represented in state variable form as

ẋ = A(x, u)x+ B(x, u)u+ w(x, u) (25)

where x is the vector of states, u is the vector of system inputs, and
w is a vector of offsets or disturbances. By linearizing this system
and using any discretization method (Euler, semi-implicit Euler,
matrix exponential, etc.) we can create a linear discretized state
space model:

xk+1 = Adxk + Bduk + wd. (26)

The above equation can be used to forward simulate the states
of our system, given initial conditions and inputs. In MPC
these discretized dynamic equations are the constraints of our
optimization while xk and uk are the optimization variables. In an
MPC solver predicting over a horizon of T time steps, a trajectory
optimization may be formulated as:

J(x, u) =

T
∑

k=0

[

(xgoal − xk)
TQ(xgoal − xk)

+ (ugoal − uk)
TR(ugoal − uk)

]

s.t.

xk+1 = Adxk + Bduk + wd ∀ k = 0, ...,T − 1

(27)

where J is the objective function value, xgoal and ugoal are the
goal states and inputs respectively. Other constraints may easily
be added to this formulation to place bounds on inputs or states.
By defining a quadratic cost function and enforcing only linear
dynamics constraints we have defined a convex optimization
problem suitable for solution using a very fast convex solver. We
choose to use the state of the art solver OSQP (from Stellato et al.,
2017) for our implementation of MPC. In order to lengthen the
horizon of MPC and decrease solve times we also use the input
parameterization technique presented in Hyatt et al. (2020).

MPC solves the above trajectory optimization for the entire
horizon of length T, however only the first input (u0) is applied
to the system. After applying this input, the optimization is
solved again using state information that is updated from sensor
feedback. The discrete-time model can also be updated with
a new linearization centered at the new operating point. This
process is repeated with MPC only ever applying the first input,
but solving over an entire horizon of value T. The fact that
MPC re-solves the trajectory optimization problemwith themost
current state and model information is what leads to MPC being
robust to model error as will be shown hereafter.

2.2.2. Model Reference Adaptive Control
MRAC is a form of adaptive control that seeks to drive a system
to behave like a reference system. Because we are interested in
controlling continuum joint soft robots we specifically follow
the implementation of MRAC outlined in Slotine and Li (1987)
which is specific to robot manipulators. In this derivation of
MRAC for manipulators, the authors take advantage of several
special properties of manipulator dynamics. Firstly, they express
the mass matrix, coriolis matrix, and gravity torques as being
linear in certain manipulator parameters. Stated mathematically:

M(q)q̈+ C(q̇, q)q̇+ g(q) = Y(q̈, q̇, q)a = τ (28)

where Y(q̈, q̇, q) is the nxp regressor and a is a px1 vector
containing the manipulator dynamic parameters which may be
unknown or changing over time. In rigid body manipulators it
can be shown that a contains the link masses, inertias, and the
positions of centers of mass. Using the soft robot continuum joint
dynamic model from section 2.1 to derive M, C, and g it can be
seen by inspection that all of these terms are linear in the joint
massm, as well as square of the joint radius r2 and joint height h2.

In Slotine and Li (1987) the authors present a method by
which joint accelerations need not be measured or estimated
in order to calculate the regressor. Instead they exploit several
properties of manipulator dynamics in order to rewrite the
regressor as a function of joint positions (q), joint velocities
(q̇), reference system velocities (q̇ref), and reference system
accelerations (q̈ref):

τ = Y(q, q̇, q̇ref, q̈ref)a. (29)

The reference system includes a set of differential equations that
describe a system of our choosing with desirable characteristics
(such as being a 2nd-order critically damped system with a
desired rise time). This is useful in practice because while
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accurate measurements or estimates of joint accelerations are
hard to obtain, the acceleration of the reference system is a
calculated value that we know perfectly.

When using MRAC, we generally do not know the parameter
vector a perfectly (especially for soft robots), so we desire
to estimate it. We will denote our estimate â. The adaptive
parameter vector â is adapted according to the law:

˙̂a = −Ŵ−1Y(q, q̇, q̇ref, q̈ref)
Ts (30)

where

s = ˙̃q+ 3q̃

˙̃q = q̇− q̇ref

q̃ = q− qref.

(31)

The terms q̃ and ˙̃q are the position and velocity tracking errors
with respect to the response of the reference system, and so
therefore s is a sort of weighted tracking error term. Ŵ can be
thought of as the learning rate of the adaptive controller.

The final step in manipulator MRAC as explained in Slotine
and Li (1987) guarantees that not only parameter error, but also
position error will be driven to zero. In order to ensure this, the
final control law for MRAC is defined as:

τ = Y(q, q̇, q̇ref, q̈ref)
T â− KDs (32)

Note that because s is a weighted sum of our position and velocity
tracking errors, the matrices KD and 3 can be thought of as
a feedback controller on position error. This feedback term, in
addition to the feed-forward term from the adaptive parameters,
helps to decrease steady-state position error.

In the above equations,Ŵ,3, andKD are all tuning parameters
used to determine how quickly the adaptive parameters can
change and how quickly position error is driven to zero. In
general, selecting higher values for the tuning parameters causes
the adaptive parameters to change more quickly and the tracking
error to decrease more quickly. However, as one may expect,
increasing these values to be too high can lead to instability.

Defining f = M(q)q̈ref + C(q̇, q)q̇ref + g(q) + Kdq̇ + Kspringq,
the regressor used for the continuum joint soft robot in this work
is of the form:

Y(q, q̇, q̇ref, q̈ref) =
[

∂f
∂m

∂f

∂h2
∂f

∂r2
∂f
∂q

∂f
∂ q̇

]

. (33)

2.2.3. Model Reference Predictive Adaptive Control
MRPAC combines the strengths of bothMPC andMRAC to yield
a model-based optimal controller that can adapt its model online,
but remains robust to unmodeled disturbances. As with MPC we
begin with a model of the system, however this time we explicitly
model the error in our model as a torque disturbance term:

ẋ = Ax+ Bu+ w+ τdisturbance. (34)

If the error in our model is simply due to incorrect estimates
of the manipulator parameters, then we should be able to

represent this disturbance exactly using the same regressor as
MRAC, namely:

τdisturbance = −Y(q, q̇, q̇ref, q̈ref)â. (35)

The negative sign is necessary because we adapt the parameters in
â according to theMRAC adaptation law.MRAC’s adaptation law
is designed to estimate a torque that, when applied to the system,
will “cancel out" the system’s dynamics. In MRPAC we want to
represent the system’s dynamics instead of the torque needed to
cancel them out. These two quantities are opposite in sign, hence
the negative sign shown here.

It is important to note that in MRPAC we are using the
regressor and adaptive parameters to represent our model error,
while inMRAC they are used to represent the system dynamics in
their entirety. We therefore can not expect â to contain the same
values for MRAC and MRPAC. In fact, if given a perfect model,
â should theoretically remain zero for MRPAC. This is because
given a perfect model, MRPAC, like MPC, should track perfectly
from the beginning and q̃ and ˙̃q will remain zero. As one can see
from the adaptive law in Equation (30), as long as these tracking
errors remain zero, the adaptive parameters will not change.

Also, it is important to note that Ŵ and 3 are the only
tuning parameters for the estimation of â in MRPAC. While
in MRAC there is an error term multiplied by KD in order to
ensure that position error is decreased, in MPC the tracking
error is decreased by virtue of the optimization that seeks to
minimize error.

In order to make a fair comparison between MRAC and
MRPAC we use the same regressor for both controllers.

3. DESCRIPTION OF EXPERIMENTS

Adaptive control techniques are useful in the case where we do
not know a complete and accurate model of our system a priori.
After all, if we did have a complete and accurate model then we
could perfectly predict the behavior of our system for model-
based control techniques. We will classify all modeling error into
two categories: parameter mismatch and structure mismatch.
Parameter mismatch correspond to terms, physical phenomena,
or parameters in our model that we are accounting for, but whose
values are uncertain or unknown. For example inertias, damping
coefficients, and spring coefficients may be parameter mismatch.
Structure mismatch in our model corresponds to phenomena
that occur in the real system, but are not represented in our
model for whatever reason. If we assume all spring and damping
elements in our system are linear while they are in fact non-linear,
then we do not have the ability to represent the non-linear effect
of the spring and this non-linear effect is structure mismatch.

3.1. Simulation Experiments
In the simulation portion of the experiments, a simulation is
created using themodel outlined in section 2.1 and this simulated
system is controlled using three different controllers. The goal
of each controller is to drive the system to follow a reference
trajectory generated by a reference system. The three controllers
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implemented are MPC, MRAC, and the MRPAC algorithm
detailed in section 2.2.3.

The reference system used for these experiments can be
thought of as two uncoupled, critically-damped mass-spring-
damper systems each modeled by the equation:

mẍ+ bẋ+ k(x− r) = 0. (36)

The masses (of massm) are driven by the springs to the reference
positions (r) and the damping coefficient (b) is always chosen

such that the system is critically damped (b =
√
4mk). The rise

time of the reference system can be altered by varying the spring
constant (k). We choose a rise time such that the system has
settled to steady state within about 1 s.

As mentioned in the adaptive control literature, model
parameter estimation and adaptive control schemes require
sufficient “excitation” in order to converge or to adapt. We
provide this excitation by changing the reference positions (r)
of our system every 2 s. Reference positions are drawn from a
uniform distribution bounded above and below by − π

2
√
2
and

π

2
√
2
. These bounds are chosen so that the resulting total bend

angle (φ =
√
u2 + v2) is never greater than π

2 radians.

3.1.1. Case 1: Perfect Regressor

(Parameter Mismatch)
The first experiment performed is designed to show the
performance of all three controllers in the case where the
regressor can fully describe the dynamics of the system (e.g.,
there is no structure mismatch). The hypothesis to be tested is
that given a perfect regressor (speaking in terms of form and
not initial values), both MRAC and MRPAC should be able to
compensate for the system’s dynamics perfectly and should drive
the system to follow the reference trajectory exactly. For MPC,
since it cannot adapt its model we expect that increasing model
error (but not adding additional unmodeled terms) will lead to
increasing tracking error.

To test this hypothesis we control the same system using
the three controllers outlined in section 2.2 (i.e., MPC, MRAC,
and MRPAC) and provide MRAC and MRPAC each with the
same regressor. Because MPC and MRPAC require a discretized
model, we introduce model error in order to see the effect
on their performance. The method used for introducing model
error is to make our estimates of h, m, Kspring, Kdamper a scalar
multiple of their simulated value. Because MRAC does not utilize
a model apart from the regressor, it is invariant to model error.
All adaptive parameters for MRAC and MRPAC are initialized
at zero.

Each controller is run in simulation for 5 min of “excitation"
(new reference commands every 2 s) in order to allow the
adaptive parameters to settle. After 5 min of “excitation” the
performance of each controller is evaluated during one additional
minute. Because MPC is not adapting at all, this excitation period
makes no difference in its performance. The integral of the
position error during the 1min evaluation is shown in Figure 4 as
a function of themodel error. As an example, the joint trajectories
during the evaluation using a modeling error scalar of 1.5 are

FIGURE 4 | Tracking error sensitivity to model error for all three controllers in

simulation.

shown in Figure 5. Note that the green line cannot be seen
because it is directly beneath the blue and red lines.

3.1.2. Case 2: Imperfect Regressor (Structure

Mismatch)
The second experiment performed is designed to show
the performance of all three controllers in the case where the
regressor cannot fully describe the dynamics of the system. The
hypothesis to be tested is that neither MRAC nor MRPAC should
be able to adapt for the system’s dynamics perfectly given an
imperfect regressor, and both should therefore struggle to drive
the system to follow the reference trajectory exactly. However,
because MPC has been shown to be robust to modeling error,
both MPC andMRPAC should be more robust to the unmodeled
forces that affect the dynamics.

To test this hypothesis, instead of simulating a system in which
a spring force drives the joint toward the zero configuration,
we simulate a system in which the spring force drives the joint
toward a non-zero configuration. This is a phenomenon observed
in real soft robot hardware because of slight inconsistencies in
the manufacturing of the plastic bellows. This offset spring force
can be thought of as a constant torque that is applied to the
joint in one direction. Because the regressor does not contain
any terms that correspond to a constant torque offset, this force
cannot be represented by the regressor and therefore constitutes
a “structure mismatch.” While we do actually know about this
constant offset and likely would include a constant term in the
regressor, we anticipate that there will be forces which we do not
know about or whose form is unknown for any real soft robot.
This simple experiment allows us to see the potential effects of
these completely unmodeled forces.

In order to see the sensitivity of each controller to this
unmodeled force that cannot be represented with the regressor,
we vary the spring force equilibrium offset between u = v = 0.05
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FIGURE 5 | Joint trajectory tracking using all three controllers in simulation. This is for the case of errors in the model parameters used for MPC and MRPAC. Note

that the reference trajectory corresponds to qref, the position states of our dynamic reference system defined in Equation (36). Also note that the performance of

MRAC and MRPAC is indistinguishable.

FIGURE 6 | Simulated tracking error sensitivity to unmodeled offset

forces/torques (structure mismatch) if the rest of the model is perfect.

rad and u = v = 0.25 rad. We do this for each setting of %
model error tested in the first experiment, yielding a surface of
tracking error that is a function of both a scaled model error

(parameter mismatch) as well as an unmodeled constant torque
(structure mismatch).

Again, after 5 min of “excitation” the performance of each
controller is evaluated during one additional minute. The
integrated position error during the evaluation minute is shown
in Figure 6 as a function of the model error. As an example,
the joint trajectories during the minute evaluation using a spring
offset of u = v = 0.25 are seen in Figure 7.

3.2. Hardware Experiments
In order to validate both simulations, we implement the
same three controllers (MPC, MRAC, and MRPAC) on
the soft continuum joint shown in Figure 1 and compare
their performance.

The soft continuum joint used for this experiment is actuated
by four plastic bellows, each of which can be controlled
independently. A pressure difference in each of the bellows causes
a rotation about one or both of the joint’s axes. The angle about
each of these axes (denoted u and v in Figure 1) is the robot’s
position and are the variables that we attempt to control. We
expect this hardware platform to illustrate the sensitivity of each
controller to both parameter mismatch and structure mismatch.

Both sources of error are present in hardware. Because
no system identification was performed previously, the
aforementioned model parameters such as h, m, r, Kspring, and
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FIGURE 7 | Simulated joint trajectory tracking of all three controllers with a perfect model besides an unmodeled offset torque. Note that the reference trajectory

corresponds to qref, the position states of our dynamic reference system defined in Equation (36). Also note that the performance of MPC and MRPAC is

indistinguishable.

Kd are not known perfectly. Additionally, the continuum joint
exhibits unknown non-linear behavior near the extremes of its
range of motion or in certain directions, where its stiffness or
damping vary non-linearly with respect to u and v. In addition
to the non-linear effects, we observe the effects of various
offset forces in the plastic bellows used to actuate the joint.
For example, even with equal pressures in each of the four
bellows, the continuum joint remains slightly bent, indicating
the presence of some constant unmodeled forces. For our
simulations (see section 3.1.2) we represented this as a constant
spring offset, but the actual source of this offset is unknown.
In order to allow the adaptive control methods to compensate
for this constant offset force we add to the regressor an identity
matrix. This identity matrix means that the adaptive parameters
that multiply it will be mapped directly to generalized torques in
the dynamic model.

We track the orientation of a frame on top of the joint relative
to a frame below the joint in order to estimate the state of the
joint in real-time. We reuse the same reference trajectory from
the simulation with one minor change: the command changes
every 5 s instead of every two. This was adjusted in an attempt to
be conservative with experimental hardware and software while
still validating the performance of each controller.

As in the simulation experiments, we excite the system with
the same 150 commands used in simulation (12.5 min) before

evaluating each of the controllers for the last 30 commands (2.5
min). The joint trajectories for this evaluation period are shown
in Figure 9.

4. RESULTS

4.1. Simulation Experiments
4.1.1. Case 1: Perfect Regressor (Parameter

Mismatch)
The first experiment was designed to see the sensitivity of each
controller to parameter mismatch, or model error where at least
the form of the model is known. The results of this experiment
can be seen in Figure 4. An example of the joint angle trajectories
achieved by each controller is shown in Figure 5. As expected,
MRAC is unaffected by this kind of model error because MRAC
was initialized with all parameters equal to zero and adapted
the parameters to their values based on the MRAC adaptation
law. We see that given a correct form of the model, MRAC is
able to find a very good model and track the reference trajectory
with very little error. When MPC is given a perfect model,
we see that it performs better than either MRAC or MRPAC,
reducing tracking error to near zero over the entire evaluation
period of 60 s. However, we see that it is the most sensitive to
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FIGURE 8 | Simulated joint trajectory tracking error as a function of both model parameter error (parameter mismatch) and a spring offset error (structure mismatch).

FIGURE 9 | Joint trajectory tracking of all three controllers in hardware. Note that the reference trajectory corresponds to qref, the position states of our dynamic

reference system defined in Equation (36).
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model error, especially when inertial, damping, and spring effects
are underestimated.

The data presented in Figure 4 seem to validate the hypothesis
that MRAC and MRPAC can both compensate for model error,
given a model with the perfect form. We see that MRPAC is able
to perform almost identically to MRAC in all cases except when
inertial, damping, and spring effects are grossly underestimated.
Upon further inspection of the data we found that for this case
the adaptive parameters for MRPAC had not quite settled during
the 5min excitation period and that givenmore time, the tracking
performance of MRPAC again approached that of MRAC. This is
an interesting and important note - that where MPC performs
worst, MRPAC has the most tracking error to overcome, and
therefore may take longer to converge its adaptive parameters to
a steady state. This suggests that the tuning of Ŵ and 3 as well as
the transient response of the adaptive terms of these controllers
are important topics of future research.

4.1.2. Case 2: Imperfect Regressor (Structure

Mismatch)
The second experiment was designed to see the sensitivity of each
controller to structure mismatch, or model error where the form
of the model is not known. The results of this experiment can
be seen in Figure 6. An example of the joint angle trajectories
achieved by each controller is shown in Figure 7. As can be seen
from the figure, every controller’s performance suffers because of
this additional modeling error, however MRAC is by far the most
sensitive. Note that the x axis of the plot denotes the value of both
u and v, and the entire bend angle is equal to φ =

√
u2 + v2.

Keeping this in mind, with a spring offset of about 4◦ (u = v =

0.05 radians) MRAC’s tracking performance is worse than MPC
with 50% error on estimates of masses, lengths and spring and
damper coefficients. This represents a very significant decrease in
performance due to a relatively small, but completely unmodeled,
disturbance. This is themainmotivation behind the development
of MRPAC. MRPAC can be seen from this figure to inherit from
MPC insensitivity to completely unmodeled disturbances or
dynamics, and can be seen from Figure 4 to inherit from MRAC
insensitivity to partially modeled disturbances or dynamics.

We can vary the magnitude of both scalar modeling error
as well as the unmodeled spring offset in order to develop a
surface of tracking error that is a function of both parameter
mismatch and structure mismatch. This surface can be seen in
Figure 8. This is useful information because in reality we are
likely to encounter both types of unknowns instead of just one.
From the figure we can see that MRPAC consistently has the
lowest tracking error of the three controllers, except when MPC
has a perfect model or when the model used for MRPAC grossly
underestimates inertial, damping, and spring effects. As stated
earlier, we have observed that the performance of MRPAC can
be improved in the latter case by allowing it to adapt for longer.
However, these experimental results outline an important fact,
which is that the transient responses of the adaptive terms of
MRAC and MRPAC are not the same for the same Ŵ and 3

values. The exact differences between them and the exact reasons
remain for future work.

TABLE 1 | Position tracking error statistics for all three controllers during the 2.5

min evaluation.

Integrated error Mean error Median error Std. Dev. of error

MPC 18.24 –0.0043 –0.0037 0.1198

MRAC 21.63 –0.0027 –0.0005 0.1829

MRPAC 9.529 –0.0009 –0.0002 0.0924

4.2. Hardware Experiments
The joint trajectories for the hardware experiments are shown in
Figure 9 and the integral of the position tracking error is reported
in Table 1. It is important to note that, unlike for the simulation,
we cannot separate the perfect regressor and imperfect regressor
cases on real hardware. Because of the nature of the continuum
joint, we expect some combination of both cases to influence the
controller performance results.

Generally, we see from the results that MPC struggles to
eliminate steady state error. This matches the simulated behavior
in Figure 5 and is expected becauseMPC does not have the ability
to compensate for modeling errors that exist in the continuum
joint. MRAC and MRPAC, on the other hand, do have the ability
to compensate for modeling errors. Consequently they both track
the steady state reference trajectory much closer than MPC.
This indicates that the hypothesis presented in section 3.1.1 is
demonstratively true at least for this hardware platform. MRAC
and MRPAC certainly compensate for the modeling errors and
drive the system to follow the reference trajectory. In hardware
however, we see that neither controller is capable of following
the reference trajectory exactly. In other words, we do not see
in hardware the same performance as we see in the simulation
results in Figure 5, where both trajectories deviate very little
from the reference. This is because in addition to the modeling
error (parameter mismatch) for which MRAC and MRPAC can
compensate, there are still system dynamics for which they
cannot fully compensate (structure mismatch).

The effect of structure mismatch in simulation is shown in
Figure 6. Tracking error increases for all control methods as the
magnitude of these modeling errors increase, but they increase
dramatically for MRAC, hence its poor simulation performance
exhibited in Figure 7. Importantly, this same pattern emerges in
our hardware experiments. There are several instances during the
evaluation period where unknown forces cause deviation from
the reference trajectory. For examples of this, see the upper plot
(u) of Figure 9 at 65, 100, and 135 s and the bottom plot (v) at
30, 45, and 95 s. All controllers are negatively affected, but MPC
and MRPAC are more robust than MRAC. In other words, when
encountering such disturbances, MRAC is forced to artificially
adapt dynamic parameters in an attempt to eliminate the error.
In contrast, MPC and MRPAC are better able to respond to
disturbances because they re-solve the trajectory optimization
over the whole time horizon, not just a single time step.
These results support the hypothesis outlined in section 3.1.2 as
well. MRAC and MRPAC do not track the reference trajectory
perfectly because of the unknown disturbances but MPC and
MRPAC are quantifiably more robust to the structure mismatch.
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The results reported in Table 1 add a quantitative
performance analysis in addition to the qualitative analysis from
Figure 9. From the table we can see that MRPAC accumulates
about half of the integrated tracking error of the other two
controllers during the 1 min evaluation. It is interesting to note
that MPC and MRAC have similar integrated tracking error,
although qualitatively their trajectories look different. While
MPC has a good transient response and large steady state error,
MRAC has a poor transient response and small steady state
error. This is also reflected in the statistics, since MRAC has
lower mean and median error than MPC, but a higher standard
deviation. According to these results, it seems that MRPAC
has taken the strengths of the two approaches yielding a good
transient response and smaller steady state error.

5. CONCLUSIONS AND FUTURE WORK

In this paper we have presented a novel dynamic modeling
approach for one joint of a continuum joint robot. We have
shown that while not linear in the same parameters as rigid
robots, joint accelerations using this model can be shown to be
linear in other dynamic and kinematic parameters. This linearity
inmodel parameters can be exploited for system identification, or
as we show later in the paper, for adaptive control. Future work
in the area of continuum joint dynamic modeling may include
system identification on hardware, as well as verification that
the proposed model accurately describes the joint’s dynamics.
While the presented model is only valid for one joint, another
straightforward extension to this work would be to derive
dynamic models using the same ideas and assumptions (constant
curvature assumptions, u and v parameterization) in order to
derive a dynamic model for a robot with many joints and links.

In this paper we have also shown that MPC is an effective
control strategy for maintaining robustness to unmodeled forces
and/or dynamics. Medium to high fidelity models (such as
the one presented in this paper) are promising as a means of
reducing these unmodeled disturbances, but take time and effort
to develop with possibly very small gains in performance. Even
equipped with a perfect model, determining soft robot model
kinematic and dynamic parameters accurately is a formidable
task and these parameters may also change over time. As
such, our presented control strategy, MRPAC, contributes a
novel approach to overcoming these challenges by adapting the
dynamic model while still leveraging the benefits of MPC.

Specifically, MRPAC inherits two invaluable traits:
the adaptive capabilities of MRAC and the robustness

of MPC. As a result, MRPAC outperforms both MPC
and MRAC on a soft continuum joint, where both
parameter mismatch (such as unknown spring and
damper coefficients) and structure mismatch (such as
unmodeled external forces or offsets) exist. MRPAC
successfully compensates for modeling errors to eliminate
steady state error while also demonstrating robustness to
modeling disturbances.

Future research intoMRPAC should include investigation into
how to identify a minimal regressor that accurately represents
a system’s dynamics. Although not discussed in this work, the
time taken by MRAC and MRPAC to converge to steady-
state adaptive parameters was notably different. For MRPAC it
depended heavily on the initial model parameters. The exact
differences between the transient response of each control
method as well as investigation into the reasons for these
differences is left to future work. While our approach has
shown promising results, we also did not compare it to other
adaptive MPC formulations. Nor do we make the claim that
it is the best adaptive MPC formulation. Future work should
likely include a comparison between our approach and other
existing methods.

Although the problems of accurate soft robot modeling and
control remain interesting and unsolved problems, we believe
that the dynamic model and adaptive control methods presented
in this work represent an important contribution as a new
approach to soft robot control.
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This article proposed a novel controller structure to track the non-linear behavior of the

pneumatic muscle actuator (PMA), such as the elongation for the extensor actuator and

bending for the bending PMA. The proposed controller consists of a neural network

(NN) controller laid in parallel with the proportional controller (P). The parallel neural

network proportional (PNNP) controllers provide a high level of precision and fast-tracking

control system. The PNNP has been applied to control the length of the single extensor

PMA and the bending angle of the single self-bending contraction actuator (SBCA) at

different load values. For further validation, the PNNP has been applied to control a

human–robot shared control system. The results show the efficiency of the proposed

controller structure.

Keywords: controller system, PMA, neural network, P controller, human-robot shared controller

INTRODUCTION

Soft robotics represents a new generation of robotic research, which provides numerous advantages,
such as being lightweight, safe for close contact with humans, and environmentally friendly, as well
as having low cost in terms of materials, construction time, and power (Neppalli and Jones, 2007;
Trivedi et al., 2008; Al-Ibadi et al., 2020). In addition to the general advantages of soft robotics,
soft actuators, such as contraction and extension pneumatic muscle actuators (PMAs), have their
benefits when compared with the traditional electrical and mechanical actuators. Moreover, there
is a high ratio of force to the actuator weight, in most cases a 100 newtons for several 100 g (Tondu
and Lopez, 2000; Al-Ibadi et al., 2017, 2018a; Yang et al., 2019), but on the other hand, due to
the softness, low stiffness, and hysteresis, the PMA shows a high degree of non-linearity and adds
more challenges to controlling such types of actuators (Wang et al., 2017; Giannaccini et al., 2018;
Teramae et al., 2018).

The performances of soft robots provide infinite degrees-of-freedom (DoF) motions, such as
elongation, contraction, bending, shrinkage, and rotation. Furthermore, different designs and
actuation techniques give unique behaviors (Manti et al., 2016; Al-Ibadi et al., 2018b; George
Thuruthel et al., 2018), and the value mechanism and the high rubber material non-linearity
of the PMA make the control process difficult and rule out simple controllers. Therefore, to
overcome these difficulties, the high robust control has to be considered (Tondu and Lopez, 2000;
Leephakpreeda, 2011). Numerous types of control strategies were used to control the position and
force of the PMA. Among them, a linear proportional–integral–derivative (PID) controller has
been used in Andrikopoulos et al. (2011), Shen et al. (2015), and Chan et al. (2020). Four PID
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controllers have been used to control the orientation of the
ankle rehabilitation robot of four PMAs, one controller for each
actuator (Meng et al., 2017). Adaptive pole placement techniques
for positioning PID controllers were applied in Bowler (1996).
A sliding mode control was used in Cai and Yamaura (1997)
and Carbonell et al. (2001), and a fuzzy sliding mode controller,
which is trained by a neural network for single dimensional
PMA, is used in Chiang and Chen (2017) and Chiang and Chen
(2018). Fuzzy PID was used in Balasubramanian and Rattan
(2003), and a fuzzy PD controller and an integration controller
were used in Chan et al. (2003). Tracking control with hysteresis
compensation was done by PID (Schreiber et al., 2011). A series
combination of PID controllers and an artificial neural network
(ANN)—non-linear PID—was used in Thanh and Ahn (2006)
for physical rehabilitation by using multijoint actuate based
on pneumatic muscles. Similar techniques have been used in
Andrikopoulos et al. (2014).

This article aims to provide an efficient, simple structure,
controller system to be used for various soft robotic systems.
For that purpose, a parallel controller structure is proposed by
using a neural network (NN) controller and a proportional (P)
controller. This structure provides a fast and accurate response to
track the soft pneumatic robot systems. The proposed controller
has been used to control the position of single actuators,
the bending angles of the self-bending contraction actuator
(SBCA), and a human–robot shared control system to show the
efficiency of the proposed controller for different robot behaviors
and applications.

The order of this paper has been organized as follows:
Section non-linear PID controller shows the idea of non-
linear PID; Section other controller approaches describes several
approaches to control the soft pneumatic systems. The proposed
controller structure is presented in Section parallel neural
network proportional controller together with its applications.

NON-LINEAR PID CONTROLLER

The PID controller has been one of the most important
strategies used in industrial applications due to its simplicity and
robustness. The need for variable efficient controller performance
in operating conditions or parameters in the environment is
often beyond the abilities of linear PID controllers (Su et al.,
2005). Moreover, the high non-linearity of the PMAs makes
the PID controller insufficient to solve this complex control
problem. To improve the performance of linear PID to control
the performances of PMA, numerous techniques have been
utilized to enhance the performance and robustness of the PID
controller by using the self-tuning method of general predictive
control, fuzzy logic, and neural networks (Cervantes andAlvarez-
Ramirez, 2001; Duan et al., 2004). Figure 1 shows the non-linear
PID by connecting it serially to the ANN.

A multilayer ANN is used for three inputs, one neuron in one
hidden layer and one output neuron, with
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FIGURE 1 | Proportional–integral–derivative (PID)-artificial neural network

(ANN) control structure.
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where θref and θ are the setpoints and the actual output for each
joint, respectively; 1T is the sampling time; z is the Z-transform
operator; Kp, KI , and, KD are PID constants that have to be
modified to find the optimal value; f (x) is a sigmoid function;
and u(k) is the controller output.

Other work was done in Anh (2010) using the same
PID-ANN technique with added bias input to the hidden and
output neurons.

OTHER CONTROLLER APPROACHES

The inverse control strategy for PMA motion control was
presented in Kang et al. (2013) and Kang et al. (2014). By
using this idea, they were able to define an inverse kinematic
(IK) model for control application. Furthermore, they assumed
that the dynamics of the system could be ignored because the
speed of these types of actuators is low. Meanwhile, Nakamura
and Shinohara (2007) presented the controller system according
to the mathematical model of PMA, which drives the inverse
relationship between both the position and force of the PMA and
the pressure input where P is the function of L and F.

The fuzzy control based on bang-bang control strategy is used
in Leephakpreeda (2011) with a combination of proportional
control to adjust the system output around the desired points
either for the length of the contraction force. Figure 2 shows a
diagram of this control system. In this method, the author used
the pulse width modulation (PWM) technique as a variable time
on–off controller to adjust the air valve outlets. The model-based
statics controller has been utilized in Camarillo et al. (2009) for a
5-DoF-per-section model by formulating IK. The most frequently
used of IK-based static controls uses the constant curvature (CC)
approximation (Hannan and Walker, 2003).

On the other hand, model-free approaches for control of
soft robots are quite a novel field and provide a wide range
of possibilities. The early utilization of this method has been
proposed in Giorelli et al. (2013) and for a 2- and a 3-DoF cable-
driven soft manipulator (Giorelli et al., 2015a,b). The main idea
for this controller system is applying a closed-loop control system
with an effective sensory feedback system.
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PARALLEL NEURAL NETWORK
PROPORTIONAL CONTROLLER

The parallel neural network proportional (PNNP) controller
is suggested in this section. The NARMA-L2 neural network
control system has been utilized. The structure of nine neurons
has been chosen in a single hidden layer, three delayed controlled
signal outputs, and two delayed plant outputs. The NN has been
trained by trainlm for 100 Epochs. The mean square error (MSE)
for the training, testing, and validating data is about 10−7. The
NN controller system provides good performance; nonetheless,
the PMA system is too slow, and it needs a fast controller to
track its behavior. To enhance the speed of the controller system,
a proportional controller has been used in parallel to the NN
controller. While the NN controller provides high precision,
the P controller offers a high-speed response. As a result, the
structure of the PNNP controller provides efficient performances
in terms of precision and speed. The structure of the controller is
shown in Figure 3.

The reference model states the required target such as
length, position, bending angle, and so on. Moreover, since
the air pressure in single or multiple PMA defines the system
performances, G1 can either be the inverse kinematics of the
plant and, in this case, the proposed controller will adjust the
pressure p, or be equal to 1 and, in this case, the controller system
will track the error in the output y.

The error e can be defined as follows:

e = pr − p , if G1 is IK (4)

FIGURE 2 | The fuzzy logic block diagram controller system.

or

e = yr − y , if G1 is 1 (5)

pr and yr are the reference (setpoint) for the pressure and the
system’s output, respectively.

The controller outputs u1 and u2 represent the duty cycle
of the PWM signal for the NN controller and P controller,
respectively, where

u = u1+ u2 (6)

The NARMA-L2 NN controller output u1 can be defined as
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where f () and g() are approximated using neural networks, and
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where n andm are equal to 2 and 3, respectively, according to the
proposed controller structure.

While the proportional controller output has been defined as

u2
(

k
)

= kp
(yr

(

k+ 1
)

− y(k+ 1))(umax)

x
(10)

The PWM signal controls the airflow for the valve output in
fill and vent directions. Therefore, two PNNP controllers are
required: one to control the airflow in the fill direction and the
other controls the venting process.

Depending on the error, the proposed controller activates
either the filling controller (positive error) or the venting
controller (negative error). On the other hand, two possible
methods are used to train the NN. The first method is using an
approximate function between the output and the duty cycle as
in (11):

y∗ = y0 +
x u∗

98
(11)

FIGURE 3 | The schematics of the suggested controller.
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In the case of the pressure controller of the single or multiple
actuators, y∗ and y0 represent the air pressure in the actuator
p and the initial pressure in the actuator, respectively, x is the
maximum applied pressure pmax (pmax is subject to the actuator
size and material), and u∗ is the training duty cycle of the
NN controller.

In most cases,

pmax = 500 kPa (12)

0 ≤ p ≤ pmax (13)

x = pmax (14)

0 ≤ u∗ ≤ 100 (15)

In order to prevent a continuously applied voltage (100%
duty cycle) on the solenoid valve, we chose 98% as the

FIGURE 4 | The relation between air pressure and duty cycle.

maximum operating duty cycle. Formula (11) provides an
acceptable linear performance of the PMA pressure at variable
duty cycles.

Alternatively, the actual relationship between the
output and the duty cycle can be found experimentally
as follows.

A contraction actuator of 30 cm in length and 1.7 cm in
diameter is chosen. A source of 600 kPa is used to apply air
pressure to this actuator via a solenoid valve by different duty
cycles ranging from 0 to 100% within 1 s. Firstly, a 10% duty cycle
is selected, the air pressure is measured by a pressure sensor, and
then the venting process is activated. This process is repeated for
20, 30. . . , and 100%, respectively. The result of this experiment is
shown in Figure 4. The trained line to these data is utilized for
training the NN.

Formula (11) is used due to the similarity in the performances
of the NN and to decrease the complexity of the control system.
Moreover, the PNNP controller is tracking the desired behavior
online; therefore, the controller is adjusting the duty cycle to
minimize the error.

Length Control of Single Extensor PMA
In order to validate the proposed controller, a 30-cm extensor
actuator is chosen. To measure the change in length of the
extensor PMA, an ultrasound HC-SR04 sensor is fixed to the
end of the air muscle. According to (11), y∗ is the length
of the actuator L, y0 is the initial length L0 of the extensor
PMA (30 cm), and x is the maximum extension ratio (50%
of L0).

The PNNP controller sends the controlled input u to the
(3/3 Matrix MK 754.8E1D2XX) solenoid valve via Arduino
Mega 2560. The Arduino acts as an interface between the
PC and the valve-actuator system. It is reading the pressure
and the distance from the pressure sensor and the ultrasound
sensor and sending them to the Matlab via a USB port.
Then, The PNNP controller adjusts the duty cycles for both

FIGURE 5 | The structure of the proposed controller for single PMA.
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the filling and the venting and sends them back to the valve
as follows:

While the actuator air pressure is low and the PMA
length is less than the required, the error will be positive
and that activates the filling PNNP controller branch (see
Figure 5) to actuate the extensor muscle and increase its length.
The controlled duty cycle u decreases gradually according

FIGURE 6 | The photograph of the extensor actuator at various loads and the

position of the attached ultrasound sensor.

to the feedback error until the error becomes zero; at
this point, the filling PNNP controller is being inactivated.
Due to the hysteresis behavior of the PMA, the length of
the actuator will be slightly increasing, which leads to a
negative error. The venting PNNP controller responds to the
increment of the actuator length by decreasing the amount
of pressure. The expected maximum controlled duty cycle is
low because of the small error value. As a result, the length
of the actuator decreases until the error reaches zero. This
process of filling and venting might be repeated several times
according to the sign of the feedback error. The operation
at low frequencies decreases the number of the filling and
venting controlling process repetitions because the whole
controlling process speed operates close to the pneumatic
system behaviors.

Attaching a load or increasing its value causes increasing
in the actuator length. To keep the length as required by
the reference model, the venting controller operates to reduce
the length, and, of course, the filling will be activated if
overcontraction occurs.

The length of the actuator is controlled under three different
load values. At each time, a square wave between 30 and 45 cm
is applied as a reference at 0.5Hz. The extensor actuator and the
control performance are illustrated in Figures 6, 7, respectively,
for 200 g.

Figure 7 shows that the venting time takes longer than the
filling time due to the hysteresis of the actuator material and the
air pressure difference between the environments.

Bending Angle Control of Single SBCA
The presented SBCA in Al-Ibadi et al. (2020) has been used in
this section to control its bending angle. The specifications of the
bending actuator are listed in Table 1.

FIGURE 7 | The unit step response of the length controller system at 0.5Hz.
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TABLE 1 | The dimensions and material specifications of the SBCA.

L0 (m) Rubber

thickness (m)

Braided

thickness (m)

Inner diameter

(m)

Rubber

stiffness(N/m)

Rod length (m) Rod thickness

(m)

Rod width (m)

0.3 1.1 × 10−3 0.5 × 10−3 12 × 10−3 363.33 0.3 0.002 0.006

FIGURE 8 | The bending angle and the applied pressure of the SBCA at no load and 0.3 kg.
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A similar controller has been used to control the bending
angle at different load values, but, in this case, the initial
bending angle is zero, and the maximum bending angle for
the chosen specification in Table 1 is 135◦ at 500 kPa. Square
wave between 40 and 90 is selected as a reference model for
tracking the bending angle of the bending actuator between
40 and 90◦. Figure 8 illustrates the controller response at
no load and 0.3 kg. Pressure and MPU sensors are used
to record the actuator air pressure and the bending angle,
respectively. The MPU is mounted at the free end of the
SBCA. A similar procedure to the extensor actuator can be
shown here; the positive 40◦ feedback error triggers the filling
PNNP to apply air pressure to the SBCA. The actuator bending
angle increases to 40◦. The zero-feedback error isolates the
filling controller to avoid increasing the bending angle. Again,
because of the non-linear behaviors of the PMA, the bending
angle might increase by some degrees. This leads to the
activation of the venting controller until the error reaches
zero again. Similar processes are applied to the second value
of the reference signal (90◦). For the second cycle of the
reference square signal, the venting controller operates first,
and the filling PNNP responds to the decreasing bending
angle. Furthermore, increasing the load value at any moment
leads to the reduction of the bending angle, and more air
pressure is required to reduce the positive error by the
filling controller.

Figure 8 shows that the controller system applied more air
pressure when the load is increased to reach the required
bending angle.

Human–Robot (H–R) Interaction (HRI)
Unsafe workspaces for individuals force them to work from
a split site. In this section, a unidirectional continuum arm
and a four-finger gripper are used to work in a workspace
considered to be unsafe for a human being. The MPU and
the pressure sensors are used to measure the bending angle
of the continuum arm and the air pressure in the finger
gripper, respectively. On the other hand, another MPU sensor
and a flex sensor are worn by a human hand, as shown
in Figure 9.

The wearable MPU sensor is used to send the set
bending angle to the PNNP controller to adjust the bending
angle of the continuum arm, and the flex sensor controls
the grasping force of the four-finger gripper by converting
the resistance to pressure by mapping its data at different
bending steps for the index finger. The control system
controls the air pressure in the fingers to control the
grasping process.

In this process, the human sends a variable reference bending
and grasping force to the controller through the Arduino Mega
2560, and the controller adjusts both of them on the continuum
arm. Figure 10 shows the bending angle for both the human hand
and the continuum arm at two different loads.

Since the application consists of two pneumatic systems,
four PNNP controllers are required, two filling controllers
and two venting controllers. Either the filling PNNP or the

FIGURE 9 | The wearable sensors to control the bending angle and grasping

force.

venting PNNP controllers are being activated for the gripper
to adjust the grasping force as required by the reference value,
which is sent by the human index finger. Simultaneously,
the bending angle of the human arm is sending to another
group of PNNP controllers to adjust the bending angle of the
continuum arm.

Figure 10 illustrates the efficiency of the PNNP controller,
which provides precise tracking for the bending angle of the
human arm. As previously mentioned, the tracking error for
the filling process is less than the error of the venting process
due to the variations between the air pressure in the two
different environments.

The comparison with the literature shows that the
performance error is very low for the three presented
applications. While it is seen obviously at numerous previous
researches, such as the performance error for the ankle
rehabilitation robot in Meng et al. (2017), the possible cause for
that is using the PID controller to control the high non-linear
system (the PMA).

COMPARISON WITH PREVIOUS
CONTROLLER APPROACHES

The PNNP controller shows efficient performances when it
is applied to soft pneumatic systems. In this section, the
PNNP is compared with several other controller approaches
from the literature to show the advantages of the proposed
controller system. Table 2 lists the main characteristics of
numerous controllers.
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FIGURE 10 | The bending angle for both the human hand and the continuum arm at (A) 0.3 and (B) 1 kg.

Table 2 shows that the performance of the PNNP controller
system in terms of speed response, accuracy, and applications
(complexity of the pneumatic system) is higher than other
chosen researches.

CONCLUSION

The high non-linear behaviors of the pneumatic muscle actuator
require fast response and high accuracy control systems. In this
article, a parallel structure of the neural network controller and
the proportional controller is presented to control single extensor
PMA and single SBCA, respectively, at different load values.
For further validation of the PNNP controller, an interaction
between a human and a bidirectional continuum arm has been
designed, and the controller system shows a valuable tracking to

the human hand. The results illustrated the efficiency of using
the parallel structure to increase precision and decrease the
tracking time.

The results show that the venting time is more than the filling
time due to the non-linear behavior of the PMA such as hysteresis
and the air pressure difference inside and outside the actuator.
Furthermore, increasing the load for the presented pneumatic
systems does not have any effect on the resulting performances.
Nonetheless, the PNNP decreases the required air pressure for
the extensor PMA at a higher load to decrease the extension ratio,
while the proposed controller increases the applied air pressure
for the single SBCA and the unidirectional continuum arm to
raise the bending angle. The actuators are tested at pressure up
to 600 kPa, but the maximum air pressure has been set at 500 kPa
for safe working.
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TABLE 2 | The dimensions and material specifications of the SBCA.

Research title Type of controller Linearity Performance

The Proposed Controller

(current article)

Parallel neural network

proportional (PNNP)

Non-linear High response (settling time =

0.15 s at 0.5Hz), accurate, suitable

for single and multiple actuator

systems, provides local controlling

for every single actuator

Andrikopoulos et al. (2011) PID and on–off Linear Low response (settling time =

16 s), tested for a climbing robot of

four PMAs

Chan et al. (2020) Cascaded PID Linear Low response (settling time = 2 s)

and tested for single PMA

Shen et al. (2015) PID Linear Moderate response, tested to

control a robot leg of two PMAs

Meng et al. (2017) Iterative feedback tuning

control (IF-PID)

Linear Moderate response (high settling

time, the error does not reach

zero), tested for four single

actuators for ankle rehabilitation

system

Chiang and Chen (2017) Neural network fuzzy

sliding mode controller

Non-linear High performance at frequencies

≤0.05Hz and low performance at

1 Hz

Chan et al. (2003) Fuzzy PD+I Non-linear Low response (1–2 s), tested for

single PMA

Andrikopoulos et al. (2014) Advanced non-linear PID Non-linear Moderate response (settling time

= 0.5 s at 0.25Hz), tested for

single PMA
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Electro-ribbon actuators are lightweight, flexible, high-performance actuators for next

generation soft robotics. When electrically charged, electrostatic forces cause the

electrode ribbons to progressively zip together through a process called dielectrophoretic

liquid zipping (DLZ), delivering contractions of more than 99% of their length.

Electro-ribbon actuators exhibit pull-in instability, and this phenomenon makes them

challenging to control: below the pull-in voltage threshold, actuator contraction is

small, while above this threshold, increasing electrostatic forces cause the actuator to

completely contract, providing a narrow contraction range for feedforward control. We

show that application of a time-varying voltage profile that starts above pull-in threshold,

but subsequently reduces, allows access to intermediate steady-states not accessible

using traditional feed-forward control. A modified proportional-integral closed-loop

controller is proposed (Boost-PI), which incorporates a variable boost voltage to

temporarily elevate actuation close to, but not exceeding, the pull-in voltage threshold.

This primes the actuator for zipping and drastically reduces rise time compared with a

traditional PI controller. A multi-objective parameter-space approach was implemented

to choose appropriate controller gains by assessing the metrics of rise time, overshoot,

steady-state error, and settle time. This proposed control method addresses a key

limitation of the electro-ribbon actuators, allowing the actuator to perform staircase and

oscillatory control tasks. This significantly increases the range of applications which can

exploit this new DLZ actuation technology.

Keywords: control, soft robotics, actuator, electrostatic, zipping, pull-in instability, electro-ribbon,

dielectrophoretic liquid zipping

INTRODUCTION

Soft robotics has the potential to enhance dexterous robotics tasks, such as gripping and
locomotion, using structures that conform to variable and sensitive environments (Schmitt et al.,
2018). While soft robotic actuators offer the high stroke and force-to-weight ratio required for
such tasks (Bar-Cohen, 2000; Carpi et al., 2011), the position control of rigid actuators is generally
more predictable, and better suited for complex tasks such as path planning and position sensing in
sufficiently structured environments (Trivedi et al., 2008). Thus, a significant challenge for soft
robotics is the development of control strategies that permit fast and complex motion within
changing or unpredictable environments.
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Dielectrophoretic Liquid Zipping (DLZ) is a novel actuation
concept whereby amplified electrostatic attraction results in high-
force electrostatic zipping (Taghavi et al., 2018). In DLZ, a
pair of electrodes, electrically insulated from one another, are
mechanically arranged in a zipping configuration (Figure 1).
If the electrodes are oppositely charged, a strong electric field
is developed between them, inducing a strong electrostatic
attractive force that causes them to progressively zip together.
Although electrostatic zipping has been demonstrated previously
in zipping devices (Maffli et al., 2013; Chen et al., 2014; Li
et al., 2018), DLZ features a tiny droplet of liquid dielectric
(e.g., silicone oil) at the zipping point(s), which considerably
amplifies electrostatic force. The electrostatic force between the
two electrodes is related to Maxwell pressure, P= εE2, where ε is
the permittivity of the liquid dielectric and E is the electric field
(Suo, 2010). The added liquid dielectric not only has a higher
permittivity but also a considerably higher breakdown strength
compared with air, allowing stronger fields to be sustained with
associated stronger electrostatic zipping forces. Silicone oil, for
example, whose respective permittivity and breakdown strength
are around 2.7 and 6.7 times greater than air, theoretically implies
up to 120-fold amplification of electrostatic force (Taghavi
et al., 2018). While this amplification could be achieved by
submerging the entire actuator in liquid dielectric, practically
only a tiny droplet at each zipping point is required, since
coincidentally occurring dielectrophoretic forces (which have
the effect of drawing high-permittivity materials toward strong
electric fields) help to retain the liquid dielectric at the zipping
point (Taghavi et al., 2018).

The simplest embodiment of DLZ is the electro-ribbon
actuator (Figure 1). Electro-ribbon actuators are compliant
artificial muscles that can be made from any combination of
conducting and insulating materials. Various embodiments of
this type of actuator can exhibit high tension, high contraction
(>99%), or high specific power equivalent to human muscle.
These performance metrics make them a promising technology
for Soft Robotics, where flexible, low-mass, high-performance
actuators are required to deliver useful functions.

Control of soft robots is typically a challenging task
due to their continuum structure and inherent compliance
when interacting with the environment (Trivedi et al., 2008).

FIGURE 1 | Components of an electro-ribbon actuator.

Conventional control strategies that assume rigid joints tend
to be ineffective at controlling soft robots (Rus and Tolley,
2015). Compared with traditional hard actuators, such as motors,
control of soft actuators is often challenging due to their
inherent compliance. Closed-loop control of dielectric elastomer
actuators has been demonstrated using capacitive self-sensing
(Rosset et al., 2013). Self-sensing has also been demonstrated
in liquid-filled flexible fluidic actuators (Helps and Rossiter,
2018) and electrically driven HASEL (Acome et al., 2018)
and Peano-HASEL (Kellaris et al., 2018) actuators, although
full closed-loop control was not demonstrated. Closed-loop
control of several parallel-plate electrostatic actuators, such as
microelectromechanical systems (MEMS) devices, have been
studied in Chu and Pister (1994), Seeger and Boser (1999), and
Dong and Edwards (2010).

In this article, we investigate closed-loop control for electro-
ribbon actuators. Open-loop control is limited with these
actuators due to pull-in instability, resulting in an extremely
small range of travel where position may be reliably controlled.
However, by modulating the input voltage, a much larger
region of stable positions can be achieved. We introduce
a closed-loop (Boost-PI) controller, explore the effect of
system gains upon output parameters, and configure gains
based on a multi-objective parameter-space approach. Finally,
we demonstrate system performance, including set point
tracking of predetermined trajectories and sinusoidal signals,
typical behaviors needed for the actuation and control of
soft robots.

MATERIALS AND METHODS

The electro-ribbon actuators were made from two electrode
ribbons, each of which was comprised of a 50-µm-thick, 10-
cm-long, 2.5-cm-wide steel strips (1.1274 carbon steel, h+s
präzisionsfolien GmbH, Germany). Each electrode ribbon was
insulated using PVC tape (AT7 PVC Electrical Insulation Tape,
Advance Tapes, UK). The ends of the electrode ribbons were
attached to one another using custom-made plastic clips to
ensure a tight zipping point (Figure 2). A drop of silicone
oil with viscosity of 50 cSt (# 378356, Sigma-Aldrich, USA)
was added to each zipping point prior to each experiment to
ensure consistency. High voltage was applied to the electro-
ribbon actuators using a high voltage amplifier (5HVA24-
BP1, UltraVolt, USA). Inputs were controlled and data was
recorded using a National Instrument device (NI USB-6343,
National Instruments, USA). A laser displacement sensor
(LK-G402, Keyence, Japan) was used to measure actuator
displacement, by measuring the height of the suspended
mass in the vertical direction at a frequency of 1,000Hz.
For closed-loop control, measured height was used as the
feedback variable, with a control loop sample frequency of
32Hz. The open-loop bandwidth of the actuator has been
observed as 10Hz (Taghavi et al., 2018), thus 32Hz was
considered sufficient.

Isotonic testing was used to investigate the controllability of
an electro-ribbon actuator. A rigid acrylic frame was built for the
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FIGURE 2 | Experimental setup of the electro-ribbon actuator for both

open-loop and closed-loop controls.

experiments. The center of the upper ribbon of the electro-ribbon
actuator was clamped to the top of the rigid frame (Figure 2).
This clamp had the advantage of preventing full zipping, which
can introduce temporal hysteresis due to adhesive and cohesive
forces associated with the liquid dielectric (Taghavi et al., 2018).
The bottom ribbon was connected to a rigid bar, prescribed to
move vertically by a linear guide, ensuring symmetrical zipping
of the electro-ribbon actuator. To apply load to the electro-ribbon
actuator, an external mass was hung at the bottom of the rigid bar.
In the following experimental results, zero height was set as the
position where the two electrodes zipped such that the bottom
ribbon touched the clamp, with a 5mm gap remaining between
two electrodes at the center. The initial negative height was set
as the resting position of the actuator with a suspended load and
without an electrostatic force.

RESULTS

Step Response
To investigate the electrical charging effects, we performed a step-
response test by applying a constant voltage, Vconstant , across
the electrodes of the electro-ribbon actuator. In each test a
constant mass was suspended from the actuator, which set its
resting height. A constant voltage was applied for actuation.
The vertical motion of the mass was recorded. After 10 s, the
voltage was reduced to zero, and the actuator extended due to
gravity, returning to its initial resting height for the next test
at a higher voltage. The applied voltage was increased in 100V
increments for each test until pull-in voltage was reached. The
maximum vertical displacement of the actuator achieved during
10 s of actuation at each voltage, was recorded and presented
in Figure 3A. For example, for the actuator loaded with a
constant mass of 10.18 g, when theVconstant reached 6,300V, pull-
in instability resulted in the actuator undergoing full zipping
(Figure 3A). In this case, pull-in voltage Vpull−in was 6,300V.
This pull-in instability causes rapid full zipping because the
generated constant electrostatic force at active moving zipping

FIGURE 3 | (A) Height variation with voltage for electro-ribbon actuators with

masses of 5.18 g (blue line, circular markers), 10.18 g (red line, diamond

markers), and 15.18 g (yellow line, square markers). Full zipping position

occurs at zero height. (B) The relationship between pull-in voltage and

suspended load.

points consistently and increasingly overcomes the gravity force
transferred from an external load, which is highest at zipping
corners and decreases along the actuator to the center. As a result,
when the electrostatic force at the zipping corners exceeds the
gravitational load, the actuator will always fully zip. Figure 3A
demonstrates how traditional open-loop control strategies for
electro-ribbon actuators provide a very small controllable range.
Since greater loads applied to the actuator require greater
electrostatic force to initiate full zipping, Vpull−in increases with
an external load. The relationship between pull-in voltage and
load can be shown in Figure 3B.

Time-Varying Voltage Profiles
A more complex approach was explored by applying a time-
varying voltage profile to the actuator (Figure 4A). In this
experiment, the actuator began to zip when applying V ≥
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FIGURE 4 | (A) The voltage and (B) height output of the time-varying voltage

profile under a load of 7.05 g. Full zipping position occurs at zero height.

Vpull−in. After some time, V was instantaneously reduced to a
constant value below Vpull−in, which allowed the actuator to be
held at a steady state height greater than the pull-in height in the
previous step-response experiment. By switching V to a higher
or lower value for a short time, and then setting a new constant
voltage below Vpull−in, we were able to move the actuator’s
position to multiple heights not accessible in the step-response
experiment (Figure 4B).

For example, as shown in Figure 4B, the voltage is increased
from 2 to 3 kV and thus contracts the actuator by roughly
5mm. After decreasing the voltage to 1.7 kV, this steady-state
position is maintained. The existence of additional stable heights
within the range at which pull-in voltage occurs is attributed to
various effects not included in standard pull-in instabilitymodels.
These effects include stiction forces, and fluidic forces such as
surface tension. These effects can be exploited to extend the
contraction range of open-loop controllers of the electro-ribbon
actuators. In addition, electro-ribbon actuators exhibit voltage-
displacement hysteresis due to the inverse square relationship
between actuation force and displacement at a given voltage
(Taghavi et al., 2018). This hysteresis has been studied in detail
in Taghavi et al. (2020).

Closed-Loop Control
Having found evidence of complex non-linearities affecting
actuator stability within the system, we investigated a closed-
loop controlled actuation by introducing a simple proportional-
integral control. When using fixed proportional and integral
terms of 600 and 60 respectively and setting the voltage to
initialize at Vpull−in, the actuator controllably approached to
different set points while loaded different masses of 3.18, 10.18,
and 15.18 g (Figure 5). This method allowed the electro-ribbon

FIGURE 5 | Time-series of the electro-ribbon actuator approaching different

set point heights when using a simple controller with fixed proportional and

integral terms of 600 and 60, respectively, while being loaded with different

masses of (A) 3.18 g, (B) 10.18 g, and (C) 15.18 g.
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actuator to access to different intermediate heights between
resting and full zipping points. However, an actuation speed
decreased when set point height was set further, and the
actuator suffered from long rise time to reach the desired
height. Based upon these findings, we developed a modified
closed-loop proportional-integrator (PI) controller, termed the
Boost-PI controller. The control law took the form of the
following equations:

E (t) = h (t)−hs, (1)

where E is the input error, which is the difference between the
measured height h and the setpoint height hs of the electro-
ribbon actuator. The input voltage V can be derived as follows
when t is time:

V (t) = KpE (t) +

∫

KiE (t) dt + Vc. (2)

The Boost-PI controller was used to calculate the input voltageV,
consisting of three parts as follows:

• Kp: a proportional term, providing a large initial voltage
proportional to the error. This term acts to rapidly
initiate zipping.

• Ki: an integral term, which acts to minimize steady-state error
and to compensate for variable external loads.

• Vc: a constant voltage equal to 90% of Vpull−in, the voltage at
which the actuator overcomes the load and begins to contract.
This term acts to prime, or boost, the actuator for zipping,
reducing rise time.

The voltage applied to the electro-ribbon actuator needs to
exceed Vpull−in in order to initiate zipping. If only proportional
and integral terms are used (standard PI controller), the actuator
experiences large integration timescales, causing a long delay to
reach this critical voltage. For example, if the proportional term
is much lower than Vpull−in, the integral term will take long time
to accumulate until the total input voltage V reaches Vpull−in. In
this regard, Vc is set as 90% of Vpull−in, ensuring the actuator is
immediately almost at the point at of zipping. We also limit the
maximum voltage applied to the actuator to 9,000V, to prevent
damage to the actuator or electric breakdown of the nearby air.

We used a set point height of 10mm stroke away from
the resting position to observe the performance of presented
closed-loop control. Figure 6 shows closed-loop control of an
electro-ribbon actuator under an external load of 8.04 g using
the Boost-PI controller. Figure 6A shows the proportional and
integral terms of the controller, the constant voltage Vc and the
input voltage. Figure 6B shows the actuator response, setpoint,
maximum height, rise time, and settle time.

The performance in controlling the actuator was explored by
varying control gains of the Boost-PI controller. We varied Kp

from 0 to 1,600 with increments of 200 and Ki from 0 to 60
with increments of 20 for each Kp. Vc was set at 4,590V (90%
of Vpull−in for an actuator loaded with a mass of 8.04 g). Step-
response control tasks (as shown in Figure 6) were performed
for different control values; the experimental results can be
concluded as follows:

FIGURE 6 | An example step-response control task of an electro-ribbon

actuator actuated using a closed-loop Boost-PI controller (Kp = 1200 and Ki

= 60) while loaded with a mass of 8.04 g, showing (A) a controlled voltage

input to the actuator (a combination of the proportional, integral and constant

voltage terms of the controller) and (B) a height output with setpoint height,

maximum height, rise time and settle time. Full zipping position occurs at zero

height.

• When Kp and Ki were both equal to zero (i.e., using only Vc

without a PI controller), the actuator remained at the resting
height without any zipping motion since the input voltage is
equal to Vc, which is less than Vpull−in.

• When Ki = 0 (i.e., using the controller with only Kp and
Vc), when Kp was between 200 and 600, the actuator overshot
the setpoint considerably, and zipped fully. With Kp ≥ 800,
the proportional term was large enough to reduce applied
voltage after overshoot quickly enough to prevent full zipping.
With Kp ≥ 800, the actuator height approached the setpoint,
although large steady-state error was present. Increasing Kp

reduced the steady-state error but could negatively cause
oscillation around the setpoint.
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• When Kp = 0 (i.e., using the controller with only Ki and Vc),
the integral term slowly increased until the sum of the integral
term and Vc exceeded Vpull−in to initialize actuation. At this
point, full zipping occurred, because the integral term did not
reduce applied voltage quickly enough to prevent full zipping.

• For any Ki (from 0 to 60), when Kp is 200, the actuator fully
zipped (again, the proportional term was not large enough
to reduce applied voltage after overshoot quickly enough to
prevent full zipping). When Kp is 1400 and higher, unstable
oscillations occurred.

• Using a controller with non-zero values of both Kp, Ki, and Vc

allowed the actuator to converge to the setpoint at different
velocities, when Kp was between 400 and 1,200 and Ki was
between 20 and 60.

The performance of the Boost-PI controller was evaluated by
assessing performance metrics of steady state error, overshoot,
rise time and settle time as benchmarks to select Boost-PI
gains (Figure 7), considering only the case, where the actuator
converges to set point position. Steady state error is defined as
the difference between steady state height and setpoint height,
while overshoot is the difference between steady state height and
maximum height. Rise time is the time at which current height
h reaches 90% of the setpoint height hs; settle time is the time at
which h remains within 5% of the steady-state height.

FIGURE 7 | Key performance metrics of the electro-ribbon actuator when varying proportional gain Kp and integral gain Ki : rise time, overshoot, steady-state error

and settle time. Color scale is used to present the performance outcomes, where green and red colors indicate the best and the worst value, respectively.

According to Figure 7, rise time considerably decreased when
Kp ≥ 600, down to between 1 and 2 s. Overshoot significantly
decreased mainly by increasing Kp from 6.01mm (Kp = 400,
Ki = 20) to 1.77mm (Kp = 1,200, Ki = 60), whereas steady-
state error dramatically reduced with increasing Ki although it
slightly increased with increasingKp. Settle time fluctuated across
control gains, varying between 27 and 50 s with an average of
40 s. It is not possible to select gains which are ideal for all
performancemetrics, instead gains should be chosen that provide
an appropriate compromise. In practice, the relative importance
of each metric is problem-dependent and thus the Boost-PI gains
should be selected according to the task at hand. This could be
approached, for example, with a weighted-summethod using our
performance metrics. Lower overshoot and faster rise time were
prioritized for closed-loop control since lower overshoot enables
higher controllable range close to full zipping position, and faster
rise time increases the range of applications for this actuator.
Hence, Kp = 1,200 and Ki = 60 were selected as task-appropriate
general-use gains for this controller.

We tested the versatility of the Boost-PI controller with two
setpoint tracking tasks: a staircase task and an oscillatory task
(Figure 8). Kp = 1,200 and Ki = 60 were used to control the
actuator for these two tasks, which were set to perform within
a 20mm stroke range from a resting position to maintain high
actuation performance (±10mm stroke fromwhere these control
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FIGURE 8 | Controlled height output of an electro-ribbon actuator actuated using a closed-loop Boost-PI controller (Kp = 1,200 and Ki = 60) while loaded with a

mass of 18.04 g, for different setpoint tracking tasks: (A) mountain and (B) sinewave. Full zipping position occurs at zero height.

gains were analyzed). Comparing between the multiple cycles
of sinusoidal set point control at 0.5Hz as shown in Figure 8B,
the maximum standard deviation for recorded actuator height
between four repeated cycles was 0.5mm. Although complex
non-linearities clearly exist for the electro-ribbon actuator, it can
be effectively controlled using the presented Boost-PI controller.

DISCUSSION

In this article, we explored an approach to control the contraction
of an electro-ribbon actuator, which exhibits complex non-linear
behavior. Initially, the actuator was tested by applying increasing
static voltages to determine the Vpull−in, where the actuator
experienced pull-in instability and performed full zipping.
Vpull−in depends on the external load; higher loads induce larger
extensions and require higher Vpull−in. If voltages below Vpull−in

are applied, there exists a very narrow open-loop-controllable
range of contractions. Application of a time-varying voltage
approach, that is initially above Vpull−in but subsequently steps

down to a lower voltage, enables a much wider range of accessible
steady-state contractions. However, this approach is challenging
because the steady-state contraction reached depends on not
only on the applied voltage profile but also the previous steady-
state contraction.

We modified a closed-loop PI controller—the Boost-PI
controller—with an additional constant voltage term (Vc) to
control the actuator. Vc reduces the time taken for the integral
term to ramp-up to the voltage required to initialize zipping,
resulting in lower rise time. It ensured the controlled voltage
was close to Vpull−in, which is dependent to a suspended load
(Figure 3B). The Boost-PI controller was studied by varying
proportional and integral terms while setting Vc to 90%
of Vpull−in.

To select appropriate Boost-PI gains, we implemented a
multi-objective parameter-space approach, analyzing rise time,
overshoot, steady-state error and settle time of the actuator
response as benchmarks. As a result, Kp = 1,200 and Ki =

600 were selected since the resulting actuator was capable of
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fast rise time (1.45 s or 5.89 mm/s), low overshoot (1.77mm or
18.6%) and acceptable settle time (38.0 s) for a 9.49mm setpoint
distance step-response task. The Boost-PI controller was used to
control an electro-ribbon actuator to perform different control
tasks: a staircase and oscillatory task, showing versatility and
controllability of electro-ribbon actuators.

The contraction rate of the electro-ribbon actuator increases
with increasing supplied voltage (Taghavi et al., 2018). In
contrast, its extension rate increases with decreasing supplied
voltage and is lower than contraction due to stiction of dielectric
liquid and surface tension between two electrodes. Applying high
voltage results in high contraction speed but can result in full
zipping. Using the presented PI controller enables the actuation
speed up to 8.7 mm/s when using Kp = 1,000 and Ki = 60 and
holds the actuator at stable height.

While our Boost-PI method demonstrates controllability of
the electro-ribbon actuators, we note several limitations based
on load, actuator length and the current height. At higher loads,
increasing gravitational forces reduce the acceleration of the
actuator when traveling upward (against gravity) and increase
acceleration when traveling downward (with gravity) and would
likely require retuning of controller gains. Furthermore, the
sensitivity to variations in load increases when decreasing the
bending stiffness of the actuator (a long beam is more sensitive
due to the longer moment arm). An additional limitation
of Boost-PI is set-point sensitivity. While we show good
performance over a large range of travel for our actuator,
electrostatic forces increasingly affect controller performance
close to full zipping position.

To address these limitations, the gains could be configured
to automatically respond to changes in load and height. While
height dependent gains could be developed using feedback
already present in the system, load dependency could be
implemented with a load cell. This approach would allow electro-
ribbon actuators to perform over a wider range of loads and set-
points, decrease settle-time and mitigate the need to manually
reconfigure gains. The electro-ribbon actuator was observed to
access the minimum distance of 5mm away from full zipping
position (Figure 5). Automatically tuning control gains based on
the current actuator shape could enable the actuator to access a
smaller distance closer to the full zipping position.

Alternatively, to improve the actuator to counteract pull-
in instability, the controllable range could be increased by
implementing a direct charge control strategy that actively
controls the level of electrostatic charge rather than voltage,
as has been done for other MEMS devices (Bochobza-Degani
et al., 2003; Zhang et al., 2014). Due to the novelty of electro-
ribbon actuators, analytical models are not yet available, therefore
we investigated the performance of our controller using a
multi-objective parameter-space approach. We plan to use a
model-based approach to control electro-ribbon actuators in
future work.

Traditional closed-loop control using self-sensing has
been demonstrated in electro-ribbon actuators over a small
displacement range (Bluett et al., 2020). Using the capacitance
of the actuator measured by a self-sensing unit, which increases
with zipping, as a feedback variable for the proposed Boost-
PI controller could result in a controlled electro-ribbon
actuator without additional sensors, as required for many soft
robotics applications.

The demonstrated Boost-PI controller enables closed-
loop, high-accuracy, high-working-range displacement
control of electro-ribbon actuators. This addresses one
limitation of the electro-ribbon actuators and considerably
extends the range of applications for this type of
DLZ actuator, allowing it to be included in a wide
range of soft robotic systems including wearables assist
devices, autonomous rescue robots and soft robots for
space exploration.
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Current designs of powered prosthetic limbs are limited by the nearly exclusive use of DC

motor technology. Soft actuators promise new design freedom to create prosthetic limbs

which more closely mimic intact neuromuscular systems and improve the capabilities

of prosthetic users. This work evaluates the performance of a hydraulically amplified

self-healing electrostatic (HASEL) soft actuator for use in a prosthetic hand. We compare

a linearly-contracting HASEL actuator, termed a Peano-HASEL, to an existing actuator

(DCmotor) when driving a prosthetic finger like those utilized in multi-functional prosthetic

hands. A kinematic model of the prosthetic finger is developed and validated, and is

used to customize a prosthetic finger that is tuned to complement the force-strain

characteristics of the Peano-HASEL actuators. An analytical model is used to inform

the design of an improved Peano-HASEL actuator with the goal of increasing the

fingertip pinch force of the prosthetic finger. When compared to a weight-matched DC

motor actuator, the Peano-HASEL and custom finger is 10.6 times faster, has 11.1

times higher bandwidth, and consumes 8.7 times less electrical energy to grasp. It

reaches 91% of the maximum range of motion of the original finger. However, the

DC motor actuator produces 10 times the fingertip force at a relevant grip position.

In this body of work, we present ways to further increase the force output of the

Peano-HASEL driven prosthetic finger system, and discuss the significance of the unique

properties of Peano-HASELs when applied to the field of upper-limb prosthetic design.

This approach toward clinically-relevant actuator performance paired with a substantially

different form-factor compared to DC motors presents new opportunities to advance the

field of prosthetic limb design.

Keywords: prosthesis, prosthetic hand, HASEL, electrohydraulic actuator, soft robotics, bioinspired, modeling

INTRODUCTION

The field of upper limb prosthetic design seeks to recreate what was lost after amputation. In order
to accomplish this feat, prosthetic devices require compact, stable, and clinically robust materials
which integrate actuation to interact with the external environment (Childress and Weir, 2004).
These types of actuators are more important now, in light of recent progress across a wide range of
related fields like neural interfaces and osseointegration (Ortiz-Catalan et al., 2014; Tan et al., 2015).
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FIGURE 1 | An array of Peano-HASEL actuators, a new type of

high-performance, electrohydraulic artificial muscle, driving a custom

prosthetic finger. The actuators linearly contract under an applied voltage of 6

kV, which causes flexion of the prosthetic finger.

However, a remnant actuator technology—the DC electric
motor—has been used for generations and has constrained the
design of prosthetic devices. Here we investigate if hydraulically
amplified self-healing electrostatic (HASEL) actuators, a new type
of high-performance artificial muscles, will be able to improve
upon the existing DC motor to facilitate the creation of lifelike
prosthetic limbs with enhanced functionality. The proposed
design can be seen in Figure 1.

The first use of DC motors in prosthetic limbs occurred
in the 1940s and 1950s (Childress, 1985). These systems
required substantial development before an actuated prosthesis
was able to withstand the rigors of everyday use. In 1968 at
Northwestern University, the first self-contained, externally-
powered proportional myoelectric prosthetic limb was fit
by Childress and others (Childress, 1985). Since then,
miniaturization of motors, their associated electronics, and
an increase in battery energy density caused rapid development
of single degree-of-freedom prehensors/hands and subsequently
multi-functional hands (Childress, 1985; Childress and Weir,
2004; Belter et al., 2013).

The advantages of multi-functional prosthetic hands include:
the ability to create unique grasps/postures, production of
clinically-appropriate forces/speeds, and an anatomically
appropriate structure with all five digits. However, the use of
DC motors has also constrained the device in ways that have
caused disappointment among upper limb amputees. Biddiss
et al. outlined the design priorities among upper limb amputees
and highlighted the primary concern among powered prosthetic
hand users: distribution of weight (Biddiss et al., 2007). Other
design priorities listed in the top ten among powered prosthetic
hand users also directly relate to the use of DC motors including
cost, heat, reliability, and size. In all cases, the use of DC motors
in the distal elements of a prosthetic system causes numerous

concerns among upper-limb amputees such as weight, heat,
reliability, and mechanical compliance (Cordella et al., 2016).
Many of these concerns have not been addressed even with
updated releases of popular commercial hands because the same
fundamental element (DC motor) is still being used.

In multifunctional prosthetic hands, the location of the
motor defines the design of the prosthetic fingers and thumb.
Commercially available devices integrate the motor in the digit
(iLimb by Touch Bionics, Vincent by Vincent Systems) or
the palm (Bebionic by RSL Steeper, Michelangelo by Otto
Bock) (Belter et al., 2013). The location of the DC motor
then informs the type of transmission necessary for the digit.
Various transmission designs are used throughout the industry
including planetary gearheads, spur gear trains, ball screws,
and other custom devices (Belter et al., 2013); new approaches
that integrate DC motors with soft transmissions have been
explored in academia (O’Brien et al., 2018). Finally, the kinematic
design of the digit translates the force/torque produced by the
actuator to the force/displacement of the digit. Typical kinematic
designs of the commercially available prosthetic fingers include
two phalanges where the distal interphalangeal (DIP) joint
is fixed, and the metacarpal phalangeal (MCP) and proximal
interphalangeal (PIP) joints are free to rotate.

In several thorough reviews, (Cura et al., 2003; Biddiss
and Chau, 2008; Controzzi et al., 2014) prototype actuators
with varied principles of operation are studied for use in
prosthetic hands. Pneumatics, hydraulics, shape memory allows,
and dielectric elastomer actuators (DEAs) have been studied, but
have not been translated into clinical solutions due to difficulties
with their implementation as a stable clinical system. Biddiss and
Chau (2008) detail the challenges and opportunities of DEAs for
use in upper limb prostheses and highlight several outstanding
challenges including: unreliable temporal control, insufficient
force production, and lack of anthropomorphic size/weight.
While numerous artificial muscles have been proposed or
explored as actuators in prostheses and wearable assistive devices,
all have pitfalls in either strength, speed, reliability, complexity,
and/or controllability which impedes their use outside of a
laboratory setting (Biddiss et al., 2007; Park et al., 2014; Wu et al.,
2015). Therefore, traditional robotic components like gears and
electric motors are still the preferred method of linear actuation
for prosthetic devices. Biddiss and Chau’s thorough review was
published in 2008 with the request to reevaluate “soft actuators”
in the future.

Over 10 years later, the field of soft actuators has dramatically
advanced, as part of a larger push toward “soft robotics” (Kim
et al., 2013). Soft robotics incorporates compliant, lightweight,
and multifunctional components into machines to mimic the
adaptability and robustness of biological organisms. Biomimetic
actuators are seen as desirable since their compliance should
translate to robustness toward external loading events during
everyday use in the field. However, the capabilities of soft robots
continue to be limited by the lack of soft actuators with sufficient
all-around performance in areas such as force production, speed,
and efficiency.

A new class of soft actuators, or artificial muscles, termed
hydraulically amplified self-healing electrostatic (HASEL)
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actuators (Acome et al., 2018; Kellaris et al., 2018; Mitchell
et al., 2019; Wang et al., 2020), merge the design freedom of soft
fluidic actuators (Polygerinos et al., 2017) with the biomimetic,
muscle-like performance and portability of dielectric elastomer
actuators (Anderson et al., 2012; Koh et al., 2017; Duduta et al.,
2019; Ji et al., 2019). One type of HASEL, termed the Peano-
HASEL actuator, is depicted in Figure 2 (Kellaris et al., 2018).
The actuator consists of a flexible, yet inextensible polymer
shell which is filled with a liquid dielectric and partially covered
by electrodes. When a voltage is applied across the electrodes,
an electrostatic force causes the electrodes to controllably zip
together, thereby forcing the fluid into the volume of the shell
which is not covered by the electrodes. This local displacement of
the fluid causes the cross-section of the uncovered portion of the
shell to change from a flatter cross-section to a more circular one.
Since the shell is inextensible, this shape change results in a linear
contraction of the actuator (Kellaris et al., 2018). Peano-HASEL
actuators offer advantages over existing artificial muscles in that
they feature a voltage-controlled linear contraction without the
need for rigid components. Peano-HASELs have been shown
to achieve muscle-like power densities of 160 W/kg and are
capable of self-sensing their deformation via built-in capacitive
sensing (Kellaris et al., 2018). In contrast to soft fluidic actuators,
Peano-HASELs locally redistribute a hydraulic fluid, which
reduces viscous losses [HASEL actuators have shown full-cycle
efficiencies of 20% (Acome et al., 2018; Mitchell et al., 2019)]
and enables high-speed operation with cut-off frequencies above
50Hz and strain rates over 800%/s (Kellaris et al., 2018).

To date, the fundamental benefits and drawbacks of using
electrohydraulic Peano-HASEL actuators to drive prosthetic
fingers have not been identified by a systematic experimental
study that compares performance to traditionally used DCmotor
actuators. This work describes a first attempt to integrate a
Peano-HASEL actuator into a prosthetic device with the goal
of informing future development of multifunctional prosthetic
hands. A direct comparison between an existing Peano-HASEL
and a commercially available DC motor actuator is presented. A
kinematic model of the prosthetic finger is developed and used to
modify the four-bar linkage used in the prosthetic finger design
to better suit the characteristics of the Peano-HASEL actuators.
An analytical model of the Peano-HASEL is then used to inform
design modifications to the Peano-HASEL actuators in order to
improve the force output while maintaining similar weight. The
result is a system with promising force output over a wide range
of flexion angles that is capable of both controllable and rapid
response (Supplementary Video 1). We discuss the significance
of the unique properties of Peano-HASELs in the context of
prosthetic limb design.

MATERIALS AND METHODS

Commercially Available Prosthetic Hand
and DC Motor
The Bebionic v2 Prosthetic Hand (RSL Steeper) is a widely
available multi-functional prosthetic hand (2011). The hand has
five degrees-of-freedom (DoF, individual actuators for each digit

and thumb) and a passively positionable thumb abduction joint.
Each digit is underactuated, meaning a single input controls the
position of both the metacarpal phalangeal (MCP) joint and the
proximal interphalangeal (PIP) joint through a four-bar linkage.
A linear displacement of the pin in a slot in the proximal phalange
causes a coupled flexion of the MCP and PIP joints. The finger is
compliant at both the MCP and PIP joints in that external loads
can collapse the digit in flexion. A torsional spring is located in
the PIP joint to cause passive extension while the pin within the
slot is pulled by the actuator to cause powered flexion [see Belter
et al. (2013) for further discussion].

The actuator for each digit in the Bebionic consists of a
DC motor, a planetary gearhead, a spur gear train, and a
lead screw. The motor is a 1,524 Faulhaber DC motor with
a 14:1 plantary gearhead and an IE2-16 motor encoder. The
output of the planetary transmission is a plastic spur gear
pair from Reliance Precision Mechatronics. This linear drive
causes a nut to translate vertically and interfaces with the digit
through the pin in the curved slot. The linear drive is a non-
backdrivable element, ensuring that electric power can be turned
off while maintaining a stable grasp. As used, the DC motor and
necessary transmission components weigh a total of 37 grams.
The DC motor itself weighs 18 grams; the array of transmission
components make up roughly 50% of the entire weight of the
actuating system.

The Bebionic v2 Prosthetic Hand was chosen as a basis for
this design effort because it is considered a standard of care
device in clinical care of people with upper limb amputation.
The Bebionic contains well-founded electromechanical design
elements including motors for each digit, kinematic linkages
to couple multiple joints together, and the production of
clinically viable forces and speeds from each digit. These
standards of prosthetic hand design serve as a baseline to make
comparisons and draw conclusions on the fundamental trade-
offs when using the Peano-HASEL actuators instead of DC
motor actuators.

Design and Fabrication of Peano-HASEL
Actuators
A thorough description of the Peano-HASEL actuator is provided
in Kellaris et al. (2018) and basic operating principles are depicted
in Figure 2A. Here we briefly describe the actuator designs
used in this experimental work. We refer to multiple Peano-
HASEL actuators combined in parallel as stacks; two types of
actuator stacks were manufactured for this work. The first stack
consisted of four Peano-HASEL actuators, each with six pouches
in series. Each pouch was 5 cm wide by 2 cm high, and the
electrodes were 5 cm wide by 1 cm high. Eighteen-micrometer-
thick biaxially oriented polypropylene (BOPP) film (70 gauge,
5020 film, Multi-Plastics) was used as the dielectric shell for this
set of actuators. The second stack consisted of seven Peano-
HASEL actuators, each with 12 pouches in series as seen in
Figures 2B,C. Each pouch was 4 cm wide by 1 cm high, and
the electrodes were 4 cm wide by 0.5 cm high. 12-µm-thick
Mylar film (Mylar 850H, DuPont Teijin) was used for this set
of actuators.
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FIGURE 2 | (A) Schematic of a Peano-HASEL actuator showing basic structure and principles of operation. When voltage is applied, the resulting electric field E

draws the electrodes together and locally displaces the liquid dielectric. The resulting hydraulic pressure P deforms the inextensible thermoplastic shell and causes

linear contraction. (B,C) Photos of a stack of 7 Peano-HASEL actuators, with ancillary components labeled.

FIGURE 3 | Comparing characteristics of force-displacement curves for three types of actuators: (A) DC motor, (B) natural muscle [derived from a study of tuna

muscle (Shadwick and Syme, 2008)], and (C) Peano-HASELs. The force profile of each actuator is normalized to its blocked force. The Peano-HASEL actuators

demonstrate behavior more closely resembling natural muscle than the DC motor.

The Mylar actuators were designed for improved force
output vs. the BOPP stack, based on previous work by Kellaris
et al. (2019) as described in detail in Sections Kinematic
Model for Prosthetic Finger/Actuator System and Improving

Actuator Force Output. The pouches were fabricated following
the process described in previous work (Mitchell et al., 2019).
Both sets of actuators used conductive carbon ink for the
electrodes (CI-2051, Engineering Materials Systems, Inc) and
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were filled with a dielectric transformer oil (Cargill Envirotemp
FR3). Both stacks were mounted to laser-cut 0.125-mm-thick

FR-4 fiberglass mounts using adhesive transfer tape (3M 924
tape). On the end closest to the high voltage leads, 0.001”
thick Kapton tape (Dupont) was placed in between dielectric
film layers in the region contained by the FR-4 fiberglass
mounts based on observations that an additional insulating
layer decreased the likelihood of dielectric breakdown in that
region. These ancillary components are depicted in Figure 2B.
The stacks were designed to replace the DC motor and entire
transmission system; therefore, the weight of the stacks plus
ancillary components represent the weight of the system it
was designed to replace. The BOPP actuator system weighed
43.6 grams while the Mylar version weighed 38.8 grams; this
weight includes all components necessary for mounting and
connecting the stacks to the prosthetic finger. The difference in
weight between the Peano-HASEL stacks and the original DC
motor system represented the closest possible weightmatch using
existing Peano-HASEL architecture.

Kinematic Model for Prosthetic
Finger/Actuator System
Peano-HASELs provide a high blocking force that decreases over
their linear stroke similar to the behavior of natural muscle.
This behavior is unlike DC motors which produce torque that
is proportional to the current provided and independent of
the rotational position of the actuator output. A comparison
of the force output of these three types of actuators can be
seen in Figure 3 (Shadwick and Syme, 2008). The significant
difference in actuator behavior drives the desire for an accurate
model of the finger/actuator system that will allow us to study
the changes in system behavior as various parameters, such as
actuator force output, are modified. To appropriately integrate
Peano-HASEL actuators with the prosthetic finger system, we
developed a kinematicmodel to describe the prosthetic finger and
actuator system.

A kinematic system of an eight-bar linkage, which was
derived by Murali et al. (2019) was adapted in this work
to suit the four-bar linkage system used in the Bebionic
v2 Prosthetic Hand (RSL Steeper). Figure 4 shows a crank-
rocker system that is composed of binary linkages r1, d1, l1,
r2, d2, d3 (Norton, 2000). rpull represents the location from
which the actuators (DC motor or Peano-HASELs) pull. ϕ1,
ϕ2, ϕ3, ϕ4 are fixed, meaning they do not change value
throughout flexion.

The full kinematic model was developed using several
equations derived by Norton (2000) and, in context of prosthetic
finger design, in Murali et al. (2019). Figure 5 details how
various parameters of interest behave over the MCP joint
(θ1) flexion range which is constrained from 0 to 90◦. The
following derivation explains how these parameters of interest
were determined.

First, link length l1 is obtained based on known
initial conditions using Equation 1 (Murali et al., 2019).

l1 =

√

(d1 cos (θ1) + r2 cos (θ3 + ϕ3) − r1 cos (ϕ1))
2 + (d1 sin (θ1)+ r2 sin (θ3 + ϕ3)− r1 sin (ϕ1))

2 (1)

Next, various joint angles are derived. We utilized Equation 2 to
determine the behavior of the PIP joint angle θ3 with respect to
theMCP joint angle θ1 as it changes linearly over its flexion range.
This is shown in Figure 5A.

θ3 = 2 arctan
−B ±

√
A2 + B2 − C2

C − A
− ϕ3 (2)

Where

A = 2d1r2 cos θ1 − 2r1r2 cosϕ1

B = 2d1r2 sin θ1 − 2r1r2 sinϕ1

C = d21 + r21 + r22 − l21 − 2d1r1(cosϕ1 cos θ1 + sinϕ1 sin θ1)

Finally, we use Equation 3 to find joint angle θ2.

θ2 = 2 arctan
d1 sin (θ1) + r2 sin (θ3 + ϕ3) − r1 sin (ϕ1)

d1 cos (θ1) + r2 cos (θ3 + ϕ3) − r1 cos (ϕ1 )
(3)

FIGURE 4 | Schematic describing the prosthetic finger (based off of

commercially available prosthetic hand) represented by a crank-rocker four-bar

linkage as used in the kinematic model (Murali et al., 2019). The proximal and

distal phalanges are fused, causing the distal interphalangeal (DIP) joint to be

fixed, while the metacarpal phalangeal (MCP) and proximal interphalangeal

(PIP) joints are free to rotate. Actuators apply load Fin at rpull . The pinch force is

taken perpendicular to d3 and is represented by Fout.
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FIGURE 5 | (A) Model prediction of the PIP joint angle as a function of the MCP joint angle through its flexion range (0–90◦). (B) Mechanical advantage over MCP joint

flexion range. In this case, the mechanical advantage is determined by the inverse of the slope of the PIP joint angle with respect to the MCP joint angle as shown in

(A). The mechanical advantage is equivalent to the ratio of torque about the PIP joint to torque about the MCP joint (Norton, 2000). (C) Force output for Peano-HASEL

actuators as predicted by the analytical model (Kellaris et al., 2019), normalized by the theoretical blocking force of the actuator. (D) The mechanical advantage (B) of

the kinematic system of the finger translates the force of the Peano-HASEL actuator (C) to the fingertip, resulting in the predicted fingertip pinch force (D). The pinch

force is depicted relative to the blocking force of the actuator.

We can now describe the theoretical orientation of the finger at
any instance throughout its flexion range and subsequently the
mechanical advantage of the system. Mechanical advantage N
is used to determine how force output will translate from the
actuators to the fingertip (Norton, 2000). This value is found
by comparing the angular velocities ω of two points of interest,
which is inversely proportional to the ratio of torque T about
those same points (Norton, 2000). The mechanical advantage of
point C with respect to point A at each instance over its flexion
range is described in Equation 4 (Norton, 2000; Murali et al.,
2019) and is plotted in Figure 5B.

N =
TC

TA
=

ωA

ωC
=

−r2sin (θ2 − (θ3 + ϕ3))

d1sin (θ2 − θ1)
(4)

Next, we integrated a previously developed analytical model
for force output as a function of stroke of the Peano-HASEL
actuators (Kellaris et al., 2019). We used this as the force
input to the system, which allowed us to predict the theoretical
force output at the fingertip when using Peano-HASELs as
the actuation method, rather than the DC motor. Equation
5 describes the predicted force output of the Peano-HASEL
actuators while Equation 6 predicts the corresponding stroke,
represented by ǫ. Both are used to arrive at the force-stroke
curve, presented with respect to MCP flexion angle, as seen in
Figure 5C. The physical parameter represented by each variable
can be seen in Figure 6.

F =
w

4t

cos (α)

1− cos (α)
ε0εrV

2 (5)
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FIGURE 6 | Schematic describing geometric and material parameters for

Peano-HASEL actuators at different stages of the actuation process, as

voltage increases from V1 to V3 (Kellaris et al., 2019).

ǫ = 1−
α0

sin(α0)

(

1+

√
2A

Lp

sin (α) − α
√

α − sin (α) cos(α)

)

(6)

With the above, we can next obtain the force output of the
fingertip over the MCP flexion range. We calculated the torque
input to the system by taking the cross product of the actuator
force vector and the moment arm about point A (rpull). We
multiplied this torque value with the mechanical advantage N to
translate from torque about point A to torque about point C.

T4 = N∗T2

Finally, we geometrically translated the torque about point C to
the normal (pinch) force out at the fingertip Fout using Equation
7. The predicted pinch force can be seen in Figure 5D.

Fout =
T4

|
−→
TTip| cos

(

d2 sin(θ3+ϕ3+ϕ4)

|
−−→
TTip|

) (7)

Where
−→
TTip is the position vector of the fingertip as measured

from point C, as shown in Equation 8.

−→
TTip =

(

d2 cos (θ3) + d3 cos(θ3 + ϕ4)
)

î

+
(

d2 sin (θ3) + d3 sin(θ3 + ϕ4)
)

ĵ (8)

Combining the full kinematic finger model with the Peano-
HASEL model allows us to systematically alter finger parameters
to change finger performance. This will be discussed further in
the results section below.

Experimental Setup and Protocol
To compare the DCmotor actuator and Peano-HASEL actuators,
as well as to validate model predictions, testing was performed
over a series of experimental protocols.

General Experimental Design

Form factor measurements were recorded using hand-held
calipers and a bench-top scale (Optima Scales OPK-S500). The
Peano-HASEL was powered by a voltage signal with reversing
polarity (Kellaris et al., 2018). A custom Matlab script sent the
signal to a NI DAQ (Model USB6212), which interfaced with a
high voltage amplifier (TREK 50/12). The TREK was limited to
6mA maximum current. An 8-kV signal was used for the BOPP
actuators, while 6 kV was used for the Mylar actuators based
upon previously determined safe operating voltages for each
material. The DC motor actuator was powered by a benchtop
DC power supply at 9V, and the current limit was set at
5 A. A custom LabView interface controlled the motor through
a custom motor controller board (Sigenics Inc, Chicago IL).
The current and voltage input to the DC motor actuator was
monitored from the LCD readout of the desktop power supply
(Keysight U8002A) to measure the electrical power consumption
during experimental trials.

For all experiments, the prosthetic digit was mounted on an
acrylic plate supported by 4 threaded rods. Two holes were laser-
cut through the plate, one allowing the DC motor or Peano-
HASELs to pull down and another to prevent the acrylic plate
from interfering with flexion of the fingertip. For the Peano-
HASEL actuators, the base of the stand included a mounting
point to interface with the actuators and can be seen in Figure 1.

Characterization of Peano-HASEL Force-Stroke

Curve

The force-stroke curves of the Peano-HASEL actuators were
collected using a custom Matlab program that interfaced with
both the TREK and an artificial muscle tester (Aurora Muscle
Tester 310C-LR). The length of the actuators was recorded
under a pretension of 40N from the artificial muscle tester.
From that point, the muscle tester arm moved in the direction
of contraction in set increments, and the Peano-HASELs were
actuated with a ramped square wave voltage signal 4 times at
each increment. The average force was then calculated for each
displacement step.

Force Measurement

For force measurements, a variable-position load cell (Phidget
CZL616C) was mounted to the plate allowing for collection
of fingertip force over a wide angular range. The load cell
was calibrated using a set of calibration weights before the
experimental protocol was completed. Using a SolidWorksmodel
of the prosthetic finger, calibration blocks were 3D printed to
ensure proper position of the load cell for each MCP angle of
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interest. The Peano-HASEL actuators were affixed in the test
fixture as shown in Figure 1 and pre-tensioned by raising the
height of the stand until the MCP angle reached 0◦.

Force values were collected over two experimental protocols
by varying the voltage signal sent to the TREK. To measure
pinch force, the average pinch force value was collected over
a 1 s grasp and repeated 5 times at each angle of interest. To
measure continuous grasp, the force was collected over a 10 s
grasp and repeated 4 times. Both tests included a 0.25 s ramp
up and down during voltage transitions to minimize kinematic
effects, though any spikes in force attributed to kinematics
were ignored.

Power Consumption

A custom Matlab program acquired voltage data from the
internal monitors of the Trek and current data from a current
sensor (µCurrent GOLD) simultaneously with force testing to
determine the energy consumption and power drawn during
pinch and continuous grasp.

Dynamic Behavior

To measure free stroke, the load cell was removed and the finger
was allowed to move freely through its maximum flexion range.
The angle of the MCP joint was tracked optically (Canon EOS
6DDSLR) andmeasured using an open-source software program
(Tracker version 5.1.3). The voltage signal was ramped over 0.5 s
to minimize kinematic effects.

The dynamic specifications of the actuators were also tested. A
high-speed camera (Model Phantom v710) was used to measure
the temporal properties of the Peano-HASEL and a Canon
EOS 6D DSLR was used with the DC motor actuator. The
impulse speed was quantified using a square wave input signal
at the appropriate voltage or pulse-width (100%) for the Peano-
HASELs and DCmotor, respectively. The bandwidth was studied
by applying various frequencies between 0.5 and 50Hz, using
a reversing polarity sine wave at the appropriate voltage for
the Peano-HASELs and a square-wave with 100% pulse-width
for the DC motor. The angle of the MCP joint was tracked
optically and processed, also using the software program Tracker.
A resonant frequency in the Peano-HASEL actuator system
was observed between 10 and 25Hz. For those trials, small
acrylic side constraints were added to minimize large motion
perpendicular to the direction of actuation. For the Mylar stack
of actuators, a 5.5 kV voltage signal was used (as opposed
to the 6 kV amplitude for force testing), to reduce risk of
electrical failure during the high cycling frequency required for
dynamic testing.

During dynamic testing, no external loads were applied
to the prosthetic finger system. However, the spring element
(torsional spring for the original finger and elastic band for
the custom finger) was present in the prosthetic finger system.
This element provided a variable load proportional to the
flexion magnitude which acted against the actuators, therefore
all force and dynamic data was collected under a variable
load condition.

EXPERIMENTAL RESULTS

Validation of Kinematic Model
The original design, based on the commercially available
Bebionic finger, was analyzed with the intention of validating the
kinematic model. The torsional spring was removed in order to
isolate the kinematic behavior of the finger.Without the torsional
spring, the finger rested on the load cell at various angles. Force
data was collected based off the described protocol at a range of
MCP flexion angles.

The finger and test stand demonstrated elastic behavior during
testing. In the finger, imperfect rotational joints contributed to
unwanted deflection, and the thermoplastic used to 3D print
the finger bent under load. The acrylic stand and load cell
mount also deflected under load. This unwanted elastic behavior
was modeled as a linear spring between the actuators and the
prosthetic digit. The software program Tracker was used to
measure the elasticity of the system- at a known force, the
deflection of the fingertip was measured, allowing an estimate
for the spring constant of the system to be obtained. As shown
in Figure 7, when we incorporated this experimentally-measured
spring constant in the system, we found that the model matched
the experimental data very well.

While configuring the finger without the torsional spring is
useful for validating the kinematic model, removing the torsional
spring results in a prosthetic finger with no restoring force. In
the original finger design that includes the torsional spring, the
Peano-HASEL actuators did not provide any grip force past an
MCP angle of 30◦ which is insufficient for gripping objects.

FIGURE 7 | Comparing the experimental results for the fingertip pinch force as

a function of MCP angle with the idealized model and the model that includes

a linear spring. The linear spring constant was measured experimentally and

accounts for unwanted deformation in both the prosthetic digit and the test

setup as well as the elasticity of the Peano-HASEL actuators. The

experimental results for the pinch force match well with the model that

includes the linear spring.
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FIGURE 8 | Designing weight-matched stacks of Peano-HASEL actuators with higher force output. (A) By fabricating actuators with decreased pouch length Lp and

using a series of smaller pouches in place of a single larger pouch, the mass of the actuator is reduced without affecting its force-strain performance (Kellaris et al.,

2019). In this way, more actuators can be stacked in parallel to produce a weight-matched stack with increased force output. (B) Photos of the actuators used in this

work. The first stack of actuators tested used 4 actuators made from BOPP with 6 pouches each (43.6 g total). A second stack was produced with decreased pouch

length using 7 actuators made from Mylar with 12 pouches each (38.8 g total). (C) Force-stroke curves for both stacks of Peano-HASEL actuators. The stack of Mylar

Peano-HASEL actuators with shorter pouch length produced higher force than the original design while maintaining similar weight. The inset shows the relative force

increase of the Mylar Peano-HASELs with respect to the BOPP Peano-HASELs.

Improving Actuator Force Output
First, we attempted to increase the force output of the
finger by improving the force output from the Peano-
HASEL actuator stack. In Equation 5, we observe that the
force output F of a Peano-HASEL is independent of its
pouch length Lp. As a result, Kellaris et al. showed that
actuators comprised of a series of shorter pouches have a
smaller overall mass mact than actuators comprised of fewer
but longer pouches, while maintaining the same force-stroke
characteristics (Figure 8A; Kellaris et al., 2019); thus, fabricating
actuators with shorter pouches allows us to stack more
actuators in parallel, while maintaining the same weight for the
stack overall.

Following this strategy, actuators with decreased pouch length
were constructed fromMylar film, with pouch geometries shown
in Figure 8B. The reduced weight of these actuators allowed
sevenMylar actuators to be stacked in parallel for improved force
output while maintaining the same overall weight as the stack of
four BOPP actuators. This film also has a higher permittivity,
which acts to increase force output, according to Equation 5.
Mylar film with a thickness of 12-µm was used, rather than the
18-µm BOPP, to help minimize losses due to bending stiffness of
the film (Kellaris et al., 2019) and to reduce necessary operating
voltages. The width of the pouches was decreased from 5 to 4 cm
to reduce instabilities in actuation, as reported by Rothemund
et al. (2019). While decreasing film thickness and pouch width
act to lower the force output according to Equation 5, the
larger number of actuators and the higher permittivity film offset
these effects and increased the overall force output of the stack.
Figure 8C shows the experimental force-stroke curves for the

BOPP stack of four and the Mylar stack of seven, demonstrating
the improved force output for the Mylar actuator stack.

Improvement of Finger Design
A second way to improve the force output of the prosthetic finger
is tomodify the finger kinematic design for actuation with Peano-
HASELs rather than a DC motor. The previously discussed
kinematic model was used to evaluate how modifications to the
four-bar linkage finger system would affect the fingertip force
output at various grip angles when actuated with Peano-HASELs.

The Peano-HASELs provided forces up to 2.57N at very
low flexion angles (0–2◦), but many gripping tasks fall within
a range of 24–55◦ (Lee and Jung, 2016). Parameters were
systematically changed with the goal of increasing force
output within this common grip range. Without additional
constraints many finger designs resulted in non-lifelike
actuation or behavior very different from the original design,
based on the Bebionic finger (e.g., no flexion in the PIP
joint across the entire range of flexion in the MCP joint).
Although these designs predicted higher force output in
the desired range, they were deemed unacceptable as the
prosthetic device must mimic the intact biological system
it resembles.

Parameters were constrained such that (1) the relaxed
position of the finger would not change, (2) the fingertip
itself would be at a similar location in space as compared
to the original design, when the MCP angle was flexed
to 35◦ (ensuring appropriate flexion of the PIP joint),
and (3) the proximal and distal phalanges’ size and shape
remained the same as the original design, maintaining the
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FIGURE 9 | Fingertip pinch force across original and custom prosthetic finger

designs and BOPP and Mylar stacks of Peano-HASEL actuators. The original

finger (dashed lines) provides a high pinch force that rapidly decreases,

providing no pinch force over 30◦. The custom prosthetic finger sacrifices

higher blocked force for increased pinch force within the common grip range

(24–55◦) (Lee and Jung, 2016) and provides over twice the flexion range as

the original design. The resting MCP angle of a human finger can be over 30◦,

so an initial bias of 15◦ was applied to further increase the fingertip force within

the common grip range (Lee et al., 2008; Lee and Jung, 2016).

lifelike appearance of the finger. Under these conditions,
new finger parameters were selected. The custom finger
components were printed with a 3D printer (Formlabs Form
2). At each joint two members were connected with a
metal pin, with one member of each joint designed for a
press-fit while the other member was designed for a freely
rotating fit.

We also removed the torsional spring in the custom finger
design and replaced it with an elastic band (1/4′′ diameter 2.5 oz
force, Prairie Horse Supply) spanning from the knuckle joint to
the proximal phalanx on the dorsal side of the finger. The elastic
band was added to serve as a restoring force which pulled the
finger back to its resting position.

The results of force vs. MCP angle are presented for the
original and custom finger designs in Figure 9. For each design,
force data was collected using both the BOPP and Mylar Peano-
HASELs. In all cases, the Mylar Peano-HASELs increased the
fingertip force output as compared to the BOPP Peano-HASELs,
with an average increase of 62%. At a blocked finger position
(0◦) the original finger design provides the highest force, but
decreases rapidly to its limit at ∼30◦. The custom finger design
sacrifices pinch force at the lowest angles for drastically increased
fingertip force within a common grip range (24–55◦) (Lee
and Jung, 2016). We further increased the pinch force by an
average 68% within this range by adding an initial bias of 15◦.
This accounted for the fact that the MCP angle of a relaxed
human finger can be over 30◦ (Lee et al., 2008; Lee and Jung,
2014).

The custom finger also greatly increased the range of motion
of the prosthetic finger. Various experiments have indicated the
natural maximum angle of MCP flexion is between 60 and 90◦

(Lee and Jung, 2014). While the original design provided no
pinch force past 30◦, the custom finger (without initial bias)
reached 77◦ of flexion.

Further Kinematic Characterization
Energy Consumption in Pinch

Driving a prosthetic finger with Peano-HASELs provides many
additional benefits that are relevant to the user. We characterized
energy consumption behavior based on the previously described
protocol for grip and 10 s hold. The applied voltage and
corresponding force output across four testing cycles can be
seen in Figure 10A. As seen in Figure 10B, the BOPP consumes
66.4 mJ over the 10 s hold, while Mylar consumes 14.3 mJ
over the same hold. The DC motor actuation system does not
require additional energy to hold its position, but only through
the use of additional transmission components. Without those
components, the DCmotor requires 2,100mJ to hold its position.
The HASEL actuators do not require any additional components
to display this behavior. This property—known as having a catch
state—is typical for electrostatic actuator systems.

The power draw for both types of actuators was determined
from the collected data and is presented in Figure 10C. The
Mylar stack consisted of 7 actuators, compared to the 4 BOPP
actuators, resulting in a higher power draw during flexion
(Figure 10C, inset left). However, during continuous grip, the
BOPP consumed an average of 5.6 mW while the Mylar
consumes an average of just 0.94 mW. This is due to the lower
leakage current the Mylar film displays. Overall, Peano-HASEL
actuators consume power primarily during transitions between
actuation states, with very little power consumption during the
hold state.

Dynamic Characterization of Actuators
The kinematic properties of the actuators include the range
of motion of the prosthetic finger (in degrees), the maximum
angular speed of the prosthetic finger (in degrees/second),
and the bandwidth of the prosthetic finger system
(in Hertz).

Stroke

The range of motion of the original prosthetic finger when
actuated with the BOPP Peano-HASELs (29.7◦) corresponded
to 35% of the maximum range of motion when actuated
with the DC motor (85◦). With the custom finger design and
Mylar Peano-HASELs, the range of motion increased to 77.17◦,
corresponding to 91% of the range of motion of the original
design (DC motor system).

Step-Voltage Response

A major advantage of Peano-HASEL actuators is their use of
a fast electrohydraulic mechanism (Kellaris et al., 2018). The
dynamics of Peano-HASEL actuators under different loads and
operating conditions were studied in detail by Rothemund et al.
(2020). To highlight the fundamental benefits and drawbacks
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FIGURE 10 | Characterizing energy consumption of Peano-HASEL actuators during grasping. (A) Voltage signals (dashed line) applied for 4 repeated 10 s grasps.

The corresponding pinch force is also shown (solid line). (B) Energy consumed during 10 s continuous grasp. Both BOPP and Mylar actuators used very little energy

to maintain their state during continuous grasp due to their “catch” state. Mylar demonstrated lower energy consumption (14.3 mJ) during a continuous grasp than

BOPP (66.4 mJ). During actuator relaxation, energy can be recovered via additional circuitry that harnesses the discharge current. (C) Power draw over multiple 10 s

continuous grasp cycles. Power drawn by the actuators over the 10 s continuous grasp was largely contained to the 0.25 s voltage ramp causing initial flexion of the

finger (inset, left). During continuous grasp the BOPP Peano-HASELs drew an average of 5.6 mW while the Mylar Peano-HASELs drew an average of just 0.94 mW

(inset, right).

of the Peano-HASEL and DC motor actuators, the dynamics of
the prosthetic finger system in this work were studied under
no load.

Therefore, in our experiments the maximum flexion speed
was measured about the axis of rotation at the MCP joint
and is plotted in Figure 11A. The original finger actuated by
BOPP Peano-HASELs demonstrated an average angular speed
of flexion (738 deg/s) that was 4.9 times greater than the
original finger design actuated by the DC motor actuator (150
deg/s). With the custom finger and Mylar Peano-HASELs,
the average angular speed of flexion was 10.6 times greater
(1,587 deg/s) than the original finger design actuated by the
DC motor (Supplementary Video 1). The slope of the line

in Figure 11A indicates the instantaneous angular velocity of
the finger.

Frequency Response

Peano-HASEL actuators display a very high bandwidth (Kellaris
et al., 2018). The frequency response of the system was
characterized, with the cutoff frequency considered when the
displacement is −3 dB of the maximum angular displacement.
The bandwidth of the original finger when actuated by the BOPP
Peano-HASELs is 21 times greater (15.9Hz) than the original
finger actuated by the DC motor (0.75Hz), and the bandwidth
for the custom finger actuated by Mylar Peano-HASELs was 11.1
times greater (8.3Hz) than the original finger actuated by the
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FIGURE 11 | Characterizing the dynamic performance of the prosthetic fingers. (A) Comparing impulse response for (1) the original finger actuated by DC motor, (2)

the original finger actuated by BOPP Peano-HASELs, and (3) the custom finger actuated by Mylar Peano-HASELs. (B) Bode plot comparing roll-off frequencies. The

roll-off frequency was considered at −3 dB of the low-frequency amplitude.

DC motor. Supplementary Video 2 demonstrates actuation of
this system at 1 and 5Hz for a sinusoidal input voltage signal at
5.5 kV.

When the custom finger was actuated with the Mylar
Peano-HASELs, there is a rapid decrease in amplitude that
can be attributed to significant resonance in the actuator
system from 10–25Hz. Rather than actuating the finger, the
Peano-HASELs moved side-to-side creating large oscillations
perpendicular to the desired direction of actuation of the Peano-
HASELs (Supplementary Video 3). Real-world applications of
this technology would include mechanical constraints to prevent
this out-of-plane behavior. The Bode plot for both systems can be
seen in Figure 11B.

DISCUSSION AND OUTLOOK

This work is a first attempt to drive a prosthetic finger with
Peano-HASEL actuators. Performance is compared to existing
DC motor actuators used today. The benefits and drawbacks

to this new actuator technology are elucidated by the results
summarized in Table 1.

The custom finger actuated by Peano-HASEL actuators
provided many benefits as compared to the original finger design
powered by the DCmotor. The custom finger system is 10.6 times
faster, has 11.1 times higher bandwidth, and consumes 8.7 times
less electrical energy to grasp. It reaches 91% of the maximum
range of motion of the original finger.

However, the force production of these Peano-HASELs
is substantially less than the DC motor actuator (∼10×
decrease). Smaby et al. identified average pinch force values
for every-day tasks which range from 1.4N (push remote
button) to 31.4N (insert slippery plug into wall outlet)
(Smaby et al., 2004). The current fingertip pinch force
from Peano-HASEL actuators is still insufficient for many
of these tasks. Two properties of the custom prosthetic
finger system primarily affect this result: (1) specific energy
of the Peano-HASEL actuators and (2) design of the
prosthetic finger.
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TABLE 1 | Summary of collected data comparing the original finger design actuated by both the DC motor and BOPP Peano-HASELs with the custom finger actuated by

Mylar Peano-HASELs.

Original finger design,

DC motor

Original finger design,

BOPP Peano-HASELs

Custom finger design,

Mylar Peano-HASELs

Actuator weight (g) 37.0 43.6 38.8

Length × width × depth (cm) 5 × 2 × 1.5 15.5 × 5.4 × 0.65 16 × 7 × 0.64

Volume (cm3) 15 54.4 71.7

Range of motion (deg) 85 29.7 77.17

Force at 30◦ (N) 13 0 0.91 (1.33)

Energy consumed to grasp (mJ) 3,800 311.4 437.5

Average power consumption during grasp (mW) 9,200* 5.6 0.94

Flexion speed (deg/s) 150 738 1,587

Bandwidth (Hz) 0.75 15.9 8.34

Flexion magnitude at 10Hz (deg) 5.0 25.4 34.1

Values in parentheses are those measured using a 15◦ offset in initial MCP angle. *Assumes continuous current draw to maintain force during grasp when using DC motor actuator.

Specific Energy of Peano-HASEL Actuators
The analytical model presented by Kellaris et al. (2019) details
how we can produce a Peano-HASEL stack with higher specific
energy that consequently results in higher force output while
keeping the total weight constant. Production of these actuators
is currently limited by available plastic films and manufacturing
techniques. As the pouch size becomes smaller, the bending
stiffness of the plastic plays a more prominent role in limiting
actuation (Kellaris et al., 2019). In the future, Peano-HASEL
stacks with a substantial increase in specific energy may be
possible using thinner plastic films and borrowing multi-layer
soft lithography or precision laser micromachining processes
that have been shown to produce fluidic actuators on the 100-
µm scale (Ho and Jow, 2009; Moretti et al., 2018). Pouches
on these length scales would allow for actuator stacks with
drastically improved force output. In addition to scaling down
pouch lengths, driving voltage can be increased to further
increase the specific energy of the Peano-HASEL actuators. The
force production of the Peano-HASEL is proportional to the
square of the excitation voltage, so finding a reliable way to
increase the excitation voltage without damaging the actuators
(e.g., different materials, better manufacturing techniques) would
cause a quadratic increase in force production (Suo, 2010; Acome
et al., 2018; Kellaris et al., 2018).

Design of the Prosthetic Finger System
Altering the kinematics of the prosthetic finger increased the
fingertip force at common grip angles. However, there are still
opportunities for further improvements to the kinematic design.
The finger was changed under many constraints; modifying
these constraints could lead to more design freedom allowing
for higher force production at various angles. As manufactured,
the custom prosthetic finger demonstrated elastic behavior. A
desktop 3D printer was used with resolution set to 100µm,
and the metal pin joints were modified and assembled by
hand. Better manufacturing techniques with stiffer materials
would lead to less elastic behavior and less frictional losses
in the system, resulting in higher fingertip force output (Ngo
et al., 2018). In this work a four-bar linkage design was

used, but other designs currently in use could be adapted
and optimized for actuation with Peano-HASELs, including
other four-bar linkage conformations (Vincent by Vincent
Systems), tendon-roller systems (iLimb by Touch Bionics) and
intrinsic finger actuation designs like those presented by Murali
et al. (2019). Overall, the results presented here show the
first steps toward improving upon the standard design of
prosthetic devices and indicates that further research in inventing
prosthetic mechanisms specifically designed for the Peano-
HASEL actuators is warranted.

The dynamic performance of the Peano-HASELs exceeds the
abilities of the DC motor actuator. With the custom finger,
maximum speed of flexion was 10.6 times greater and the
bandwidth was 11.1 times greater than the DC motor actuator.
Reduced pouch dimensions and lower viscosity dielectric fluids
could lead to even faster actuation (Rothemund et al., 2020).
This dynamic performance will become even more important as
improved myoelectric control algorithms become available for
prosthetic hands. Furthermore, the lifetime of currently available
Peano-HASEL actuators is less than that of well-established
DC motors. Peano-HASELs produced over 20,000 cycles when
operated at their upper voltage limit (Kellaris et al., 2018). Kellaris
et al. modeled Peano-HASEL actuators that could maintain their
force output while operating at lower voltages, thereby resulting
in longer lifetimes (Kellaris et al., 2019).

There are several additional aspects of the Peano-HASEL
actuators that make them attractive for further development
toward practical implementation in upper-limb prosthetic
design, including: (1) bio-mimetic form factor and weight
distribution, (2) the series-elastic nature of the actuators, (3)
their self-sensing capability, (4) their compatibility with novel
myoelectric control systems, (5) the availability of miniaturized
high-voltage power electronics.

Bio-Mimetic Form Factor and Weight
Distribution
The tradeoff between force and weight has plagued prosthetic
device design, since prosthetic users consider weight to be one
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FIGURE 12 | Peano-HASEL actuators simplify the design of prosthetic limbs that have a more proximal weight distribution, which decreases the load experienced by

the user. The overall design of a prosthetic limb based on Peano-HASEL actuators can better mimic the physiology of the human arm.

of the major deficits of upper-limb prosthetic devices today
(Biddiss et al., 2007; Cordella et al., 2016). The distribution of
weight in a prosthetic socket can have an outsized effect due
to the moment arm between the residual limb and prosthetic
hand. In effect, additional weight on the distal end is amplified
by these large moment arms and promotes actuator design
which can be distributed away from the distal end of the
prosthesis. The flat form factor of Peano-HASEL actuators,
coupled with their inherent linear contraction on activation—
without the need for bulky gears and transmission systems—
means they can more easily apply tension to a tendon/cable from
afar. The actuators could then be located more proximally in
the prosthetic socket which would more closely resemble the
distribution of weight in an intact human limb (Figure 12).
This design change would reduce the load experienced by
the user and could lead to additional benefits like compliant
digits/palm and robustness to environmental hazards like water,
dirt, etc.

Series-Elastic Nature of the Actuators
The series-elastic nature of Peano-HASEL actuators is based
on compliance of the electrohydraulic structure while exposed
to varying external loads. The benefit of a series elastic
actuator in a prosthetic device includes improved robustness
to perturbation and safety when interacting with people

and/or delicate objects (Sensinger and Weir, 2008). Peano-
HASELs would enable these features without any additional
componentry (like springs, sensors, and controllers) typically
required to create a series elastic actuator when using a
DC motor.

Self-Sensing Capability
The self-sensing nature of deformable capacitors stems from
changes in capacitance during actuation (Acome et al., 2018),
which can be mapped to the state of the actuator and used in
a closed-loop position control system (Schunk et al., 2018; Ly
et al., 2020). The ability of Peano-HASELs to inherently self-
sense position could result in space/time/cost savings compared
to DC motors, which require additional ancillary components in
order to determine their rotational position in space (typically a
motor encoder).

Compatibility With Novel Myoelectric
Control Systems
Myoelectric control systems are the most commonly used
methodology to interface the amputee to the prosthetic limb
(Childress and Weir, 2004). The measurement of muscle activity
in the residual limb is used as a control signal to determine
the position/speed of an actuator in the device. Significant
research has focused on the best algorithms for this mapping
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(Scheme and Englehart, 2011). In all cases, the use of a Peano-
HASEL can be incorporated into a myoelectric control system.
As shown in this work, control signals can be sent from a
controller to high-voltage power electronics to actuate the Peano-
HASELs. Therefore, newmyoelectric control algorithms could be
developed that take advantage of the stacked design of Peano-
HASELs, which mimic the structure of our intact muscular
anatomy based on hierarchical muscle anatomy. The force that
a muscle creates is dependent on the firing rate of the action
potentials (similar to the excitation voltage of the Peano-HASEL)
and the number of motor units that are recruited (similar to
the number of pouches/actuators in the Peano-HASEL stack that
are activated) (Enoka, 1995). The modulation of the number
of Peano-HASEL pouches/actuators that are active at any given
time permits soft, delicate motion as well as powerful grasps. A
similar control methodology is not possible using established DC
motor technology.

Availability of Miniaturized High-Voltage
Power Electronics
Finally, commercially available high-voltage amplifiers and
switches are already available in small form factors which
could be fitted inside typical prosthetic sockets (Schlatter
et al., 2018). Supplementary Table 1 details such miniature
electronics that could be used, with size, weight and voltage
operating limits. Existing lithium ion batteries (FlexCell, Infinite
Biomedical Technologies) could be used to power these
circuits and actuate Peano-HASELs. The safety of the amputee
is of concern when high-voltage components are used in
prosthetic systems. Insulating materials such as rubber can
be used to shield the user (Pourazadi et al., 2017), and
actuator stacks can be designed such that the outermost
electrodes in the stack are grounded, further shielding the
user from high voltage to allow safe incorporation into a
prosthetic limb.

This paper presents the remaining challenges and
highlights the strong potential of Peano-HASEL actuators
to realize the next generation of multi-functional and lifelike
prosthetic devices.
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Model-Based Control and External
Load Estimation of an Extensible
Soft Robotic Arm
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Soft robotics has widely been known for its compliant characteristics when dealing with
contraction or manipulation. These soft behavior patterns provide safe and adaptive
interactions, greatly relieving the complexity of active control policies. However, another
promising aspect of soft robotics, which is to achieve useful information from compliant
behavior, is not widely studied. This characteristic could help to reduce the dependence of
sensors, gain a better knowledge of the environment, and enrich high-level control strategies. In
this paper, we have developed a state-changemodel of a soft robotic arm, andwe demonstrate
howcompliant behavior could be used to estimate external load based on thismodel.Moreover,
we propose an improved version of the estimation procedure, further reducing the estimation
error by compensating the influcence of pressure deadzone. Experiments of both methods are
compared, displaying the potential effectiveness of applying these methods.

Keywords: modeling, control, soft robot application, soft robot, soft arm

1 INTRODUCTION

The realm of soft robotics is an ideal safe solution when dealing with collision and interaction due to
compliant behavior Laschi et al. (2016); Majidi (2013); Kim et al. (2013). The properties of compliant
behavior include intrinsic deformable structures Yi et al. (2018); Suarez et al. (2018), soft materials Yi
et al. (2017); Polygerinos et al. (2015b); Wang et al. (2017), and backdrivable actuation methods.
Various ways of achieving softness have been studied, including methods relying on compliant
elements like SEA Pratt and Williamson (1995), memory effects like SMA Mohd Jani et al. (2014),
dielectric elastomers like DEA O’Halloran et al. (2008), and pneumatic driven methods like PAMs
Tondu and Lopez (2000) and pneu-nets Mosadegh et al. (2014). The realm of soft robotics has been
actively inventing all kinds of soft machines to exploit their compliant nature in many aspects, such
as soft arms that are safe to interact with Chen et al. (2017): Chen et al. (2018); Malzahn and Bertram
(2014), soft fishes that swim naturally Marchese et al. (2014), soft gloves for rehabilitation
Polygerinos et al. (2013, Polygerinos et al. (2015a), and soft hands that are versatile for handling
objects Zhou et al. (2018); Zhou et al. (2019); Zhou et al. (2020).

The other potential use of softness is to gain valuable information from compliant behavior.
There exist several examples that utilize compliant behavior to gain environmental information
in the real world. For example, a human could estimate the weight of an object based on visual
information of the deformation. The soft robots are also intelligence-embedded agents. They
could not only handle local interaction compliantly but also store process information that may
be helpful Laschi and Cianchetti (2014). One important aspect is the ability to estimate the force
or load under interaction. However, it is not easy for soft robots to extract useful information
from compliant behavior.
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Oneway to achieve estimation from compliant behavior is to learn
from data. In Wang andWang (2020), the pressure information of a
soft gripper was used to learn the external force. In Fang et al. (2019),
local Gaussian regression was used to control and compensate for the
external disturbance. However, the difficulty of using learning
methods is a dependency on large data sets. Another limitation is
that thismethod is specific to the design and structure of the soft arm,
which makes it difficult for purposes of extension.

Another way is to establish models of the soft arm that involves
external forces. However, it is not easy to achieve an accuratemodel
for soft arms due to the softness of materials and complex
description of the compliant body curves. Previously, most
research has focused on kinematic models for controlling the
soft arm statically based on the Constant Curvature assumption
Jones and Walker (2006); Webster and Jones (2010); Bajo et al.
(2011). Recently, there has been much improvement to the
evolution of developing dynamic models for the soft arm. In
Santina et al. (2019); Della Santina et al. (2020); Katzschmann
et al. (2019); Wang et al. (2020), a dynamically-equivalent rigid
robot is used to develop the dynamic model of the soft arm.
Traditional rigid robot control methods could be well suited to this
method. However, the difficulty of using this method is building an
equivalent rigid robot in three-dimensional space faithfully. The
resultant rigid counterpart is a hyper-redundant robot, and it is
difficult to tackle. In Falkenhahn et al. (2015); Falkenhahn et al.
(2017), the Euler-Lagrange method was used to derive the full
dynamics. However, this method is quite complex and demands
the accurate modeling of every part of the arm. In neither of these
cases have these methods tackled the problem of estimating the
external payload using their models.

In this paper, we have proposed a simplified analytical model
and show how it could be used to control the arm and to extract
loading information from compliant behavior. Our model
captures the essential relationship between the pressure and
the posture, establishing a preliminary relationship between
the actuation space and the configuration space and providing
a feed-forward control part. Based on this model, a state-change
model is also derived by eliminating common modeling errors,
and it is capable of estimating the external load from the change
of bending angle. Furthermore, an improved method is given,
accounting for the realistic pressure control deadzone and
achieving a better estimation result with reduced error.

This paper does the following:

• We demonstrate the effectiveness of using a simplified
model to control the soft arm in open loop.

• We propose a state-change model that avoids the negative
mass problem.

• We are the first to consider the pressure deadzone effect, and
we propose an improved method for the compensation,
greatly improving the estimation result.

• We experimentally shown the performance of the state
change model and the improved method.

The paper is organized as follows. First, the model and control
of the soft robotic arm are given in Section 2. In Section 3, the

state-change model and the improved method is derived and
discussed. The experiments are analyzed in Section 4.

2 EXTENSIBLE SOFT ARM

2.1 Design of the Soft Arm
The soft robotic arm used in this paper is made up of six long
bellows that have been installed in parallel. The relative positions
of the bellows are constrained by two thin carbon-fiber plates,
which avoids the potential buckling problem. Two acrylic plates
are used as the connecting plates that force the bellows to share
common starting and ending planes, as seen in Figure 1A.

The soft arm is actuated by inflating and vacuuming
through on-off valves. The pressure distribution inside the six
bellows controls the posture of the arm. When the pressures of
the bellows was not equal, the arm would bend toward the
direction of the smaller pressure sum. The greater the
difference, the greater the degree of the bend, as seen in
Figure 1B. The rotation around the vertical axis is achieved
based on adjusting the direction of the pressure difference, and a
full circle range of 360+ could be achieved, as seen in Figure 1C.
As a backbone-less arm, this extensible soft arm has a very large
elongation ratio. In the free state, the soft arm has a length of
400 mm. When the six bellows are pressurized equally, the arm
would elongate to a maximum length of more than 500 mm;
when depressurized equally, the arm would contract to a minimal
length of around 100 mm, as shown in Figure 1D.

A possible application for this soft arm is to lift heavy weights
for people or act as a piece of massage equipment due to its large
force and great compliance.

2.2 Modeling the Soft Arm
A simplified static model of the soft arm is given here to provide a
feed-forward control part for preliminary control. The method
considers the force balance equations of the three general
coordinates, which are the elongation, the bending, and the
rotations. The bellow actuators are modeled as cylinders with
internal spring terms. The damping term is not considered due to
the quasi-static motion assumption, and the mass terms are
neglected because of the relatively small value in this soft arm.
A detailed derivation process can be seen in our previous paper
Chen et al. (2019). Here, we give a brief description of the
modeling result since this will be the basis of the following
external load estimation method.

In the elongation direction, the output force is simply the sum
of all the six pressure-generated forces and the spring forces
written as

F � ∑N
i�1
[PiA − k(li − l0)], (1)

where F is the net output force, Pi is the bellow’s internal gauge
pressure, A is the cross section area of the bellow, k is the spring
coefficient, l0 is the original free length of the bellow, and li is the
actual length of each bellow.
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In the bending and rotation direction, the torque generated by
a certain bellow is given by its output force multiplied by its
effective radius, given as

Tβ
ext � ∑N

i�1
[FiR sin(θi − β)], (2)

Tα
ext � ∑N

i�1
[FiR cos(θi − β)], (3)

where T is the torque, with the subscript α and β to represents the
bending and rotation respectively. R is the distance between the
bellows’ center axis and the soft arm’s axis, θi is the installation
angle of the bellow in the X-Y plane, with the value of[0, π3, 2π3 , π, 4π3 , 5π3 ] for the six bellows.

Combining Eqs. 1, 2, 3, we could express the configuration
state of the soft arm by pressure information, which is given by

⎡⎢⎢⎢⎢⎢⎣ αβ
L

⎤⎥⎥⎥⎥⎥⎦ �
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Tα
ext

AR
+

����������������
Φ2

c + Φ2
s − (Tβ

ext

AR
)2

√√
C1

a tan 2(Φs ,Φc) − a tan 2(Tβ
ext

AR
,
Tα
ext

AR
− C1α)

AΦp − F
Nk

+ l0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (4)

On the right side of Eq. 4, α represents the bending angle, β
represents the rotation angle, and L represents the length of the
central line of the soft arm. On the left side, Φc, Φs, and Φp are
three weighted pressure sums related to the installation positions,
and C1 is a constant, given by

Φc �def ∑N
i�1
[Pi cos θi],Φs �def ∑N

i�1
[Pi sin θi],Φp �def ∑N

i�1
Pi,C1 � NkR

2A
.

In the case of no external load at the plate, the expression could
be further simplified into

⎡⎢⎢⎢⎢⎢⎣ αβ
L

⎤⎥⎥⎥⎥⎥⎦ � ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
�������
Φ2

c + Φ2
s

√
C1

a tan 2(Φs,Φc) − π

RΦp

2C1
+ l0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (5)

One important usage of the above model is to control the soft
arm. The right side of the equation is pressure-related information,
representing the actuation space of the soft arm, while the left side
of the equation is the bending, rotation, and elongation of the soft
arm, representing the configuration space. Therefore, this model
relates the actuation space to the configuration space of the soft
arm, providing feed-forward terms to the control algorithms.

FIGURE 1 | (A) The Design concept of ExtenSA. (B) The bending motion of ExtenSA α � [0, 90°]. (C) The Rotation Motion β � [0, 360°]. (D) The Elongation and
contraction of ExtenSA l � [100mm,500mm].
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However, as this model could predict the soft arm’s movement
to a certain degree, it is dangerous to use this model directly to
estimate the external loads. This is because the unknown
modeling error would be directly involved in the calculation,
amplifying the estimation error, and, even worse, may cause the
estimated mass to be negative.

We will therefore develop a state-change model based on this
static model in Section 3, which would reduce the effect of the
modeling error in the load estimation process.

2.3 Control of the Over-Actuated Soft Arm
The model could help to control the soft arm to the desired
posture given commands like α, β, and L. However, for the
ExtenSA with six actuation units, we currently only have three
equations with elongation, bending, and rotation. Although we
could add more constraints, such as adjusting the bending and
rotating stiffness, the related equations would introduce
unnecessary complexities. It is therefore meaningful to use
only three input commands, that is, the length of the
centerline L, bending angle α, and rotating angle β, to derive
all the necessary pressure commands that we need.

Elongation movement is related to the pressure sums, and the
bending and rotation are related to weighted pressure differences;
given these constraints, we would like all the pressure commands
to be as near the atmosphere as possible, without causing too
much inflation or deflation.

Reorganize Eq. 5, we express the pressure related terms
[Φc,Φs,Φp] in terms of the configuration states α, β, L, given by

⎡⎢⎢⎢⎢⎢⎣Φp

Φc

Φs

⎤⎥⎥⎥⎥⎥⎦ � ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
2C1(L − l0)

R

−C1a cos β

−C1α sin β

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (6)

We formulated the procedure of solving the pressure
commands from configuration commands as a quadratic
optimization problem:

minimize
X

XTX

subject to AX � b
(7)

where X � [P1, P2, P3, P4, P5, P6]T represent the pressure inside
the bellows, and

A �
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ 1 1 1 1 1 1

cos θ1 cos θ2 cos θ3 cos θ4 cos θ5 cos θ6

sin θ1 sin θ2 sin θ3 sin θ4 sin θ5 sin θ6

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

b �
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
2C1(L − l0)

R

−C1α cos β

−C1α sin β

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦.
This quadratic programming problem with linear constraints

could be solved with a closed form result, which is given by

X � A−1(AA−1)− 1
b. (8)

According to Eq. 8, given desired commands of the
configuration space of the soft arm with L, α and β, the
corresponding pressure commands in the actuation space
could be obtained. By regulating the pressure commands, the
soft arm could be controlled to the target position.

3 EXTERNAL LOAD ESTIMATION

When external loads are exerted, the posture of ExtenSA would
be changing passively to a balanced new state, as shown in
From Figure 2. The alpha and L would be changed and β
unchanged.

The torque Tα
ext generated by the mass in the bending direction

is written as

Tα
ext � −mgLL(1 − cos αL)

αL
. (9)

Assume the arm is unloaded at a certain configuration and
that a massm is then attached at the end of the ending plate. The
mass exerts a bending torque and a pulling force affecting both α
and L. In the following context, we will denote the modeling
values as α0, β0, L0 in unloaded situation and αL, βL, LL in the
loaded situation, respectively. We will also denote the true
configuration states as αT0 , β

T
0 , L

T
0 in the unloaded situation and

αTL , β
T
L , L

T
L in the loaded situation, respectively, from measured

values.

3.1 External Load Estimation with
Original Model
Although the model Eq. 4 provides a preliminary relation
between the actuation and configuration space, it is
unacceptable to estimate the external payload directly using
the model because the modeling error may render the
estimated mass to be negative.

Together with Eq. 9, to get the mass estimation we need to
solve the equation

− mgLL(1 − cos αL)
αL

� AR(C1αL −
�������
Φ2

c +Φ2
s

√ ). (10)

Giving the estimation as

m �
ARαL( �������

Φ2
c + Φ2

s

√
− C1αL)

gLL(1 − cos αL) (11)

As modeling errors exist, it is possible that the term
�������
Φ2

c +Φ2
s

√
from pressure feedback may be greater than the bending angle
term C1αL, and, if so, the resulting estimated mass may be a
negative value. This method is highly sensitive to the sign and
magnitude of the modeling error, which are both unknown in real
cases. It is therefore dangerous to directly use the model to
estimate the external payload.
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3.2 External Load Estimation with
State-Change Model
Although we could not predict the exact model errors during
every task, they all had the same model error in common, either
from the friction or the characteristics of the materials. This
means it would be more accurate to predict the state change
rather than to directly predict the state. In other words, a model
predicting the state change instead of predicting the state may
lead to more trustworthy results through reducing the effect of
common errors, as shown in Figure 3.

Based on this assumption that the mean modeling error of the
model is constant during a periodic task, we would like to derive a
state-change model to estimate the external load, that is, to use the
change of bending angle ΔαT to estimate the payload, where

ΔαT � αT
L − αT0 �defΔA.

Here, we define the value of ΔαT obtained from this method as
ΔA to distinguish it from the following improved method.

Looking into the process of loading, while the bending angle and
length are changing, the pressures inside the bellows would not

change due to low-level pressure feedback control if all the pressure
commands are well controlled within a relatively small error region.
Then, the three quantities, Φc, Φs, and Φp, could be considered
unchanged during the process. Then we get the following equation:

−mgLL(1 − cos αL)
ARαL

− c1αL � −c1α0. (12)

To simplify the calculation, the approximation of 1 −
cos αL ≈ (α2L/2) and LL ≈ L0 were applied to obtain αL, leading to

αL � 2ARC1

2ARC1 +mgL0
α0. (13)

On the other hand, the approximation of α0 ≈ αL was used to
obtain the LL, leading to

LL � mg cos α0

Nk
+ L0 (14)

These two equations describe the state change of the ExtenSA,
which could be used to compensate for the change of α and L due
to external loads.

FIGURE 2 | Loading Geometry of ExtenSA. The external load would exert a bending torque around the center fixing point of the arm as well as a pulling force along
the center line of the arm, affecting the bending angle α and the length lm.

FIGURE 3 | Payload Estimation Illustration of ExtenSA. With the information of angle measurement, the loaded model could be used to approximate the
external loads.
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According to Eq. 13, the equation could be rewritten as

αL

α0
� 2ARC1

2ARC1 +mgL0
. (15)

Giving m as

m � 2ARC1

gL0
(α0 − αL

αL
) � −2ARC1

gL0αL
ΔαT . (16)

This equation avoids the involvement of pressure information,
guaranteeing the acquisition of a positive estimation of the
payload because the ΔαT is always smaller than zero in real
cases due to the external load. Therefore, using this equation, we
are able to obtain an approximation of the external loads with a
more trustworthy result.

Moreover, this equation not only applies to the situation where
the soft arm is in a steady state. For a soft arm in a cyclic motion,
such as when following a sinusoidal trajectory, this equation also
works, with the value of alpha referring to the moving mean value
within at least one motion period.

3.3 External Load Estimation with Improved
Method
However, in reality, previous payload estimationmethodsmay suffer
from the ExtenSA’s pressure changing during the loading process,
which is due to the pressure control deadzone, rendering decreased
accuracy of the payload estimation. In this section, a modified
method for payload estimation is proposed to improve the accuracy.

3.3.1 Control Dilemma of Pressure Deadzone
The previous payload estimation method is based on the ideal
assumption that pressures could be accurately regulated by the
controllers. However, in real applications, most pressure feedback
control has a control deadzone to avoid oscillation within which
the pressure is regarded as unchanged. If the deadzone is set too
large, the tracking performance would deteriorate, and the steady
error would be large. If the deadzone is set too small, the system
would go oscillating because of the limitation of the actuation
valves’ switching frequency. Therefore, the width of the pressure
deadzone is commonly set according to the application
requirement and the platform capability. Typically, for most
soft robotic applications, the pressure deadzone is set to be
between 1KPa and 2KPa. This is mainly due to the valve’s
limited switching frequency, pneumatic control delay from
tube transmission, the sensor’s precision capability, and the
pressure’s sensitivity to small volumes or temperature changes.

In ExtenSA, the pressure deadzone is set to 2KPa to get a
steady pneumatic control without oscillation by comparing many
experimental results. This is mainly due to the thin tubes used for
each bellow; they cause pneumatic control delay and limited
sensor precision of around 1KPa.

3.3.2 Estimation Error from Pressure Deadzone
The existence of a pressure deadzone would influence the soft
arm’s behavior when an external payload is exerted, inducing an
error in the estimation result.

For example, in a certain working scenario, such as keeping the
ExtenSA at a particular bending angle, when external loads are
exerted, the pressure inside the actuators tends to change due to
the deformation of bellows. However, if the pressure change is
within the pressure deadzone, then the pressure controllers will
not be triggered. The valves will not open, resulting in closed
chambers and causing the actual pressure to either rise or fall, as
shown in Figure 4B.

Only when the pressure change is out of the pressure deadzone
will the pressure controller take action, but it will do so only to
regulate the pressure to one boundary of the deadzone.

In either case, a repelling pressure change is observed, which
would result in two consequences. First, the actual change of α
due to external loads would be smaller than the ideal change when
pressures are perfectly regulated. This is because of the repelling
pressure behavior, which provides an opposing bending torque.
Second, the modeled α from measured pressures is to increase.
This procedure is depicted in the third column in Figures 4A, 5.
Due to the pressure deadzone, the measured αTLR is larger than
expected, and the modeled α0R is also larger than expected. If the
previous state-change payload estimation method is used in 16,
there will be an error induced by the deadzone.

3.3.3 Improved Method by Using Change of Error
The state-change model could be regarded as using the change-
of-truth ΔαT � ΔA to estimate the payload. But due to the
pressure deadzone, in reality, the change of the truth may not
be solely from the exerting of payload but also from the deadzone
effect. Therefore, the real change ΔαTR is not equal to ΔαT .

The modified method reduces the influence of deadzone by
using the change of the error between the truth and the modeled
unloaded value, instead of ΔA, as the input to the state-change
model. The error E is defined as the difference between the
measured angle with the modeled angle(unloaded). At first, in
free state, the error is. After loading, the error becomes
EαLR � αTL − αLR. We then get the improved estimation of ΔαT :

ΔαT � EαL − Eα0 �defΔE.
We define the result of ΔαT derived using the improved

method as ΔE to distinguish it from the previous state-change
model where ΔαT � ΔA. Therefore, using ΔαT � ΔE as the input
to Eq. 16 can decrease the influence of the deadzone-induced
error and improve the accuracy of payload estimation results.

4 EXPERIMENTS

In this section, the experimental results of the model-based
control, external load estimation, and improved version are
demonstrated. A dedicated embedded pneumatic control
platform was built for these experiments. The control board
is a STM32F767ZI NUCLEO board from STMicroelectronics
with a core frequency of 216 MHz. It could generate 12-
channel individual PWM to control 12 solenoid valves
SX12F-DG that could operate at a maximum of 350 Hz.
Two pumps are used as sources of pressurized air and
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vacuum. The overall embedded pneumatic control platform
could regulate the pressure from range −100KPa to 200KPa
with a deadzone set to 2 KPa. A remote PC communicates
with the embedded platform through the serial interface at an
updating frequency of 1KHz, on which a dedicated GUI
written in Python was used to display the soft arm’s status
and accept input commands. The soft arm has an IMU at the
ending plate and a wire sensor through the central axis, which
is used to gain the feedback information of L, α, and β. A six-
axis force sensor from ATI was installed at the mounting
point where the external weight is attached as a reference. The
platform is shown in Figure 6A.

4.1 Model-Based Control
In this section, we show that the model could be used to op-loop
control the soft arm by providing the feedback part.

A joystick was used as the command input device, which
gives commands to the soft arm to elongate, bend, and rotate.
These commands of the configuration space are used to get
pressure commands by Eq. 8. The generated pressure
commands are shown in Figure 6B. The soft arm tracks
these desired α, β, and L simultaneously.

The result is shown in Figure 6C. The pure open-loop control
has achieved a moderate tracking performance. This would help
to control soft arms to maintain high active compliance by
allowing for smaller feedback gains.

4.2 Estimation Result Using State-Change
Model
The first experiment is based on tracking sinusoidal signals of bending
angle as shown in Figure 7A. Since this is not a static situation, we
need to use themovingmean instead. Themovingmean of αT within
a time window of onemotion period (100 s) was plotted in Figure 7B.
αT0 represents the mean value of the first 100 s representing the free
state. Therefore, the value ΔαT � αTL − αT0 could be obtained.

The result of external loads approximation was shown in
Figure 7C. The result was capable of being stabilized after one
motion period, which is just the time for the stabilization of themean
of αTL . With a smaller motion period, this stabilization time would be
reduced. The error of load approximation was plotted in Figure 7D.
The error is large during the transition period, and, after around one
period, the error is around 8% in the case of 0.5Kg and 37% in the
case of 0.9Kg.

FIGURE 4 | The pressure deadzone results in increased bending angle and modeled value in loaded situation.

FIGURE 5 | Improved Payload Esitmation Method of ExtenSA. The existence of pressure control deadzone would cause the true value αTL and modeled value α0 to
change slightly, inducing an estimation error. The improved method is to use ΔαT � Eα0 − EαLR , i.e., the change of error between the truth and modeled value instead of
just using the change of truth, as the input to the state-change model. This would help reduce the influence of the deadzone induced state change.
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4.3 Estimation Result with ImprovedMethods
In this section, we use the improved method to estimate the external
load and compare it with the result from the state-change model.

In the following experiments, the ExtenSA was set to a
constant bending angle of α � 57° at the beginning. The length

was set to be a constant L � 0.35m. Then external loads were
added to the endplate of the ExtenSA at the time t � 68 s and
t � 103 s. The change of α was plotted in Figure 8A.

In the beginning, the measured angle αMeasured (αT0 ) (red line)
was around 60°, slightly larger than the command, and the model

FIGURE 6 | (A) The experimental platform set-up consists of a remote PC host to display and give commands, an embedded pneumatic control platform to
regulate 12-channel pressure and the soft arm equipped with an IMU, a length sensor, and a force sensor. (B) The optimization generated commands.(C) The
simultaneous control of α, β, and L based on the model.

FIGURE 7 | (A) Sinusoidal movement of the bending angle with increasing loads. (B)Themoving mean of the bending angle αTL is calculated within a time window of
one motion period. (C) The external loads could be successfully approximated after one motion period. (D) The approximation error in steady state.
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predicted angle αModeled_without_Text α0 (green line) was around 52°.
The difference between them is the free state model error Eα0.

After the first loading of a mass of 0.92Kg at t � 68 s, α was
dropped to a new value of around 56° (αLR) under the effect of
pressure deadzone. In the meantime, the deadzone causes α0 to
increase to around 55° (α0R). The same happened when a
succeeding load was exerted at t � 103 s.

The comparison between ΔE and ΔA was plotted in
Figure 8B. It could be seen that, ΔE shows a more

significant change than ΔA under loading change,
suggesting that they could be used as a better signal to
calculate ΔαT .

The estimation result using the ΔE and ΔA is given in
Figure 9A. Since this is a static posture, the related values are
the real-time values without taking means. The result showed that
using ΔE would produce a more accurate approximation of
external load than using ΔA. Furthermore, the stabilization
time for the estimation procedure is only around several

FIGURE 8 | Loading Test at Constant Position of ExtenSA. (A) The α change during a loading test where the initial command was given at αcommand � 57° and the
length was at lm � 0.35m. Different external loads were added to the end of the ExtenSA, resulting in a change of α. (B) The relative value of A and Ewith respect to their
initial state shows that ΔE displays a more significant change.

FIGURE 9 | Improved Payload Estimation Results of ExtenSA. (A) The payload estimation method using ΔE shows a better estimation performance than using ΔA.
(B) The estimation error was decreased from around 60% to around 20%by using ΔE instead ofΔA. (C) The estimation error would be smaller for larger weights because
the resulting compliant behavior would have a larger signal-noise ratio.
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seconds, much smaller than previous experiments where a whole
motion period time is needed.

The estimation errors was plotted in Figures 9B,C. As seen,
the overall estimation error is undergoing a slowly reducing
process as the external mass is increasing. The estimation
error was reduced from around 60% by directly using the
state-change model to around 20% by using the improved
method, testifying to the effectiveness of the improved method.

4.4 Discussion
The state-change model uses the change of bending angle
ΔαT � αTL − αT0 �defΔA to estimate the mass. This method
avoids the potential negative estimation outcome by directly
using the model Eq. 4. This method is based on the idea that the
modeling error is nearly constant in the free and loaded situation, and
thus the difference would reduce the effect of the common modeling
error. This method also assumes that the low-level pressure control is
ideal, keeping the weighted pressure quantities Φc,Φs unchanged
during the process. Yet, in reality, this assumption could only be
loosely met because of the existence of pressure control deadzone.
Nevertheless, this method still gives a moderate approximation of the
external load. In applications where the pressure deadzone is smaller,
the approximation result would be better.

The improved method uses the change of error ΔαT � EαL −
Eα0 �defΔE as a better indicator of ΔαT in the existence of pressure
control deadzone. This method compensated for the change of the
modeled value and the inadequate change of the actual angle, both
caused by the pressure deadzone. Therefore, this method would give a
better approximation than the state-change model when the pressure
deadzone is affecting the loading behavior. In cases of small pressure
deadzone effects, this method would be reduced to the state-change
model naturally. Therefore, it is always a better choice to use this
method to estimate the external payload.

5 CONCLUSION

In this paper, the possibility and effectiveness of using a simplified
analytical model to retrieve external load information are studied. The

main idea is to use the state-change model to eliminate the common
errors of the modeling part and improve the estimation accuracy by
considering practical pressure control deadzones. The promising
aspect of utilizing this kind of method is in situations where only
limited sensor information is provided or could be economically got.
As the soft robotics lack proper sensors and rely on their
intrinsic compliance to deal with uncertainty, our state-
model-based method, which tries to extract information
from this masked behavior, would provide economic
guidance for high-level planning.
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AModular Geometrical Framework for
Modelling the Force-Contraction
Profile of Vacuum-Powered Soft
Actuators
Samuel Dutra Gollob1, Clara Park1, Bon Ho Brandon Koo1 and Ellen T. Roche1,2*

1Department of Mechanical Engineering, Massachusetts Institute of Technology, Cambridge, MA, United States, 2Institute for
Medical Engineering and Science, Massachusetts Institute of Technology, Cambridge, MA, United States

In this paper, we present a generalized modeling tool for predicting the output force
profile of vacuum-powered soft actuators using a simplified geometrical approach and
the principle of virtual work. Previous work has derived analytical formulas to model the
force-contraction profile of specific actuators. To enhance the versatility and the
efficiency of the modelling process we propose a generalized numerical algorithm
based purely on geometrical inputs, which can be tailored to the desired actuator, to
estimate its force-contraction profile quickly and for any combination of varying
geometrical parameters. We identify a class of linearly contracting vacuum actuators
that consists of a polymeric skin guided by a rigid skeleton and apply our model to two
such actuators-vacuum bellows and Fluid-driven Origami-inspired Artificial Muscles-to
demonstrate the versatility of our model. We perform experiments to validate that our
model can predict the force profile of the actuators using its geometric principles,
modularly combined with design-specific external adjustment factors. Our framework
can be used as a versatile design tool that allows users to perform parametric studies and
rapidly and efficiently tune actuator dimensions to produce a force-contraction profile to
meet their needs, and as a pre-screening tool to obviate the need for multiple rounds of
time-intensive actuator fabrication and testing.

Keywords: soft robotics, numerical model, artificial muscle, virtual work, vacuum-powered soft actuator

INTRODUCTION

Soft robotics is a growing field, owing somewhat to an increasing demand for machines that can
interact more safely with humans and their environment, generate complex multi-degree-of-
freedom motions, and resist impact damage (Rus and Tolley, 2015). The sub-field of soft
artificial muscles is relevant, as they are commonly used to actuate soft robots as opposed to
traditional motors. Although a variety of artificial muscle actuation schemes have been
developed, including shape-memory alloys (Kim et al., 2009), tension cables (Calisti et al.,
2011), and phase transitions (Miriyev et al., 2017), fluidic actuation is widely used, as it is
compatible with soft matrices, with programmed fluidic channels, and provides a means to
increase actuator volume and effective stiffness analogous with the contraction and stiffening of
biological muscle (Rus and Tolley, 2015). Pneumatic artificial muscles have been used in, and
theorized for, a range of applications, frommedical implantable devices (Roche et al., 2017; Mac
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Murray et al., 2018), to exoskeletons (Polygerinos, et al.,
2015a; Porter et al., 2020), and both soft and rigid robotic
applications (Andrikopoulos et al., 2011).

Most soft pneumatic actuators described in the literature
operate with positive pressure, often involving a section of the
actuator which expands with pressure and a strain-limiting
component which guides the elastic expansion in a desired
direction. This duality has been achieved by creating
geometrical asymmetry in elastomeric actuators (Ogura et al.,
2009; Katzschmann et al., 2016), introducing an off-axis strain-
limiting material for bending motions (Martinez et al., 2012;
Mosadegh et al., 2014), and reinforcing the outer skin of the
actuator with fibers (Chou and Hannaford, 1996; Connolly et al.,
2015; Deimel and Brock, 2016; Wirekoh and Park, 2017).
Although positive pressure actuators can produce complex
motions and large forces (Rus and Tolley, 2015), they have
limited contraction ratios, high actuation pressure
requirements, and are subject to delamination or bursting
(Chou and Hannaford, 1996; Sanan et al., 2014; Niiyama
et al., 2015; Li et al., 2017). Owing to their dependence on
volume increase for contraction, they pose a design challenge
for applications where space is constrained.

Vacuum-operated soft pneumatic actuators are an
alternative to positive pressure actuators that can avoid
some of these pitfalls, while still achieving similar bending
(Robertson and Paik, 2018; Tawk, 2018), linear (Yang et al.,
2016; Yang et al., 2017; Li et al., 2017; Li et al., 2019; Felt et al.,
2018; Lee and Rodrigue, 2019), and complex programmed
motions (Li et al., 2017; Jiao et al., 2019). This class of
actuators rely on a decreasing volume for actuation, in
contrast to positive pressure actuators where the volume
typically increases upon actuation. Similar to the strain-
limiting operating principle for positive pressure actuators,
vacuum actuators often involve a thin strain-limited “skin”
that is responsible for a decrease in volume upon actuation, and
a “skeleton” that limits compression to guide the volume
decrease in a desired direction (Li et al., 2017; Felt et al.,
2018; Tawk et al., 2018; Lee and Rodrigue, 2019). For the
purpose of this paper, this type of vacuum actuator will be
referred to as a “skin-skeleton vacuum actuator.” Particularly,
this work focuses on skin-skeleton actuators that undergo
linear contraction upon actuation. This class of actuators
has achieved contraction ratios near or above 90%, is often
lightweight, fast-moving, and resistant over many cycles,
requires low actuation pressures, and produces a high power
to weight ratio compared to positive pressure actuators (Li
et al., 2017; Felt et al., 2018; Tawk et al., 2018; Lee and
Rodrigue, 2019). As a result of these design features, these
actuators have potential benefit for a variety of applications,
especially those requiring large linear displacement which is
challenging to achieve with commonly reported artificial
muscles.

Previous work has developed a variety of actuator models,
often based on the Finite Element Method (FEM), for describing
their actuator designs (Agarwal et al., 2017; du Pasquier et al.,
2019; Nguyen and Zhang, 2020; Polygerinos et al., 2015b). These
models allow in-depth characterization of corresponding

actuators, predicting buckling modes, stress distributions and
and actuator motion as a function of pressure, expected force
output, and cycle lifetime. FEM approaches have been shown to
characterize actuators for their use in a particular application,
and maintain the versatility of their design for other
applications – for example Nguyen and Zhang (2020)
characterize a family of modular cells using FEM that can be
combined for curling, linear, and twisting motions as desired by
the end user.

Though FEM models are successful in describing actuator
performance in detail, their complexity means they are not ideal
for higher-level design iterations and selection of broad design
spaces for performance constraints. To our knowledge, a
generalized, versatile model that can rapidly generate
information on an actuator’s output is missing in the existing
body of work. Such a model could be used before the time-
consuming prototyping, material testing, and FEM model
creation that comes with a more developed design.

Inspired by previous literature, we developed one such model
that makes use of the virtual work principle to extract an
actuator’s force-contraction output force based on its volume
loss rate. This is implemented via a simple and versatile numerical
algorithm using solely geometrical features of the actuator. The
model can then overlay other components of the actuator–such as
a restoring force–to better approximate its force output.

The force-contraction profile (FCP) is a common
characterization metric to describe the actuator output force
over the course of its contraction assuming a constant pressure,
and it is nonlinear for most vacuum actuators, creating demand
for tools that can allow one to understand and predict the FCP
for a given actuator design. There have been a variety of
simplified models that attempt to predict such profiles.
While some models make use of force balancing analytical
and numerical finite element models (Polygerinos et al., 2015b;
Li et al., 2017), others have modelled actuator outputs using
analytical solutions to the principle of virtual work (Chou and
Hannaford, 1996; Li et al., 2017; Felt et al., 2018; Lee and
Rodrigue, 2019), which allows a force profile to be estimated
solely from the actuator’s geometry:

F � Pp
dV
ds

(1)

Where V is the actuator’s internal volume, P is the actuation
pressure (usually assumed constant), and s is the contraction or
current length of the actuator. Assuming no energy loss and an
inextensible skin, the output of the virtual work equation (Eq. 1)
can be used to estimate the force output of the actuator directly
(Chou and Hannaford, 1996; Li et al., 2017). The models based on
the principle of virtual work mentioned above apply an analytical
solution derived from the design and geometry of the actuator in
question, following a typical workflow: a skin geometry is defined,
used to derive a formula for volume as a function of contraction,
and the volume formula is differentiated. In one instance, this
analytical approach was combined with a minimizing function
(Felt et al., 2018) to allow for the skin to change in cross-sectional
geometry to mimic the physical tendency to minimize volume in
a vacuum.
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In this paper, we expand the use of the virtual work concept
and present a generalized platform that enables rapid prediction
of the FCP of a linearly contracting skin-skeleton vacuum
actuator for any skin or skeleton geometry. By implementing a
generalized numerical approach in MATLAB (MathWorks), we
create a versatile model that can easily be applied to different
actuator designs, without the need for the development of a
separate analytical model for each design. To demonstrate the
application and capabilities of the framework, we use it to model
the FCPs of two representative types of linear skin-skeleton
actuators: the bellows actuators (Felt et al., 2018; Figure 1A),
and the Fluid-driven Origami-inspired Artificial Muscles
(FOAMs) (Li et al., 2017; Figure 1B). The bellows actuator
was chosen for its simple design and pre-existing modelling
work, and the FOAM was chosen because its semi-rigid zigzag
shaped skeleton adds geometrical complexity and behaves like a
spring, adding an additional component to test the framework’s
modularity. Finally, we validate the framework by experimentally
characterizing actuators with varying geometric parameters. This
framework has potential utility as a design tool for soft roboticists,
or device designers, enhancing the computational efficiency of the
virtual work principle with modularity, allowing rapid
application to various actuator designs and geometries.

MATERIALS AND METHODS

Conceptual Framework
Guided by the virtual work approach described in previous
studies (Chou and Hannaford, 1996; Felt et al., 2018), we
derived a simple generalized formula for the FCP of a vacuum
actuator based purely on its geometry. As Figure 1 illustrates,

most soft vacuum actuators with linear contraction motion
exhibit volume loss in both the axial (ΔVa) and radial (ΔVr)
directions. It is beneficial to categorize the volume loss in this way
because, while the spatial derivative of the axial volume loss
(dVa/ds) leads to a constant force profile, the derivative of the
radial volume loss is responsible for the nonlinearity in the
actuator FCP, as will be shown. This also allows for an easy
non-dimensional transformation of the output, as can be seen in
the brief derivation below, based on the labeled Vr and Va values
from Figure 2:

VT ,act � Acs − Vr;
VT ,piston � Acs,

Fact
P

� (Ac − dVr

ds
);

Fpiston
P

� Ac,

Fact
Fpiston

� F*
act � 1 − 1

D
(dVr

ds
) , (2)

where VT is the total internal volume of the actuator’s contractile
cell, F is its output force in Newtons, P is the constant actuation
pressure and D is a characteristic length that replaces the cross-
sectional area Ac in the case of a 2D simplification of the actuator.
The subscripts act and piston refer respectively to the actuator in
question and a piston of equivalent cross-sectional area, where a
piston is defined as having no radial volume loss (Figure 2). Fp

act is
the piston-scaled force of the actuator, a non-dimensional force
or a ratio of the actuator’s force output compared to that of its
equivalent piston. In this case, the actuator is simplified as a two-
dimensional equivalent, so Ac becomes a characteristic radial

FIGURE 1 |Overview of existing skin-skeleton vacuum actuator designs, highlighting the skin and skeleton components. These include (A) FOAMs (Li et al., 2017),
(B) Bellows actuators (Felt et al., 2018), (C) bending soft actuators (Tawk et al., 2018), and (D) Origami bellows actuator (Lee and Rodrigue, 2019). All figure
reproductions approved by publishers.
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length, D, while Vr becomes a two-dimensional slice of the lost
radial volume. As Eq. 2 shows, the scaled output force of the
actuator is a function of the derivative of the radial volume loss
over its contraction s. This assumes a constant pressure and
constant bounding cross-sectional area (D). By setting the
characteristic length D to 1, Eq. 2 describes a generalized
scale-independent force profile curve.

As Figure 2 illustrates, this concept of radial volume can be
translated into different actuator types. The goal of our
framework is to allow for a generalized application of the
radial volume rate concept, such that the force profile for
different actuators can be extrapolated.

Implementation into Model
To generalize the concept of radial volume loss, we identify two
components that can be used to represent a vacuum actuator in
our model: a skin profile and a boundary profile. As Figure 3A
demonstrates, the model requires that a vacuum actuator be
discretized into contractile cells, similar to that used in the
derivation. This cell is simplified as a two-dimensional shape
with a zero-thickness skin, described by a function fs, and a set of
boundaries, described by the boundary function fb.

In this paper, we focus on modelling the bellows (Felt et al.,
2018) and FOAM (Li et al., 2017) actuators, because both fall into
the skin-skeleton category, have linear motion, and have been
well-described experimentally and analytically in the literature.
The bellows actuator has a simple working principle due to the
low number of components in its assembly and its minimal
skeleton design, while the FOAM actuator is interesting for the
resistance of the folded skeleton resistance to contraction, which
imparts an opposing spring force to the actuator. In both cases,

the characteristic skin function is a parabola of constant length
fixed at both ends of the cell, chosen to emulate the profile of the
actuator skin as it conforms to the underlying skeleton during
contraction.

fs(s, h)(x) � −h(1 − x2

(s/2)2); − s
2
≤ x ≤

s
2
, (3)

Where s is the length of the contractile cell, h is the skin’s “sag
depth” into the actuator, and x is the axial coordinate of a point
along the skin (Figure 3A shows these variables in a schematic).
The algorithm can accept alternative skin functions, provided
they include the input h for sag depth, as discussed in the model
implementation section.

The boundary conditions were defined separately for the
bellows and FOAM actuators, as shown in Figure 3A.
Although there are no defining structural bounds for the
bellows actuator skin, a boundary at the midline was defined
since the axisymmetry of the actuator causes the skin to contact
itself on actuation for cases where the gap distance between rings
is greater than one diameter (Felt et al., 2018). For the FOAM, the
boundary was defined by the zigzag shaped skeleton, which was
assumed to have zero thickness. The boundary equations are as
follows:

fb,bellows(x) � −D
2
, (4)

fb,FOAM(L, s)(x) � 2d
s
|x| − d; d �

��������
l2i − (s

2
)2

√
, (5)

where L is the constant length of one of the sections of the zigzag
of the FOAM’s skeleton, defined as D÷cos(θi/2), and d is the
height of the skeleton for a given value of s. Figure 3A includes a
schematic of the skin and boundary functions.

With the specified skin and boundary functions, the FCP can
be solved, as illustrated in Figure 3B. The major computational
section of the model is the process for calculating the
geometrical configuration of the skin for each point in the
contraction (between contractile cells, equal to the skin
length, b, to 0). This is achieved via a binary search
algorithm, which attempts to find the lowest value of h that
leads to a skin configuration of length b (equal to the initial gap
length of b), as the model assumes an inextensible skin. The
algorithm requires a function ls(h), which outputs the length of
the skin configuration for a given sag depth h. For a given
increment i in the contraction, the binary search starts at hi,1 �
hi−1,final (or 0 for the first increment), and adds a constant step
value to h, updating the lower bound hi,lower until it reaches a
value of h that returns a length greater than the desired target, at
which point it sets the upper bound hi,upper. The next increment,
hi,next is linearly interpolated between hi,lower and hi,upper based
on how far from the target section length the from the upper and
lower bound configurations are:

hi,next � (hi,lowerdistupper + hi,upperdistlower)
distupper + distlower

, (6)

FIGURE 2 | A schematic of the general skin-skeleton vacuum actuator
working principle, conceptualizing the components for the model derivation,
with relevant volume losses labeled. Bottom row shows how Eq. 2 can be
applied to different actuator designs. ΔVr � volume loss in radial
direction. ΔVa � volume loss in axial direction. Ac � characteristic radial length.
Fp
act � scaled actuator output force. P � actuation pressure. s � current

actuator length. D � cross-sectional area.

Frontiers in Robotics and AI | www.frontiersin.org March 2021 | Volume 8 | Article 6069384

Gollob et al. Modular Framework Modelling Vacuum Actuators

129

https://www.frontiersin.org/journals/robotics-and-ai
www.frontiersin.org
https://www.frontiersin.org/journals/robotics-and-ai#articles


where distj �
∣∣∣∣∣ls(hi,j ) − b

∣∣∣∣∣. If hi,next is below the target, it becomes
hi,lower, and similarly for hi,upper in the case that the increment is
above the target value. Eventually, this converts to the target value
within a tolerance, but to return the smallest valid h value, the
function returns only once the upper and lower bounds are close
to each other by a certain tolerance. This assumes the section
length is monotonically increasing as a function of h, but can be
adjusted to account for local maxima/minima using traditional
optimization function methods.

The final crucial piece of the algorithm is the skin profile
function, which solves the geometrical configuration of the skin
for a given h. Given a value for h, it first calculates the skin profile
(in this case, always a parabola) and identifies any intercepts with
the boundary function. If there is no intercept, it returns the skin
profile as a 2D-array of x-y coordinates. If there is an intercept
with the boundary, the function draws the section of the parabola
up to the intercept, then draws the section of the boundary for the
remainder of the way or until the second intercept. The process is
repeated recursively to complete a profile.

The result of the binary search function and the skin profile
function working in unison is a skin configuration for each
contraction increment i, from s at full to zero length, referred
to as the “time series” in Figure 3B. This represents the shape of the

actuator’s skin throughout the contraction. If, at some increment,
the skin profile can no longer be solved, as is the case for the bellows
actuators once the skin is in full contact with the boundary, that
increment defines the end of the contraction. TheVr value for each
increment is calculated and then numerically differentiated
following the function for Fp

act to finally generate the FCP.

Finite Element Modeling of FOAMActuators
In the case that an actuator has a non-negligible spring force that
resists its contraction, we hypothesized that one can super-impose the
calculated spring resistance force with the virtual work model FCP to
reach an accurate estimate of the actuator’s true FCP. To estimate the
spring resistance force from skeleton, a quasi-static FEM model of a
FOAM skeleton was created in Abaqus/Explicit (Dassault Systèmes).
The skeleton was modeled with a 30-degree fold angle, 50 × 20 ×
10mmbounding dimensions, and 1mm thickness andmodelled as a
linearly elastic polyvinyl chloride plastic (Density � 1.4 g/cc, Young’s
Modulus � 2.4 GPa, Poisson’s Ratio � 0.3 as defined by the
manufacturer specifications) and 8-node linear brick, reduced
integration, hourglass control (C3D8R) elements. This skeleton
was fixed at one end, restricting both rotation and displacement,
and a displacement boundary condition of 35mmwas applied to the
other end, compressing the skeleton gradually over time. The reaction
force of the skeleton in the axial directionwas extracted to quantify its

FIGURE 3 | (A) Simplifying actuator geometry for virtual work model. (B) A schematic of model implementation. s � length of a contractile cell. h � skin sagging
depth.D � actuator cross-sectional area. b � initial spacing between two contractile cells or constant length of skin section. Vr � radial volume loss. Fs � skin function. fb �
boundary function. Fp

act � piston-scaled actuator output force.
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spring resistance. In parallel, a full FOAM model was generated,
where the same skeleton was surrounded by a bounding skin. The
skin wasmodelled using a thermoplastic elastomer with high stiffness
(Density � 0.8 g/cc, Young’s Modulus � 600MPa, Poisson’s ratio �
0.3, average properties from MatWeb) with 4-node, quadrilateral,
stress/displacement shell elements (S4R) of thickness 0.02mm,with a
membrane idealization (such that the skin is dominated by tensile
forces). A general, frictionless contact interaction was defined for all
elements in the simulation. The skin was fixed at one end and a
variable displacement condition was applied to another end (no
boundary conditions were applied to the skeleton). Then, the model
was run with the following actuation steps. First, a preload of vacuum
pressure up to−70 kPa was applied inside the skin while the two ends
of the actuator were held fixed. Once the pressure reached −70 kPa,
the force was held constant and a gradual displacement boundary
condition of 25mm was applied to one end of the skin, while the
other was kept fixed, allowing the actuator to contract. The axial
reaction force at the fixed end of the skin was then extracted to
quantify the FCP of the FOAM actuator. For the analysis, we
compared the FCP generated by the FOAM actuator in the FEM
and the net force predicted by the virtual work model, which was
calculated as the pure FCP from the geometrical virtual work model
subtracted by the skeleton spring force obtained in the FEM.

Actuator Fabrication
FOAM Actuators
FOAM actuators consist of a thin skin layer surrounding a rigid
zigzag structure that serves as the skeleton (Figure 4A). For the
skin layer, we sealed two sheets of 0.05 mm-thick thermoplastic
elastomer (Fibreglast) using an impulse sealer for 20 s along two
edges at a nominal spacing of 53mm. For the skeleton, 0.254 mm-
thick polyester sheet (McMaster-Carr) was laser cut in a series of 10
segments (L � 20mm, W � 40mm) with minor features on each
segment to allow air flow and perforated lines between the
segments to help folding. The skeleton was manually folded
along the perforated lines at desired angles of 30, 60, and 90
degrees. For assembly, the skeleton was inserted into the skin
membrane and sealed using an impulse sealer at skeleton lengths of
60, 110, and 150 mm, respectively. A piece of PTFE was used to
create a gap in the seal for subsequent tube insertion. To ensure that
the skeleton material did not slide inside the skin during actuation,
we used thermoformable anchors at the ends of the skeleton that
were sealed with the skin, and therefore fixed at each end.

Vacuum Bellows
A vacuum bellows actuator consists of a thin tubular membrane
surrounding rigid rings that are evenly spaced along the axis of the
tube (Figure 4B). Two 0.04mm polyethylene sheets (McMaster-
Carr, 7889T28) were sealed along two edges at a nominal width of
40 mm for 4 s using an impulse sealer (Hacona, H-6705) to make a
25mm-diameter tubular membrane. For the rigid rings, a three-
part assembly consisting of one concentric ring surrounded by two
thinner annular rings placed at the edges of the inner ring was
fabricated. The inner ring was made of 4.76 mm acrylic
(McMaster-Carr) and laser cut to form an outer diameter of
40 mm with minor cut features that enable airflow between
segments for middle segments and a 3.175 mm center hole for

placing the tubing at one end. The outer annular rings were made
from 1.59 mm acrylic with an inner diameter of 20 mm and outer
diameter of 25 mm, and were bonded to the inner ring using
cyanoacrylate (Loctite). The assembled rigid rings were positioned
inside the membrane and orthogonally to the wall, and then
secured around the groove created in the ring assembly using
fishing line (9442T2, McMaster-Carr). The remainder of the ring
assemblies were positioned along the membrane at the desired
spacing and fastened in similar way. A 3.175 mmOD polyurethane
tube was inserted through the first ring assembly for vacuum
supply and the ends of the membrane were sealed to the acrylic
using cyanoacrylate adhesive and SilPoxy (Smooth-On).

Testing
Actuator Testing
To obtain FCPs for each actuator, we measured the force-
displacement curve using a mechanical tensile tester (Instron
5944) for all actuators. The actuators were held at the ends with a
2-kN load cell (Supplementary Figure S1) and allowed to
contract at a rate of 100 mm/min until the force reached zero.
Constant vacuum pressures of −15 kPa for the vacuum bellows
and −25 kPa for the FOAM actuators were applied throughout
the test using a manual vacuum gauge (IRV10-N07, SMC).
Actuation pressure was measured using a TruWave pressure
sensor (Edwards Lifesciences) and the average pressure for
each actuator was used for normalizing the measured output
forces. For both Bellows and FOAM actuators, three replicates (n
� 3) were used for each experiment (i.e n � 3 for each value of R
for Bellows, each value of θ for FOAMs).

Skin Material Testing
To compare the mechanical properties of different skin materials,
a uniaxial tensile test was performed on an Instron 5944 at a rate
of 1 mm/min. All rectangular test specimens had widths of
20 mm and lengths of 40 mm. The thickness of the skin
materials was 0.04 mm for the polyethylene film and 0.05 mm
for the thermoplastic elastomer. The corresponding Young’s
modulus was obtained by taking the best fit slope between
strains of 0% to 5%, and the average value (n � 5) was used
for scaling the forces in the model.

Spring Compression Testing
To characterize the spring force generated by the skeletons in
FOAM actuators, we measured the force exerted by a 30-degree
zigzag skeleton during compressive loading at a rate of 100 mm/
min on a mechanical tensile tester (Instron 5944). The spring
constant was derived by taking the slope of force-displacement
graph and the mean value (n � 3) was used to model the spring
force for the FOAM actuators.

RESULTS

Bellows
Force Profile Explanation
Figure 5 illustrates the shape of a force profile for a bellows
actuator, overlaid with a simplified time series of the skin profiles
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generated by the model. As shown, the large force output at the
start of the contraction is directly tied to the large relative change
in radial volume at the beginning, as the skin experiences the
greatest drop. In later stages, the output force curve flattens as the
skin gets closer to its final configuration, and the loss in radial
volume decreases.

Parameter Sweep
We performed a parametric sweep of different ring gap-
diameter ratios using our virtual work model to evaluate the
effect of the ring spacing on the force profile of bellows
actuators. Figure 6A shows the calculated force profiles for
varying ring gap-diameter ratios, R � b/D. The peak force
decreases with decreasing gap distance, the force profile
becomes more linear with decreasing gap distance, and gap
distances greater than one diameter in length lead to a
maximum scaled contraction equal to R−1. Figure 6B
overlays the full parameter sweep of values of R from 0 to
4, demonstrating how much stroke and force can be generated
by an ideal vacuum bellows actuator for the given ring and gap
dimensions.

Experimental Validation
To validate the model experimentally, we measured the force-
contraction behavior of bellows actuators with varying gap ratios,
R, of 0.5, 1, and 2. Figure 7 shows the piston-scaled force
produced by the actuator over the scaled contraction (defined
as displacement divided by the actuator length). As a comparison,
the virtual work model FCP with the equivalent R is overlaid with
the results, after a magnitude scaling factor is applied. This factor
accounts for the material properties of the actuator skin, which
has some extensibility compared to the inextensible skin
assumption in the model. We derived a relationship for the
scaling factor through a set of FEM experiments extracting the
FCP of a bellows actuator with varying skin thicknesses and
stiffnesses, from which we could derive an empirical relationship
between output force and Young’s modulus (E) and skin
thickness (t) (See Supplementary Figure S3). We found the
scaling factor is a function of (Et)1/3, which agrees with Roark’s
formula for the tension in a cable with a distributed load (Young
and Budynas, 2002)–see Supplementary Section 1.1 for further
details. Li et al., (2017) observed the relevance of skin Young’s
modulus and thickness for the output of vacuum actuators, which
informed our decision to develop this scaling factor. For our
bellows actuators, which use a 0.04 mm thick polyethylene film as
the skin material (E � 127 MPa), we scaled the output force

FIGURE 4 | Actuator prototypes. (A) A FOAM actuator contains a linear
zigzag skeleton with multiple segments (W x L) separated by θ inside a bag of
thin skin. W � width of skeleton, L � length of a skeleton section, θ � skeleton
initial angle. (B) A vacuum bellows actuator contains multiple
reinforcement rings equally spaced by R inside a thin tubular skin. R � ring
spacing. D � ring diameter. Scale bar � 1°cm.

FIGURE 5 | Illustration of the force-contraction profile of bellows
actuators, depicting the geometrical reasoning around the shape of the profile
based on the concept of the virtual work function. Initially, the actuator skin is
completely straight, and as it contracts, the parabolic profile leads to a
rapid loss in radial volume, which justifies the large initial force value (large
derivative). As the contraction nears its middle and end, the parabolic skin
profile sags less and becomes narrower, leading to a smaller rate of volume
loss and thus a smaller piston-scaled force.
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predicted by our model by 0.35, calculated through our derived
scaling factor equation (see Supplementary Eq. S1).

FOAMs
Next, we expanded our virtual work model framework to the
FOAMs actuators developed by Li et al., (2017). These actuators
not only require a different boundary geometry, but the addition
of a spring force from the folded rigid skeleton.

Parameter Sweep
First, we predict the FCP of the FOAMs geometry without an
additional spring factor, only considering the effect of its
triangular bounding function shape. The skeleton angle θ in
FOAM actuators is analogous to the ring gap distance R in
bellows actuators, as the fold-to-fold distance in the zigzag
skeleton is a function of θ: R � 2 tan(θ/2). Figure 8
demonstrates the FCPs predicted from the FOAMs boundary
setup for varying θ in absence of spring force.

Finite Element Modeling of FOAM Actuators
Figure 9A shows deformation of skeleton during spring
compression test performed in FEM, and Figure 9B shows
contraction of a FOAM actuator using the same skeleton
under constant pressure. Figure 9C compares the FCPs
generated with the FEM (Fnet,FE) and virtual work models
(Fnet,mod), demonstrating that the virtual work model can
accurately describe a force profile when the skeleton spring
reaction force is subtracted from it. The peak force from the
virtual work model was within a 7% error and the full contraction
length was within a 1% error.

Actuator Selection Example
To demonstrate the use of this model as a design guidance tool
with its large parameter sweep capabilities, we developed an
example for selecting the ideal actuator gap ratio (R) for a
simplified exoskeleton or humanoid robot arm application
using a bellows actuator. As shown in Figure 11A, the
actuator is anchored across an elbow and must be able to

counter a constant torque equivalent to 1 N applied at the end
of the arm (Fres), throughout the bending of the arm(α : [ π

16,
5π
6 ]). The forearm anchor d1 is close to the elbow and

the shoulder anchor d2 is further from the elbow to mimic the
layout of a bicep. The biomechanical analysis with a d1 of 5 cm, d2
of 20 cm, and d3 of 30 cm shows the required contraction is 36%
and the peak force coincides with the zero-contraction point,
which agrees with the intrinsic FCP of a bellows actuator. The
optimized actuator for this case is one with maximum peak initial
force and a contraction of at least 36%. Given that R is
proportional to peak force and inversely proportional to
contraction (Figure 6B), the optimized problem is solved by
identifying the highest R value with a final contraction of at least
36%. A simple maximizing algorithm was applied with these
conditions to the parameter sweep data, and an optimized R of 2.4
was found.

Finally, by choosing a scaling factor of 0.5 (to match the TPU
above, a common polymer skin material) and actuator cross
section of 5 × 5 cm (as a realistic dimension for this application),
the actuator output curve was compared to the required output,
as overlaid in Figure 11B, and a linear pressure-force relationship
is used to derive the necessary actuation pressure throughout a
quasi-static contraction. The same was repeated for an R of one to
illustrate how the pressure control conditions change with
actuator selection.

DISCUSSION

Bellows Actuator Model and Experimental
Comparison
In our work, the bellows actuator was chosen as the first
application as its simple design allows it to be realistically
idealized by the assumptions made in the model, without the
need for additional components. In Figure 6, we demonstrate
that the model can predict FCPs with varying gaps as well as
performing large parameter sweeps with high granularity. Our

FIGURE 6 | Virtual work model for vacuum bellows actuator with varying ring distances. (A) Force-contraction profile for varying gap-diameter ratios (R) � 0.1, 0.5,
1, 1.5, 2, showing the trends caused by varying ring gap. (B) A heatmap from a high-resolution parameter sweep of the gap-diameter ratio. The color bar indicates
piston-scaled force predicted by the model, and the contraction ratio is cut off at 0.04 for the purposes of visualizing the contrast throughout the heatmap (large
magnitudes past 0.04 lead to colors focused on high values).
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findings are consistent with the major trends found in the
analytical model from Felt et al., (2018). Namely by increasing
R, the force magnitude on the initial part of the contraction is
increased while the total stroke is decreased for an R above 1.
Additionally, the smaller the value of R the more constant the
FCP becomes. The heat map in Figure 6B also agrees closely
with that in Felt et al., (2018) and can give users a holistic view
of the design space and help inform the actuator selection
process (see Supplementary Figure S8 and Section Actuator
Selection Example). As can be seen in Supplementary Figure
S8, the models are in close agreement–the estimated
contraction lengths, the trend of force distribution are
similar, though the Felt model implemented a different
more complex skin profile function which is a strong
possible reason for the discrepancy in scaled force
magnitudes.

Comparing the model and experimental results in Figure 7,
we observe a close agreement in terms of FCP. During the early
phase of the contraction, particularly for the R � 0.5 and one
sets, there is very close agreement but we see some deviation of
the modeling results from the experimental results toward the
end of contraction in all cases for bellows actuators (Figure 7),
most likely due to the zero-thickness skin and zero-energy loss
assumption in the virtual work model. With these assumptions,
the skin collapses in an orderly fashion until the cell contraction
reaches 100%, when in reality the thickness and chaotic
crumpling of the skin causes a nonlinear restoring force that
increases toward the end of the contraction. This phenomenon
of a nonlinear decreasing force is corroborated in the
experimental results from Felt et al., (2018).

To demonstrate that this skin restoring force is a significant
contributor to the discrepancy between the model and
experimental results, we performed a second experiment
where the actuators were compressed with an internal gauge
pressure of zero and their restoring force was measured (see
the Supplementary Material for experiment details). By
overlaying this restoring force with the model for individual
actuators, the output curve is estimated more closely
(Supplementary Figure S5). The FCP curves downward at
the end of the contraction, matching the experiment, and the
final contraction is more closely approximated (with an
average error of 14%). Given the complex mechanics of this
crumpling skin restoring force, future work would be needed
to create a predictable model based on this phenomenon. The
effect of a restoring spring force is further investigated in our
FOAM model, where the skeleton’s restoring force is
characterized by a linear trend.

FOAMs Model and Experimental
Comparison
Comparing the FOAMs parameter sweep figure (Figure 8) with
the results see in Figure 6, we can see the same general trend is
preserved, where there are higher forces and lower maximum
contraction with increasing θ. One key difference is demonstrated
by the θ � 90° case, where the maximum contraction is restricted

FIGURE 7 | The force-contraction profile for vacuum bellows actuators in the experimental and scaled virtual work model for varying ring gap-diameter ratios (A) R
� 0.5, (B) R � 1, (C) R � 2 for a ring diameter of 25 mm. Number of experiments, n � 3.

FIGURE 8 | The virtual work model prediction of force-contraction profile
for FOAM actuators with skeleton angles (θ) � 30, 60, and 90 degrees. The
profiles are based only on the geometrical features, without the inclusion of
spring force.
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when the scaled force magnitude reaches zero, meaning the radial
volume loss derivative reaches a maximum, unlike for the bellows
actuator where maximum contraction is bounded by a
geometrical constraint when the skin comes into maximum
contact with the boundary. This demonstrates the importance
of defining specific boundary functions in the virtual work model,
based on actuator design.

As hypothesized, Figure 9 illustrates the importance of
including the skeleton spring force in the model for predicting
the FOAM force profile. Though the initial FCP from the pure
virtual work model matches that of the FEM, once the spring
force becomes non-negligible, the virtual work model deviates
and predicts much higher force and contraction at the end of the
FCP. The results also show that the spring force can be subtracted
linearly as a post-processing step, rather than having to be
integrated into the virtual work model framework itself.

In keeping with this demonstration, the experimental
results in Figure 10 show that the virtual work model with

the subtracted skeleton spring force can closely predict the
FOAM actuator force profile. The results of excluding a spring
force in the model are two-fold; an over-estimated contraction
distance and a larger force profile toward the end section, as is
visualized in Figure 9. In the case of θ � 30°, the contraction is
smaller compared to our prediction. This indicates that the
spring resistance force from the skeleton may contribute less
when the absolute displacement of the skeleton is smaller
(because the 30-degree skeleton is comparatively shorter
than the others). In this case, similar to the bellows
actuator, the loss may be dominated by resistance from the
skin, which is not captured in this model.

Actuator Selection Example
The example in Figure 11 demonstrates how the proposed model
allows users to rapidly identify ideal actuator parameters (R)
given requirements of their problem, and how they might use the
calculated FCP to extract more questions about implementation.

FIGURE 9 | (A) Deformation of a 30-deg skeleton during compression test in a Finite Element (FE) model. (B) Free contraction of FOAM actuator containing the
same skeleton under constant negative pressure in a FE setup. (C) A comparison of FE Model and virtual work model for FOAM actuators for θ � 30, P � −70 kPa. Fs �
Skeleton spring force predicted by FE. Fvac � Force predicted by virtual work model without spring force. Fnet,mod � Fvac – Fs �Net force predicted by theMATLABmodel.
Fnet,FE � FOAM force predicted by FE.

FIGURE 10 | Force-contraction profile for FOAM actuators in experimental and virtual work model for varying skeleton angles [θ]; (A) 30°, (B) 60°, (C) 90°. Model �
predicted net force � (pressure-only force without skeleton)-(skeleton spring force). Number of experiments, n � 3.
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The second analysis with an actuator of R � 1 in Figure 11B
illustrates this point, as that actuator requires a higher initial
pressure and lower final pressure compared to the large pressure
ranges required for the R � 2.4 case. However, the R � 1 actuator
is not restricted to 36% contraction, and so would require a more
complex sensing and control scheme to remain within the
parameters of the problem. This demonstrates that the model’s
calculated FCP can help in the consideration of other design
parameters such as available pressure ranges, pressure control
resolution, and required control scheme.

Generalizing Model to Other Actuator
Designs
As initially explained, this model assumes a thin inextensible
film being pulled toward a skeleton or boundary with a
vacuum. It is ideally applied to actuators such as the
bellows and FOAMs as shown above, with additional
components to account for the material of the skin and the
system’s restoring force. From these two examples, we have
demonstrated the model’s ability to be applied to different
actuator geometries and its modularity in combining with
external models. With these conclusions in mind, the model
can be applied to other more mechanically complex actuator
designs, and we list some examples in this section.

The vacuum powered curling actuator in Tawk et al., 2018
has the necessary thin skin and skeleton components, though it

does not undergo linear contraction. Supplementary Figure S7
shows how the skin and boundary functions can be applied, with
the boundary function changing during contraction to
accommodate for the contractile cell’s bending. The output
linear force can be converted to a torque by assuming a
point load at the half-way height or other more complex
force distributions along the height. A cantilever-based
torsional spring model would also be overlaid to account for
the restoring force of the bending skeleton.

Another possible application would be the buckling
actuators in Yang et al., 2016; Supplementary Figure S7).
The key issue in this case is the skin is a proportionally thick
elastomeric layer, which may still allow for the inextensible
assumption, but not that of a thin-film. A virtual thickness
must be included in the model to account for the limitation on
the stroke length, and a more complex spring model based on
buckling would be included to model the skin’s restoring force.
In that case, parameters such as skin thickness and material
would be interesting to modulate, in addition to the usual
contractile cell length and aspect ratio.

A process such as this–defining the skin and skeleton profile
functions, reassessing the base model’s assumptions, and defining
additional restoring force or loss components to overlay into
model–can be repeated for other actuators that fall under the
vacuum powered skin-skeleton category of actuators.

As a final note on further generalizability-the power of the
virtual work principle is the computational simplicity in

FIGURE 11 | Schematic (A) and results (B) of actuator design selection example. (A) depicts a simplified arm setup with the actuator in green acting as a contractile
muscle. (B)Depicts the desired force curve from a quasi-static analysis of the system, a force output curve for the chosen actuator, and a pressure control curve tomatch
the actuator output to the desired force.
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reaching an accurate estimate of a vacuum actuator’s force-
contraction profile. This implies a possible approach to
actuator design for more complex FCPs by controlling the
volume loss rate. Actuators with origami skin patterns
(Martinez et al., 2012; Li et al., 2017; Lee and Rodrigue,
2019), for example, have high potential in this application,
as a new model could be developed and use the geometrical
predictability of origami to generate new actuator designs to fit
desired force-profiles.

Limitations
In addition to illustrating the concept of virtual work, the curve
in Figure 5 also illustrates one of the limitations of the model:
the large initial force. This large force is due to the assumption
that the skin at zero contraction is in full tension. In any
practical implementation of an actuator, this does not hold
for multiple reasons. First, there is often a small tolerance
between the skin and the actuator skeleton, or in the case of
the bellows actuator where there is no gap, asymmetries in the
construction can lead to sections of the skin that are not in
perfect tension. Perhaps more importantly, this assumption
conflicts with the quasi-static nature of the system, as the
pressure applies a radially-oriented (perpendicular) force on
the skin that can only be compensated for by the tension on the
skin (Li et al., 2017), requiring some initial curvature to allow for
a radial component of the tension force. The effect of this
physical inaccuracy is that, when comparing with
experimental data, it is important to shift the model
horizontally toward the negative x direction by some small
percentage to eliminate the high peak force. After
implementing a scaling factor that considers the above logic
about a required initial skin curvature (Supplementary Section
1.1), the initial peak force was still higher than the experimental
case, most probably due to the other flaws of fabrication that
lead to an initial curvature in the skin. Given these
unquantifiable factors, a shifting factor of 2% was
implemented. This means in all comparisons of the model
FCP with experimental data, the model FCP is shifted
horizontally so its zero-point begins at a contraction of 2%.

In Figure 7, for the bellows with an R of 2, the model
overpredicts the output force most probably due to this
tension phenomenon. The large unsupported length of skin
may have experienced higher cumulative pressure force and
larger tension force compared to R � 0.5, 1, (as supported by
the higher peak force for R � 2 in Figure 6A). This means the
initial sagging of the skin for R � 2may be greater than for 0.5 and
1, calling for a larger shift. Shifting the model by 2% for R � 2
eliminates the larger error in the estimated initial force and better
approximates the early phase of the force profile.

Finally, in Figure 8, there is a consistent over-estimation of
the initial force. We hypothesize that this is a result of the
tension phenomenon combined with the fact that the skin in
FOAMs, unlike for bellows actuators, is not directly anchored to
the skeleton, implying that the sections of skin between the
skeleton are slightly longer than the ideal perfect-tension model
predicts. Due to the overall similarity in the profile shape, there

is a better agreement with experimental results if the model is
further shifted horizontally in this case as well.

CONCLUSION

In this work, we hypothesized that the nonlinear force-contraction
profile of a skin-skeleton vacuum actuator can be derived purely from
a geometrical calculation of its volume loss rate.We tested thiswith the
model and experiments presented here and proved that our
hypothesis was valid. Though the magnitudes of the resultant
forces are dependent on external properties, such as skin material,
skeleton and skin restoring forces, and actuation pressure, we show
that the shape of the FCP is dominated by the work done through
volume loss rate. By applying the piston-scaled force and scaling factor
and overlaying external models to capture the system’s restoring force,
we can closely estimate the output of different actuators with much
less computational and set-up time than developing actuator-specific
FEM or analytical models. Importantly, these external models can be
separately super-imposed on the FCP calculated by the virtual work
model, preserving its modularity. Inaccuracies in this model are
compensated for by its generalizability and utility as a design
guiding tool to allow rapid parameter space sweeps. We
demonstrate the latter point through a simple optimization
example for a hypothetical application.

Future work would include developing a more robust system
of modules that can model the restoring forces for various skin
and skeleton geometries to interface with the virtual work model,
as this is currently one of the largest sources of discrepancy
between the model and experimental data. More work can also be
done on understanding the effect of the skin material on the
output force magnitude.

Notwithstanding these challenges, the generalized and
modular nature of this framework enables its implementation
as a design tool for a wide variety of vacuum actuators, provided
they can be represented by one or more simplified skin-skeleton
contraction cells. This ability to rapidly model a variety of
actuators and actuator geometrical parameters has broad
implications in improving design efficiency and speed in the
fields of medical devices, robotics, and soft machines. For
example, it can enable actuator design for application-specific
force profiles, such as in patient-specific devices or robotic design,
and the rapid computation time can be useful for dynamic closed-
loop control applications in soft robotics.
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Modeling and Reconstruction of State
Variables for Low-Level Control of Soft
Pneumatic Actuators
Serhat Ibrahim*, Jan Christoph Krause, Alexander Olbrich and Annika Raatz

Institute of Assembly Technology, Leibniz Universität Hannover, Hannover, Germany

To further advance closed-loop control for soft robotics, suitable sensor and modeling
strategies have to be investigated. Although there are many flexible and soft sensors
available, the integration into the actuator and the use in a control loop is still challenging.
Therefore, a state-space model for closed-loop low-level control of a fiber-reinforced
actuator using pressure and orientation measurement is investigated. To do so, the
integration of an inertial measurement unit and geometric modeling of actuator is
presented. The piecewise constant curvature approach is used to describe the
actuator’s shape and deformation variables. For low-level control, the chamber’s
lengths are reconstructed from bending angles with a geometrical model and the
identified material characteristics. For parameter identification and model validation,
data from a camera tracking system is analyzed. Then, a closed-loop control of
pressure and chambers’ length of the actuator is investigated. It will be shown, that
the reconstruction model is suitable for estimating the state variables of the actuator. In
addition, the use of the inertial measurement unit will demonstrate a cost-effective and
compact sensor for soft pneumatic actuators.

Keywords: soft roboitcs, sensorization of soft robots, modeling of soft robots, control of soft robots, nonlinear
control, test bench design

1 INTRODUCTION

Soft robots, with flexible shape and infinite configuration possibilities, offer completely new
capabilities compared to conventional industrial robots [Trivedi et al. (2008) and Marchese et al.
(2014)]. Due to their compliance, soft robots adapt to their environment. This makes them
suitable for grippers handling objects with undefined shapes. Since there is no risk of damage in
the event of a collision, they are also suitable for human-robot collaboration. A decisive factor
determining the movement of soft pneumatic actuators is their design. New actuator designs and
mechanisms have been developed for this field of research [Runge and Raatz (2017), Galloway
et al. (2013) and Garcia et al. (2020)]. The soft and flexible structures with mostly nonlinear
material properties and hyperelasticity present a challenge for modeling, sensing and control.
Especially the use of suitable sensors for state detection of the actuator needs to be researched.
Due to the low force and high deformability of the actuator, conventional strain gauges cannot be
used for this purpose. One option is the use of contact-free camera tracking systems Runge and
Raatz (2017). The disadvantage, however, besides the high costs, is the use in confined spaces
(high space requirement of the cameras) to avoid covering in cluttered scenes. For use in
confined spaces, sensors, which are integrated into the actuator, are more suitable [Szelitzky et al.
(2014)].
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Table 1 shows different methods for measuring the
bending of soft actuators with integrated sensors. Roduit
et al. (1998) and Gibbs and Asada (2005) use resistance
measurements to determine a bending angle. Roduit et al.
(1998) use the difference in position of two parallel cables and
Gibbs and Asada (2005) use conductive fibers. Felt et al.
(2016) present an inductive measuring method. Wire ties
are cast around the fins of a soft pneumatic actuator and
its inductance is measured. Here, an inductance change of up
to 19% is observed for bends up to 190°. Besides mapping
quantified elongation into a geometric shape, another method
is the estimation by covering change in pose with an inertial
measuring unit. In this case, the pose of an object is observed
based on acceleration and rotation rates as well as
magnetometer data. Best et al. (2015) and Seel et al. (2014)
use this method to measure the bending between rigid links.
Seel et al. (2014) achieve an accuracy of 3° at a frequency of
60Hz.

Gerboni et al. (2017) use a commercial flex bend sensor
based on conductivity measurements for a soft pneumatic
actuator with one degree of freedom (DoF). In the
experiment with a closed-loop control, an accuracy of 1.08°

is achieved at a clock rate of 40Hz. Yuen et al. (2018) describe
the manufacture of strain sensors, which are directly
integrated into several film layers in a soft pneumatic
actuator. The capacitive based sensor consists of multiple
layers with silicone-based conductive electrodes and silicone
elastomers as the dielectric. For the measurement using
electrical impedance tomography, shredded carbon fibers
are arranged as electrodes in the actuator, as described in
Visentin and Fiorini (2018). The change in electrical
conductivity is measured to reconstruct the bending. The
optical bending sensor presented by Donno et al. (2008) is
a very accurate measuring method. Non-polarized laser light is
polarized by a filter and sent through an optical fiber. If this
optical fiber is bent, its polarization changes. Then the change
in angle can be recorded via a photo electrode with a second
polarizing filter. The accuracy for measurements with up to
1 kHz is specified as 0.01°. The use of alloys that are liquid at
room temperature should also be mentioned here. EGaIn
sensors can also be used for bending measurement [Mengüç

et al. (2013)]. Their support fixtures are based on similar or
same material as the actuator to avoid inflecting the behaviour
of the actuator. However, the production of such sensors is
proving to be difficult, and for this purpose separate system
components must be developed.

In addition to the sensors, models or neural networks are also
used to estimate the state parameters for closed-loop control
[Runge and Raatz (2017), Tan et al. (2019) and Katzschmann
et al. (2019)] from, for example, pressure measurements.
Katzschmann et al. (2019) have published an approach for
closed-loop control, where a reduced order finite element
model is used for the feedback.

The research presented here aims to enable a low-level control
for a three DoF fiber-reinforced actuator (FRA) using orientation
measurement of the actuator’s tip. For this purpose, an inertial
measurement unit (IMU) is studied. The low-level system
description is done at chamber level, where the chamber’s
pressure and length are considered. A reconstruction model is
developed to observe the state variables, which are relevant for the
control. In particular, the observed states include the lengths of
the individual actuator chambers, which cannot be measured
directly. To build the measurement model, an actuator segment is
assumed to have a shape with a piece-wise constant curvature.
The parameters are identified using particle swarm optimization
and the validation of the measurement model is performed using
a camera tracking system. The developed models are used for
chamber length control and pressure control. Kinematic
relationships between actuators chambers are not modeled.
They are included in this concept as unknown disturbances.
Compared to Katzschmann et al. (2019), we focus on the closed-
loop control of individual segments at chamber level. For this
purpose, we consider all components from the effector to the
actuator chambers. The lumped second order dynamic model
from Skorina et al. (2015) is on low level as well. In contrast to our
work the effector system with a pneumatic valve is neglected for
modeling.

For the test bench, a PC with Simulink Real-Time as
operating system is used. It communicates with the
Beckhoff IO-devices over EtherCAT bus. Three Enfield LS-
V05 5/3 proportional directional valves are connected to
regulate the airflow to the three FRA chambers. To reduce
measurement noise, a peripheral EK1100 EtherCAT bus
coupler with analog inputs connects five pressure sensors
by First Sensors to measure pressure in all chambers, as
well as supply and atmospheric pressure. To detect the
orientation, the IMU is connected via a microcontroller
with an EtherCAT shield. All components are commercially
available.

2 MODELING OF THE SYSTEM
In the following, the system components are modeled for use in a
closed-loop control (Figure 1). First, the behavior of the valves
that regulates the airflow is described. The valve model is needed
for the development of the sliding mode control (Section 5.1).
Then the connection tubes between valves and actuator chambers
are considered. Afterwards the actuator is modeled. For this
purpose, the individual dynamic modeling of the chambers are

TABLE 1 | Overview of different measurement methods for the determination of
actuator deformation compiled from the current literature.

References Measurement Uncertainty Frequency DoF

Al Jaber and Althoefer
(2018)

Optical — — 2

Best et al. (2015) IMU — — 3
Donno et al. (2008) Optical 0.01+ 1 kHz 1
Felt et al. (2016) Inductive 2+ — 1
Gerboni et al. (2017) Conductive 1.08+ 40Hz 1
Gibbs and Asada (2005) Resistor 2.4+ 2Hz 1
Roduit et al. (1998) Resistor 2+ — 2
Seel et al. (2014) IMU 3.3+ 60Hz 3
Visentin and Fiorini (2018) Impedance — — 2
Yuen et al. (2018) Capacive — 10Hz 1
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combined to form a complete description of the entire actuator’s
geometry. Finally, a state-space representation of the soft robot
system is set up.

2.1 Model of Valve
The valve model is based on the work of Ben-Dov and Salcudean
(1995) and Richer and Hurmuzlu (2000a), Richer and
Hurmuzlu (2000b). For a detailed description of the valve
modeling, we refer to our preliminary work in Ibrahim et al.
(2019). The air mass flow _mv through an orifice A of the valve is
described with

_mv � cfA
pu��
T

√ Ψ(pd, pu). (1)

This mass flow depends on the upstream pressure pu and
downstream pressure pd as well as the temperature T. Here, the
temperature is assumed to be homogeneous throughout the
system. The flow coefficient describes the ratio of real and
ideal volume flow with

cf �
_V real

_V ideal

. (2)

The flow function can be calculated with

Ψ(pu, pd) �
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

�������������
κ

R
( 2
κ + 1

)κ+1/κ−1√
pd
pu

≤ pcrit�������
2κ

R(κ − 1)

√ (pd
pu
)1/κ

�����������
1 − (pd

pu
)κ−1/κ

√√
pd
pu

> pcrit

. (3)

The flow Ψ depends on the critical pressure pcrit, which is
calculated with

pcrit � ( 2
κ + 1

)κ/κ+1, (4)

with κ as the heat capacity ratio. Here,Ψ is constant for a pressure
ratio pd/pu, which is smaller than the critical value. Differently, it
is a nonlinear function, which depends on the upper- and
downstream pressure.

The orifice A of the valve depends on the spool position xs.
Assuming that a rectangular slider with an edge length b covers a
circular opening with a radius r, the effective area is calculated as a
circle segment. With the coordinate

xe � xs − b
2
+ r, (5)

the area A can be calculated with

A(xe) �
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

0 xe < 0

(xe − r)
��������
2rxe − x2e

√
+ r2arccos(r − xe

r
) 0≤ xe ≤ 2r

πr2 xe > 2r

.

(6)

The dynamic of the spool displacement is described with the
second order differential equation

m€xs � −Ff + FS − 2kxs − d€xs. (7)

Ff stands for the frictional force that occurs during the
movement. The spool of the valve has a damping d and a
stiffness 2k. Its force is calculated with

FS � KSiS � K
τ
u, (8)

with the spool current iS and the motor constant KS, as well as
input voltage u, gain K and time constant τ.

2.2 Model of Connecting Tubes
The tubes, which connect the valves with the actuator chambers,
affect the air mass flow. The friction in the tube leads to a loss of
flow, which causes a time delay, which is based on the sonic speed
csonic. The incoming mass flow _min can be calculated using the
tube diameter d and the tube length l with

_min(t) � ϕ _mv(t − l
csonic

). (9)

Here, ϕ is the attenuation coefficient and it is calculated with

FIGURE 1 | The closed-loop control uses the difference between observed chamber length and the ones from PCC configuration as feedback.
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ϕ � e−
RtRT
2pend

l
csonic . (10)

The pressure pend is measured at the end of the tube. The
friction resistance is described in Ibrahim et al. (2019) as

Rt � 0.158
d2

(BT3/2

T + S
)1/4(4 _mv

dπ
)3/4.

(11)

with the model of Sutherland and its constant B � 1.4747 ×
10− 6Pas/

�
k

√
and a substance-specific temperature S. By

using short and wide tubes, the friction and time delay are
minimal and can be neglected. With airtight connectors and
tanks, the leakage is also minimal and therefore neglected
as well.

2.3 Model of Soft Pneumatic Actuator
In the following actuator modeling is presented using
the example of a FRA made of Dragonskin 10 silicon
[Polygerinos et al. (2015)]. Figure 2A shows the actuator
segment. The Deformation of the actuator is due to
expansion of the chambers, which are located along the
actuator length. First the entire actuator is considered and
a geometric model is created. Then the dynamics of an
individual chambers of the actuator are considered and
modeled.

2.3.1 Geometric Modeling
Based on work from Webster and Jones (2010) the actuator’s
shape is approximated with a piece-wise constant curvature
(PCC). The configuration is described with the arc length la,
the bending direction ϕ and the bending angle θ � (1/r)la
with bending radius r. As seen in Figure 2, a segment with
length la consists of three symmetrical arranged chambers
with a length of li. An elongation of at least one of these
chambers leads to a bending and extension of the segment.
For a mapping between the PCC parameters (ϕ, θ, la) and the

task space coordinates the homogeneous transformation
matrix

0T1PCC � [ 0R1PCC (1)t
0 1

]

�

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

c2ϕcθ + s2ϕ sϕcϕ(cθ − 1) cϕsθ cϕ(1 − cθ) la
θ

sϕcϕ(cθ − 1) s2ϕcθ + c2ϕ sϕsθ sϕ(1 − cθ) la
θ

−cϕsθ −sϕsθ cθ sθ
la
θ

0 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

(12)

from Webster and Jones (2010) is used. This describes the
transformation between the segment’s base (CF)0 and the end
of the PCC part (CF)1 (Figure 2). For static parts of the segment a
linear displacement dE, that results in a transformation 1

TE with
1RE � I and thus only a translation vector (E)t � (0, 0, dE, 1)T,
is added.

The mapping between the PCC parameters and the chamber
length is also given in Webster and Jones (2010). For each
chamber i the arc length is

li � la − dicos(σ i − ϕ)θ. (13)

The chamber position is specified by the distance di to the
central axis and the angle σ i to the (0)x-axis.

2.3.2 Chamber Modeling
The basis for chamber dynamics is the low-level model from
Ibrahim et al. (2019). This describes the pressure curve depending
on incoming and outgoing mass flow _min and _mout respectively, as
well as changes in volume _V . Considering a chamber with a
volume V, the pressure change is described with

_p � RT
V

(αin _min − αout _mout) − α
pi
V

_V . (14)

FIGURE 2 | Geometry of soft pneumatic actuator with PCC parameters ϕ, θ, l, top view (A), side view (B) and coordinate frames used for the reconstruction
model (C).
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The chamber’s volume is affected by the difference between
internal pressure and atmospheric pressure. Since the FRA only
expands the chambers in one axial direction, the spherical
approach from Ibrahim et al. (2019) is not suitable. For this
reason, a cylinder model is constructed in the following. The
volume of a cylinder is

V � πr2c l, (15)

and it is described by the circular base with the chamber radius rc
and the chamber length l. At idle state, the pressure in the
actuator chamber is patm and the volume is V � πr2c l0 with the
initial length l0.

Analogous to the sphere model, the force due to the pressure
difference pdiff � p − patm is

Fp � pdiffπr
2
c (16)

and the force of the material tension is

Fσ(l) � σc(ϵ)2πrcwc, (17)

with wc as the chamber wall thickness. The elongation depends
on the length change ϵ � l − l0/l0 of the actuator chamber. Based
on Ibrahim et al. (2019) and the cylindrical shape the chamber’s
dynamic is modeled with a second order nonlinear differential
equation

M€l + D _l � Fp − Fσ(l). (18)

The coefficient M is the chamber’s mass and the coefficient D
describes the chamber’s damping.

2.4 State Space Representation
Using the equations above, a state-space representation of the soft
robot system is set up. For this purpose, a segment with three
chambers is considered. In Figure 1 the control loop is shown.
For each chamber a valve is used to regulate the in- and outgoing
mass flow. This flow causes a pressure change in the actuators
chambers and as a result the chambers in- or deflate. The pressure
in each chamber is measured, as well as the actuator’s orientation
at a certain point along the arc.

2.4.1 System Dynamics
The system dynamics

_x � f (x, u) � ( _p1, _p2, _p3,€l1,€l2,€l3, _l1, _l2, _l3 )T, (19)

describes the change of the state variables x � (p, _l, l)T. These are
the chamber pressures p � p(1, p2, p3)T, the chamber lengths
l � (l1, l2, l3)T and its derivative _l � ( _l1, _l2, _l3)T. The product of
the valve’s opening cross-section Ai and the flow coefficient cf ,i
is selected as system input
u � (ui, u2, u3)T � (cf ,1A1, cf ,2A2, cf ,3A3)T. Introduced in
Ibrahim et al. (2019), the use of fast switching valves allows
to neglect the spool dynamic Eq. 7.

The states are described, based on Eq. 14, as

_pi �
RTa

πr2c li
(αin,i _min,i(ui, pi) − αout,i _mout,i(ui, pi)) − αi

pi
li
_li, (20)

and based on Eq. 18 as

€li � r2c,i
Mi
((pi − patm)π − σc,i(ϵ)2π − Di

r2c,i
_li), (21)

with i � 1, 2, 3. For mass flow equation please refer to (Section
Model of Valve).

2.4.2 Measurement Model
The measurement model is used for mapping between the state
space x and the measurement output y � (p1, p2, p3, cx, cy)T with
bending angles cx and cy. The pressures p � (p1, p2, p3)T are both
state and measurement quantities. The orientation at any point of
the arc is represented with Euler angles in RPY notation. The
corresponding rotation is described with the rotation matrix

RRPY � ⎡⎢⎢⎢⎢⎢⎢⎢⎣ cczccy cczscyscx − sczccx cczscyccx + sczscx
sczccy sczscyscx + cczccx sczscyccx − cczscx−scy ccyscx ccyccx

⎤⎥⎥⎥⎥⎥⎥⎥⎦. (22)

From the states l � (l1, l2, l3)T, the PCC parameters (ϕ, θ, la)
are calculated first and then the bending angles cx and cy at arc
position lm are determined by comparison of the entries of the
rotation matrices Eqs. 12, 22.

If the quotient

l2 − l1
l3 − l2

� d1cos(σ1 − ϕ) − d2cos(σ2 − ϕ)
d2cos(σ2 − ϕ) − d3cos(σ3 − ϕ), (23)

is formed from Eq. 13 and the addition theorem cos(α − β) �
cosαcosβ + sinαsinβ is applied, the equation

tan ϕ �
l2−l1
l3−l2 (d2cos σ2 − d3cos σ3) − (d1cos σ1 − d2cos σ2)
(d1sin σ1 − d2sin σ2) − l2−l1

l3−l2 (d2sin σ2 − d3sin σ3) , (24)

results. With

l2 − l1 � θ(d2cos(σ2 − ϕ) − d1cos(σ1 − ϕ)). (25)

the angle

θ � l2 − l1
d2cos(σ2 − ϕ) − d1cos(σ1 − ϕ), (26)

is determined. Transposing Eq. 13, the arc length is

la � l1 + d1cos(σ1 − ϕ)θ. (27)

Getting from PCC parameters to RPY angles, we first
determine the rotation matrix at the measuring position.
Based on the PCC parameters and the measurement position
lm we determine the rotation matrix 0Rm(lm). For a measurement
position at any point l � lm on the central arc, the transformation
matrix 0Tm(lm) is based on 0T1PCC from Eq. 12 with bending
angle

θm � θ
lm
la
, (28)

and arc length lm.
From the comparison of the rotation matrices Eqs. 12, 22

follows
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cy � arctan2( − r31,
�������
r211 + r221

√ ). (29)

If cos(cy) � 0, the angle cx � 0. For other cases

cx � arctan2⎛⎝ r32
coscy

,
r33

coscy
⎞⎠, (30)

applies. From these equations the measurement model can be set
up with

y � g(x) � ⎡⎢⎢⎢⎢⎢⎢⎢⎣ p
cx
cy

⎤⎥⎥⎥⎥⎥⎥⎥⎦. (31)

The state space representation consists of _x � f (x, u) and y �
g(x) is used to analyze and simulate the system. In practical
applications not only the description of the system behavior is
relevant. Furthermore, a consideration of the states x during
operation is essential.

In summary, the measurement model is based on the
correspondence of the rotation matrices, which was established
on the one hand by the sensor values in RPY coordinates and on
the other hand by the approximation of the actuator shape by the
PCC parameters. The offset between the actuator’s tip and the
measurement position is also included by shifting the position
with the PCC parameters.

3 RECONSTRUCTION

In the control loop shown in Figure 1, the controlled
variable is the length of the chambers. Since the lengths are
not directly measurable, a reconstruction is necessary. In the
following a model for reconstruction is described, which
determines the state of the actuator from sensor
measurements.

3.1 Reconstruction With a Static Inverse
Measurement Model
The pressures p and the orientation at a certain point on the arc
are available as measured system outputs. The relationship
between the measured and state variables is determined by the
measurement model from Eq. 31. The pressure is directly
mapped from state to system output. The inverse function of
the measurement model is not sufficient to determine the
actuators shape, because the mapping is not bijective. With
the measured orientation, only a relative chamber length is
captured. Therefore the overall actuator length is unknown
and a reconstruction of the length is performed. Mapping the
system output to the state variables, the inverse measurement
model

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ pl1l2
l3

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ � g−1⎛⎜⎜⎜⎝ p
cx
cy

⎞⎟⎟⎟⎠, (32)

is formed with the measurement equations that have already been
established as well as the system dynamics. In a first step the
orientations measurement is used to calculate the PCC
parameters ϕm and θm at a measurement position lm. The arc
length la cannot be determined, because it does not affect the
orientation as seen in Eq. 12.

Unlike the two measurement variables cx and cy the rotation
cz around the z-axis is unknown. Checking matrix Eq. 12, it
becomes apparent that the entries r12 and r21 are identical. To
match the rotation matrices, this must also apply to 1R0RPY on Eq.
22. Thus follows

r12,RPY � r21,RPY, (33)

sinczcoscy � cosczsincysincx − sinczcoscx, (34)

and therefore for the angle

cz � arctan2(sincxsincy, coscy + coscx). (35)

If the rotation matrices Eqs. 12, 22 are compared with each
other, the bending direction can be found in

tanϕm � sinϕm

cosϕm

� r3,2
r3,1

. (36)

This Results in the Following Angles

ϕm � arctan2(ccyscx,−scy) + π, (37)

To get the bending angle θ we need

tanθm � sinθm
cosθm

� r1,3cosϕ + r2,3sinϕ
r3,3

, (38)

and so it is

θm �
∣∣∣∣∣arctan2[(cczscyccx + sczscx)cϕ + (sczscyccx − cczscx)sϕ, ccyccx]∣∣∣∣∣.

(39)

at the measurement position lm. Since the arctan definition range
is [−π, π], Eq. 37 is shifted by π, so ϕm is in the [0, 2π] PCC
definition range. The angle θm is positively defined, hence no full
consideration of all quadrants of the inverse angle function arctan
is necessary for the PCC parameter.

In contrast to ϕm and θm, the arc length la cannot be
reconstructed from the orientation measurement. A
reconstruction based on the actuator’s model is necessary.
Considering a static case the force equilibrium is

Fp � Fσ . (40)

With Eqs. 16, 17, strain, based on pressure, is

ϵi � σ−1
c (pdiff ,irc2wc

). (41)

Through the defined strain the chamber lengths

li � (1 + ϵi)l0,i, (42)

can be determined. With Eqs. 24, 26 the arc length la is known
from Eq. 27.
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From the reconstructed arc length la the bending angle at
segment end

θ � θm
la
lm

(43)

can be derived with Eq. 28. In a last step the chamber lengths li are
determined with Eq. 13.

Reconstruction of the state variables was also performed by
comparing the rotation matrices. With the orientation
measurement, the PCC parameters can be determined at the
measurement position. Since the actuator length cannot be found
using the orientation measurement, it was necessary to look at the
actuator forces. For static case the state variables can be
reconstructed now.

3.2 Measurement Devices for Shape
Sensing
In this research, a camera tracking system and an IMU are used to
capture actuator’s shape. The camera tracking system is used for
identification and validation experiments and the IMU is used for
orientation measurement of the actuator’s tip (Figure 2A).

3.2.1 Camera Tracking System
An OptiTrack Flex three camera system is installed to
track the FRA’s segment tip. The system is infrared based,
therefore reflecting markers are attached to the end of the
FRA. With a resolution of 100 frames per second, 2D images
of six cameras are reconstructed into a 3D representation,
thus calculating the tip’s position. As a result, it is possible to
record the position of the actuator with the cameras in a cycle
of 100 Hz.

3.2.2 Inertial Measurement Unit
The IMU Waveshare12476 has an ICM20948 chip, which
includes a compass, a gyroscope and an accelerometer. The
rotations cIMU

x , cIMU
y and cIMU

z in the frame of the IMU
(CF)IMU can be estimated. The IMU uses the earth’s
gravitational force (direction of the z-axis) and the earth’s
magnetic field (direction of the y-axis) for the orientation of
the basic coordinate system. Furthermore, the IMU includes a
processor for motion processing algorithms, which forwards the
data via the I2C bus to the host processor. In this setup, a clock
rate of 40 Hz is achieved.

4 IDENTIFICATION

In the previous sections model equations, which depend on
various parameters, have been derived. Therefore the
parameters have to be determined. Some parameters are based
on literature, others can be found in CAD models or can be
measured directly. However, a few parameters cannot be
determined directly and thus they must be identified. In the
following, parameters to be determined are highlighted and their
identification procedures are described.

4.1 Parameter of Valve Model
The function of the valves is described with the mass flow Eq. 1.
The following parameters have to be defined:

• The ideal gas constant R and the isentropic exponent κ,
• discharge coefficient cf ,
• as well as the mapping between the valve’s orifice A(u) and

the input voltage u.

A detailed description of parameter choice and identification
can be found in Krause et al. (2019).

4.2 Parameter of Actuator Model
Regarding the actuator, a distinction is made between chamber
modeling and geometric modeling of the entire actuator. First, the
chamber dynamics is considered. For Eqs. 14, 18, the parameters
needed are

• the coefficients αin and αout based on the occurring heat
transfer,

• the stress-strain curve σ(ϵ),
• the chamber radius rc and wall thickness wc and the
• chamber’s mass M and damping D.

The identification process of these parameters is also
mentioned in Krause et al. (2019). In addition to the
procedure mentioned above, an identification of the actuator
geometry is carried out. Also, a more precise volume description
for identifying the stress strain curve is possible. The actuator’s
geometric model is parameterized with

• the chamber positions, that consist of the angle σ i and the
offset di to the central axis,

• the offset from the end of the PCC segment to the end
effector dE,

• as well as the length of the unstressed PCC segment l0.

The chamber position is based on the design of the actuator’s
mold. If the three chambers are arranged as in Figure 2, their
position is specified with the angle

σ i � 2i + 1
3

π. (44)

Assuming a symmetric design, the offsets are equal with
di � dc. The chamber displacement dc and the linear distance
to the end effector dE are based on the actuator’s CAD data. The
initial actuator length l0 of the PCC segment needs to be
identified. For this purpose, the pressure control from Ibrahim
et al. (2019) is used to deflect the actuator in different bending
directions and angles. The true position is recorded with the
camera tracking system described in Section Camera tracking
system. A marker is attached at the end effector with a
displacement dmk. The camera tracking system records the
marker position (cam)rmk in the camera frame (CF)cam. This is
calibrated with a ground plane to match its frame orientation
camR0 and origin to the actuators base (CF)0. Only a displacement
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dtop at the top of the actuator mount is left. Thus, the
transformation is

camT0 � [ camR0 (cam)rtop
0 1

], (45)

with camR0 � I and (cam)ttop � [0, 0, dtop, 1]T. With the
homogeneous transformation matrix 0T1 from Webster and
Jones (2010), the marker position (1)rmk � [0, 0, dmk , 1]T is
mapped to the base coordinate system (CF)0. Hence, the
estimated marker’s position is

(cam)r̂mk � camT0
0T1PCC(1)rmk. (46)

To estimate the marker position, the transformation matrix
0T1PCC and therefore the PCC parameters are needed.

For measurement, an IMU is used. As described in Section
Reconstruction with a static inverse measurement model, an
estimation of the actuator elongation is necessary. A special
actuator design leads to constraints for the arc length la. If
there is a construction with high stiffness in the longitudinal
side, one can set la � l0 � constant. This is the case for the 3D
printed PneuNet actuator from Garcia et al. (2020). While the
chambers lengthen and shorten during the bending of the
actuators, the central axis does not change in length.

If only positive elongation of the chambers is possible, the arc
length la is not fixed and approximated as a function of the
bending angle θ. Assuming a linear relationship, we estimate the
change of arc length to be

la � l0 + dnθ. (47)

This is equivalent to a displacement of a neutral axis in
bending direction, where there is no strain. This behavior is
typical for the fiber-reinforced actuator with at least one relaxed
chamber. For identification with length approximation and
camera tracking system the.

• displacement dtop of the camera base frame,
• the displacement of the neutral axis dn
• and the marker offset dmk

are also needed.

4.2.1 Orientation of the Inertial Measurement Unit
The orientation of the IMU is recorded at lm � la, the tip of the
segment. For IMU measurement the transformation IMUR1 is
unknown. The rotation matrix

IMUR1 � R(ϕz, ϕy, ϕx), (48)

is built with RPY angles (ϕz, ϕy, ϕx), which must also be
identified. To determine the PCC parameter, the rotation
matrices

0R1PCC � 0RIMU
IMUR1 (49)

must be equal. For the identification routine, we first determine
the yaw angle θz. This is accomplished similar to Eq. 35. By
inspecting the PCC rotation matrix Eq. 12, notably the entries r1,2

and r21 are identical. From this relation and from Eq. 49 the yaw
angle is determined with

tanθz �
(sϕy cθx − cϕy sϕz sθx)sθy − cϕy cϕzcθy − sϕxcϕy sθx + (cϕxcϕz + sϕx sϕy sϕz)cθx(sϕxcϕy cθx + (sϕx sϕy sϕz + cϕxcϕz)sθx)sθy + (sϕx sϕy cϕz − cϕx sϕz)cθy + sϕy sθx + cϕy sϕzcθx

.

(50)

With Eqs. 36, 38 the bending direction ϕ and the bending
angle θ can be derived from the rotation matrix of the IMU. The
arc length la is approximated with Eq. 47.

With these PCC parameters the homogeneous transformation
matrix 0T1PCC is built and the marker position (cam)r̂mk can be
estimated from IMU measurements with Eq. 46.

4.2.2 Optimization
With particle swarm optimization, the parameter values are
optimized to fit the calculated positions (cam)r̂mk from the
sensor to the true data from the camera tracking system. The
cost function is built with the Euclidean distance of the marker
positions. In order to consider the measurements in the deflected
state more intensely, the costs are increased with the Euclidean
distance in the (xy)-plane. Consequently, the cost function for N
measurements is

c �∑N
i�1

∣∣∣∣∣∣∣∣(cam) r̂mk,i − (cam)rmk,i

∣∣∣∣∣∣∣∣ �������������������((cam)x̂mk,i − (cam)xmk,i)2√
+ ((cam)ŷmk,i − (cam)ymk,i)2

N
.

(51)

The identification measurement is recorded with pressure
steps in each chamber separately and in pairs of two. This
movement covers many operation points. After the oscillation
has subsided, the measurement data of each stage i is recorded
and averaged for noise reduction. This provides the
identification data set. The identification of the IMU sensor
results in a mean error ||(cam)r̂mk − (cam)rmk|| of 1.6mm and a
standard deviation of 0.9mm. For validation, sine pressure
curves with different phase shifts are recorded. Here, again a
path with different operation points is selected. The path in
Cartesian x, y and z-direction is shown in Figure 3.
Furthermore, the deviations of the individual coordinates
between IMU and the camera tracking system are shown in
Figure 3. The validation results in a mean error of 4.1mmwith
a standard deviation of 0.9mm. The largest deviations occur at
changes of the moving direction.

For length reconstruction, based on strain from Eq. 41, the
relation σ(ϵ) is needed. At steady state, the pressure pi and the
chambers’ lengths li are recorded. If only one chamber is actuated,
there is a bending dependent extension of the arc length. First, the
PCC parameters from Eqs. 36, 38 and the length la � l0 + dnθ as
well as the real bending angle Eq. 43 are determined. With this
configuration the chambers’ lengths can be calculated by Eq. 13.
To prevent falsification due to wrong identification of chamber
radius rc and wall thickness wc, the augmented stiffness

S(ϵ) � σ(ϵ)wc

rc
� pdiff

2
, (52)

is identified. With different steady states, a look-up table for the
stress is filled. The results for all three chambers are shown in
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Figure 4. The values of the individual chambers differ due to
manufacturing tolerances. It should be noted here that the
elongation of an individual chambers refers to the length l0 of
the central axis of the entire PCC segment. Therefore an
elongation ϵ≠ 0 is possible although the material is not under
tension.

5 CLOSED-LOOP CONTROL USING THE
RECONSTRUCTION MODEL

In this section the previously described reconstruction model
is used for low-level closed-loop control of pressure and
chambers’ length of the FRA. For the pressure control, a
sliding mode control (SMC) is used. In our previous
research [Ibrahim et al. (2019)], it was shown, that a SMC
was worse than a PI controller, due to the lack of information
about the volume of the chamber of the actuator. With the
information of the chamber length from the reconstruction
model in this research and the known radius of the chambers,
their volume can be calculated. This is used to design the SMC
and the results are compared with a PI controller.

In addition, a closed-loop control for the chambers’
length using a PID controller is implemented and
evaluated. Here, a path is also traced and the PCC and
Cartesian coordinates are considered. In Figure 1, the
layout of the control system is shown with w as reference
input and y as feedback.

5.1 Closed-Loop Control of the Pressure
With a Sliding Mode Control
The control law for sliding mode control is

u � ueq − ξsat(s
ζ
), (53)

with its parameters ξ, the maximum gain, and ζ, which depends
on a feasible error ~pmax and control frequency fc by

ζ � 2πfc
5

~pmax. (54)

The tracking error is ~p � pa(t) − pd(t) and leads to

s(~p) � ( d
dt

+ λ)n− 1

~p(t). (55)

Its first order n � 1 becomes

s(~p) � ~p � pa − pd (56)

FIGURE 3 | Validation for IMU identification.

FIGURE 4 | Identified stiffness parameters of the actuator chambers.
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and its time derivative with Eq. 14 is

_s(~p) � RT
V

(αin _min − αout _mout) − αpa
_V
V
− _pd. (57)

The condition for equivalent control

_s(~p) � 0, (58)

is converted to u. If pd ≥ pa the air has to flow into the actuator. It
results in

_mout � 0, (59)

and

_min � V
αinRTa

( _pd + αpa
_V
V
). (60)

Inserting Eq. 1 in Eq. 60 gives the equivalent control

ueq � cfA �
V
RTa
( _pd + αpa

_V
V)

psΨ(ps, pa)ϕ(u(t − T), ps, pa)αin. (61)

For calculating the attenuation coefficient from Eq. 10 with
tube resistance Eq. 11, the previous mass flow and therefore the
previous input u(t − τ) is used. The calculation of the equivalent
control for pd < pa is determined analogously.

The sliding mode controller was compared with a PI controller
(Figure 5). Here, two different operation (1.8 × 10− 5Pa and
2.5 × 10− 5Pa) points were approached in one jump and one
stair function. The evaluation of the control quality for the
steps is shown in Table 2. Here, the overshoot, the rising
time, the settling time (5%) and the control deviation are
considered. The SMC has a lower overshoot at all steps
compared to the PID controller. The greater the height of the

step, the greater the difference between SMC and PID overshoot
(comparison 5 s and 15 s). Since the PID controller is set
dynamically, the rising time is shorter than the time of the
SMC. The SMC performs better than the PID controller in
terms of settling time. The control deviation shows a weakness
of the SMC. While with rising steps (5 s, 15 s, 25 s and 30 s) the
control deviation between SMC and PID is comparable, SMC
shows a clear deviation for falling steps (10 s, 20 s and 35 s). This
problem can be solved by optimizing the controller parameters of
the SMC [Ibrahim et al. (2019)]. It can be seen that the SMC in
combination with the reconstruction model and the IMU
provides a better performance than a PID controller for
pressure control. Especially with different operation points, the
advantages of the SMC become clear.

5.2 Closed-Loop Control of the Chambers’
Lengths
Beside the pressure control, a closed-loop control with the
previously described state variables li (chambers’ length) as
feedback is considered. The reference variables are the bending
direction ϕ(t), the bending angle θ(t) and the segment length la.
With Eq. 13 each chamber length is calculated and is used as
control variable. As a controller, a PID controller designed with
Ziegler-Nichols’ method is used [Ziegler and Nichols (1942)].
During controller design, it was found, that the chambers behave
differently, which can be attributed to manufacturing tolerances.
Thus, separate controllers are designed for each chamber of the
actuator. The step response of the three chambers for two
different operation points (0.144m and 0.151m) is shown in
Figure 6. Furthermore, the deviation of the individual chamber
lengths can be taken from Figure 6. It is shown, that apart from
the steps, the measured chambers lengths follow the desired

FIGURE 5 | Comparison between SMC and PID Controller for pressure control.
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TABLE 2 | Performance of SMC and PID controller for pressure control.

Time [s] Controller Overshoot [Pa] Rising time
[ms]

Settling time
[ms]

Control deviation
[Pa]

5 SMC 5,218 92 275 117
PID 8,943 78 698 124

10 SMC 263 191 4,778 1939
PID 7,838 92 672 241

15 SMC 3,315 182 275 427
PID 10,511 78 723 476

20 SMC 368 250 349 1884
PID 11,920 80 545 219

25 SMC 2,714 90 164 117
PID 8,185 77 713 131

30 SMC 2,832 136 497 398
PID 7,187 102 598 475

35 SMC 5,449 114 316 123
PID 10,078 68 546 129

FIGURE 6 | Step response of PID controllers of chambers’ lengths.
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chambers lengths. The evaluation of controller performance for
the first two steps is shown in Table 3. For the control deviation, a
good value is reached with < 0.05 × 10− 3 m for all chambers.
Since the controller is set dynamically, the overshoot is large

(< < 6 × 10− 3 m) but the rising time is small. Within the
chambers, chambers one and three show stronger overshoots
than chamber 2 with similar rising time. These differences can be
explained by the manufacturing tolerances. The overshoots from

TABLE 3 | Performance of the PID controller for closed-loop control of the chambers’ lengths.

Time [s] Chamber Overshoot [m] Rising time [ms] Settling time [ms] Control deviation [m]

20 1 3.88 × 10− 3 136 1870 0.02 × 10− 3

2 2.22 × 10− 3 132 2,613 0.01 × 10− 3

3 3.71 × 10− 3 124 1,431 0.04 × 10− 3

40 1 −0.81 × 10− 3 193 761 0.03 × 10− 3

2 −0.43 × 10− 3 173 940 0.02 × 10− 3

3 −0.63 × 10− 3 149 1854 0.03 × 10− 3

60 1 5.99 × 10− 3 131 2,605 0.04 × 10− 3

2 3.28 × 10− 3 160 1,442 0.02 × 10− 3

3 5.71 × 10− 3 142 1,444 0.01 × 10− 3

80 1 −0.84 × 10− 3 164 930 0.02 × 10− 3

2 −0.51 × 10− 3 218 1,098 0.03 × 10− 3

3 −0.71 × 10− 3 170 2,436 0.05 × 10− 3

FIGURE 7 | Desired and measured values of the chambers’ lengths during validation of PID Controller.
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Table 3 and Figure 6F do not match, because the Δ of the
chambers lengths is shown in the Figure. At the moment of the
step there is a dead time, so the delta is greater than the overshoot.

For testing the controller performance, different PCC parameters
are specified. With bending angles θ � 15+ and θ � 25+ and
actuator length of la � 0.15m, multiple bending directions ϕ �
k30+ with k � 0, 1, . . . , 11 are used to compute the reference in
Eq. 13. Figure 7 shows the lengths of the chambers during the
movement. The overshoots are clearly visible in the steps, whereby
these increase with increasing step height. This is clearly shown in
the Δ of the chamber lengths in Figure 7. First l1 has the largest
overshoots, then l2 and finally l3. This is due to the dynamic setting
of the PID controller. It also becomes, clear that the desired value is
not achieved with small chamber lengths. One reason for this could
be the stretching of the chamber during the previous actuation. Since
no negative pressure is generated, the desired length cannot be
achieved. Figure 8 shows the movement in the PCC parameters ϕ
and θ of the actuator. The initial position of the actuator is not
defined for the PCC parameters (singularity). For a better view the
measurement is set to ϕ � 0. Also the reference of ϕ � 0+ lead to
results in a neighborhood of ϕ � 360+. Thus ϕ oscillates at the
beginning of the experiment in Figure 8. The steps of the desired
angle ϕ are well achieved. At the angle θ the larger steps are not quite
reached.

The controller performance is validated with the camera tracking
system. For this purpose, the desired marker position is determined
based on work from Section Reconstruction with a static inverse
measurement model and Parameter of Actuator Model. As shown in
Figure 9 there is a mean deviation of 4.3 × 10− 3 m between the
desired path and the reconstructed position. The reconstruction differs
from the validation data from the camera tracking systemwith amean
of 1.9 × 10− 3 m and a standard deviation of 2.2 × 10− 3 m. The
overshoots in x and y are similar in size and the overshoots in z
are smaller by a factor of 3. The reason for this is that the influence of
the chamber length on x and y is greater than on z.

In addition to a set point stabilization that is done with the
steps in the validation above, a control for path tracking is
considered, too. For that a circle with a radius of about 31 ×
10− 3 m is constructed with the PCC parameters θ(t) � 25+,
ϕ(t) � 360+t/T and la � 0.1402m is given as reference path.
The results for times of circulation T � 200 s, T � 100 s and T �
5 s are shown in Figures 10–12. It can be seen that there is still a
maximum deviation between 4 × 10− 3 m and 14 × 10− 3 m. The
error increases with decreasing of path time for the circle path.
The reason for this is the feedback frequency of the IMU. This
shows, that a reconstruction model an IMU can be used for
suitable low level closed-loop control of a soft pneumatic
actuator.

FIGURE 8 | Desired and measured PCC parameters ϕ and θ during validation of PID Controller.
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6 CONCLUSION

In this research, a model for reconstruction of state variables of a soft
pneumatic actuator with an inertial measurement unit was
demonstrated. A fiber-reinforced soft pneumatic actuator was
chosen for the investigation. With the PCC approach, the shape
and the deformation variables of the actuator were described and a
geometrical model was developed. Then the dynamics of the actuator
chambers were modeled using a nonlinear second order differential

equation. A state space representation of the soft robotic systemwas set
up with the air pressure, the chambers’ length and the first and second
time derivation of this as state variables. Ameasurementmodel was set
up tomap between the state variables and themeasurement data of the
IMU. With the geometric model and data of the pressure and
orientation measurement, a reconstruction model for the
deformation angles was set up, concerning the specific
material properties of the actuator. The reconstruction model
was used to determine the volume for a sliding mode controller of

FIGURE 9 | Desired and measured Cartesian parameters during validation of PID Controller.

FIGURE 10 | Movement in a circular path in T � 200 s.
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pressure. Furthermore, the control of the chambers’ lengths of the
actuator was investigated.

In the validation of the reconstruction model, a mean error of
4.1mmwith a standard deviation of 0.9mm results from the camera
data for a sinusoidal signal. Also, no large deviations between the
reconstruction model and the camera data were detected, during the
test of the controller. These have a mean error of 2.2mm with a
standard deviation of 1.9mm. When designing the PID controller
using the reconstruction model for the closed-loop control of the
chambers’ length, a good control quality were evaluated with settling
time < 2605ms and an control deviation < 0.05 × 10− 3 m. The
controller was set dynamically so that overshoots were present in the
step response. For the pressure control, a SMCusing the information
of the chambers’ lengths was designed. The evaluation shows a better
performance of the SMC compared to the PI controller, especially
with different operation points.

To increase the performance of the controller, it is necessary to
increase the feedback frequencies of the IMU. A filtering of the
measurement signals can also be considered. Due to the fact that the
pressure dynamic differs from the actuator dynamic, the
reconstruction of the chambers’ length with pressure
measurement is insufficient. Therefore, an observer with known

model dynamic is necessary. In further work, Kalman-filtering
approach for state estimation is recommended. In this approach,
different measurement rates and noises from sensors are concerned.

FUNDING

Funded by the Deutsche Forschungsgemeinschaft (DFG, German
Research Foundation)-405032969.

DATA AVAILABILITY STATEMENT

The original contributions presented in the study are included in
the article/Supplementary Material, further inquiries can be
directed to the corresponding author.

AUTHOR CONTRIBUTIONS

All authors listed have made a substantial, direct and intellectual
contribution to the work, and approved it for publication.

FIGURE 11 | Movement in a circular path in T � 100 s.

FIGURE 12 | Movement in a circular path in T � 5 s.
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GLOSSARY

cϕ cos(ϕ)
sϕ sin(ϕ)
A Valve orifice

cf Flow coefficient

D Chamber dampening

dE Linear displacement for unactuated parts

di Chamber displacement to central axis

dn Displacement to neutral axis

Fp Pressure induced force

Fσ Material stress induced force

l Chamber length

l0 Actuator length in unactuated state

la Arc length

li Length of chamber i

lm Measurement position

M Chamber mass

_m Mass flow

p Pressure

pa Actuator pressure

R Ideal gas constant

Rt Friction resistance

R Rotation matrix

rc Chamber radius

S Substance-specific temperature

s sine

T Temperature

T Transformation matrix

u Input voltage

_V Volume flow

cx Sensor measurement around x axis

cy Sensor measurement around y axis

cz Sensor measurement around z axis

θ Actuator bending angle

θm Measured actuator bending angle

τ Time constant

ϕ Actuator bending direction

ϕm Measured actuator bending direction

(CF)B Base frame of testbed

(CF)0 Base frame of segment

(CF)1 Frame at end of PCC segment

(CF)E End effector frame

(CF)C Reference frame for IMU

(CF)IMU Frame of IMU sensor

(CF)cam Camera frame

FRA Fiber-reinforced actuator

IMU Inertial measurement unit

PCC Piecewise constant curvature

SMC Sliding mode control

SPA Soft pneumatic actuator
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Improved Continuum Joint
Configuration Estimation Using a
Linear Combination of Length
Measurements and Optimization of
Sensor Placement
Levi Rupert 1*†, Timothy Duggan 2† and Marc D. Killpack 1

1 Robotics and Dynamics Lab, Department of Mechanical Engineering, Brigham Young University, Provo, UT, United States,
2Otherlab Inc., San Francisco, CA, United States

This paper presentsmethods for placing length sensors on a soft continuum robot joint as

well as a novel configuration estimation method that drastically minimizes configuration

estimation error. The methods utilized for placing sensors along the length of the joint

include a single joint length sensor, sensors lined end-to-end, sensors that overlap

according to a heuristic, and sensors that are placed by an optimization that we describe

in this paper. The methods of configuration estimation include directly relating sensor

length to a segment of the joint’s angle, using an equal weighting of overlapping sensors

that cover a joint segment, and using a weighted linear combination of all sensors on the

continuum joint. The weights for the linear combination method are determined using

robust linear regression. Using a kinematic simulation we show that placing three or

more overlapping sensors and estimating the configuration with a linear combination of

sensors resulted in a median error of 0.026% of the max range of motion or less. This is

over a 500 times improvement as compared to using a single sensor to estimate the joint

configuration. This error was computed across 80 simulated robots of different lengths

and ranges of motion. We also found that the fully optimized sensor placement performed

only marginally better than the placement of sensors according to the heuristic. This

suggests that the use of a linear combination of sensors, with weights found using

linear regression is more important than the placement of the overlapping sensors.

Further, using the heuristic significantly simplifies the application of these techniques

when designing for hardware.

Keywords: estimation, optimization, continuum joints, soft robotics, proprioception

1. INTRODUCTION

Continuum joints are becoming a common style of robotic joint, especially in the world of soft
robotics. These joints bend continuously along their length and offer the ability to form complicated
shapes, operate in cluttered environments, and can be compliant which increases the inherent safety
of the robot.
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While being able to form complicated shapes and easily
deform is one of continuum joints biggest strengths, it is
also one of the attributes that make them the hardest to use
in practice. Current approaches for sensing the configuration
of continuum robots include many different methods such
as motion capture, optical sensors, and length sensors (see
section 1.1 for a review of many of the methods used
for sensing continuum joint’s state). Many of these state-of-
the-art methods operate under assumptions that limit their
ability to estimate the full kinematic position of a continuum
joint in non-laboratory settings, (e.g., settings where the
joint undergoes actual loads during a useful task that cause
unanticipated bending). In this work we focus on methods
that use measurements of the length of a continuum joint to
estimate the configuration of the joint. Many of the previous
methods in the literature assume that the bending of the joint
is constant curvature. This assumption readily breaks down as
soon as any actual loads are applied to the joint. Of particular
note, is when the robot is in the s-shape bending as shown in
Figure 1 (see proximal joint). For any method using a single
length measurement and a constant curvature assumption, the
measurement in this scenario will result in an estimate of
zero deflection.

The most accurate way to sense the full configuration of a
continuum joint using length sensors, would be to divide the joint
into infinitesimal segments and have each of those segments be
monitored by length sensors. For every sensor that is added to
the joint, the constant curvature assumption can be applied to
that smaller segment. By having every segment covered by its own
sensor the full configuration could be reconstructed by treating
those segments as pieces of a kinematic chain.

This method is not feasible for a real system due to
mechanical, electrical, and computational limits. However, it
does suggest that it may be possible to increase the number of
sensors to get more accurate pose estimation of a continuum
joint while still remaining within the mechanical, electrical, and
computational constraints of a real system.

However, if sensors are simply placed end to end along the
joint, estimation will still be limited to the maximum number
of sensors that will be allowed by the physical constraints of
the system. Our hypothesis was that by using measurements
from sensors that have overlapping coverage of the same discrete
joint segments, whether literal discrete segments like the robot
shown in Figure 1, or representative segments of a soft robot, a
more accurate estimate can be accomplished. In this paper, we
show that by overlapping sensors on the joint, more information
can be gained without the cost of adding a sensor for every
representative segment.

We propose and demonstrate two new methods of estimating
the configuration of a continuum joint using measurements
from overlapping length sensors. The first method averages the
per segment length of the sensors for each sensor monitoring
a segment, we call this the Equally-Weighted Averaging
Method (E-WAM). The second method estimates the segment
configuration by using a linear combination of the per segment
lengths of all the sensors on the continuum joint, we call this the
Weighted AveragingMethod (WAM). The weights for theWAM

method are found by performing a linear regression as discussed
in section 2.5.

To determine the placement of the overlapping sensors,
we developed a heuristic placement method as well as an
Evolutionary Algorithm (EA) that determines optimal sensor
placement for a joint. We compare the results of these two
placement methods in this paper.

The primary contributions of this paper are:

1. The novel concept of overlapping length sensors to
improve the estimation of a continuum joint’s state.

2. WAM: A method for using overlapping sensors to
significantly improve continuum joint estimation
resulting in an estimate that reduces error by a factor
of eleven when using two sensors on a joint rather
than using a single sensor.

3. Two methods for determining the placement of
overlapping length sensors on a continuum joint, and
an objective comparison of their performance.

All of the methods and theory that we develop in this paper
are based purely on kinematics and static loading conditions.
We confirm and demonstrate our contributions using a Piece-
Wise Constant Curvature continuum joint kinematic simulation.
Future work would include implementing this on actual
hardware and in dynamic environments.

The remainder of this paper is organized as follows, section
1.1 discusses related literature on sensor design and estimation
for continuum actuators, as well as methods for determining
optimal sensor placement. Section 2 discusses the assumptions
we used and develops the models, theory, and algorithms for
our estimation methods. Section 3 presents the results of the
estimations methods and section 4 discusses the results and
possible applications for future work.

1.1. Related Work
The focus of this paper is estimation for a discrete-segment
continuum joint. Although there are many types of soft robot
joints [including discrete segments (Hannan and Walker, 2003),
compliant continuum joints with discrete rigid components
(Rone and Ben-tzvi, 2013), and fully soft-bodied robots
(Marchese et al., 2014)], we have chosen to develop our
methods for discrete segments because (1) it matches our actual
development hardware, and (2) most soft robot joints could
be represented to varying degrees of fidelity by a discrete-
segment model where the kinematics are approximated with a
series of representative constant curvature segments, regardless
of actual construction.

Related literature can be divided into two main areas: (1) soft
robot configuration estimation; (2) soft robot sensor placement.

1.1.1. Soft Robot Configuration Estimation
Of the two areas covered in this paper, by far the most literature
exists relative to novel sensors for soft robot configuration
estimation. We therefore describe prior work that uses different
methods of construction or physical phenomenon to estimate
soft robot configuration. We also describe methods used to
estimate the actual bend angle or pose.
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FIGURE 1 | A compliant continuum robot exhibiting non-constant curvature bending in its joints (especially in the first joint) when under load while performing a

real-world task.

A significant amount of the research in soft robot
configuration estimation has required using motion capture
systems with infrared cameras and reflective tracking dots
(Marchese et al., 2014; Katzschmann et al., 2019), electro-
magnetic field detectors (Song et al., 2015; Anderson et al., 2017;
Gerboni et al., 2017), or virtual reality tracking hardware (Hyatt
et al., 2019). However, using this type of sensor constrains the
mobility of the soft robot to operate solely within the range of
the motion capture system.

Resistance-based sensing is often used with conductive
material or fabrics that are assembled in a way such that the
resistance of a circuit varies as the bend angle of the robot
changes. Examples use methods ranging from commercial flex
sensors (Ozel et al., 2016), to conductive thread (Cianchetti et al.,
2012; Zhao and Abbas, 2016; Abbas and Zhao, 2017), or yarn
(Wurdemann et al., 2015), to conductive silicone that is cut using
principles from kirigami (Truby et al., 2020). There are multiple
examples of this approach (see Gibbs and Asada, 2005; She et al.,
2015; Elgeneidy et al., 2016, 2018; Yuen et al., 2017; Zhou et al.,
2020).

Many papers have focused on using optical methods that tend
to revolve around novel combinations or topologies for Fiber
Bragg Grating (FBG) sensors (see Wang et al., 2016; Zhuang
et al., 2018; He et al., 2019; Sheng et al., 2019). However, other
related methods focus on the basic idea of using optical fibers
in general (see Yuan et al., 2011; Chen et al., 2019; Godaba
et al., 2020). Using optical frequency domain reflectometry

combined with added optical gratings the authors in Monet et al.
(2020) were able to show that they could improve configuration
estimation when in contact or with non-constant curvature for
medical applications.

Some methods have relied on photo diodes (Dobrzynski
et al., 2011), or combined the strength of traditional camera or
ultrasound images in conjunction with optical fibers (see Denasi
et al., 2018; Wang et al., 2020). Other researchers used camera-
basedmethods directly to detect contact, or estimate deformation
for a deformable link, but with rigid joints (Oliveira et al., 2020).

Other physical phenomenon used include capacitance (Yuen
et al., 2017, 2018; Bilodeau et al., 2018; Case et al., 2018),
inductance (Felt et al., 2016, 2018, 2019), magnetism (Ozel
et al., 2016), impedance (Avery et al., 2019), or a combination
of gyroscope, accelerometer, and magnetometer in an inertial
measurement unit (IMU) package (Hyatt et al., 2019).

Similar to our efforts to include multiple sensors to improve
configuration estimation, there are some researchers who have
used overlapping sensors to improve performance. Specifically, Li
et al. (2020) used a dual array FBG scheme to improve estimation
accuracy. While Felt et al. (2019) used two circuits and measured
change in inductance to improve estimation of lateral motion for
a continuum joint.

As near as we can tell, all of the previous sensors and
estimation methods (minus those that give a global pose such
as motion capture) seem to focus on estimating curvature or
linear motion only, which does not account for deformation that
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we would expect when these platforms are heavily loaded. Some
methods enable detection of contact, but this is used as a way
to relate discrepancies in curvature to a contact event, rather
than using the loading condition to more accurately estimate the
joint configuration with a non-constant curvature assumption.
However, there is some literature where the configuration
of flexible members experiencing a point load is estimated
using accurate Kirchoff or Cosserat rod models and additional
sensor information (such as cameras or force-torque data). In
Rucker and Webster (2011) they use an Extended Kalman Filter
in conjunction with a Cosserat rod model which requires a
measurement of the tip pose and applied forces. While in Borum
et al. (2014) the authors use external cameras to help solve for
the configuration of a flexible member that can have multiple
equilibrium positions (due to bifurcation) by formulating the
problem as a geometric optimal control solution. This solution
includes estimates for the forces and torques applied at the tip
to cause the deformation. In both cases, the deformation was
restricted to being planar and was caused by an external force
at the tip, rather than being included as part of a potentially
self-contained soft robot control scheme.

In Trivedi and Rahn (2009) and Trivedi and Rahn (2014),
the authors solve for the configuration of the OctArm robot
platform with unknown payloads using Cosserat rod models and
three different sensing methods (e.g., force-torque sensors and an
inclinometer at the base, multiple cable encoders, and multiple
inclinometers along the manipulator) to constrain and solve
initial value or ODE problems with given boundary conditions.
The method was effective, but required varying levels of accurate
knowledge about soft robot parameters depending on the sensing
method used and was again restricted to planar applications
(although not due to limits in formulation). In addition, this
formulation would require additional sensors across the arm if
a distributed load were applied (not at the tip or end effector).
Similar work uses Cosserat rod models (Sadati et al., 2020) or
Kirchoff elastic rod models (Takano et al., 2017; Nakagawa and
Mochiyama, 2018) combined with force sensing at the base of the
flexible member in order to estimate soft robot configuration or
interaction forces and stiffnesses.

These model-based methods hold great promise and could
likely be incorporated with our model-free method. However,
additional benefits of our method are that even without a
complex soft-body model, it performs quite well and is able to
handle loading conditions that are not limited to the tip of the
flexible member. Any additional information derived from an
accurate model within an estimation scheme such as a Kalman
filter would likely improve the results shown in this paper.

Finally, using differentmodalities, many researchers have used
neural networks to map sensor output to joint configuration for
optical sensors (Sklar et al., 2016), FBG sensors plus ultrasound
images (Denasi et al., 2018), pressure readings (You et al., 2017),
tactile arrays (Scimeca et al., 2019), or linear potentiometers
(Melingui et al., 2014; Merzouki et al., 2014; Day, 2018). In Lun
et al. (2019) they develop a flexible sensor using fiber Bragg
gratings that when combined with a learned model can be used
to accurately reconstruct the surface of a soft robot, but this is not
applied specifically to a soft robot.Many of thesemethods learned

a mapping to estimate full pose for the tip of one, or sometimes
multiple joints. However, one of the main limitations is that there
is no relation or intuition between the data and the black box
model that is produced. Also, if the manipulator were to carry
a larger load, additional data with the load in place would likely
need to be collected, especially if the joint deformed in a way that
violated constant curvature assumptions. Information about the
load (e.g., overall mass and distribution of mass) may also have
to be included in the training data to make the approach general.
Because our approach is based on fitting parameters to shapes
that are caused by many different loading conditions, we expect
this approach to potentially generalize more easily.

1.1.2. Sensor Placement
The general problem of sensor placement (number of sensors
and relative positioning) is often approached using a metric of
observability in order to improve estimator design (see Krener
and Ide, 2009; DeVries and Paley, 2013; Qi et al., 2015). However,
observability may not always be the best metric and sensor
placement based on simple models and heuristics is an open
research problem (Clark et al., 2020).

For our specific contributions, we focus on sensor placement
in the context of soft robot configuration estimation. Some
researchers have followed the previously mentioned approach of
relating soft robot sensor placement to observability (Mahoney
et al., 2016). In this case they use a differential representation of
the continuum robot’s kinematic equations. However, the robot is
a concentric tube robot which appears to be unloaded, in contrast
to the work we present. In Tapia et al. (2020), they require
hyperelastic material models and finite element discretizations to
simulate nonlinear behavior of a given soft robot with expected
loading. This is similar to our method with two main differences.
Our loading and deformation models are much simpler and
the proposed optimization in that paper requires the sensors
to be integrated with the actual fabrication of the soft robot,
unlike ours which can be added after the fact and only needs
to measure length. Other relevant work includes Deutschmann
et al. (2019), where the authors optimize the attachment points
for length sensors to estimate the pose of a 6-DoF continuum-
joint robot head. This required a beam finite element model
with a fixed load (the robot head) and the data was fused
with IMU. Finally, in Kim et al. (2014) they use FBG sensors
and an optimization with a similar notion to our weighted
reconstruction, using their own set of basis functions. However,
the type of optimization presented does not necessarily translate
to overlapping sensors (which we have found to be very beneficial
in the results presented in this paper).

2. MATERIALS AND METHODS

In this section we describe the methods used to develop
the simulated continuum robot configuration, estimate the
continuum robot configuration from the attached sensors, and
develop the evolutionary algorithm used to find the optimal
sensor placement along the continuum robot joint.
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FIGURE 2 | The parametrization variables used to describe a constant curvature continuum segment in our work. Developed by Allen et al. (2020).

2.1. Continuum Joint Configuration
For a general continuum joint there are three degrees of freedom,
bending about two orthogonal axes and extension along an axis
orthogonal to the two bending axes. As long as one bending
degree of freedom exists, in which the center of rotation stays
constant for the bending range, the joint can be considered a
continuum joint.

In our work, we focus on continuum joints that have a
fixed length/height and two bending degrees of freedom. The
continuum joint hardware shown in Figure 1, is used as the basis
for models in this paper, is made up of bending segments of a
fixed height. We assume that these segments bend with piece-
wise constant curvature. The theory is that the curvature change
in one segment is small enough that it can be assumed to have
constant curvature. It should be noted that themethods discussed
in this paper can be adapted for joints that are not actually made
of smaller constant curvature segments by splitting the joint into
virtual segments.

Due to our fixed length assumption as the joint bends there
exists a neutral axis or spine at the center of the joint that does not
change lengths. This is represented by the black line in Figure 2.

We use the u, v, and h states developed by Allen
et al. (2020) to describe the configuration space and pose
of a single continuum joint segment under the constant
curvature assumption (displayed graphically in Figure 2).
This parameterization is based on Screw Theory. The full
configuration of the continuum joint is described by the u, v,
and h parameters of the series of smaller segments that make
up the joint. The parameter u describes bending about the local
x-axis and v describes bending about the local y-axis for each
segment. The variable h is the length of the neutral axis which we
keep constant for the purposes of this paper. According to Allen
et al., the arc angle, φ, is equal to the magnitude of the rotation
axis, w = [u, v, 0].

2.2. Sensor Arrangement
As stated previously, for this application we are simulating
sensors that measure the change in length of the joint as it
undergoes bending. By using constant curvature assumptions we
can calculate the pose from the sensors length measurements as
will be described in section 2.3.
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FIGURE 3 | A cross-sectional illustration of the sensor locations at 0◦ and

−90◦ on the circumference of the joint.

The continuum joint has two sets of sensors that run the
length of the joint and start at the base at 0 and −90◦ on the
circumference of the joint as shown in Figure 3. These locations
allow each set of sensors to independently measure the two
degrees of freedom (u and v) as the mounting points correspond
to the directions of the bending axis. Thus, bending about each
axis will only be measured by a single set of sensors.

Each set of sensors in our simulations contain between one
and six sensors which are aligned such that they are parallel to the
neutral axis of the continuum joint in the unbent configuration.
Additionally we modeled each joint using 12–48 segments of
equal length. The sensors were placed such that they cover a
series of consecutive segments. This series can be a minimum
of one segment or a maximum of the total number of segments
representing the joint. An example of a set of three sensors is
shown in Figure 4.

For a sensor configuration to be considered for our simulated
experiments, each segment must be covered by a minimum of
one sensor. For the joints simulated in this paper, both degrees
of freedom had identical sensor placements although this is not
a requirement for successful configuration estimation of a two
degree of freedom continuum joint.

2.3. Pose Estimation
As mentioned in sections 2.1 and 2.2, the bending section of the
continuum joint is divided into smaller segments that are small
enough that we can assume constant curvature. Additionally each
of these segments is covered by at least one length sensor located
at a fixed distance away from the neutral axis.

The work developed by Allen et al. (2020) also describes how
to estimate the angle of bending for a continuum joint with

constant curvature that ismonitored by a length sensor.We apply
this method to our discrete sections by using Equations (1) and
(2) which convert the length of a tendon, l, located at a fixed
radius from the neutral axis of the joint to a joint angle, u or v,
given the height of the segment, h.

u =
ltendon at 0◦ − h

radius
(1)

v =
−h+ ltendon at −90◦

radius
(2)

As defined in Allen et al. (2020)w is defined as [u, v, 0] and whose
magnitude equals φ. Therefore, φ represents the total magnitude
of the deflection angle as shown in Equation (3)

φ =
√

u2 + v2 (3)

The full homogeneous transformation matrix for the uvh
parametrization is described in Allen et al. (2020). We use this to
compute the position of the end of each link along the kinematic
chain of segments that makes up the complete pose of the
bending section of the continuum joint.

This approach is used for each estimation method described
in section 2.5. Although each sensor covers several constant
curvature segments, these segments may not have the same
curvature. Thus at least some error is introduced. The tendon
length l of a segment is calculated by dividing the full sensor
by the number of segments that it covers. This tendon length is
referred to as a “virtual tendon length.”

Given every segment’s angle of deflection the length of a
simulated sensor is calculated by summing the “virtual tendon
lengths” for each segment that the sensor covers. The “virtual
tendon lengths” are calculated by solving for the respective l
found in Equations (1) and (2).

2.4. Loading Conditions
Since the motivation of this paper is to improve the estimation of
continuum joint poses under real-world loading conditions, we
examine four loading conditions that encapsulate the majority of
situations experienced by a cantilevered continuum joint with a
fixed mounting. The loading conditions are listed as follows:

• End Force Load: This loading condition simulates contact at
the end of the joint (Figure 5A).

• Uniformly Distributed Load: This loading condition
simulates joint deflection due to gravity (Figure 5B).

• End Force Load with a Moment: This loading condition
simulates a load at the end of the joint with a torque created
by the joints actuators resulting in an s shape (Figure 5C).

• Constant Curvature: While not explicitly a loading condition,
this represents the joint being actuated such that all segments
reach their maximum range of motion (ROM).

We treat the continuum joint as a cantilevered beam and apply
each of the given loading conditions. The Finite Element Analysis
(FEA) program ANSYS was used to simulate the resulting
deformation of the modeled beam.
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FIGURE 4 | An illustration of showing three possible bending states of a continuum joint, the segment indexing used in this paper, and a possible sensor configuration.
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FIGURE 5 | (A) End force load, (B) uniformly distributed load, (C) beam with one end fixed and the other end guided. L is the arc length of the full joint, F is an end

load amount, w is a distributed load, and M0 is a moment.
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We use Beam 188 elements which were divided into m ∗ 3
elements, where m is the number of the constant curvature
segments in the joint. For each loading condition the load and/or
moment was incrementally increased until the desired deflection
of the first segment was reached.

It is important to note that we used the FEA solution for all of
the loading except for the constant curvature case as the angles of
deflection for each segment are all the same and thus known.

We then adapt these nonconstant curvature simulations to
our actual Piecewise Constant Curvature (PCC) jointmodel. This
is done by recording the total deflections from the FEA model
at the beginning and end of each segment. Then the difference
between the deflection at the beginning of a segment and the
end of the segment is calculated. This difference is then set as the
bending angle for that Constant Curvature segment as shown in
Equation (4).

φi = θi+1 − θi ∀ i = 1, . . . ,m (4)

Figure 6 demonstrates a continuum joint undergoing a force load
and the deflection angles, θi that can be used to calculate the
relevant joint angles φi

Due to the computational demands of the finite element
analysis (FEA), we found solutions for a specific set of joint
deflections. This was performed for every loading condition
where the first segment was set to the maximum ROM which
was incremented from −8 to +8◦ in increments of 1

8

◦
. For any

modeled deflections that were between the original FEA solutions
a linear interpolation was used. Using this method, a maximum
per segment error bound of 0.0285◦ was calculated for the linear
interpolation. This was calculated using the worst case scenario
(maximum difference between two points used for interpolation)
in terms of error. Specifically, the error bound was found by
summing the difference between joint angle FEA solutions used
for interpolation and then dividing by the number of segments.
We did not need to use the interpolation method for the constant
curvature loading case as each segment’s angle would be the
maximum ROM.

2.5. Estimation Methods
In this section we describe the estimation methods used in the
simulated experiments. We experimented with simulating four
different sensor configurations for gathering state data and used
two different methods for state estimation.

2.5.1. Sensor Configurations
When describing the configuration of sensors along the length of
a continuum joint, we use a pair of two numbers inside square
brackets to represent the sensor’s starting segment and ending
segment as such [starting segment–ending segment]. Figure 4
shows the indexing of the joint segments on this 12 segment
continuum joint. The segment numbering is started at the most
proximal segment which is labeled segment 0 and the rest of the
segments are incrementally labeled until the last segment. Using
our method of describing a sensor configuration on a joint, the
red sensor is [0–11], the blue sensor is [1–3], and the green sensor
is [6–8].

2.5.1.1. Single Sensor
The Single Sensor configuration, henceforth abbreviated as SS,
involves using a single sensor that spans the entire length of a
joint, to measure the overall joint angle of a continuum joint.
This method relies on the assumption of constant curvature
along the entire length of the joint for state estimation. This
method represents the bare minimum amount of sensing
that a continuum joint can have for state estimation with
length sensors.

2.5.1.2. End-to-End
The End-to-End Sensor configuration, henceforth abbreviated as
EE, involves multiple sensors that are placed along the length of
the joint with every segment covered and no overlap. Themethod
for algorithmically determining the sensor placement involves
dividing the number of segments by the number of sensors and
rounding down. That is the default number of segments each
sensor will cover. If there is a remainder from dividing the
number of segments by the number of sensors, that remainder
is evenly distributed among the sensors closest to the distal end
of the joint. For example, a 12 segment joint with five sensors
would have sensors that cover the following segments [0–1],
[2–3], [4–5], [6–8], and [9–11].

2.5.1.3. Heuristic Overlap
The Heuristic Overlap configuration, henceforth abbreviated as
HO, involves multiple sensors aligned in a regular pattern along
the joint, with each sensor overlapping with its neighboring
sensors for two segments. The sensor placement is determined
by first finding the EE sensor configuration and expanding each
sensor’s starting and ending index by one segment. Note, sensors
that cover the first or last segment on the joint are not expanded
past the ends of the joint. For example, a 12 segment joint with
five sensors would have sensors that cover the following segments
[0–2], [1–4], [3–6], [5–9], and [8–11].

2.5.1.4. Optimized Overlap
The Optimized Overlap configuration, henceforth abbreviated
as OO, is a sensor configuration that is determined by
an evolutionary algorithm we developed. The evolutionary
algorithm is described in section 2.6. This configuration
represents the best possible sensor configuration for a given
number of sensors.

2.5.2. State Estimation Methods
For each estimation method, we estimate the angle of deflection
for each individual segment of the continuum joint which
then allows for the estimation of the full configuration of the
joint. This is accomplished by estimating the length that a
single sensor would be if it was monitoring just that individual
segment, henceforth known as the“virtual sensor length.” We
have developed three methods for performing this estimation.

2.5.2.1. DEM (Direct Estimation Method)
For sensor configurations that have no overlap, we estimate the
virtual sensor length of a segment by simply dividing the length
of the sensor covering it by the number of segments that sensor
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FIGURE 6 | Illustration of the method used for adapting a continuous bending model to a Piece-wise Constant Curvature model.

covers. This method assumes that all of the segments covered by
a sensor have the same angle of deflection.

2.5.2.2. E-WAM (Equally-Weighted Averaging Method)
For sensor configurations that have overlap, we have two
methods of estimating the virtual sensor length of a joint
segment, the first of which we call E-WAM. The E-WAMmethod
takes the per segment lengths of all the sensors covering a
segment and averages them to estimate the length of the virtual
sensor for that segment.

2.5.2.3. WAM (Weighted Averaging Method)
The second method for estimating the virtual sensor length, lest ,
of a joint segment on a robot that has overlapping sensors is
WAM. This method uses a weighted linear combination of all of
the sensors on the robot to find the virtual sensor length for each
segment, the hypothesis being that the sensors that do not cover
the segment still provide additional information about its state.
Each segment has a separate weight for each sensor on the joint
as shown in Equation (5).

lest,i =

n
∑

j=0

wi,j ∗
lj

pj
(5)

where i is the ith segment, n is the number of sensors on a joint,
wi,j is the weighting on the ith segment for the jth sensor, lj is the
full length of the jth sensor, and pj is the number of segments the
jth sensor spans.

We find these weights by applying the robust linear regression
algorithm from Scipy (Virtanen et al., 2020) to deflection angle
data we simulated from the continuum joint under 30 different
loading samples (s) for each of the 4 loading conditions (c) for
a total of 120 data points per joint segment. The 30 different
loading samples are calculated by varying the ROM used in the
loading conditions as describe in the following equation.

ROMloading,i = −ROMmax + i
2ROMmax

s
∀ i = 1, . . . , s (6)

We use the scipy least_squares function with the loss condition
set to “soft_l1” and the “f_scale” condition set to 0.1. Our residuals
function can be seen in Equation (7) where S is the matrix of
collected sensor data, wi is a vector of the weights for which
we are solving, and li is the length of a virtual sensor covering
that segment.

residual = Sw− li (7)

Matrix S takes the form shown in Equation (8). Each row is made
up of the sensor values from one of the simulated loading cases.
The sensor data in the matrix is normalized and denoted as s̄,

where s̄j =
lj
pj
.

S =











s̄1,case 1 s̄2,case 1 . . . s̄n,case 1
s̄1,case 2 s̄2,case 2 . . . s̄n,case 2

...
...

. . .
...

s̄1,case m s̄2,case m . . . s̄n,case m











(8)

Vector wi takes the form shown in Equation (9).

wi =











wi,sensor 1

wi,sensor 2

...
wi,sensor n











(9)

Vector li takes the form seen in Equation (10).

li =











li,case 1
li,case 2

...
li,case m











(10)

2.6. Evolutionary Algorithm
To find the optimal sensor placement on a continuum joint, we
implemented an Evolutionary Algorithm (EA) from the DEAP
(Distributed Evolutionary Algorithms in Python) Library (Fortin
et al., 2012).
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The goal of our algorithm is to find the optimized sensor
placement for a given continuum joint with a fixed number of
sensors. Prior to running the EA, we define the continuum joint
on which we will be optimizing the sensor placement by setting
the total length of the joint, the number of segments, and the total
range of motion of the continuum joint.

The EA itself is the eaSimple function from the DEAP library,
which handles iterating over the specified number of generations,
selection,mating andmutation with built-in options or the ability
to define your own functions. We chose to do 10 generations
and discuss our choices for selection, mating, and mutation in
section 2.6.4.

2.6.1. Defining an Individual
To represent an individual we used a list of integers with a length
of two times the number of sensors. For example, a continuum
joint with 12 segments and two sensors could be represented as
[0, 7, 4, 11]. In this list, each sensor is represented by a pair of
numbers. The first two numbers represent the starting segment
index of the first sensor and the ending segment index of the
first sensor. The second two numbers represent the starting and
ending index of the second sensor. For a given sensor number i,
the starting index is 2i and the ending index is 2i+1. If the ending
index is lower than the starting index, they are automatically
swapped to be in the correct order by our algorithm. The sensors
cover the full segments of both the starting and ending segment.
In other words the sensor starts on the bottom of the starting
segment and ends at the top of the end segment.

2.6.2. Creating the Population
To create the population, we create 500 individuals each with an
attribute list that is two times the number of sensors long with
random integers generated at every index of the attribute list.

We experimented with seeding the population with
individuals that have sensors lined up end to end or start
with a Heuristic overlap but found no noticeable improvement
in the EA’s performance.

2.6.3. Evaluating the Fitness
To evaluate the fitness of an individual we use a cost function
that sums the deflection angle error of all m joint segments, for
all s loading samples of a loading conditions, for all c loading
conditions giving us the cost function seen in Equation (11). Our
goal is to minimize the cost of an individual.

cost =

c
∑

i

s
∑

j

m
∑

k

(|φactual,i,j,k − φestimated,i,j,k|) (11)

Additionally, when evaluating an individual, we first determine
whether or not a sensor configuration is a valid configuration.
For our purposes, valid means that each segment on the joint
is observable i.e., covered by at least one sensor. If this criteria
is not met, the individual’s fitness score is set to the maximum
which is themaximum joint error possible [(2×ROM) multiplied
by c, s, and m]. Intuitively, this means that the estimation was
off by the maximum possible amount for each segment in each
loading simulated.

We also experimented with including the Cartesian position
and orientation of the end effector of the joint in the fitness
score. However, due to its direct correlation with the individual
deflection angles we found that this did not improve overall
performance for the optimization.

2.6.4. Selection, Mating, and Mutation
Selection is performed though a tournament
selection process as provided by the DEAP library,
deap.tools.selTournament(individuals, k, tournsize,
fit_attr=“fitness”), where the method is passed a list of individuals
(individuals) and the size of the tournament (tournsize).

The mating is performed by using a one point
crossover algorithm provided by the DEAP library,
deap.tools.cxOnePoint(ind1, ind2), where “ind1” and “ind2” are
two individuals that are to be mated. The algorithm randomly
chooses a place for crossover to happen. Crossover then occurs
by swapping the elements between the two individuals that are
right of the selected element. This method cannot choose the
last element so there will always be some crossover. We set the
crossover probability to 0.7.

Mutation occurs using the method
deap.tools.mutUniformInt(individual, low, up, indpb) found
in the DEAP library where “individual” is the individual to
be mutated, “low” and “up” are the lower and upper bound,
respectively, that an attribute can be set to, and “indpb” is the
independent probability that each element of the attribute will be
mutated. Therefore, if an individual is selected for mutation each
element of the individual’s attribute (the sensor list) has a chance
to randomly mutate to a value in the closed set [“low”, “up”]
based on a uniform distribution. We set the mutation probability
to 0.5

2.7. Experiments
We had four hypotheses that we tested and analyzed for general
trends.

1. Increasing the number of sensors on a joint for a given
placement method and estimation method will improve the
accuracy of the state estimation.

2. Overlapping the sensors can provide more information about
the configuration of the joint and will therefore improve
configuration estimation for continuum joints.

3. Using a weighted linear combination of the overlapping sensor
data can decrease the state variable estimation as compared
to an equally weighted linear combination. Additionally, the
weights can be found using linear regression.

4. An evolutionary algorithm can be used to determine the
optimal placement of overlapping sensors that will further
improve state estimation for continuum joints.

To prove generality of our solutions and to test the hypotheses
being proposed, we generated 80 different joints by varying the
number of segments and the max ROM per segment. We varied
the two variables as shown in Table 1 to generate the 80 different
joints. From here on in this paper, when we mention ROM, we
are referring to the range of motion of the segment, not of the
whole joint, unless explicitly stated otherwise.

Frontiers in Robotics and AI | www.frontiersin.org 11 April 2021 | Volume 8 | Article 637301167

https://www.frontiersin.org/journals/robotics-and-AI
https://www.frontiersin.org
https://www.frontiersin.org/journals/robotics-and-AI#articles


Rupert et al. Improved Continuum Joint Estimation

For each of the hypotheses presented above, we perform
simulated experiments that compare the performance of a sensor
placement or state estimation method on all 80 joints. We
compare the performance of themethods by simulating the joints
in 40 different poses and comparing the aggregate error of the
joint segments angle error (our cost function) normalized for
number of segments m, max ROM, loading conditions c, and
loading samples, s. The 40 different poses come from the 4
different loading cases (c = 4) and ten sample poses (s = 10).
We then multiply by 100 to get the average joint segment angle
error as a percent of ROM for a given joint (see Equation 12).

Average% Error of ROM =
cost

c · s ·m · ROMmax
(12)

With the exception of the base case of a single sensor, we
performed all of our simulated experiments with two, three,
four, five, and six sensors to study how the results change as
more sensors are added. For the first hypothesis, we compare
the average percent error of ROM when using the DEM on the
simulated joints for the SS placement and two to six sensors in

TABLE 1 | The different continuum joint parameters and their values that were

simulated.

Parameters Values

Number of segments 12, 16, 20, 24, 28, 32, 36, 40, 44, 48

Max ROM per segment (degrees) ±1, ±2, ±3, ±4, ±5, ±6, ±7, ±8

the EE placement. For the second hypothesis we study the effects
of overlap by comparing the results of the EE placement method
with the DEM estimation method vs. the HO placement method
with the E-WAM estimation method. The third hypothesis tests

TABLE 2 | Average segment error as a percent of the range of motion, normalized

over all of the deflection modes used for evaluation of performance.

# Sensors 1 2 3 4 5 6

SS, DEM

Median 16.71 – – – – –

3rd Quart. 16.92 – – – – –

1st Quart. 16.16 – – – – –

EE, DEM

Median – 8.309 5.423 4.033 3.178 2.634

3rd Quart. – 8.321 5.465 4.077 3.212 2.672

1st Quart. – 8.281 5.305 3.931 3.105 2.592

HO, E-WAM

Median – 7.561 4.504 3.090 2.342 1.914

3rd Quart. – 7.735 4.720 3.230 2.538 1.993

1st Quart. – 7.277 4.280 2.878 2.257 1.784

HO, WAM

Median – 1.552 0.262 0.0915 0.0434 0.0366

3rd Quart. – 2.086 0.364 0.112 0.0538 0.0475

1st Quart. – 1.403 0.181 0.0653 0.0289 0.0228

OO, WAM

Median – 1.542 0.238 0.0836 0.0368 0.0315

3rd Quart. – 2.063 0.362 0.106 0.0506 0.0437

1st Quart. – 1.389 0.175 0.0427 0.0220 0.0215

SS, single sensor; EE, end to end; HO, heuristic overlapping; OO, optimized overlapping;

DEM, direct estimation method; E-WAM, non-weighted averaging method; WAM,

weighted averaging method.

FIGURE 7 | This bar graph shows the median results for all of the simulated joints’ “Average % Error of ROM” (defined in Equation 12) of all the joint’s segments.

Quartile bars are included to show the spread of the results.
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our WAM method by comparing the WAM method and the E-
WAMmethod on the joints with HO sensor placement. The final
hypothesis tests our evolutionary algorithm by comparing the
HO and OO sensor placement methods while using the WAM
estimation method. Section 3 presents and discusses the results
of the simulated experiments.

3. RESULTS

This section reports the results of the tests described in section
2.7. To make it easier to compare all of our results, we created
a bar graph that summarizes the tested sensor placement and
estimation methods, shown in Figure 7. We also report the
original data used to generate the bar graph in Table 2.

We have also included a case study to help visually show the
effectiveness of the different estimation methods for the different
loading cases. Figure 8 shows how well different estimation
methods are able to reconstruct the actual configuration of the
joint under the three real-world loading scases.

4. DISCUSSION

The results of these simulated experiments strongly support
our first, second, and third hypotheses. The results also loosely
support our fourth hypothesis. For all of the analyses listed in this
discussion, the data behind Figure 7 can be found in Table 2.

Our first hypothesis, that increasing the number of sensors on
a joint for a given placement and estimationmethod will improve
the accuracy of the state estimation, is somewhat intuitive. As we
can see in Figure 7, as the number of sensors increases, the error,
as a percent of the range of motion, generally decreases. This
hypothesis is most strongly supported by the EE with DEM and
HO with E-WAM state estimation methods. For these methods,
the decrease in error resembles an exponential decay. While
six sensors was the maximum number of sensors we used in
our experiments, we expect the decrease in error for a given
continuum joint to plateau when the number of sensors is greater
than or equal to the number of segments. For example, a twelve
segment joint using EE and DEM with 13 sensors would not
be any more accurate than a joint with twelve sensors given
our assumptions. In the real world, with imperfect sensors, this
may not be true because having two sensors monitoring a single
segment may allow filtering or averaging to get more accurate
information out of the two sensors than a single sensor alone.

While the trend of increasing the number of sensors leading
to a decrease in error is consistent across all the simulated
experiments, we also noticed a steep decline in error for HO and
OO using the WAM method when going from two sensors to
three sensors, with an effective plateau in performance from four
to six sensors. We attribute this plateau to the effectiveness of
the WAM method to accurately estimate the state with a smaller
number of sensors. Four or more sensors seems to add redundant
information to the estimation method resulting in only minor
decreases in error.

Our second hypothesis states that by overlapping length
sensors on a continuum joint, we are able to obtain more

information about its configuration and therefore better estimate
said configuration. Referencing Figure 7 again, we can see that
all cases of HO or OO had lower errors than the EE placement
method for a given number of sensors. This confirms that
overlapping sensors does indeed allow us to more accurately
estimate the configuration of the joint.

We first analyze why there is an improvement from using EE
with DEM to HO with E-WAM. This is performed using the
term “region of estimation,” which refers to groups of segments
on the continuum joint which are estimated to have the same
deflection angle and therefore the same curvature. In a simplified
example, a continuum joint with two sensors with EE placement
only has two distinct regions of estimation, the segments covered
by the first sensor and the segments covered by the second sensor.
A continuum joint with two sensors using the HO placement
has three distinct regions of estimation, the segments covered
exclusively by the first sensor, the segments covered exclusively
by the second sensor and the segments covered by both sensors.
The E-WAM method is essentially the DEM method but it
averages the overlapping sensors that are covering a segment.
This creation of additional estimation regions is what allows the
HO method to have lower error than the EE method, even when
using a simple estimation method such as E-WAM.

Our third hypothesis, which is the main contribution of this
paper, is that a weighted linear combination of overlapping
sensor data can significantly reduce state estimation error when
compared to simpler estimation methods such as E-WAM and
DEM. The reduction in error fromHOwith E-WAM to HOwith
WAM shown in Figures 7, 8 is dramatic. This data is highlighted
in Table 3. We can easily see how overlapping sensors creates
additional regions of estimation with the simple estimation
method E-WAM. The WAM method takes that one step further
by using linear regression to derive unique sensor value weights
for estimating the state of each segment, thus creating a distinct
region of estimation for each segment. This means that each
joint segment can have a unique estimated deflection angle with
minimum of two sensor. To achieve this with E-WAM m − 1
sensors are needed, wherem is the number of constant curvature
segments of the joint. For example, the proximal most segment is
always bent at an angle that is greater than or equal to the bending
angle of the next most proximal segment. This can be expressed
by the WAMmethod when it calculates slightly different weights
for segments zero and one, even though they may be covered by
the same set of sensors.

Furthermore, the WAM method allows for sensors that
are not covering a segment to provide information about the
robot state. By using a linear combination of all the sensor
measurements on the joint, not just the ones covering the
segment, WAM is able to significantly reduce the deflection
angle estimation error as compared to E-WAM. For example,
if the proximal segments have a sensor reading associated
with a negative bending angle and the distal segments have a
sensor reading associated with a positive bending angle, that
information can be captured by the weights of theWAMmethod
to determine that there will be a point of inflection in the
middle of the joint and therefore middle segments will have small
deflection angles in this situation.
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FIGURE 8 | Case study of effectiveness of estimation methods for a single case. Sensors placed using HO. Number of segments = 12, max ROM = 3 deg, and

number of sensors = 3 placed at [0,4,3,8,7,11]. The plots show the following loading conditions: (A) end force load, (B) uniformly distributed load, (C) moment and

end force load. All units in the plots are reported in meters.

TABLE 3 | Table highlighting the difference in median error as a % of ROM between HO with E-WAM and HO with WAM.

Number of sensors 2 3 4 5 6

HO with E-WAM median error as % of ROM 7.561 4.504 3.090 2.342 1.914

HO with WAM median error as % of ROM 1.552 0.261 0.0915 0.0434 0.0366

Decrease in median error as % of ROM 6.009 4.243 2.9985 2.2986 1.8774

The bold values shown in the table highlight the improvements between the two methods being compared.

TABLE 4 | Table highlighting the difference in median error as a % of ROM between HO with WAM and OO with WAM.

Number of sensors 2 3 4 5 6

HO with WAM median error as % of ROM 1.552 0.262 0.0915 0.0434 0.0366

OO with WAM median error as % of ROM 1.542 0.238 0.0836 0.0368 0.0315

Decrease in median error as % of ROM 0.010 0.0240 0.00790 0.0066 0.0051

The bold values shown in the table highlight the improvements between the two methods being compared.

Our final hypothesis was that an evolutionary algorithm could
be used to determine the optimal placement of overlapping
sensors such that state estimation will be further improved than
using WAM with the Heuristic Overlap. This hypothesis is
only loosely supported by the data collected in our simulated
experiments. Since the bars in Figure 7 are so small, the data
comparing HO and OO with WAM are highlighted in Table 4.

There is always a reduction in error when using OO instead of
HO, however that reduction is very small. We mainly attribute
this to the WAM method being able to estimate the shape so
accurately that it is difficult to reduce the error even further using
“optimal” sensor placements. We also believe the HO placement
method already provides a fairly optimal, even coverage of all the
segments on the joint. The largest reduction in error observed
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occurs when using three sensors. We believe the benefits of
OO peak at three sensors because it is when using more than
three sensors with HO there is already excellent coverage of
the segments and when using two sensors there aren’t many
possible configurations so there is only a modest reduction in
error from optimizing.

In conclusion, we have shown that state estimation of a
continuum joint can be significantly improved by using the
WAM estimation method on overlapping sensors which are
placed on the continuum joint according to a simple heuristic.
Using this method with only three sensors yielded a median
joint angle error (as a percentage of the range of motion) of
0.262%. Increasing the number of sensors further reduced the
state estimation error to under 0.1%. We have also shown
that the simple heuristic overlap performs almost as well
as an optimized overlapping arrangement determined by an
evolutionary algorithm with the median error (as a percent range
of motion), being <0.025% for all cases tested.

Some sources of error in this work could come from the shapes
of the joints in the real world not being as ideal as the simulated
ones we used for testing. This would mean that the median
errors determined in this paper would be slightly higher when
implemented on hardware even with ideal sensors. Even with
this introduction of uncertainty, we are confident the reduction
in error seen from using WAM in simulation will translate to
large, real world reductions in error. A simple way to improve the
estimation would be to collect test data from the hardware and

perform linear regression on that data rather than simulated data.
Nonetheless, future work will entail implementing these sensor
placement and configuration estimation methods on hardware
and testing their capabilities for a non-idealized sensor. Given

noise or other possible sources of error introduced by the
hardware, this will be important to prove that the approach is as
effective in the real world as is predicted by these kinematic and
static loading simulations.
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