

[image: image]





Frontiers eBook Copyright Statement

The copyright in the text of individual articles in this eBook is the property of their respective authors or their respective institutions or funders. The copyright in graphics and images within each article may be subject to copyright of other parties. In both cases this is subject to a license granted to Frontiers.

The compilation of articles constituting this eBook is the property of Frontiers.

Each article within this eBook, and the eBook itself, are published under the most recent version of the Creative Commons CC-BY licence. The version current at the date of publication of this eBook is CC-BY 4.0. If the CC-BY licence is updated, the licence granted by Frontiers is automatically updated to the new version.

When exercising any right under the CC-BY licence, Frontiers must be attributed as the original publisher of the article or eBook, as applicable.

Authors have the responsibility of ensuring that any graphics or other materials which are the property of others may be included in the CC-BY licence, but this should be checked before relying on the CC-BY licence to reproduce those materials. Any copyright notices relating to those materials must be complied with.

Copyright and source acknowledgement notices may not be removed and must be displayed in any copy, derivative work or partial copy which includes the elements in question.

All copyright, and all rights therein, are protected by national and international copyright laws. The above represents a summary only. For further information please read Frontiers’ Conditions for Website Use and Copyright Statement, and the applicable CC-BY licence.



ISSN 1664-8714
ISBN 978-2-88976-253-8
DOI 10.3389/978-2-88976-253-8

About Frontiers

Frontiers is more than just an open-access publisher of scholarly articles: it is a pioneering approach to the world of academia, radically improving the way scholarly research is managed. The grand vision of Frontiers is a world where all people have an equal opportunity to seek, share and generate knowledge. Frontiers provides immediate and permanent online open access to all its publications, but this alone is not enough to realize our grand goals.

Frontiers Journal Series

The Frontiers Journal Series is a multi-tier and interdisciplinary set of open-access, online journals, promising a paradigm shift from the current review, selection and dissemination processes in academic publishing. All Frontiers journals are driven by researchers for researchers; therefore, they constitute a service to the scholarly community. At the same time, the Frontiers Journal Series operates on a revolutionary invention, the tiered publishing system, initially addressing specific communities of scholars, and gradually climbing up to broader public understanding, thus serving the interests of the lay society, too.

Dedication to Quality

Each Frontiers article is a landmark of the highest quality, thanks to genuinely collaborative interactions between authors and review editors, who include some of the world’s best academicians. Research must be certified by peers before entering a stream of knowledge that may eventually reach the public - and shape society; therefore, Frontiers only applies the most rigorous and unbiased reviews. 

Frontiers revolutionizes research publishing by freely delivering the most outstanding research, evaluated with no bias from both the academic and social point of view.

By applying the most advanced information technologies, Frontiers is catapulting scholarly publishing into a new generation.

What are Frontiers Research Topics?

Frontiers Research Topics are very popular trademarks of the Frontiers Journals Series: they are collections of at least ten articles, all centered on a particular subject. With their unique mix of varied contributions from Original Research to Review Articles, Frontiers Research Topics unify the most influential researchers, the latest key findings and historical advances in a hot research area! Find out more on how to host your own Frontiers Research Topic or contribute to one as an author by contacting the Frontiers Editorial Office: frontiersin.org/about/contact





ACIDIFICATION AND HYPOXIA IN MARGINAL SEAS

Topic Editors: 

Xianghui Guo, Xiamen University, China

Hongjie Wang, University of Rhode Island, United States

Richard Alan Feely, Pacific Marine Environmental Laboratory, National Oceanic and Atmospheric Administration (NOAA), United States

Arnaud Laurent, Dalhousie University, Canada

Nina Bednarsek, National Institute of Biology (NIB), Slovenia


[image: images]

The image is modified based on Figure 1a of Lucey et al. (this Research Topic) and Figure 7b of Niemi et al. (this Research Topic). (A) Graphical depiction of atmospheric warming and increasing atmospheric carbon dioxide (CO2atm), which drives ocean warming, contribute to the decreases in dissolved oxygen (DO), and lowers pH and saturation state index of calcium carbonate (Ω). The partial pressure of CO2 (pCO2) increases due to increasing atmospheric CO2 that is absorbed into the seawater (i.e., ocean acidification), along with other biological processes in the marine environment. (B) Scanning Electron Microscope (SEM) image showing dissolution on pteropod shells collected in the Amundsen Gulf in the Canadian Arctic, in 2017.
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Editorial on the Research Topic
 Acidification and Hypoxia in Marginal Seas




ACIDIFICATION AND DEOXYGENATION IN MARGINAL SEAS

Ocean acidification and hypoxia (dissolved oxygen <2 mg L−1 or <62 μmol L−1) are universal environmental concerns that can impact ecological and biogeochemical processes, including element cycling, carbon sequestration, community shifts, contributing to biodiversity reduction, and reducing marine ecosystem services (Riebesell et al., 2000; Feely et al., 2004, 2009; Andersson et al., 2005; Doney, 2006; Cohen and Holcomb, 2009; Doney et al., 2009, 2020; Kleypas and Yates, 2009; Ekstrom et al., 2015; Gattuso et al., 2015). While the stressors are global in their occurrence, local and regional impacts might be enhanced and even more accelerated, thus requiring even greater and faster consideration (Doney et al., 2020).

The driving mechanisms of acidification and hypoxia are inextricably linked in near-shore and coastal habitats. Along coastal shelf and its adjacent marginal seas, where the natural variability of multiple stressors is high, human-induced eutrophication is additionally enhancing both local acidification and hypoxia. For example, the well-known eutrophication of surface waters in the northern Gulf of Mexico caused hypoxic conditions that result in a pH decrease by 0.34 in the oxygen-depleted bottom water, which is significantly more than the pH decrease via atmospheric CO2 sequestration alone (pH decrease by 0.11; Cai et al., 2011). Similar changes in coastal conditions involving biological respiration and atmospheric CO2 invasion have also been observed in other marginal seas, urbanized estuaries, salt marshes and mangroves (Feely et al., 2008, 2010, 2018; Cai et al., 2011; Howarth et al., 2011). Other natural and anthropogenic processes, such as increased wind intensity and coastal upwelling, enhanced stratification due to global warming, along with more intense benthic respiration, more frequent extreme events, oscillation of water circulations, and variations in the terrestrial carbon and/or alkalinity fluxes, etc., all influence the onset and maintenance of acidification and/or hypoxia. For example, coastal upwelling brings both low pH and hypoxic water from below and enhances acidification and hypoxia in the coastal regions (Feely et al., 2008). Although acidification and hypoxia in the open oceans have received considerable attention already, the advances in our understanding of the driving mechanisms and the temporal evolution under global climate change is still poorly understood, particularly with respect to the region-specific differences, various scales of temporal and spatial variability, predictability patterns, and interactive multiple stressor impacts. Therefore, coastal ecosystems have a much broader range of rates of change in pH than the open ocean does (Carstensen and Duarte, 2019). The importance of understanding acidification and hypoxia for the biogeochemical and ecosystem implications in marginal seas is essential for climate change mitigation and adaptation strategy implementations in the future.

The scope of this Research Topic is to cover the most recent advances related to the status of acidification and hypoxia in marginal seas, the coupling mechanisms of multi-drivers and human impacts, ecosystem responses, prediction of their evolution over space and time, and under future climate change scenarios. The authors of this Research Topic contributed a total of 35 papers covering a wide variety of subjects spanning from acidification and/or hypoxia (OAH) status, the carbonate chemistry baseline and trends, the impacts of OAH on the habitat suitability and ecosystem implications, and the long-term changes and variability of OAH in marginal seas.

Across many different temporal and spatial scales, the contributed papers highlighted the presence of acidification and hypoxia with their major controls in the marginal seas of the North Pacific, including the subpolar Bering Sea, the temperate China Seas of Bohai Sea, Yellow Sea and the East China Sea, Japanese coasts (Tokyo Bay and the coast of Hokkaido); the Atlantic, including the northern Gulf of Mexico, the Chesapeake Bay, and the Mediterranean Sea; the Arctic, including the Amundsen Gulf; the Indian Ocean, including the Arabian Sea, the Red Sea, etc.

In the large river dominated East China Sea shelf, hypoxia occurs in bottom waters in summer (Li et al., 2002; Zhu et al., 2017). Circulation plays an important role in the biogeochemical processes including redistribution of nutrients, changes in stratification, water residence time and ventilation of the shelf water (Liu et al.). Furthermore, the impact of typhoons results in hypoxia demise with immediate extensive vertical mixing. However, the excess freshwater and nutrient loading during the typhoon period would boost the hypoxia restoration later on when the shelf waters are re-stratified (Liu et al.). With respect to coastal oxygen consumption, water, and sediment interactions contribute dynamically, and water-column respiration processes contribute to as much as 24–69% of total oxygen consumption beneath the pycnocline (Zhou et al.). Deconvolving the water column vs. sedimentary oxygen respiration in the oxygen depletion off the Changjiang estuary and East China Sea is an important advancement of our understanding of oxygen sinks.

From the perspective of a comparison between the northern East China Sea and the adjacent southern Yellow Sea, higher CO2 solubility together with the biogeochemical CO2 additions caused the colder Yellow Sea water generally to have lower aragonite saturation state index (ΩAr) than the warmer northern East China Sea water (Xiong et al.). Although marine organic matter is the major source of the oxygen-consuming carbon in the large river-dominated margins (Green et al., 2006; Wang et al., 2016), the maximum of hypoxia may come at a significant lag from the time of peak productivity. For example, bottom water hypoxia and acidification has a 2-month delay when compared with the maximum primary production in surface waters of the northern Gulf of Mexico (Huang W-J. et al.).

In addition to biogeochemical processes, upwelling also plays an important role in the status and distribution of hypoxia/acidification occurrence, such as in the well-known upwelling region off the California coast (Feely et al., 2008, 2016). The Chesapeake Bay is also impacted by upwelling-induced acidification, which will intensify with the wind-driven upwelling to cause low pH and “corrosive” water in the shallow shoals of the estuaries, enhancing large temporal pH and ΩAr seasonal fluctuations (Li et al.). Furthermore, non-local mechanisms may also be important in regulating the occurrence of hypoxia. For example, the Kuroshio intrusion into the northern South China Sea relieves the occurrence of hypoxia in the coastal zone (Lui et al.).

In the coastal seas without large river influence, OAH also occurs as a consequence of seasonal productivity and large-scale circulation processes. Along the Hokkaido coast, the highly euphotic Tokyo Bay, the Netarts Bay off Oregon, and the coastal habitat types on eastern Long Island, time series observations show the progression of seasonal OA and deoxygenation, often resulting in hypoxic conditions. In addition, high frequency pH and dissolved oxygen (DO) observations across sub-diel, diel and seasonal time scales across various habitat types (salt marsh, macroalgae, seagrass, open water) in the northeast US show the impact of ecosystem metabolism to modulate OAH (Wallace et al.). Comprehensive analysis of coastal observations suggests that pH and ΩAr decreased by 0.2-0.6 and 1–2, respectively, via circulation and biogeochemical processes, where ΩAr decreases can occur in the summer bottom waters and will be a common phenomenon in the near future in the eutrophic Tokyo Bay (Yamamoto-Kawai et al.). Fujii et al. and Fairchild and Hales separately showed that along the Hokkaido coast and in Netarts Bay along the Oregon coast, ΩAr sometimes decreases to values below the threshold for significant negative impacts on some calcifiers (e.g., 1.1–1.5 for bivalve larvae, 1–1.5 for pteropods, and pH values of 7.6-7.8 for echinoderms and decapods; Bednaršek, Ambrose et al.; Bednaršek, Calosi, et al.; Bednaršek, Naish, et al.; Bednaršek et al., 2019). Continued oceanic uptake of carbon dioxide will continue to decrease pH and ΩAr, with high-latitude surface waters expected to be fully undersaturated by the end of this century because of the natural low buffer capacity there (Feely et al., 2009; Steinacher et al., 2009).

Crossing these pH thresholds consistently occurs in salt marsh and seagrass habitats along with hypoxic conditions (Wallace et al.). Under the IPCC global warming and acidification scenarios, ΩAr in some coastal environments will drop below these thresholds by 2090, indicating that critical thresholds may be crossed more frequently in the future and severely damage calcifiers and impact overall fisheries production (Tai et al.).



OCEAN ACIDIFICATION AND HYPOXIA AT THE CHEMICAL-BIOLOGICAL INTERFACE

Under continuously decreasing pH and low dissolved oxygen conditions, there is a general concern that the local bottom waters and the underlying sediments could switch from hypoxic to anoxic conditions. For example, in the hypoxic northern Gulf of Mexico, low DO conditions in sediment did not promote anoxic diagenesis as anticipated, possibly linked to the reduction of bioturbation during the hypoxic spring and summer months (Rabouille et al.). In the hypoxic area of the Eastern Arabian Sea, strong denitrification results in large nitrogen loss, accounting for as much as 20–60% of the total annual fixed nitrogen loss in oxygen minimum zone of the Arabian Sea (Sarkar et al.). Methane emissions in coastal regions can also be very large, accounting for as much as 15% of the methane emission from the Arabian Sea (Sudheesh et al.). Moreover, sediment diagenesis plays a critical role in triggering and maintaining hypoxia of lagoon waters, and it may be enhanced by changes in regional climate conditions, such as the increase in frequency of summer heat waves (Brigolin et al.).



IMPACTS OF OCEAN ACIDIFICATION AND HYPOXIA ON MARINE ORGANISMS AND ECOSYSTEMS

OA and hypoxia are significant stressors for marine species, communities, ecosystems, especially when they act interactively and cumulatively. Studies show that harmful effects of OA on the marine calcifiers have already been observed. In the Arctic and subpolar Beaufort Sea, Bering Sea, and the Amundsen Gulf, corrosive water for aragonite induced extensive shell dissolution in ecologically important zooplankton, i.e., pteropods (Niemi et al.). Conducting a more comprehensive OA risk assessment, Bednaršek, Naish, et al. elucidated high exposure OA risk in combination with high sensitivity and low adaptive capacity for pteropods in the polar habitats of the Northern Hemisphere.

Thresholds are very useful tools to determine when the OA exposure can start causing negative physiological and organismal impairments. With the echinoderms and decapods being one of the most dominant as well as ecologically and economically important species, the application of the thresholds for these two groups can have important regional and global implications (Bednaršek, Ambrose, et al.; Bednaršek, Calosi, et al.). These thresholds provide the foundation for consistent interpretation of OA monitoring data or numerical ocean model simulations to support climate change marine vulnerability assessments and evaluation of ocean management strategies.

On longer time scales, model results indicate that OA amplifies multi-stressor impacts on global marine invertebrate fisheries, with the fish catch potential to decrease by 12%, with 3.4% being attributed to OA by the end of this century (Tai et al.). A comprehensive understanding of OA effects based on the thresholds and predictive sensitives allows for improved predictions of ecosystem change relevant to effective fisheries resource management, as well as providing a more robust foundation for ecosystem health monitoring of the negative OA impacts in the most sensitive OAH habitats. While OA can also significantly affect the range of responses in different zooplankton taxa, the study by Keil et al. found little association between empirical measures of in situ pH and the abundance of sensitive taxa as revealed by meta-analysis. The authors concluded that the mismatch between experimental studies and field observations should have some important ramifications for the design of long-term monitoring programs and interpretation and use of the data produced.

On the community level, the results of mesocosms-based experiments across various marginal seas, from the coastal East China Sea, Bohai Sea, coastal upwelling and riverine ecosystems in Chile, all agree that increasing partial pressure of CO2 (pCO2) can modulate plankton structure, composition and abundance, leading to altered biogeochemical cycles of carbon and nutrients, and carbon fluxes. Elevated pCO2 mesocosm experiments in the East China Sea boosted biomass of diatoms, while impeding the succession of diatoms to dinoflagellates, and corresponds with increased abundance of virus and bacteria (Huang R. et al.). Such results appear to be region specific, because a different community response was demonstrated in the Bohai Sea, where high pCO2 resulted in the decreased total diatom abundance, favoring the ratio of central to pennate diatoms. In addition, combined warming and OA significantly decreased the proportion of diatoms to dinoflagellates and caused the shifts in phytoplankton composition due to interactive and cumulative effect, ultimately resulting in carbon flux and sinking rate changes (Feng et al.). Another study in the coastal area off Chile, characterized by high natural variability, showed no response to high pCO2 treatments; instead the changes during the incubations were related to other factors, such as competition and growth phase (Osma et al.). The study suggests that the pre-exposure to variable coastal gradients that structure local adaptation patterns could play an important role in determining responses of coastal phytoplankton communities to increased impact of OA. In the experiments combining various OA and light treatments conducted on 15 laboratory experimental generations of picophytoplankton, Bao and Gao showed that Synechococcus grew faster under the OA treatment with inhibiting light level only, suggesting differential picophytoplankton responses that are light dependent under various depth conditions.

Hypoxia is another stressor present mostly in the tropical and temperate marine ecosystems. In a tropical Caribbean reef, hypoxia had largest negative impact on the performance of a key reef herbivore. The interactive temperature and DO extremes with low pH led to impaired performance of the reef echinoderms (Lucey et al.).

The studies investigating the impact of carbonate chemistry variability in coastal regions demonstrate the importance on both biological and biogeochemical responses. Coastal and estuarine habitats are characterized by distinct temporal fluctuations in carbonate chemistry, ranging from sub-diel to diel to seasonal, which are expected to increase under projected scenarios even in the highly buffered systems (Urbini et al.). Extreme variability in hypoxia/reoxygenation seem to change the expression of the mitochondrial quality control pathways only of the species with high DO sensitivity, such as Pacific oysters Crassostrea gigas, but not blue mussels Mytilus edulis, elucidating the mechanisms of mitochondrial protection against hypoxia-reoxygenation-induced damage that might contribute to hypoxia tolerance in marine bivalves (Steffen et al.). In addition to eutrophication, marine heatwave might also contribute to triggering deoxygenation and biodiversity loss in the marginal seas. In a southwestern Atlantic coast, marine heatwaves, sewage and eutrophication combined to trigger deoxygenation and biodiversity loss (Brauko et al.).



LONG-TERM VARIABILITY IN OCEAN ACIDIFICATION AND HYPOXIA IN MARGINAL SEAS

In the marginal seas of the Indian Ocean (Persian Gulf, Red Sea and Andaman Sea), deoxygenation has been observed numerous times over the last few decades (Naqvi). Hypoxia in the East China Sea has become more severe since the 1960s mainly due to eutrophication, stronger stratification, and longer water residence times (Wang et al.). ENSO and global warming may also have indirect effects by regulating river discharge, stratification, and water residence time, etc. (Wang et al.). In the southwestern English Channel within the Northeastern Atlantic Ocean, time-series observations show that average pCO2 increases at rate of 2.95–3.52 μatm yr−1, with a corresponding decrease in mean pH of 0.0028 yr−1 (Gac et al.), an acidification rate faster than the open ocean (~1.5 μatm yr−1 for pCO2 and −0.0016 ~ −0.0017 yr−1 for pH; Bates et al., 2014), and consistent with some other marginal seas, including the Mediterranean (Hassoun et al., 2015). Both atmospheric CO2 absorption and climatic indices (i.e., North Atlantic Oscillation and Atlantic Multidecadal Variability) are responsible for this fast OA rate in the northern East Atlantic Ocean (Gac et al.).



CONCLUSIONS AND PERSPECTIVES

OA and hypoxia often occur more severely in the marginal seas than in the open ocean globally, making the marginal seas species and ecosystems more vulnerable to future climate change related changes. ΩAr and pH conditions in some marginal seas are already below the thresholds that can induce negative biological responses for many marine calcifiers, especially in the rapidly changing polar/subpolar marginal seas or in coastal upwelling regions. In temperate marginal seas, subsurface water can be corrosive, which may be having an impact on fisheries and the ecosystem services they provide. For large river-dominated margins, there might be significant time lags of the bottom water hypoxia/acidification after the peak of the primary production. For coastal ecosystems in the margin systems characterized by the OA/hypoxia, we can expect differential effects and evolution across regional habitats, depending on the baseline and the physical and biogeochemical dynamics of local conditions. Understanding of such spatial and temporal variability is thus essential to start recognizing more sensitive habitats and conduct appropriate monitoring or management practices to protect and preserve ecologically and economically important ecosystems.

Marginal seas are productive areas essential for the human wellbeing and economic dependence, but insufficient awareness of biological and ecosystem responses and potential management strategies might be detrimental, especially in the developing countries. Although this Research Topic contributed to advance understanding of the chemical changes, the interpretation of biological responses in the marginal seas is still in need of more research. Such responses are complex, thus requiring a tight integration with the chemical and biogeochemical multi-scale parameters that can induce stress, community reorganization and shifts, biological interactions and others impacts.

An immediate need for enhanced understanding of multiple stressor effects as well as the effects of increased variability and unpredictability in the marginal seas systems is critical for developing better management strategies. While a single study indicates that multiple stressor extremes in the tropics lead to the physiological impairments, systematic studies are needed to reveal multiple stressor impacts on the marginal seas marine ecosystems. Equally, the projections of future conditions in dynamic coastal systems show enhanced variability and extreme values related to OA, which can be habitat specific and thus extremely variable, yet biological and biogeochemical implications of these impacts are largely unknown. In particular, a better understanding of increased amplitude variability and prolonged duration below thresholds for organisms and ecosystems is needed for the coastal-estuarine habitat. Various temporal scales of variability (from sub-diel to diel to seasonal) needs to be further examined to understand where and when the biological bottlenecks will first occur. The comparison of sensitivity and resilience of various marginal seas systems should be examined through the natural variability baseline to understand the extent of species plasticity and adaptation. Moreover, attention needs to be given to the temporal variation (autocorrelation and cross-correlations) that represents the framework of the “predictability” in the habitats (Bernhardt et al., 2020), which can also significantly structure biological responses. Extensive theoretical and empirical work shows that the predictability might in fact be a primary driver determining the biological responses compared to the variability, thus both, predictability and variability require more attention to assess their impact and trade-offs in the marginal seas.

The integrated results of this Research Topic carry important implications for variety of ecosystems and ecosystem services, including aquaculture practices, fisheries management, human wellbeing carbon sequestration, etc. Given enormous potential of ecosystems services in the marginal seas systems, much more comprehensive approaches are needed to assess the impacts and economic evaluation of their losses. The approach needs to be based on the integration of the chemical, biological and biogeochemical data, allowing to monitor changes over time, and developing management approaches to preserve the health and the biodiversity within the marginal seas in the face of the global climate change, including habitat restoration, protection of biogenic habitats, removal of anthropogenic nutrients, potential development of OAH habitat refugia, marine spatial planning, fishing practices and capacity of adaptation and resilience of the changing socio-ecological system. Special attention needs to be given to the “blue carbon” ecosystems given their role related to sequestering carbon and potentially slowing down the long-term changes at the local level while also exacerbating short-term variability. To this end, a spatially targeted evaluation related to different causes of OAH involving comprehensive interactions with local stakeholders is needed maximize the utility of smaller-scale policy recommendations.
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To better understand the relationship between subsurface seasonal deoxygenation and acidification in the Yellow Sea and northern East China Sea (ECS), we examined carbonate system parameters and dissolved oxygen (DO) of seven field surveys conducted in 2017–2018, spanning all four seasons. Low pHT values of 7.71–7.80 and critically low aragonite saturation state (Ωarag) values of 1.07–1.40 along with undersaturated DO of mostly higher than 150 μmol O2 kg–1 occurred in the Yellow Sea Cold Water Mass area in summer and autumn, while hypoxic DO values of 49–63 μmol O2 kg–1 and extremely low pHT values of 7.68–7.74 as well as critically low Ωarag values of 1.21–1.39 were observed in the northern ECS in July 2018. At the beginning of warm-season stratification formation, the cold Yellow Sea waters had much higher DO but lower Ωarag values than those in relatively warmer ECS waters, while yearly initial pHT values rarely exhibited differences between the two coastal seas. During warm seasons, the central Yellow Sea accumulated respiration products beneath the thermocline in summer and autumn, while the northern ECS bottom waters preserved them only in summer. This study highlights fundamental roles of wintertime carbon dioxide (CO2) solubility along a north-to-south latitude gradient in the coastal acidification development. In comparison with the relatively low-latitude northern ECS subject to seasonal hypoxia, relatively high-latitude Yellow Sea exhibits higher CO2 solubility in winter and longer respiration-product accumulations in warm seasons, leading to lower Ωarag in the central Yellow Sea than those in the northern ECS. However, the present-day central Yellow Sea is free from hypoxia.
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KEY POINTS

• Wintertime air-sea re-equilibration, summertime respiration and autumnal upset dominate subsurface carbonate chemistry in coastal seas.

• High CO2 solubility together with respiration leads to high DIC:TAlk ratios and low aragonite saturation state in the central Yellow Sea.

• The northern East China Sea is subject to concurrent hypoxia and CO2 acidification in summer, while the Yellow Sea is free from hypoxia.



INTRODUCTION

The oceanic absorption of anthropogenic carbon dioxide (CO2) has lowered sea surface pH and calcium carbonate (CaCO3) mineral saturation state (Ω) as compared with the preindustrial era, known as ocean acidification (Caldeira and Wickett, 2003; Orr et al., 2005; Doney et al., 2009). Here pH is the negative logarithm of the sum of the concentrations of hydrogen (H+) and bisulfate (HSO4–) ions, i.e., total hydrogen ion concentration scale, pHT = -log10[H+]T, where [H+]T = [H+] + [HSO4–]. It affects chemical/biochemical properties of seawater, including chemical reactions, equilibrium conditions, and biological toxicity. Ω is defined as [Ca2+] × [CO32–]/Ksp∗, where [Ca2+] and [CO32–] are the concentrations of calcium and carbonate ions, respectively, and Ksp∗ is the apparent solubility product for either calcite or aragonite. The declines in pH and Ω could lead to CaCO3-undersaturated corrosive seawater conditions, affecting marine calcifying organisms and even the whole marine ecosystem (Fabry, 2008; Jin et al., 2015; Ravaglioli et al., 2020).

The anthropogenic CO2 invasion has resulted in a decrease in pH by 0.1 unit (Orr et al., 2005) and a decline in [CO32–] by 30% (Sabine et al., 2004) in the upper ocean since the industrial revolution. The present-day open ocean pHT was detected at 8.023 ± 0.004 in the tropical Central Pacific (6.4°N 162.4°W), at 8.074 ± 0.004 in the subtropical Eastern Pacific (33.5°N 122.5°W), and at 8.020 ± 0.008 at an Antarctic site (77.6°S 166.4°W) (Hofmann et al., 2011). In the Pacific Ocean, the present surface Ωarag values are 3–4.5 in low-latitude regions while only 1–2 in high-latitude regions (Feely et al., 2012). This latitude gradient of Ωarag is largely attributed to higher solubility of CO2 in colder seawaters of high-latitude regions. Moreover, seasonal aragonite undersaturation (i.e., Ωarag < 1) has already been observed in surface and shallow subsurface waters of some northern polar seas (Bates et al., 2009; Fabry et al., 2009; Qi et al., 2017).

Chemically, Ωarag > 1 indicates that the CaCO3 mineral of aragonite is stable in the seawater, while Ωarag < 1 indicates that the mineral is unstable. Although corals usually require much higher Ωarag of > 3.0 for optimal growth (Eyre et al., 2018; Yamamoto A. et al., 2012), many researchers regarded an Ωarag value of 1.5 as a critical threshold for marine shellfish development (Gruber et al., 2012; Ekstrom et al., 2015; Waldbusser et al., 2015), below which marine calcifying organisms may be under threat of acidified seawaters. On the Chinese side of the North Yellow Sea, the net community calcification rate in subsurface waters declined to zero when the Ωarag value reached the critical level of 1.5–1.6 (Li, 2019; Li and Zhai, 2019).

In productive coastal zones, algae and other biogenic particles decompose in subsurface waters. Their respiration and/or remineralization processes consume dissolved oxygen (DO) and release a great deal of CO2 into subsurface waters, leading to more rapid seawater acidification in coastal seas, compared with the open ocean (Feely et al., 2010; Cai et al., 2011; Melzner et al., 2013; Jiang et al., 2019). Moreover, the respiration-induced seasonal acidification is subject to uneven distributions of seawater temperature, salinity and alkalinity in coastal seas. For example, transregional carbonate studies along the U.S. East Coast have indicated that its northeast shelf region is more susceptible to CO2 acidification than the southern region, along with a north-to-south increasing gradient in total alkalinity (TAlk) and limited geographical variation in dissolved inorganic carbon (DIC) (Wang et al., 2013; Wanninkhof et al., 2015). Exposure, sensitivity and adaptive capacity to the acidification driven by atmospheric CO2 absorption and local amplifiers (i.e., eutrophication, upwelling of CO2-riched waters and input of river water with low [Ca2+] and subsequently Ωarag) were also assessed and compared throughout the U.S. coastal regions (Ekstrom et al., 2015). Along China’s coasts, so far, the latitude gradient of coastal acidification and its controlling mechanisms are unclear because previous studies have been primarily confined to individual coastal seas (e.g., Cao et al., 2011; Chou et al., 2013a; Zhai, 2018). Ocean environments along China’s coasts also exhibit complex local geological and hydrological characteristics, such as contrasting bottom topography, residence time and monsoon-driven coastal currents (e.g., Su and Yuan, 2005; Chen, 2009; Men and Liu, 2015).

In this study, we examined carbonate system parameters in the Yellow Sea and northern East China Sea (ECS) during 2017–2018, spanning all four seasons. For the first time, a north-to-south gradient of carbonate system parameters in contrasting coastal seas along China’s east coast was revealed. Together with hydrological data and DO measurements, the regional differentiation of the respiration-induced coastal acidification in the two coastal seas were investigated. This study provides the best understanding so far of the relationship between subsurface seasonal deoxygenation and acidification in the two coastal seas of both ecological and economic importance, which will assist future predictions of marine environmental changes under ocean acidification in the coming decades.



MATERIALS AND METHODS


Study Area

The Yellow Sea and ECS, located on the China eastern shelf, are two major marginal seas of the western North Pacific. The boundary of the two coastal seas lies between the northern corner of the Changjiang Estuary and Jeju Island (Figure 1A). The Yellow Sea is surrounded by mainland China to the west and the Korea Peninsula to the east. It is geographically divided into two basins, i.e., the North Yellow Sea and the South Yellow Sea. The former is connected to the Bohai Sea to the west, and the latter to the ECS to the south. The North Yellow Sea has an area of ∼7 × 104 km2 with an average water depth of ∼38 m, while the South Yellow Sea has an area of ∼30 × 104 km2 with an average water depth of ∼44 m. The more open ECS has a larger area of ∼77 × 104 km2 with an average water depth of ∼370 m. The ECS inner shelf within the 50 m isobaths is quite broad. The climatic variations are primarily dominated by the East Asian Monsoon, with the rain-bearing southwest monsoon prevailing in summer (from June to early September) and a strong northeast monsoon lasting in winter (from December to early March of the next year, Chen, 2009).
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FIGURE 1. Maps showing (A) the circulation and depth contour in the Yellow Sea and East China Sea, and (B–G) sampling sites together with our bottom-water salinity data during our seasonal mapping cruises in 2017–2018. In (A), boundaries among the Bohai Sea, North Yellow Sea, South Yellow Sea and East China Sea are shown as dashed black lines. The year-round Kuroshio, TsushiMa Warm Current (TMWC) and TaiWan Warm Current (TWWC) are sketched with black arrows. The wintertime Yellow Sea Coastal Current (YSCC), Yellow Sea Warm Current (YSWC) and Zhejiang-Fujian Coastal Current (ZFCC) are sketched with blue arrows. The summertime Changjiang Dilute Water (CDW) and Yellow Sea Cold Water Mass (YSCWM) are sketched with the red arrow and the dashed red circle, respectively.


Both of the ECS and the Yellow Sea are connected to the North Pacific via the Kuroshio intrusion, including those Kuroshio-derived currents such as the TaiWan Warm Current (TWWC), the TsushiMa Warm Current (TMWC), and the Yellow Sea Warm Current (YSWC). Moreover, they are subject to freshwater discharges from the Changjiang and Yalu Rivers (Figure 1A), as well as several monsoon-driving coastal currents, including the northeastward-moving Changjiang Diluted Water (CDW) from late spring to early autumn, and the southward-moving Yellow Sea Coastal Current (YSCC) and Zhejiang-Fujian Coastal Current (ZFCC) in winter and early spring.

The Yellow Sea is semi-enclosed. Its summertime hydrography is characterized by a pronounced stratification in its deeper regions. A cold pool with water temperatures of 5–11°C, the Yellow Sea Cold Water Mass (YSCWM), develops under the thermocline from late spring to autumn as the remnant of the previous winter cooling (Miao et al., 1990; Zhai et al., 2014b). The wintertime hydrography in the Yellow Sea is characterized by the southward-moving YSCC and the northward-moving YSWC (Figure 1A). The YSWC is considered to be a compensating current to the monsoon-driven coastal current (Yuan et al., 2008), transporting warm and saline waters into the Yellow Sea. Based on 228Ra/226Ra measurements, the Yellow Sea hydraulic residence time has been estimated to be 5–6 years, while the residence time may only be 2–3 years or shorter on the ECS shelf (Nozaki et al., 1991; Men and Liu, 2015).

TAlk in the Yalu River is only 320–800 μmol kg–1 (Zhai et al., 2014b, 2015), approximately 1000 μmol kg–1 lower than the Changjiang TAlk value (1500–1900 μmol kg–1, Xiong et al., 2019). As illustrated by Chen and Wang (1999) and Zhai et al. (2014a), the ECS offshore waters originate from the Kuroshio tropical water. The latter has a typical TAlk value of 2293 μmol kg–1 and the DIC value of 1994 μmol kg–1 (with the DIC:TAlk ratio of < 0.9) at a salinity of 34.9 (Chen and Wang, 1999). By comparison, the TAlk values in the semi-enclosed Yellow Sea were usually detected in a compact range of 2290 ± 25 μmol kg–1 (Zhai, 2018). In the North Yellow Sea, a usual water mixing model has been reported by Zhai et al. (2014b), i.e.,
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where 320 (μmol kg–1) represents the low TAlk feature of the mixture of rainwater and freshwater discharged from the Yalu River.



Sampling and Analyses

In this study, seven field surveys were conducted on the Chinese side of the Yellow Sea and the northern ECS during 2017–2018 (Supplementary Table S1), spanning a wet summer (July–August 2018) and a dry winter (December 2017–January 2018), as well as those transitional seasons of spring (March–May 2018) and autumn (October–November 2017 and October–November 2018) (Figures 1B–G and Supplementary Figure S1A).

Water samples were collected at two to seven different depths (including sea surface and the bottom water) using a rosette of 10 or 12 Niskin bottles, integrated with Conductivity-Temperature-Depth/Pressure (CTD) sensor packages. The ancillary data of in situ temperature (after the International Temperature Scale of 1990) and salinity (after the Practical Salinity Scale of 1978) were obtained primarily using the calibrated CTD sensor packages (SBE-19 plus in our October–November 2017 and May 2018 cruises, and SBE-911 plus during the other cruises, Sea-Bird Scientific, Bellevue, WA, United States). During the summertime estuarine survey conducted in July 2018, salinity values of discrete samples were also measured using a calibrated WTW’s TetrCon925 probe.

DO samples were collected, fixed and titrated aboard following the Winkler procedure at an overall uncertainty level of <0.5%. A small quantity of sodium azide (NaN3) was added during subsample fixation to remove possible interferences from nitrites (Wong, 2012). The DO saturation (DO%) was calculated from field-measured DO concentration divided by the DO concentration at equilibrium with the atmosphere which was calculated from temperature, salinity and local air pressure, as per the Benson and Krause (1984) equation. To quantify the effect of net community metabolism, apparent oxygen utilization (AOU) was also calculated by subtracting the field-measured DO concentration from the air-equilibrated DO. Assuming the water starts with a fully saturated state, and ignoring effects of air-sea exchange and water mixing, an AOU > 0 implies net community respiration, while an AOU < 0 implies net community production.

Water samples for DIC and TAlk analyses were also collected aboard. As recommended by Huang et al. (2012), water samples for DIC and TAlk were stored in 60 mL borosilicate glass bottles (for DIC, bubble free) and 140 mL high-density polyethylene bottles (for TAlk). There were no statistical differences between the measuring results from the above-mentioned sample storing procedure and from those procedure suggested by Dickson et al. (2007). Following filling procedure in Dickson et al. (2007), we filled these triple-rinsed sample bottles of DIC and TAlk smoothly from the bottom, and then immediately added 50 μL of saturated mercuric chloride (HgCl2). Finally, water samples for DIC and TAlk were sealed and preserved at room temperature until determination. Note that the volume of saturated HgCl2 added to the DIC samples exceeded the upper limit of recommended range (0.02–0.05% by volume), but was still below the maximum amount, i.e., 0.1% by volume (Dickson et al., 2007). Both DIC and TAlk samples were unfiltered but allowed to settle before measurement, although filtration techniques suitable for these samples were reported earlier by Bockmon and Dickson (2014). DIC was measured by an infrared CO2 detector-based DIC analyzer (AS-C3, Apollo SciTech Inc., United States), and TAlk was determined at 25°C by the Gran acidimetric titration using a semi-automated titrator (AS-ALK2, Apollo SciTech Inc., United States). DIC and TAlk determinations were referred to Certificated Reference Materials (CRM) from Andrew G. Dickson’s lab at Scripps Institution of Oceanography at a precision of ± 2 μmol kg–1 (Dickson et al., 2007; Zhai et al., 2014b).



Calculation of Other Carbonate System Parameters

Seawater fugacity of CO2 (fCO2), pHT and Ωarag were calculated from seawater temperature, salinity, and measured DIC and TAlk using the software CO2SYS.XLS (Version 24) (Pelletier et al., 2015), which is an updated version of the original CO2SYS.EXE (Lewis and Wallace, 1998). This program has been favorably evaluated by Orr et al. (2015) in a study comparing 10 packages of carbonate calculation program. The Millero et al. (2006) dissociation constants of carbonic acid were used in the calculation because they cover much broader applicable ranges of temperature (0–50°C) and salinity (0–50). The Dickson (1990) dissociation constant was used for HSO4– ion. The phosphate and silicate values required by the program were usually unavailable and replaced by zero. The Ca2+ concentrations were assumed to be proportional to salinity as presented in Millero (1979) and the values of apparent solubility product for aragonite (Ksp∗arag) were taken from Mucci (1983).

To assess the quality of the carbonate system data, we calculated pH data using the National Bureau of Standards scale (pHNBS) based on field-measured DIC and TAlk values. These data were compared with field-measured pHNBS data (see collection and analysis of pHNBS samples in Supplementary Material). Most measured and calculated values were consistent at a deviation level of ± 0.05 pH (Supplementary Figure S2A). To examine the possible existences of organic alkalinity in coastal waters within our study area, we also calculated TAlk values from field-measured DIC and pHNBS data. Most measured TAlk data and calculated results were consistent with each other at a deviation level of ± 20 μmol kg–1 (Supplementary Figure S2B). This deviation level was reasonably higher than the precision of TAlk determination (± 2 μmol kg–1). These comparisons suggested that the measured and calculated results of the carbonate system parameters were reliable. Due to accidentally insufficient addition of HgCl2, the North Yellow Sea DIC samples collected in April 2018 were damaged before determination. The relevant DIC data were calculated from field-measured TAlk and pHNBS.

To quantify the effect of net community metabolism on DIC, we calculated the air-equilibrated DIC (corresponding to a mean air-equilibrated fCO2 value of 415 ± 5 μatm during our seasonal cruises conducted in 2017–2018) from corresponding field-measured seawater temperature, salinity and TAlk (Zhai, 2018). The air-equilibrated fCO2 was calculated from the flask analysis data of atmospheric CO2 mole fraction at the adjacent Tae-ahn Peninsula (TAP) site (36°44’N 126°08’E), which varied from 406 ppm (ppm = parts of CO2 per million dry air) in August to 419–421 ppm during January to May in 2017–2018 (Supplementary Figure S1B, data from NOAA/ESRL’s Global Monitoring Division)1, and corrected to the survey-based barometric pressure and 100% humidity at water temperature and salinity (Zhai et al., 2019). Similar to the definition of AOU (section “Sampling and Analyses”), the DIC departure from the air-equilibrated DIC was defined as the excess DIC (ExcessDIC). Assuming water starts with a fully saturated state, and ignoring effects of air-sea exchange, water mixing and CaCO3 precipitation/dissolution, an ExcessDIC > 0 means net community respiration, while an ExcessDIC < 0 implies net community production.



RESULTS


Hydrological Settings

Generally, water temperature exhibited a north-to-south-increasing gradient from the North Yellow Sea, to the South Yellow Sea, and to the northern ECS in winter, spring and autumn (Supplementary Figures S3–S5). The only exception was sea surface temperature in summer, showing no latitude gradient in these sea areas. However, summertime temperature in subsurface and bottom waters exhibited a north-to-south-increasing gradient (Supplementary Figures S4, S5). During our winter and spring cruises, regionally survey-averaged temperatures were 4.8–7.8°C in the North Yellow Sea, 7.2–11.7°C in the South Yellow Sea and 9.6–16.7°C in the northern ECS (Table 1).


TABLE 1. Summary of field data of water temperature, salinity, DO saturation (DO%) and carbonate system parametersa.

[image: Table 1]Salinity also exhibited the north-to-south-increasing gradient, with annual mean values of 32.1 ± 0.3 in the North Yellow Sea, 32.2 ± 0.7 in the South Yellow Sea and 32.6 ± 1.9 in the northern ECS, based on data obtained from our seasonal cruises in 2017–2018. The Yellow Sea had relatively low salinity values and small salinity variations as compared with the northern ECS (Figures 1B–G, 2A–C). In the Yellow Sea, relatively high salinity values of > 32 dominated the whole study area in winter and spring (Figures 1C–E). In summer and autumn, the relatively high salinity values of > 32 still dominated bottom waters in the central Yellow Sea (Figures 1B,F–G), i.e., the summertime YSCWM area (Figure 1A). In the connection between the northern ECS and South Yellow Sea, several low salinity values of 29.7–31.5 were observed in late spring (Figure 1E), likely due to the offshore transport of the CDW. In summer, the CDW-affected sampling sites considerably increased, covering the northwestern ECS and the southern part of the South Yellow Sea (Figure 1F and Supplementary Figure S1A). In autumn, low salinity values of 26.1–30.5 were observed at nearshore stations in the ECS (Figure 1G), indicating the effect of the southward-moving ZFCC during this northeast monsoon-driven season (Figure 1A).
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FIGURE 2. Time series of survey-averaged values of bottom-water (A–C) temperature and salinity, (D–F) DO saturation (DO%) and fugacity of CO2 (fCO2), (G–I) dissolved inorganic carbon (DIC) and DIC:TAlk ratio, and (J–L) pHT (in situ) and aragonite saturation state (Ωarag). TAlk = Total alkalinity. Data points in the Yellow Sea during summer to autumn are within the YSCWM. Error bars denote standard deviations.


In the Yellow Sea, significant thermoclines and stratification occurred in summer and autumn (Figures 3A–C), with mean surface temperatures of 26.7 ± 2.3°C and 19.2 ± 1.7°C in summer and autumn, respectively, and with mean bottom-water temperatures of 12.5 ± 6.2°C and 13.9 ± 4.7°C in summer and in autumn, respectively (Supplementary Figure S6). In the central Yellow Sea, subsurface water had quite low temperature of ∼9°C in warm seasons (Figures 2A,B), shaping the YSCWM area with large density difference between bottom and surface waters (ΔDensity) of ∼5 kg m–3 in summer and ∼2 kg m–3 in autumn (Figures 3A–C). Compared with the Yellow Sea, the northern ECS had relatively small bottom-surface temperature differences (26.1 ± 1.8°C versus 20.9 ± 1.7°C) and ΔDensity (3.7 ± 1.8 kg m–3) in summer, and nearly homogenous vertical profiles in autumn, except for several southeastern stations with bottom-water temperatures of 19.9–23.7°C and ΔDensity of 0.4–2.1 kg m–3 in October 2018 (Figures 3A–C and Supplementary Figure S6).
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FIGURE 3. Distributions of (A–C) density difference between bottom and surface waters (ΔDensity), bottom-water (D–F) dissolved oxygen (DO), (G–I) DIC:TAlk ratio, (J–L) pHT (in situ), and (M–O) aragonite saturation state (Ωarag) in autumn 2017, summer 2018 and autumn 2018. In panels (M–O), contours of bottom-water critical Ωarag level of 1.5 are plotted as thick yellow lines.




DO and Carbonate System Parameters


DO, fCO2, and Apparent DO Depletion Rate

During our winter and spring cruises, most DO values were at ∼100% saturations, while fCO2 were close to the present-day air-equilibrated fCO2 of 415 μatm in the Yellow Sea and northern ECS (Table 1 and Figures 2D–F), suggesting a vertically well-mixed situation during cold seasons. Exceptions to this were observed in the central part of the South Yellow Sea in winter, where relatively low DO% of 65–72% and supersaturated fCO2 of 672–806 μatm occurred in bottom waters at four deep stations (Supplementary Figure S5). From late spring to autumn, the YSCWM bottom waters exhibited DO declines (from 97% or 285 μmol O2 kg–1 in late spring to 87% or 248 μmol O2 kg–1 in summer and 68% or 195 μmol O2 kg–1 in autumn) and fCO2 increases (from 440 μatm in late spring to 505 μatm in summer and 680 μatm in autumn) (Figures 2D,E, 3D–F). These low DO values in the YSCWM (mostly higher than 150 μmol O2 kg–1) were still above the threshold of hypoxia (i.e., <63 μmol O2 kg–1). The regional averaged apparent DO depletion rate in the YSCWM bottom waters was estimated to be 0.6 μmol O2 kg–1 d–1 from late spring to autumn (∼150 days).

In the northern ECS, summertime bottom-water DO% values were averaged at only 56 ± 13% (with a range of 21–84%, having the DO concentrations of 49–185 μmol O2 kg–1), while the autumnal bottom-water DO% increased to the air-equilibrated level (Figures 2F, 3D–F). The three summertime hypoxic stations (with DO values of 49–63 μmol O2 kg–1) off the Changjiang Estuary had extremely high fCO2 values of ∼1000 μatm (Supplementary Figure S5). Since water stratification in the northern ECS was intensified from late spring to summer (∼50 days), its bottom-water averaged apparent DO depletion rate (from 85% or 215 μmol O2 kg–1 in late spring to 56% or 126 μmol O2 kg–1 in summer) was estimated to be 1.8 μmol O2 kg–1 d–1.

In addition, moderately low bottom-water DO values of ∼140 μmol O2 kg–1 were also observed in autumn at several southeastern stations (Figure 3F), where water temperature was moderately low (∼22°C) (Supplementary Figure S6F), and salinity was quite high (∼34) (Figure 1G), likely resulted from the TWWC that intruded into the northern ECS (Figure 1A).



TAlk

Survey-averaged TAlk in the North Yellow Sea ranged between 2300 ± 10 μmol kg–1 and 2332 ± 17 μmol kg–1 (Table 1, with the annual mean of 2316 ± 19 μmol kg–1), while survey-averaged TAlk in the South Yellow Sea ranged between 2295 ± 21 μmol kg–1 and 2324 ± 26 μmol kg–1 (Table 1, with the annual mean of 2305 ± 31 μmol kg–1). In the northern ECS, however, relatively low TAlk values were observed, ranging from 2233 ± 18 μmol kg–1 to 2300 ± 16 μmol kg–1 (Table 1, with the annual mean of 2243 ± 28 μmol kg–1).

TAlk versus salinity showed different relationships in the three regions (Figures 4A–C). In the North Yellow Sea, TAlk versus salinity roughly followed Eq. (1), although TAlk data obtained from our five cruises in 2018 were 10–30 μmol kg–1 higher than those values predicted by salinity and Eq. (1). In the South Yellow Sea, however, quite complicated water mixing behaviors were involved (Figure 4B). In the northern ECS, many data points of TAlk versus salinity fairly followed a linear relationship (Figure 4C), i.e.,
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FIGURE 4. Bottom-water (A–C) TAlk, (D–F) DIC, (G–I) DIC:TAlk ratio, (J–L) pHT (in situ) and (m–o) Ωarag versus salinity. Data for the YSCWM are enclosed within blue ellipses. In (A–C), 2290 ± 25 μmol kg– 1 was the earlier usual value of TAlk in the Yellow Sea (Zhai et al., 2014b; Zhai, 2018). In (D–I), gray shaded areas represent mean ± SD of wintertime/springtime DIC or DIC:TAlk ratios in individual regions. In (J–L), the pHT of 8.0 is comparable with the present-day air-equilibrated pHT (corresponding to a mean air-equilibrated fCO2 value of 415 ± 5 μatm during our seasonal cruises in 2017–2018), while the pHT of 7.7 shows the doubled concentration of total hydrogen ions. In (M–O), the Ωarag of 1.5 shows a critical value that the net community CaCO3 dissolution occurs in the North Yellow Sea (Li, 2019; Li and Zhai, 2019), while the Ωarag of 1.0 indicates the critical value for the ideal aragonite dissolution.
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Equation (2) indicated a two-endmember water mixing between the Changjiang freshwater (S = 0, TAlk = 1850 μmol kg–1) and the ECS offshore waters (S = 34.9, TAlk = 2266 μmol kg–1), as derived from our July 2018 cruise conducted off the Changjiang Estuary (Figure 1). This linear relationship also roughly characterized several ECS nearshore stations (along the China’s east coast) sampled during our autumn 2018 cruise, with quite low salinity values of 26.0–30.5 (Figure 1G) and TAlk values of 2138–2229 μmol kg–1 (Figure 4C), indicating that the southward-moving ZFCC was closely coupled with the CDW (Figure 1A). In winter and spring, however, quite high TAlk values of 2283–2333 μmol kg–1 at moderate salinity values of 31.3–32.8 were observed in the northern ECS (Figure 4C), showing the intrusion of the northeast monsoon−driven YSCC (Figure 1A).



DIC and DIC:TAlk Ratio

The Yellow Sea exhibited higher DIC values than the northern ECS (Figures 2G,H versus Figure 2I). Annual mean DIC values were 2145 ± 47 μmol kg–1 in the North Yellow Sea, 2119 ± 65 μmol kg–1 in the South Yellow Sea, and 2031 ± 65 μmol kg–1 in the northern ECS. Wintertime and springtime DIC values in the North Yellow Sea were averaged at 2168 ± 22 μmol kg–1 (Figure 4D), while wintertime and springtime DIC values in the South Yellow Sea were averaged at 2144 ± 36 μmol kg–1 (Figure 4E). In the Yellow Sea, DIC data showed greater vertical variations in summer and autumn than in winter and spring (Supplementary Figures S3–S5), and the YSCWM had relatively high DIC values of 2150–2270 μmol kg–1 in summer and autumn (Figures 4D,E). In the northern ECS, the low DIC values of this study of 1650–1950 μmol kg–1 were observed in the summertime ECS surface waters (Supplementary Figure S7F), while the ECS bottom-water DIC values were mostly 2050–2150 μmol kg–1 in summer (Figure 4F).

The Yellow Sea usually had higher DIC:TAlk ratios than the northern ECS (Figures 2G–I). From early winter to late spring, survey-averaged DIC:TAlk ratio in the North Yellow Sea ranged between 0.930 ± 0.009 and 0.933 ± 0.005 (Table 1), usually at 0.930 ± 0.010 (Figure 4G), while survey-averaged DIC:TAlk ratio in the South Yellow Sea varied from 0.924 ± 0.016 to 0.930 ± 0.009 (Table 1), usually at 0.925 ± 0.010 (Figure 4H). In the YSCWM (with salinity of > 32 and temperature of < 12°C), bottom-water DIC:TAlk ratios increased to 0.944 ± 0.008 in summer and 0.959 ± 0.005 in autumn (Figures 3G–I, 4G,H). In early winter, several very high bottom-water DIC:TAlk ratio values of 0.958–0.967 (Figure 4H) were observed at the four deep stations in the central South Yellow Sea, together with DO% of 65–72% and fCO2 of 672–806 μatm (Supplementary Figure S5).

In the northern ECS, survey-averaged DIC:TAlk ratio values in early winter (0.920 ± 0.003) and early spring (0.930 ± 0.006) were much higher than the usual ratio of ∼0.9 in the ECS offshore waters (Table 1), but quite close to the usual DIC:TAlk ratio of wintertime and springtime Yellow Sea waters (Figures 2G–I). This was likely because the YSCC transported the Yellow Sea waters into the northern ECS during the northeast monsoon season (Figure 1A). In late spring, the ECS DIC:TAlk ratio tended to show limited vertical gradient, with surface values of 0.891 ± 0.013 (Supplementary Figure S7I) and bottom-water values of 0.928 ± 0.009 (Figure 4I). In general, the ECS bottom waters increased their DIC:TAlk ratio values to 0.930–0.970 in summer, and then declined to < 0.9 in autumn (Figures 3G–I). At several nearshore stations affected by the ZFCC and those southeastern stations likely affected by the TWWC intrusion, relatively high bottom-water DIC:TAlk ratio values of 0.920–0.930 were also revealed during our autumn 2018 cruise (Figures 3I, 4I).



Bottom-Water AOU and Excess DIC From Late Spring to Autumn

In late spring, both bottom-water AOU and ExcessDIC varied around 0 in the North Yellow Sea (Figure 5A), while the South Yellow Sea bottom-water AOU and ExcessDIC were 17 ± 18 μmol kg–1 and 22 ± 18 μmol kg–1, respectively (Figure 5B). In summer and autumn, the YSCWM AOU increased to summertime 38 ± 21 μmol kg–1 and autumnal 91 ± 15 μmol kg–1, while the YSCWM ExcessDIC increased to summertime 28 ± 20 μmol kg–1 and autumnal 71 ± 16 μmol kg–1 (Figures 5A,B). It is worthwhile to note that the AOU values in the YSCWM area were rarely higher than 110 μmol kg–1.
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FIGURE 5. Bottom-water excess dissolved inorganic carbon (ExcessDIC) versus apparent oxygen utilization (AOU) in late spring, summer and autumn. ExcessDIC was defined as the departure from the air-equilibrated DIC (corresponding to a mean atmospheric fCO2 level of 415 ± 5 μatm during our seasonal cruises in 2017–2018). The solid black line exhibits the traditional Redfield ratio, i.e., ΔC:Δ(–O2) = 106:138 (Redfield et al., 1963), and the solid gray line indicates the more recent estimation of ΔC:Δ(–O2) = 106:154 (Hedges et al., 2002). Plots of (A) the North Yellow Sea and (B) South Yellow Sea during summer and autumn are within the YSCWM. In panel (C), several summer plots in the northern East China Sea (ECS) deviated from the Redfield line, as enclosed by gray dashed ellipse, are at shallow sampling sites with water depth of < 25 m. ZFCC = Zhejiang-Fujian Coastal Current in winter and early spring, while TWWC = TaiWan Warm Current.


In the northern ECS, bottom-water AOU and ExcessDIC increased from moderate levels (AOU = 36 ± 23 μmol kg–1, ExcessDIC = 33 ± 12 μmol kg–1) in late spring to very high levels (AOU = 98 ± 31 μmol kg–1, ExcessDIC = 83 ± 27 μmol kg–1) in summer, and declined to relatively low levels (AOU = 11 ± 16 μmol kg–1, ExcessDIC = 20 ± 24 μmol kg–1) in autumn (Figure 5C). Different from the Yellow Sea situation that only a few sampling sites had extremely high AOU values of more than 110 μmol kg–1, nearly one third of our ECS sampling sites were occupied with the extremely high AOU values of 110–179 μmol kg–1 in summer (Figure 5C). The southward-moving ZFCC (observed at nearshore stations with low salinity of < 31) was characterized by AOU of nearly 0 but high ExcessDIC of 40–80 μmol kg–1, while the northward-upwelling TWWC (observed at southeastern offshore stations with high salinity of > 34) was characterized by both high AOU (60–100 μmol kg–1) and high ExcessDIC (50–65 μmol kg–1) (Figure 5C).



Seasonal Variations in pHT and Ωarag

In the Yellow Sea, wintertime and springtime pHT and Ωarag were generally homogenous, while pHT and Ωarag displayed vertical gradient in summer and autumn. Its early-winter pHT and Ωarag were 8.04 ± 0.05 and 1.94 ± 0.22, respectively, while its early-spring pHT and Ωarag were 8.08 ± 0.05 and 1.86 ± 0.16, and the late-spring pHT and Ωarag were 8.04 ± 0.06 and 1.98 ± 0.34 (Table 1). During our summer and autumn cruises, surface pHT ranged between 7.98 ± 0.07 and 8.04 ± 0.05 (Supplementary Figures S7M,N), while surface Ωarag varied from 2.58 ± 0.30 to 3.00 ± 0.36 (Supplementary Figures S7P,Q). The YSCWM pHT decreased to 7.97 ± 0.05 in summer (mostly lower than the present-day air-equilibrated level of 8.0–8.1) and 7.85 ± 0.04 in autumn. Note that very low pHT values of 7.71–7.80 occurred in the YSCWM in autumn (Figures 4J,K), suggesting that the concentration of total hydrogen ions should be twice the present-day air-equilibrated level of 8.0–8.1. The YSCWM Ωarag declined to 1.59 ± 0.18 in summer and 1.28 ± 0.09 in autumn (Figures 2J,K). Its autumnal lowest Ωarag value of 1.07 was detected in the northern area of the YSCWM (Figure 4M), which was even close to the critical value for the ideal aragonite dissolution. Even in early winter, very low bottom-water pHT values of 7.77–7.85 (Figure 4K) and Ωarag values of 1.13–1.29 (Figure 4N) were also observed at the four deep stations (in the central South Yellow Sea) mentioned in section “DIC and DIC:TAlk Ratio.”

In the northern ECS, the early-winter pHT and Ωarag were averaged at 8.03 ± 0.02 and 2.08 ± 0.07, respectively, and the early-spring pHT and Ωarag were averaged at 8.03 ± 0.02 and 1.85 ± 0.12, respectively (Table 1). In late spring, the ECS bottom-water pHT and Ωarag were averaged at 7.96 ± 0.03 and 1.90 ± 0.21, respectively (Figure 2L), while its surface pHT and Ωarag were averaged at 8.09 ± 0.05 (Supplementary Figure S7O) and 2.80 ± 0.30 (Supplementary Figure S7R), respectively. In summer, the ECS bottom-water pHT and Ωarag were averaged at 7.85 ± 0.07 and 1.91 ± 0.32, respectively (Figure 2L), while the surface pHT and Ωarag were averaged at 7.99 ± 0.16 (Supplementary Figure S7O) and 2.99 ± 0.99 (Supplementary Figure S7R), respectively. Near the riverine mouth of Changjiang, quite low summertime bottom-water pHT values of 7.68–7.74 and Ωarag values of 1.21–1.39 were observed at five stations (Figures 3K,N, 4L,O). Three of these seriously acidified stations (pHT 7.68–7.71; Ωarag 1.28–1.39) suffered from summertime hypoxia (with DO values of 49–63 μmol O2 kg–1), while the other two stations (pHT 7.68 and 7.74; Ωarag 1.21 and 1.39) were very shallow (with water depth of ∼10 m) and vertically well-mixed. In autumn, most pHT and Ωarag in the northern ECS increased to nearly air-equilibrated values of ∼8.00 and ∼2.60 (Figures 2–3), except for several stations likely affected by the ZFCC and the TWWC intrusion, where low pHT values of 7.86–7.99 and low Ωarag values of 1.97–2.60 were detected (Figures 4L,O).



DISCUSSION


Processes Driving Seasonal Variations of Bottom-Water DIC, pHT, and Ωarag

Dynamics of DIC, pHT, and Ωarag in coastal zones are subject to multi-drivers, including coastal upwelling (Feely et al., 2008), riverine freshwater inputs (Salisbury et al., 2008; Rheuban et al., 2019; Xiong et al., 2019), vertical and lateral water mixing (Wang et al., 2013; Wanninkhof et al., 2015), and metabolic processes (Feely et al., 2010). In addition to these drivers, the seasonal temperature variability also affects the carbonate chemistry (Zhai et al., 2014b). In an open system, the temperature effect on carbonate system parameters includes the internal thermodynamic equilibrium shift and the air-sea CO2 exchange caused by the solubility change (Xue et al., 2017; Cai et al., 2020). These two temperature effects tend to cancel each other out for pHT, but to enhance each other for Ωarag because of the dominant role of gas equilibrium (Cai et al., 2020).

To illuminate the temperature effect on seasonal changes of carbonate system parameters, air-equilibrated DIC, DIC:TAlk ratio, pHT and Ωarag values (corresponding to a mean air-equilibrated fCO2 value of 415 ± 5 μatm in 2017–2018) in the Yellow Sea and northern ECS were plotted against the seawater temperature. Both of air-equilibrated DIC and DIC:TAlk ratio increased as temperature decreased (Figures 6A–C,E–G). However, air-equilibrated pHT varied limitedly with temperature change (Figures 6I–K), whereas air-equilibrated Ωarag decreased as temperature decreased (Figures 6M–O).


[image: image]

FIGURE 6. Bottom-water (A–C) DIC, (E–G) DIC:TAlk ratio, (I–K) pHT (in situ), and (M–O) Ωarag versus temperature. Solid gray curves are air-equilibrated levels of bottom-water DIC, DIC:TAlk ratio, pHT and Ωarag (corresponding to a mean air-equilibrated fCO2 value of 415 ± 5 μatm during our seasonal cruises in 2017–2018) at mean salinity and TAlk in the North Yellow Sea (salinity = 32.1, TAlk = 2316 μmol kg– 1), South Yellow Sea (salinity = 32.2, TAlk = 2305 μmol kg– 1) and northern ECS (salinity = 33.0, TAlk = 2243 μmol kg– 1). Data for the YSCWM are enclosed within a blue ellipse. In (A–C) and (E–G), gray shaded areas represent mean ± SD of wintertime/springtime DIC and DIC:TAlk ratios in the North Yellow Sea, in the South Yellow Sea, and in the northern ECS. Major processes controlling seasonal variations of bottom-water (D) DIC, (H) DIC:TAlk ratio, (L) pHT (in situ) and (P) Ωarag are also sketched.



Wintertime Re-equilibration

In shallow waters away from upwelling systems, the carbonate system within the water column re-equilibrated with atmospheric CO2 every year between winter and spring (Figures 2D–F). Comparing field-measured carbonate system parameters in the two coastal seas with their air-equilibrated levels, wintertime and springtime carbonate system parameters mostly varied around the corresponding air-equilibrated levels (Figure 6), showing the dominant role of air-sea re-equilibration at the beginning of warm-season stratification formation. At the four deep stations within the central South Yellow Sea, however, the early-winter DIC and DIC:TAlk ratio were much higher than their air-equilibrated values (Figures 6B,F), while the early-winter pHT and Ωarag were substantially lower than their air-equilibrated values (Figures 6J,N). Supersaturated bottom-water fCO2 values of 672–806 μatm were also detected at these four stations, despite their vertical profiles of temperature and salinity were nearly homogenous (Supplementary Figures S3–S5). This is because that a longer period of time of 25–100 days was needed for the CO2-rich waters to equilibrate with the atmosphere (Zhai et al., 2014b; Li and Zhai, 2019). In the North Yellow Sea, the early-spring pHT (8.10 ± 0.04) and Ωarag (1.81 ± 0.13) were slightly higher than those air-equilibrated levels estimated at a low temperature of 5°C (Figures 6I,M). This was likely because water-cooling lowered fCO2 to form an undersaturated level of ∼350 μatm in April 2018 (Figure 2D). The similarly springtime undersaturated fCO2 has been observed earlier in the North Yellow Sea in May 2011 and May 2012 (Zhai et al., 2014b).



Summertime Respiration Beneath Thermoclines

In summer, most bottom-water DIC and DIC:TAlk ratio in the Yellow Sea and northern ECS were higher than their air-equilibrated levels (Figures 6A–C,E–G). In the YSCWM waters, summertime DIC addition and DIC:TAlk ratio increase relative to the corresponding air-equilibrated values were 10–50 μmol kg–1 and 0.1–0.2, respectively (Figures 6A,B,E,F). In comparison, the northern ECS showed much greater summertime increases in bottom-water DIC and DIC:TAlk ratio, which were 50–100 μmol kg–1 and 0.2–0.7 over the air-equilibrated values (Figures 6C,G). An abundant supply of sinking organic matter induced by the eutrophic Changjiang plume and summertime strong stratification were key factors forming and maintaining very high bottom-water DIC and pCO2 in the ECS shelf waters in summer (Chou et al., 2009, 2013b). It is worthwhile to note that several warm southern stations in the South Yellow Sea also exhibited very high DIC:TAlk ratio (∼0.93) relative to their air-equilibrated levels (∼0.89) at seawater temperature of >20°C (Figure 6F), likely due to the northeastward-flowing CDW in summer (Xu et al., 2016; Zhai, 2018).

To reveal the possible source processes dominating these DIC additions, we plotted bottom-water DIC additions relative to the corresponding air-equilibrated levels (i.e., ExcessDIC) against AOU (Figure 5). In both of the YSCWM and the northern ECS, ExcessDIC versus AOU was reasonably in agreement with the stoichiometry of marine phytoplankton organic matter oxidation, including the traditional Redfield ratio, i.e., ΔC:Δ(–O2) = 106:138, and the more recent estimation of ΔC:Δ(–O2) = 106:154 (Hedges et al., 2002). The ΔC:Δ(–O2) ratio of 106/154 falls in the range of marine phytoplankton respiration quotients of 106/140 and 106/160 recommended by Anderson (1995) and Sarmiento and Gruber (2006). These facts indicate that both bottom-water DIC additions and DO depletions were dominated by the community respiration beneath thermoclines.

In the ECS shallow areas where wind-driven collapse of water stratification occasionally occurred (Figure 3B), the bottom-water ventilation might bias the relationship of ExcessDIC and AOU (Figure 5C) due to the slower re-equilibration of CO2 than O2 (Zeebe and Wolf-Gladrow, 2001). In the South Yellow Sea and northern ECS, some late-spring plots also followed the Redfield line (Figures 5B,C), likely due to an earlier start of metabolic processes in warm southern waters, as supported by those sinking biogenic particles induced by frequent springtime blooms in the outer Changjiang Estuary and the South Yellow Sea (He et al., 2013).

The summertime increases in bottom-water DIC and DIC:TAlk ratio suppressed the Ωarag (Figure 8), while the bottom-water pHT declines in summer and/or autumn (Figures 6I–K) also mirrored the seasonal increases in bottom-water DIC (Figures 6A–C) and DIC:TAlk ratio (Figures 6E–G). Therefore, the community respiration under thermoclines was mainly responsible for summertime and/or autumnal low pHT and Ωarag in these regions.

In comparison to the Yellow Sea, the northern ECS exhibited greater increases in bottom-water DIC and DIC:TAlk ratio in summer, thereby leading to larger decreases in the bottom-water pHT and Ωarag (Figure 6). It is worthwhile to note that summertime bottom-water pHT values in the northern ECS were lower than those in the Yellow Sea (Figures 6I–K), while summertime bottom-water Ωarag values were roughly comparable in the two coastal seas (Figures 6M–O). The latter was partially caused by the lower yearly initial Ωarag in the colder Yellow Sea waters in winter and spring (section “Wintertime Re-equilibration Naturally Preconditions the Water Column”).



Autumnal Collapse of Thermoclines and the Water-Column Overturning

In typical autumn months (October and November), the seasonal stratification was usually weakened and even collapsed, except for the central Yellow Sea and a small ECS region affected by the TWWC intrusion (Figures 3A,C). Correspondingly, the earlier CO2-rich and DO-depleted subsurface and/or bottom waters tended to approach their air-equilibrated levels (Figure 6). The similar autumn CO2-releasing process has been reported earlier in the northern ECS (Shim et al., 2007; Zhai and Dai, 2009; Guo et al., 2015).

In summary, three primary processes controlled seasonal variations of bottom-water DIC, DIC:TAlk ratio, pHT and Ωarag in the Yellow Sea and northern ECS (Figures 6D,H,L,P). The air-sea re-equilibration played a fundamental role in wintertime carbonate system parameters. In summer, the community respiration beneath thermoclines dominated the increases in bottom-water DIC and DIC:TAlk ratio and the declines in bottom-water pHT and Ωarag. Moreover, the autumnal collapse of thermoclines driven by cooling-induced water-column overturning or episodic wind-driven mixing events led to bottom-water ventilation, causing these carbonate system parameters to approach their air-equilibrated levels.



Comparison With Other Studies Relating to Seasonal Acidification in the Yellow Sea and the Northern East China Sea

In the Yellow Sea, respiration-induced declines in subsurface pHT, Ωarag and DO from spring to autumn were first reported by Zhai et al. (2014b). Low pHT values of 7.79–7.90, low Ωarag values of 1.13–1.40 and low DO% of 57–66% dominated subsurface waters of the central North Yellow Sea in autumn 2011 (Zhai et al., 2014b). During a summer flood in 2013, the community respiration coupled with freshwater dilution contributed to the occurrence of corrosive waters (Ωarag < 1) along the north coast of the North Yellow Sea, near the Yalu River estuary (Zhai et al., 2015). Stratification was an important factor affecting the accumulation of respiration-induced CO2 in the Yellow Sea, especially in the YSCWM (Xu et al., 2018). The respiration-induced CO2 was accumulated during summer and autumn in the YSCWM-dominated area, leading to one third of the surveyed areas in the Yellow Sea to have pHT < 7.9 and Ωarag < 1.5 in subsurface and bottom waters (Zhai, 2018). Also, a significant DO depletion occurred in the summertime and autumnal YSCWM, with the lowest DO% of 45% observed in autumn (Xu et al., 2016; Zhai, 2018). In addition, the bottom water on the Korean side of the South Yellow Sea was already undersaturated with aragonite (with DO% of ∼60%) in autumn (Choi et al., 2020), presumably due to ocean dumping of organic materials in the central Yellow Sea (Choi et al., 2020).

In the northern ECS off the Changjiang Estuary, low pHT values of ∼7.8 and low Ωarag values of ∼1.5 have been reported earlier in its summertime hypoxic zone (Cai et al., 2011; Wang B. et al., 2017). The term hypoxia refers to a DO threshold of lower than 2 mg L–1, that is, 63 μmol O2 L–1 or approximately 30% saturation (Dauer et al., 1992; Rabalais et al., 2010). The summertime hypoxic area in the ECS was estimated at greater than 12,000 km2 (or 432 km3 volume, Chen et al., 2007), which was comparable to the largest coastal hypoxic zones observed in the world (Diaz, 2001; Fennel and Testa, 2019). To date, aragonite undersaturation has not been observed in the northern ECS, although the lowest summertime bottom-water Ωarag value in the outer Changjiang Estuary has showed an alarming decline in recent years from 1.70 in July 2009 (Chou et al., 2013a) to 1.52 in July 2016 and to 1.39 in July 2017 (Xiong et al., 2019). Chou et al. (2013a) predicted that the combination of intensifying eutrophication and increasing atmospheric CO2 would push the bottom water of the Changjiang plume area toward undersaturated with respect to aragonite (Ωarag ∼0.8) by the end of this century.

The integrated results of these fragmented studies have suggested that the present-day lowest bottom-water Ωarag in the Yellow Sea was usually lower than that in the northern ECS. The Yellow Sea might be more vulnerable than the adjacent ECS shelf to the potentially negative effects of CO2 acidification (Zhai et al., 2014b). However, the difference in behaviors of bottom-water DO depletion and CO2 acidification between the two coastal seas was not investigated in previous studies.

In this new research, the lowest regional bottom-water Ωarag values were detected at 1.07 in the Yellow Sea and 1.21 in the northern ECS (Figures 6M–O), which were generally in agreement with the previous results. However, the lowest bottom-water pHT and Ωarag in the northern ECS observed in this study (7.68 and 1.21 in July 2018) were lower than those reported in previous studies. This might suggest that the respiration-induced CO2 acidification was developing rapidly in the northern ECS bottom waters off the Changjiang Estuary. Note that our results of this study were based on a latest transregional investigation, spanning all four seasons. Seasonal evolutions and controls of bottom-water DO and carbonate system parameters in both the Yellow Sea and northern ECS were detailed in this study (Figures 2, 6). Moreover, the different behaviors of bottom-water DO depletion and CO2 acidification in the two coastal seas will be discussed in section “Different Behaviors of Bottom-Water DO Depletion and CO2 Acidification in the Two Contrasting Coastal Seas.”



Different Behaviors of Bottom-Water DO Depletion and CO2 Acidification in the Two Contrasting Coastal Seas

The community respiration beneath thermoclines induces both DO depletions and CO2 accumulations, thus depressing bottom-water pHT and Ωarag. The following stoichiometric relationships (assuming the usual Redfield ratio) were used to characterize this respiration-driven process:
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All acid-base conversions were based on the dominant species in the saline aquatic environment at a pH of ∼8.

The coastal hypoxia is usually associated with the respiration-induced CO2 acidification (Cai et al., 2011; Melzner et al., 2013). However, the Yellow Sea bottom-water DO values were always much higher than the threshold for hypoxia, despite the occurrence of seasonal acidification (Figures 7A,B,D,E). In contrast, the northern ECS off the Changjiang Estuary is a well-documented summertime hypoxic zone (e.g., Li et al., 2002; Zhu et al., 2011). In the ECS hypoxic zone, quite low pHT values of ∼7.7 and critically low Ωarag values of < 1.5 were observed in summer (Figures 7C,F).
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FIGURE 7. (A–C) Bottom-water pHT (in situ) versus DO and (D–F) Ωarag versus DO. Shaded pink areas represent hypoxia (DO < 63 μmol O2 kg– 1). Data points in the Yellow Sea during summer to autumn are within the YSCWM. Black and gray curves represent respiration-induced pHT and Ωarag changes, based on the Redfield equation and the corresponding net DO consumption rates in the Yellow Sea (0.6 μmol O2 kg– 1 d– 1) and northern ECS (2 μmol O2 kg– 1 d– 1). During calculation, starting conditions for the North Yellow Sea were DO = 300 μmol kg– 1, DIC:TAlk ratio = 0.930; starting conditions for the South Yellow Sea were DO = 300 μmol kg– 1, DIC:TAlk ratio = 0.925; starting conditions for the northern ECS were DO = 250 μmol kg– 1, DIC:TAlk ratio = 0.900, while for the ECS offshore waters (affected by the TWWC) were DO = 200 μmol kg– 1, DIC:TAlk ratio = 0.890. The impact of respiration on TAlk (ΔTAlk:ΔDIC = –17/106) was also included.


To investigate the different behaviors of bottom-water DO depletion and CO2 acidification in the Yellow Sea and the northern ECS, we compared their yearly initial conditions and respiration processes, and then modeled seasonal changes in bottom-water DO, pHT and Ωarag in the two contrasting coastal seas.


Wintertime Re-equilibration Naturally Preconditions the Water Column

At the beginning of the warm-season stratification formation, yearly initial DO values (i.e., air-equilibrated wintertime/springtime values) in cold Yellow Sea waters (∼300 μmol kg–1 at 9°C) were higher than those in the warmer northern ECS waters (∼250 μmol kg–1 at 20°C) (Figure 7). The yearly initial pHT values in the two coastal seas were similar (8.0–8.1, Figures 7A–C), whereas yearly initial DIC:TAlk ratio and Ωarag values were quite different. The Yellow Sea had higher yearly initial DIC:TAlk ratio (0.925–0.930) and lower yearly initial Ωarag values (1.8–1.9) than those in the northern ECS (DIC:TAlk ratio ∼0.9 and Ωarag ∼2.5) (Figures 6E–G, 7D–F).

In these cold seasons that were free from community respiration, the north-to-south decreasing gradient of yearly initial DIC:TAlk ratio was dominated by the CO2 solubility. Seawater CO2 solubility increased with the decrease of temperature (Weiss, 1974), resulting in lower [CO32–] and Ωarag in colder waters compared with warmer waters. Note that the internal temperature effect only accounts for < 5% of the variations in Ωarag (Zhai et al., 2014b). With respect to pHT, however, the CO2-dissolving induced [H+] increase in cold waters was greatly canceled out by the [H+] decrease due to the internal temperature effect of pH (Yamamoto S. et al., 2012; Cai et al., 2020). Therefore, the yearly initial pHT varied minimally along the north-to-south latitude gradient. Even over diverse ecosystems found between the poles and tropics, the air-equilibrated pHT values changed limitedly in a narrow range of 8.020–8.074 (Hofmann et al., 2011). In a word, the air-equilibrated Ωarag was much more sensitive to seawater temperature than the air-equilibrated pHT. Wintertime re-equilibration naturally preconditioned the water column to have different yearly initial values of DO, pHT, Ωarag and DIC:TAlk ratio.



Different Respiration Rates and Duration

Not only yearly initial values of DO and carbonate system parameters, but also respiration rates and duration were quite different between the two coastal seas. The Yellow Sea (especially within the YSCWM) showed higher bottom-water AOU in autumn than in summer (Figures 5A,B). In the northern ECS, bottom-water AOU reached the maximum value in summer and then sharply declined in autumn (Figure 5C). Although the respiration duration beneath thermoclines in the northern ECS was shorter than the Yellow Sea, nearly one third of summertime bottom-water AOU values (with a range of 113–179 μmol kg–1) in northern ECS was about 24–97% higher than autumnal bottom-water AOU values in the Yellow Sea (91 ± 15 μmol kg–1). Also, the bottom-water averaged apparent DO depletion rate in the northern ECS (1.8 μmol O2 kg–1 d–1) were about three times higher than that in the Yellow Sea (0.6 μmol O2 kg–1 d–1), indicating a much higher net community respiration rate in the northern ECS as compared to the Yellow Sea.

In the Yellow Sea, the low bottom-water averaged apparent DO depletion rate of 0.6 μmol O2 kg–1 d–1 was comparable to the net community respiration rate previously observed in the northern area of the YSCWM (Zhai et al., 2014b; Li and Zhai, 2019). In the northern ECS, however, its bottom-water averaged apparent DO depletion rate of 1.8 μmol O2 kg–1 d–1 was lower than the lower limit of field-measured community respiration rates (∼3 μmol O2 kg–1 d–1) on the basis of DO decreasing in dark incubation experiments (Chen et al., 2006; Zhu et al., 2016). A quick formation of bottom-water hypoxia was observed off the Changjiang Estuary within only 6 days after a typhoon disturbance (Wang B. et al., 2017), equivalent to an extremely high DO drawdown rate of 22 μmol O2 kg–1 d–1. Both bottle incubation results and the field data deduction suggest that the northern ECS should have relatively high net community respiration rates in its summertime oxygen-depleted bottom waters. However, the central Yellow Sea accumulated respiration products beneath the thermocline in summer and autumn, while the northern ECS bottom waters preserved them only in summer.



Coupling of Bottom-Water DO Depletion and CO2 Acidification

To further explore the differentiation of bottom-water DO depletion and CO2 acidification in the Yellow Sea and northern ECS, seasonal changes in bottom-water DO, pHT and Ωarag were modeled based on Eq. (3) and different yearly initial values and respiration rates in the two coastal seas. When the respiration-induced DO depletion process started, DIC changed according the traditional Redfield ratio, i.e., ΔDIC:ΔAOU = 106:138, and the impact of respiration on TAlk (ΔTAlk:ΔDIC = –17/106) was also considered. During calculation, as detailed above, yearly initial conditions in the North Yellow Sea were DO = 300 μmol O2 kg–1, DIC:TAlk ratio = 0.930; in the South Yellow Sea, yearly initial DO = 300 μmol O2 kg–1, yearly initial DIC:TAlk ratio = 0.925; in the northern ECS, yearly initial DO = 250 μmol O2 kg–1, yearly initial DIC:TAlk ratio = 0.900. The net community respiration rates were assumed to be 0.6 μmol O2 kg–1 d–1 in the Yellow Sea and 2 μmol O2 kg–1 d–1 in the northern ECS. Temperature, salinity and TAlk were set to the mean value in bottom waters in the given region: T = 9°C, S = 32.1, and TAlk = 2316 μmol kg–1 in the North Yellow Sea; T = 9°C, S = 32.1, and TAlk = 2305 μmol kg–1 in the South Yellow Sea; T = 20°C, S = 33.0, and TAlk = 2243 μmol kg–1 in the northern ECS. The effect of mixing with the northeast-monsoon-driven ZFCC was not included (affected only several nearshore stations, Figure 1G), while the effect of the year-round TWWC intrusion was included. Starting conditions for the TWWC-affected offshore waters were DO = 200 μmol kg–1 and DIC:TAlk ratio = 0.890.

Field-measured bottom-water pHT versus DO and Ωarag versus DO reasonably followed those Redfield lines in both the Yellow Sea and northern ECS (Figure 7). The Redfield-based coupling of DO depletion and CO2 acidification suggested again that both pHT and Ωarag declines in the two coastal seas were controlled by the community respiration beneath thermoclines. At those low-oxygen levels, the Yellow Sea data showed consistently lower bottom-water pHT and Ωarag values than those in the northern ECS (Figure 7). It is worthwhile to note that field-measured observations in the northern ECS fell between the local reaction in the northern ECS (solid gray curves) and the TWWC-affected reaction (solid black curves, Figures 7C,F), suggesting the both the local respiration and the TWWC intrusion influenced DO and carbonate system parameters in the northern ECS.

In summary, the Yellow Sea had higher yearly initial DO values, higher yearly initial DIC:TAlk ratio but lower yearly initial Ωarag values than those in the northern ECS. However, yearly initial pHT values exhibited only a few differences between the two coastal seas. The different behaviors of yearly initial pHT and Ωarag were consistent with their different responses to the temperature variability. Moreover, higher CO2 solubility together with the respiration-induced CO2 additions resulted in the colder Yellow Sea waters to have higher DIC:TAlk ratio and thus lower Ωarag as compared with those in warm northern ECS waters. Assuming that the DIC:TAlk ratio difference (0.025) between 0.925 in wintertime/springtime Yellow Sea waters (Figure 6F) and a typical open-ocean seawater DIC:TAlk ratio of 0.900 (Figure 6G) was only induced by CO2 solubility difference, and considering the excellent linear relationship between bottom-water Ωarag and DIC:TAlk ratio, the contribution of the yearly initial high CO2 solubility to summertime low Ωarag in the Yellow Sea (with the averaged DIC:TAlk ratio of 0.944 in summer, section “DIC and DIC:TAlk Ratio”) was estimated to be 0.025/0.044 × 100% = 57%. Similarly, the contribution of the yearly initial high CO2 solubility to autumnal low Ωarag in the Yellow Sea (with the averaged DIC:TAlk ratio of 0.959 in autumn, section “DIC and DIC:TAlk Ratio”) was estimated to be 0.025/0.059 × 100% = 42%.



Concurrent Hypoxia and CO2 Acidification in the Northern ECS off Changjiang Estuary

In 2018, we observed concurrent hypoxia (DO 49–63 μmol O2 kg–1) and CO2 acidification (pHT 7.68–7.71, Ωarag 1.28–1.39) at three sampling sites in the northern ECS off the Changjiang Estuary in the middle of July, although the modeling prediction suggested that the bottom-water hypoxia (DO 61 μmol O2 kg–1) and CO2 acidification (pHT 7.59, Ωarag 1.05) should concurrently occur in early August (Figures 7C,F). Apart from the intensive respiration rates (section “Different Respiration Rates and Duration”), the excess DO decline was likely attributed to those non-local drivers of summertime hypoxia in the northern ECS bottom waters, such as the TWWC intrusion (Figures 7C,F, Wei et al., 2015; Wang B. et al., 2017) and the nearshore upwelling of the Kuroshio branch (Yang et al., 2011, 2012, 2013; Qian et al., 2017). Sediment oxygen consumption may also contribute to the hypoxia formation in the northern ECS (Zhang et al., 2017; Zhou et al., 2017).

In the Yellow Sea, declines in DO, pHT, and Ωarag in the Yellow Sea were much less than those in the northern ECS (Figure 7). Especially the modeled October DO in Yellow Sea was ∼150 μmol O2 kg–1 higher than the modeled August DO in the northern ECS. Even if the water stratification could have lasted in the central Yellow Sea (maintaining the YSCWM) until December, the modeling prediction of bottom-water DO in December (170 μmol O2 kg–1) would be still quite high, despite that extremely low pHT and Ωarag values (7.73 and 0.96, respectively) would dominate the YSCWM in this early winter month. The modeled results in December were comparable with those field-measured values at the four deep stations (in the central South Yellow Sea) during our early winter survey (Figures 7B,E). Therefore, the seasonal hypoxia that usually associated with the respiration-induced coastal CO2 acidification did not occur in the present-day central Yellow Sea.

Recently, studies relating the concurrency of bottom hypoxia and CO2 acidification were conducted in many other coastal zones. For example, summertime hypoxia and acidification (pH < 7.7) covered almost one-third of an aquaculture area in southern nearshore waters of the North Yellow Sea (Zhang et al., 2018). In the central Bohai Sea, the near-hypoxic (DO < 90 μmol O2 kg–1) and concurrent low pHT (∼7.7) and Ωarag (∼1.3) were observed in late summer (Zhai et al., 2019; Song et al., 2020). In the northern South China Sea shelf, summertime low pH values were mainly measured nearshore in the hypoxic zone, along with relatively high DIC concentrations (Zhao et al., 2020). In the hypoxic zone of the northern Gulf of Mexico, the lowest bottom DO value obtained in summer 2010 (only at 11 μmol O2 kg–1) matched with the lowest pHT (7.60) and Ωarag (1.63) values (Hu et al., 2017). Even in the Chesapeake Bay, both anoxia and the production of hydrogen sulfide (H2S) were observed in summertime subsurface waters (with pHT < 7.6, Cai et al., 2017). Diverging from all the above-mentioned situations, in the well-buffered Corpus Christi Bay located along the Texas coast, relatively high pHT (>7.8) and Ωarag (>2.6) values were revealed in its summertime hypoxia zone (McCutcheon et al., 2019). The high buffering capacity in the Corpus Christi Bay was attributed to abundant seagrass meadows and the strong evaporation that introduced low pCO2, high pHT and Ωarag waters (McCutcheon et al., 2019). Hence, the concurrent occurrence of coastal hypoxia and CO2 acidification does not always hold true in all situations. Such issues are worthy of further investigation in order to be better understood.



Correlations Between Bottom-Water Ωarag Versus DIC and DIC:TAlk Ratio

We also found that bottom-water Ωarag was negatively correlated with DIC (Figures 8A–C). The correlations in the Yellow Sea and northern ECS roughly fit in with several ideal relationships between Ωarag and DIC that were estimated using CO2SYS.XLS. During simulation, regional mean TAlk with standard deviation (Table 1 and Figures 4A–C) and typical wintertime and springtime DIC:TAlk ratio (Table 1 and Figures 6E–G) were set for starting conditions, while fixed regional mean salinity and temperature were used (Figures 2A–C). At a given DIC, Ωarag decreased along with TAlk decrease. An early-spring plot near the Yalu river estuary with moderately low TAlk value of 2265 μmol kg–1 deviated from the three ideal relationships in the North Yellow Sea (Figure 8A). Also, several summertime plots affected by the CDW with low TAlk values of 2110–2183 μmol kg–1 and autumnal plots affected by the ZFCC with low TAlk values of 2138–2185 μmol kg–1 deviated from the two ideal relationships in the northern ECS (Figure 8C).
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FIGURE 8. Plots of bottom-water Ωarag versus (A–C) DIC and (D–F) DIC:TAlk ratio. Black and gray curves represent ideal relationships between Ωarag versus DIC and DIC:TAlk ratio using CO2SYS.XLS. During calculation, starting condition for the North Yellow Sea was DIC:TAlk ratio = 0.930; starting condition for the South Yellow Sea was DIC:TAlk ratio = 0.925; starting condition for the northern ECS was DIC:TAlk ratio = 0.900, while for the ECS offshore waters was DIC:TAlk ratio = 0.890. The impact of respiration on TAlk (ΔTAlk:ΔDIC = –17/106) was included.


By comparison, the correlation between Ωarag and DIC:TAlk ratio (Figures 8D–F) was much tighter than that between Ωarag and DIC. This was because that DIC and TAlk were inversely related to Ωarag with higher DIC decreasing Ωarag and higher TAlk increasing Ωarag in seawater (Wanninkhof et al., 2015). Seawater DIC:TAlk ratio, by definition, could reflect the fraction of free CO2 in the DIC pool (Cai et al., 2020), which essentially determined Ωarag. When more CO2 was dissolved in seawater (solubility and/or respiration induced CO2 additions) as indicated by higher DIC:TAlk ratio, more CO32– ions were titrated, resulting in lower Ωarag values. On condition that the DIC:TAlk ratio varied between 0.83 and 0.95, the correlation was expressed linearly as Ωarag = –24.08 × (DIC:TAlk)+24.3 (r = 0.992, n = 832), exhibiting little differences among those diverse waters involved in this study (Supplementary Figure S8). It might suggest that DIC:TAlk ratio was a qualified indicator of Ωarag in seawater, even in contrasting coastal waters.



SUMMARY AND IMPLICATIONS

Seasonal variations and the controls of bottom-water carbonate system parameters and DO in the Yellow Sea and northern ECS were examined in this study. Wintertime air-sea re-equilibration, summertime respiration under thermoclines and autumnal water-column overturning are three primary processes controlling seasonal variations in these parameters. At the beginning of warm-season stratification formation, the colder Yellow Sea waters had higher DO values but lower Ωarag values than those in the relatively warmer northern ECS waters, while yearly initial pHT values were similar in the two coastal seas. During warm seasons, the Yellow Sea accumulated respiration products under the thermocline in summer and autumn, while the northern ECS bottom waters preserved them only in summer. Higher CO2 solubility together with the respiration-induced CO2 additions caused the colder Yellow Sea waters to have higher DIC:TAlk ratio and thus lower Ωarag as compared with those in warm northern ECS waters. The seasonal hypoxia that usually associated with the respiration-induced coastal CO2 acidification did not occur in the central Yellow Sea. In contrast, the summertime hypoxia and CO2 acidification concurrently occurred in the northern ECS.

We could also evaluate how seawater acidity ([H+]) in the Yellow Sea and northern ECS along the north-to-south latitude gradient respond to coastal acidification, considering starting conditions for the North Yellow Sea (T = 6°C, S = 32.1, TAlk = 2316 μmol kg–1, DIC:TAlk = 0.930), for the South Yellow Sea (T = 9°C, S = 32.1, TAlk = 2305 μmol kg–1, DIC:TAlk = 0.925), and for the northern ECS (T = 17°C, S = 33.0, TAlk = 2243 μmol kg–1, DIC:TAlk = 0.900). These starting conditions were those late spring levels in the given regions when water stratification was just formed. For an increase of seawater fCO2 of 1 μatm, [H+] increased by 1.97 × 10–5 μmol kg–1 in the North Yellow Sea, by 1.94 × 10–5 μmol kg–1 in the South Yellow Sea and by 1.90 × 10–5 μmol kg–1 in the northern ECS, indicating a north-to-south decline in the sensitivity to coastal acidification stresses, related to atmospheric CO2 intrusion and/or community respiration induced CO2 addition. A similar north-to-south-decreasing gradient along the U.S. East Coast and Gulf of Mexico has been reported by Wang et al. (2013) based on a summertime cross-shelf observation. The [H+] increase related to an increase of seawater fCO2 of 1 μatm has been estimated to be 2.0 × 10–5 μmol kg–1 in the Gulf of Maine, 11% greater than that in the Gulf of Mexico (1.8 × 10–5 μmol kg–1). The northeastern U.S. shelf waters appear more susceptible to CO2 acidification than their southern counterparts, likely due to relatively low temperature and thus high CO2 solubility in the northeastern regions. Recent studies have predicted that waters unfavorable to calcification will exist year round in the subsurface waters within northern shelf waters along China’s and U.S. eastern coasts, i.e., the North Yellow Sea (Li and Zhai, 2019) and Gulf of Maine (Wang Z. A. et al., 2017), by the middle of the century under the future ocean acidification. Consequently, cold northern shelf waters appear to be more vulnerable to the potentially negative effects of ocean acidification. In the future, more studies are needed to quantify ecological responses of different coastal zones to those acidification pressures, particularly in the relatively colder northern shelf waters.
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The Changjiang Estuary and its adjacent East China Sea are among the largest coastal hypoxic sites in the world. The oxygen depletion in the near-bottom waters (e.g., meters above the seabed) off the Changjiang Estuary is caused by water column respiration (WCR) and sedimentary oxygen respiration (SOR). It is essential to quantify the contributions of WCR and SOR to total apparent oxygen utilization (AOU) to understand the occurrence of hypoxia off the Changjiang Estuary. In this work, we analyzed the δ18O and O2/Ar values of marine dissolved gas samples collected during a field investigation in July 2018. We observed that the δ18O values of dissolved oxygen in near-bottom waters ranged from 1.039 to 8.457‰ (vs. air), generally higher than those of surface waters (−5.366 to 2.336‰). For all the sub-pycnocline samples, the δ18O values were negatively related to O2 concentrations (r2 = 0.97), indicating apparent fractionation of δ18O during oxygen depletion in the water column. Based on two independent isotope fractionation models that quantified the isotopic distillation of dissolved oxygen concentration and its δ18O, the mean contributions of WCR and SOR to total near-bottom AOU were calculated as 53 and 47%, respectively. Beneath the pycnocline, the WCR contribution to the total AOU varied from 24 to 69%, and the SOR contribution varied from 31 to 76%. The pooled samples beneath both the pycnocline and upper mixed layer indicated that WCR contributions (%) to total AOU increased with increasing AOU (μmol/L), whereas SOR% – AOU had the reverse trend. We propose that the WCR% and SOR% contributions to the total AOU of the sub-pycnocline waters are dynamic, not stationary, with changes in ambient environmental factors. Under hypoxic conditions, we observed that up to 70% of the total AOU was contributed by WCR, indicating that WCR is the major oxygen consumption mechanism under hypoxia; that is, WCR plays a vital role in driving the dissolved oxygen to become hypoxic off the Changjiang Estuary.

Keywords: hypoxia, δ18O, Changjiang estuary, sediment oxygen respiration, water column respiration


INTRODUCTION

Dissolved oxygen is essential and of great importance for most marine habitats. Dissolved oxygen depletion in estuarine and coastal near-bottom waters is worsening worldwide (2001), causing negative effects on the structure of marine ecosystems and their biodiversity (Nilsson and Rosenberg, 1994; Crain, 2007). Severe oxygen depletion, or hypoxia, destroys fishery resources and brings economic losses (Sindermann and Swanson, 1979; Naqvi et al., 2000). In addition, the change in the oxygen concentration changes the redox potential of the water environment, alters the balance of oxygen, carbon and nitrogen cycles, and hence produces feedback to global climate change. Therefore, hypoxia has recently attracted much attention in marine research (Diaz, 2001; Keeling et al., 2010).

The Changjiang Estuary and its adjacent offshore areas are typical estuarine and coastal sea environments that are affected by one of the largest rivers worldwide. In recent decades, Changjiang fluvial nutrients have increased more than ten times, and such eutrophication trends are expected to continue (Zhang et al., 1999; Yan et al., 2003; Daoji and Daler, 2004). Under the eutrophication background, estuarine and coastal summer algal blooms have increased dramatically in recent decades (Liu et al., 2013; Li et al., 2014). As the water depth is only tens of meters, excess organic matter generated in surface waters can quickly settle and reach near-bottom waters, which fuels oxygen consumption at the bottom of the water column. Furthermore, the water column is usually well stratified in summer, with high-temperature and low-salinity Changjiang diluted water at the surface and high-salinity Kuroshio-originated water prevailing at the bottom (Su, 1998). The degradation of this excess organic matter in the near-bottom waters has a strong influence on dissolved oxygen off the Changjiang Estuary.

Hypoxia off the Changjiang Estuary is unstable, in contrast to other marginal sea hypoxic conditions, such as the Gulf of Mexico (Turner et al., 2005) and the Baltic Sea (Carstensen et al., 2014). The earliest recorded hypoxia (1900 km2) off the Changjiang Estuary was in August 1959, with a minimum dissolved oxygen concentration ([O2]) as low as 0.34 mg/L (Office of Integrated Oceanographic Survey of China, 1961). Hypoxic areas have increased significantly in the last 20 years relative to earlier times. In August 1999, 2006, and 2013, hypoxic areas were 13,700 km2, 15,400 km2, and 11,150 km2, respectively (Li et al., 2002; Zhu et al., 2011, 2017). To the best of our knowledge, another hypoxic event, with an area likely over 10,000 km2, occurred off the Changjiang Estuary in the summer of 2016 (WD Zhai, personal communication). Although hypoxia is unstable and can disappear for several years before the next occurrence of a severe hypoxic event (Zhu et al., 2017), in the 21st century, the Changjiang Estuary and adjacent East China Sea (ECS) became another coastal sea region with a hypoxic area exceeding 10,000 km2, similar to the Baltic Sea (Carstensen et al., 2014), the Gulf of Mexico (Wendel, 2015), and the northwestern shelf of the Black Sea (Capet et al., 2013).

The occurrence of hypoxia in near-bottom waters is primarily due to the stratification of the water column and the degradation of excess organic matter (Diaz, 2001). This also applies to the case off the Changjiang Estuary (Li et al., 2002; Wei et al., 2007, 2017; Chi et al., 2020). With hypoxic mechanism studies in recent years, it has been revealed that wind (Ni et al., 2016; Zhang et al., 2019), tides (Zhu et al., 2017), topography (Wang, 2009), and [O2] in Kuroshio waters (Qian et al., 2017) also have an important influence on the occurrence, development, and/or severity of hypoxia.

Despite the above hypoxic mechanism studies, integrated research that quantified both sediment oxygen respiration (SOR) and water column respiration (WCR) contributions is still sparse. On the one hand, the locations of hypoxia vary from year to year (Zhu et al., 2011), indicating that the floating and sinking of organic matter (i.e., WCR), rather than stationary sediment (i.e., SOR), play a more important role in the formation of hypoxia. Studies that focused on water column processes provide additional evidence that WCR dominates hypoxia. For example, hypoxia tends to correlate with sites with high chlorophyll concentrations and high sinking rates in the water column (Li et al., 2018), and the degraded organic matter that fuels hypoxia is of marine origin (Wang et al., 2016, 2017). In addition, a significant relationship between a high chlorophyll concentration in the surface waters and low [O2] in the near-bottom waters was observed (Chen et al., 2017). However, some work that focused on sediments highlighted the contribution of SOR to the occurrence of hypoxia. For example, a study based on the radium-thorium imbalance method indicated that the SOR contribution ranged from 6 to 61% of the total oxygen depletion in the near-bottom waters (Cai et al., 2014). Furthermore, in situ SOR incubations conducted on the deck suggested that the contribution of SOR ranged from 15% (Song et al., 2016) to 100% (Zhang et al., 2017). The reported SOR contribution range varied greatly (15–100%) (Song et al., 2016; Zhang et al., 2017), indicating that the contribution of SOR may have a dynamic spatial and/or temporal distribution gradient. Due to the lack of integrated WCR and SOR studies, WCR% (the WCR contribution to total apparent oxygen utilization (AOU) in percent) and SOR% (the SOR contribution to total AOU in percent) in the total oxygen depletion of near-bottom waters remain unclear. This uncertainty hinders the comprehensive understanding of the occurrence of hypoxia, preventing accurate hypoxia prediction (e.g., by modeling), and hence interferes with the formulation of environmental protection policies in the future.

Oxygen has three natural stable isotopes (16O-99.76, 17O-0.04, and 18O-0.20%). Fractionation of oxygen usually follows a mass-dependent law; for example, 18O is less preferred in aerobic respiration than 16O (Lane and Dole, 1956). In the water column, [O2] is consumed by various processes but seldom reaches zero (Zhu et al., 2011; Wang et al., 2017), resulting in enriched 18O in residual O2 due to isotopic fractionation caused by respiration. However, the oxygenated depth in sediments is usually only a few millimeters, beneath which [O2] could be totally consumed. Previous studies reported that fractionation factors (ε) of WCR range from −12 to −25‰ (Bender and Grande, 1987) and SOR ranges from 0 to 3‰ (Brandes and Devol, 1997). Because of the significant differences between WCR and SOR fractionation factors, it is possible to distinguish the different isotopic effects of WCR and SOR on dissolved oxygen 18O and hence evaluate the WCR% and SOR% contribution to total AOU in the near-bottom waters. In the Gulf of Mexico, SOR contributed an average of 73% to the total bottom AOU under nonhypoxic circumstances, but the contribution of WCR was larger when hypoxia occurred (Quinones-Rivera et al., 2007). Later, it was found that there may be a lack of a relationship between declining O2 and δ18O in the water column (Ostrom et al., 2014). However, to the best of our knowledge, the dissolved gas 18O approach has never been applied to hypoxia off the Changjiang Estuary, and the contributions of WCR and SOR remain largely unclear (Cai et al., 2014; Song et al., 2016).

Therefore, we bring up the question of the spatial features of WCR and SOR% regarding the near-bottom AOU off the Changjiang Estuary and adjacent ECS and the implications for the occurrence of hypoxia. To address this question, we conducted a cruise off the Changjiang Estuary and adjacent ECS in July 2018. Dissolved gas samples for δ18O analyses were collected onboard into a pre-vacuumed bottle and analyzed in the laboratory. Then, we interpreted the δ18O data via a self-developed isotopic model and via a reported model (Fry, 2006; Quinones-Rivera et al., 2007). We also applied sensitivity tests for the modeled WCR% and SOR% using different WCR fractionation factors. We discussed the potential controlling factors of the WCR% and SOR%, especially for the sub-pycnocline [O2]. Finally, we proposed a schematic oxygen consumption mechanism behind the occurrence of hypoxia off the Changjiang Estuary.



MATERIALS AND METHODS


Field Sampling

The field investigation was conducted in July 2018, covering the Changjiang Estuary and its adjacent coastal sea (Figure 1). Discrete water samples for dissolved gas analyses were collected by Niskin samplers attached to a CTD (Seabird 911), which also measured the temperature and salinity profile. Surface samples were collected 3 m beneath the surface, and near-bottom waters were collected ~2 m above the sea bed. At stations D3 and E2, water samples at the middle layers (but beneath the pycnocline) were also collected (Figure 1).


[image: Figure 1]
FIGURE 1. The study area and sampling stations. Gray lines indicate the observed hypoxia in previous studies derived from Zhu et al. (2011).


On board the ship, water samples were collected following the same protocol as that used by Reuer et al. (2007). Briefly, homemade glass flasks (500 mL) with Louwers-Hanique valves on top (Supplementary Figure 1) were thoroughly rinsed with deionized water. All internal valves were cleaned, and all O-rings were greased for better sealing. Sample flasks were poisoned with saturated HgCl2 (~75 μL), dried at 40°C, and then evacuated to 10−5 mbar. We usually collected ~200 ml (at most 250 ml of water) of seawater from the Niskin sampler. Bubble-free seawater entered the pre-evacuated sample flask through the side arm of a Louwers-Hanique valve, while dripping water maintained a good seal during the whole collection period. Collected seawater samples had a final HgCl2 concentration higher than 21 μg/mL, higher than the 20 μg/mL concentration recommended by Kirkwood (1992), ensuring that the dissolved gases preserved the in situ isotopic compositions. Flasks were stored at room temperature until analyses were conducted in the laboratory.



Dark Incubation

We also performed a dark incubation experiment using surface seawater to determine the respiration fractionation factor for living organisms off the Changjiang Estuary. Basically, the surface water of station A11-3 (Figure 1) was collected into a few independent BOD bottles, incubated for 0, 300, 450, and 760 h, collected into the same pre-evacuated sample flasks, and then analyzed for δ18O values.



Laboratory Measurements

In the laboratory, headspace dissolved gases were equilibrated with underneath seawater in the sample flasks at room temperature (22°C) for at least 48 h. The equilibrated dissolved gases were then extracted (Supplementary Figure 2) and purified through a vacuum line (Supplementary Figure 3) to remove the CO2 and water vapor in the gas mixture. The final gas mixture containing O2, Ar, and N2 was collected onto a sample finger filled with silica gel at liquid nitrogen temperature. A detailed description and schematics of the sampling and processing of dissolved gas samples can be found in Supplementary Materials.

The sample finger was heated at 100°C for 15 min to mix all gases well before introduction into the mass spectrometer, a Delta V plus with a dual inlet system, for isotopic analysis. For every sample, we ran 3 blocks of 15 cycles in total, with a pre-delay time of 20 s. The integration time for every cycle was 10 s. The instrument was equipped with Faraday cups with masses of 28, 32, 34, and 40, so δ18O and δO2/Ar could be simultaneously analyzed in this study; δ18O and δO2/Ar were calculated as follows:
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During the period of measurement, the result of the reference gas vs. reference gas (so-called zero enrichment) was −0.018‰ (±0.022 SD, 1σ) and 0.1‰ (±0.2 SD, 1σ) for δ18O and δO2/Ar, respectively. For all sample data, a chemical slope calibration was conducted to correct the isotopic interference of δ18O values caused by the differences in elemental ratios (N2/O2/Ar ratios) between sample gases and the reference gas. We applied two calibration curves of δN2/O2 vs. δ18O and δAr/O2 vs. δ18O to correct the δ18O values of all samples.

Then, all data were normalized to concurrent analyses of air (δ18O ≡ 0‰, δO2/Ar ≡ 0‰) collected in the back yard of the laboratory, Shanghai, China. During the course of this study, we observed analytical precisions for δ18O and δO2/Ar of 0.057‰ and 0.4‰ (n = 11), respectively. Equilibrated dissolved gases in water at 22°C (deionized water poisoned with HgCl2) were also repeatedly collected and measured in the laboratory, and we observed mean values of δ18O = 0.706 ± 0.051‰ and δO2/Ar = −95.0 ± 0.7‰, which were within the accepted error threshold compared to their theoretical values. All data running on the same filament were finally converted to values relative to air after the chemical slope corrections.

The sampling flasks were prepared and evacuated by a vacuum line at East China Normal University. Dissolved gas extractions and analyses were conducted at the Stable Isotope Climate Lab at Shanghai Jiao Tong University, Shanghai, China.

The temperature and salinity data of all stations and the analyzed δ18O and δO2/Ar data of all samples are listed in Table 1. AOU and modeled WCR% and SOR% in the following sections are also listed in Table 1.


Table 1. Temperature, salinity, and O2 results, and estimated WCR% and SOR% in this study.
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RESULTS

In July 2018, warm and fresh water prevailed in the surface layer, whereas waters of lower temperature and higher salinity were commonly found in the near-bottom layers (Figure 2 and Table 1). The temperature of the surface waters varied between 23.3°C and 27.5°C and 14.6°C to 25.9°C for the near-bottom layers. The surface and near-bottom salinities ranged between 25.183 and 34.067 and 31.307 and 34.527, respectively. Waters with low temperature and low salinity were identified in the surface layer of station P1, indicating the presence of Changjiang diluted water, and a gradual eastward increase in both temperature and salinity was observed (Figures 2A,B). In the near-bottom waters, temperature and salinity gradually decreased from south to north (Figures 2C,D).


[image: Figure 2]
FIGURE 2. The hydrological background in July 2018: (A) Surface temperature (°C), (B) surface salinity, (C) bottom temperature (°C), and (D) bottom salinity.


The water column was well stratified in our observations for all the stations we covered, namely, the density of near-bottom waters was higher than that of the surface waters. The density differences between near-bottom waters and surface waters ranged from 0.58 to 8.39 kg/m3, with the maximum value (8.39 kg/m3) occurring at station D3. Based on the temperature and salinity profile and a 0.125 kg/m3 threshold, the upper mixed layer depth ranged from 2.5 m (J2) to 11.5 m (T2) during our observations, with a mean depth of 4.9 m. The upper mixed layer was shallower than the corresponding pycnocline.

The δO2/Ar values at the surface varied from −190.2 to 113.4‰, and in the near-bottom waters, they varied from −594.0 to −151.2‰. The lowest δO2/Ar value in the near-bottom waters occurred at station D3 (−594.0‰), and it gradually increased both southwards and eastwards (Figure 3B and Table 1). The distribution of δO2/Ar in the near-bottom water was opposite to that in the surface water (Figures 3A,B); that is, higher δO2/Ar values in surface waters usually corresponded to lower δO2/Ar values in the corresponding near-bottom waters. The [O2] was calculated from the observed δO2/Ar, assuming that Ar was saturated in all layers. Accordingly, the [O2] ranged from 182 μmol/L to 279 μmol/L in the surface waters and from 104 μmol/L to 195 μmol/L in the near-bottom waters (Figures 3C,D).


[image: Figure 3]
FIGURE 3. The δO2/Ar (‰) and [O2] (μmol/L) calculated based on δO2/Ar in July 2018: (A) surface δO2/Ar, (B) bottom δO2/Ar, (C) calculated surface [O2], and (D) calculated bottom [O2].


AOU was calculated by subtracting the observed [O2] from the equilibrated [O2], which ranged from −47 to 26 μmol/L for the surface waters and from 18 to 133 μmol/L for the near-bottom waters. In the near-bottom waters, elevated AOU and δ18O (133 μmol/L and 7.835‰, respectively) were found at station D3. By contrast, minimum values in the near-bottom waters were found at station T2, which were 18 μmol/L and 1.039‰ (Figures 4C,D). A similar mirrored distribution pattern between AOU and δ18O was found in the surface waters (Figures 4A,B and Table 1).


[image: Figure 4]
FIGURE 4. The AOU and δ18O in July 2018: (A) surface AOU (μmol/L), (B) surface δ18O (‰), (C) bottom AOU (μmol/L), and (D) bottom δ18O (‰).


Vertically, obvious water stratification was identified by the temperature and salinity profile. δO2/Ar (or [O2]) gradually decreased from the surface to near the bottom waters, but the δO2/Ar minimum (or [O2] minimum) occurred in the intermediate layers beneath the pycnocline (10 m; Figure 5), indicating that most oxygen consumption occurred in the middle layer instead of near-bottom waters. The [O2] at 10 m at station E2 (56 μmol/L) was the minimum observed [O2], even lower than the corresponding near-bottom [O2]. Horizontally, the δ18O values showed a good relationship with declining [O2] (Figure 3D vs. Figure 4D). Vertically, although discrete samples were limited in number, the δ18O values were also well related to declining [O2] (Figure 5). Indeed, among all sub-pycnocline samples, the relationship between δ18O and declining [O2] (as [O2]/[O2]0) was significant (r2 = 0.97; Supplementary Figure 4), indicating apparent isotope fractionation during O2 consumption in the water column.


[image: Figure 5]
FIGURE 5. Vertical profile of salinity, temperature (°C), and [O2] (μmol/L) calculated using δO2/Ar, and δ18O (‰) for (A) station D3 and (B) station E2. The gray dashed lines indicate the depth of the upper mixed layer.




MODEL

Under the simplest condition, we assume that the near-bottom waters are in the dark and beneath the upper mixed layer. There is no diapycnal gas exchange between the upper mixed layer and near-bottom waters. Photosynthesis in near-bottom waters can be ignored, and the vertical mixing process is strongly prohibited by stratification over one to a few weeks. The oxygen budget is controlled only by WCR and SOR. In addition, the fractionation factors for WCR and SOR are constant during oxygen consumption. Based on these assumptions, we used two separate one-dimensional models to quantify the contributions of WCR and SOR to total AOU. In the following section, we first describe the principle of the two models and then use the models to calculate WCR and SOR%. Further discussions of the model results and their implications for the local environment are presented in section 5.1.


Model Description


Oxygen Isotope Rayleigh Fractionation Model (IR Model)

Visualizing the entire fate of O2 in the water column: initially, O2 is first dissolved (or generated) in the water column in surface layers via air-sea gas exchange or photosynthesis. Then, O2 consumption caused by WCR occurs in the surface layers, and SOR will also influence O2 when sediments get involved in the water column. The impacts of both SOR and WCR on O2 are recorded in the O2 properties, including the O2 concentration and δ18O values. Finally, in the current case, large amounts of O2 are consumed in the layers beneath the pycnocline, with certain WCR and SOR proportions relative to the total AOU until our observations.

The IR model is built using the isotope ratio R (R = 18O/16O) and [O2]. The initial dissolved O2 in the water column is assumed to be at equilibrium with air at the air-sea interference before any oxygen consumption takes place. Beneath the pycnocline, there are no air-sea gas exchange and no O2 production, only oxygen consumption occurs, and the O2 budget is:
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where [O2]obs is the observed [O2]. [O2]0 is the initial oxygen concentration, which is assumed at saturation. [O2]WCR is the oxygen consumed by water column respiration; [O2]SOR is the oxygen consumed by sediment oxygen respiration.

Respiration is a Rayleigh fractionation process, that is,
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where αWCR (= Rrespired/Rresidual) is the respiration fractionation factor for the WCR process. RWCR is the 18O/16O value of residual O2 after WCR consumption, which can be measured from our collected samples. R0 is the 18O/16O value of [O2]0, and f is the fraction of residual [O2] relative to the initial [O2]0 (ranging between 0 and 1). As WCR occurs in all layers and at all times in the water column, the fraction of residual O2 after WCR consumption can be written as [image: image].

Therefore, from equation 4 we obtain
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In addition to WCR processes, SOR would also consume O2. However, the fractionation factor of SOR processes, αSOR, is very close to 1 (Brandes and Devol, 1997), and oxygen will be mostly and totally consumed once it interacts with sediments. In other words, the SOR processes will cause no or negligible isotopic fractionation of the R values of dissolved O2 and will only influence the O2 concentrations. Therefore,

[image: image]

where Robs is the observed isotopic composition of O2 from the near-bottom water samples. Based on equation 6, [O2]WCR can be calculated with known Robs, R0, [O2]0, and αWCR. [O2]0 is the saturated concentration of O2 at the known temperature and salinity for each station, and R0 is calculated from the isotopic composition, δ18O = 0.7%0, of saturated O2 at the sea surface.

Then, the fraction of oxygen consumed by WCR (WCR%) is calculated as:
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Additionally, SOR% = 1 – WCR%, which is the fraction of oxygen consumed by SOR.



Apparent Fractionation Factor-Based and Step-By-Step Model (AS Model)

In principle, this model is similar to the model presented by Bender and Grande (1987) and the model with sequential steps reported by Fry (2006). It has been used in the Gulf of Mexico (Quinones-Rivera et al., 2007). As we focused on the oxygen budget in the near-bottom waters in this work, where no photosynthesis is present, only respiration processes are considered.

At the initial given O2 concentrations and δ18O values, the depletion of O2 was calculated at a given respiration rate. In every step, we decreased the initial O2 (i.e., caused by WCR and SOR, simultaneously) with a step size of ~1 μmol/L. The corresponding increase in δ18O (in ‰) was quantified by logarithmic distillation equations (exact expression; Mariotti et al., 1981). Through a repeated step-by-step calculation, the O2 concentration will finally decrease to nearly zero, with very high corresponding δ18O values. By doing this, a curve can be made, with the x-axis as the modeled O2 concentration and the y-axis as the modeled δ18O. The fractionation factor for all steps was fixed; changing the fractionation factor would change the shape (curvature) of the curve. By tuning the model fractionation factor, we found the best fit of the modeled curve and our observed [O2] – δ18O pairs for every near-bottom water sample. Then, the best-fit model fractionation factor was recorded for that sample, termed the apparent fractionation factor (εapp) (Quinones-Rivera et al., 2007). Similarly, the initial O2 properties for modeling were set as the theoretical equilibrium value (100% solubility and 0.7‰ δ18O for dissolved O2). The respiration rate was set as 0.03 mg O2/L/h.

The apparent fractionation factor was then used to calculate the relative contributions from WCR and SOR using a previously reported equation (Quinones-Rivera et al., 2007):
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where εapp is the apparent fractionation factor, εWCR is the water column respiration fractionation factor, and εSOR is the sedimentary oxygen respiration fractionation factor.





MODEL RESULTS

A previous study suggested a value of −22‰ for the WCR fractionation factor εWCR in coastal waters such as the Gulf of Mexico (Quinones-Rivera et al., 2007). In this work, εWCR was regarded as −20.8‰ (αWCR = 0.9792) based on incubation experiments using in situ surface seawater (Supplementary Figure 5). For the SOR processes, during which O2 is totally consumed, the fractionation factor εSOR is regarded as 0 (αSOR = 1, namely, no isotopic fractionation of residual O2) (Brandes and Devol, 1997).


Results of the IR Model

The mean WCR% that contributed to the total AOU beneath the pycnocline was 53%, and the remaining 47% was contributed by SOR. Except for a few stations (T2, F3, J2), the WCR% was usually higher than the SOR (Figure 6). The maximum WCR% occurred in the 10 m layer (not near the bottom layer) of E2 (69%). Among all the near-bottom samples, the minimum value occurred at the southernmost station T2 (WCR% = 24%) (Figure 6 and Table 1).


[image: Figure 6]
FIGURE 6. The WCR and SOR% contributions to total AOU in the near-bottom waters in July 2018 as revealed by the IR model.




Results of the AS Model

The mean SOR% relative to the total AOU beneath the pycnocline was 54%, and the WCR% contributed the remaining 46% (Figure 7 and Table 1). The minimum SOR% (and hence maximum WCR%) was found at station F6 (SOR=38%, WCR=62%), and the maximum SOR% (and the minimum WCR%) occurred at station T2 (SOR=76%, WCR=24%).


[image: Figure 7]
FIGURE 7. The WCR% and SOR% contributions to total AOU in the near-bottom waters in July 2018, as revealed by the AS model.


We observed good consistencies and correlations of the results between the IR model and the AS model (slope = 1.18, r2 = 0.89, Figure 8).


[image: Figure 8]
FIGURE 8. The SOR% contribution to the total AOU based on both models: AS model result vs. IR model result.





DISCUSSION


Caveats and Limitations of the Models

For both the IR and AS models, we assumed equilibrium of the initial O2 (concentration and δ18O) at the sea surface. However, photosynthetic O2 and fresh water input might influence the initial conditions of O2. Here, we propose that these influences are not significant because of the limited fractions of photosynthetic O2 relative to dissolved atmospheric O2 and the small isotopic effects of fresh water input.

In the vicinity of Changjiang, the terrestrial impact is very clear. Changjiang water has a δ18O-H2O value of −31.6‰ (vs. air, converted from the VSMOW scale) (Li et al., 2010), which is 8.3‰ lower than that of seawater (−23.3‰ vs. air). Photosynthesis generates O2 by splitting the H-O bond in water, and hence, photosynthetic O2 has the same δ18O as its source water, which usually has much lower δ18O values than dissolved O2 from the atmosphere. However, we believe the terrestrial impact on δ18O-O2 was limited for our samples. We will use the surface waters of D3, where the lowest surface salinity (25.183) was observed, as an example for the following discussion. Given a typical marine water salinity of 34.500 and a salinity of 25.183 for the surface waters at D3, the freshwater contribution in the surface waters of D3 was expected to be 27%, with the remaining 73% as marine water based on a mass-balance calculation. If the δ18O-H2O of Changjiang water is linearly diluted by marine water along with increasing salinity, the presence of 27% freshwater would then reduce the bulk surface water δ18O-H2O from the original −23.3to −25.5‰ (vs. air). Therefore, photosynthetic O2 would have a δ18O-O2 of −25.5‰ instead of −23.3‰, assuming that there is trace fractionation of oxygen isotopes during the assimilation process in photosynthesis (Hopkinson and Smith, 2005). Therefore, the freshwater input would only change the δ18O of photosynthetic O2 by 2.2‰ (i.e., 23.3–25.5) or by 9.5% for all photosynthetic O2 at station D3. This estimation of freshwater influence is expected to be the maximum, as all the remaining stations had salinities much higher than 25.183 (Figure 2).

The coupling of δ18O and [O2] is impacted by various processes off the Changjiang Estuary and adjacent ECS, such as mixing with other water masses and additional freshwater input. However, there is barely an effect of these two processes from previous years because the residence time of the ECS shelf water is only one year (Tsunogai et al., 1997). Instead, the impact from mixing or freshwater input on δ18O and [O2] coupling is expected to be reset every year. However, more work is still needed to clarify the mixing process effect on δ18O and [O2] coupling over short time scales.

Another point is the euphotic zone depth and its relationships with the upper mixed layer depth. In the flood season (i.e., July), Changjiang water is very turbid and exerts a great impact on the estuary and adjacent coastal sea, as indicated by the salinity distribution pattern at the surface (Figure 2B). Under this background, the euphotic zone and upper mixed layer are very shallow (Zhu et al., 2009). For the near-bottom water samples, the sampling depths were all deeper than the euphotic zone and upper mixed layer depth. For the profile stations (D3 and E2), the middle layer samples were also all below the upper mixed layer, indicated by the density differences (density difference was > 1.5 kg/m3 or even > 7.4 kg/m3, far higher than 0.125 kg/m3).

Previously, while δ18O basically showed a good relationship with declining [O2], at times, sub-pycnocline samples showed a lack of such a relationship at certain sites in the Gulf of Mexico (Ostrom et al., 2014). This was suggested to be due to the fast oxygen consumption rate and hence an SOR-like process in the microenvironment in the water column (Ostrom et al., 2014). In our case, all sub-pycnocline δ18O and O2 were negatively coupled (r2 = 0.97; Supplementary Figure 4), indicating apparent isotope fractionation in the water column. Critically, we again claim that SOR in this work was related to any process in which [O2] was totally consumed in the depletion process, regardless of whether it occurred in the sediment, at the sediment-water interface or in the water column. However, given the good relationship between δ18O and [O2] (Supplementary Figure 4), it is unlikely that the SOR process (or diffusion-controlled process) significantly took place in the water column during our observation. Further work is needed to explore and confirm this.

Finally, the WCR endmember fractionation factor impacts the final output. The reported aerobic respiration fractionation factor has a large range, varying from −12 to −25‰ (Bender and Grande, 1987). Our in situ incubation indicated that the fractionation factor off the Changjiang Estuary was −20.8‰ (ε = −20.8‰ or α = 0.9792; Supplementary Figure 5). Previously, a WCR endmember fractionation factor of −22‰ was reported based on incubations in the Gulf of Mexico (Quinones-Rivera et al., 2007). Additionally, Hendricks et al. (2005) reported a respiration fractionation factor ranging between −21 and −22‰ (Hendricks et al., 2005), both of which are very close to our incubated value of −20.8‰ for Changjiang Estuary surface waters. Nevertheless, we also ran a sensitivity test showing that changing the WCR endmember fractionation factor from the current value (−20.8‰) to either −16 or −25‰ indeed introduced some changes in the estimated WCR% and SOR%, but the overall distribution pattern and relationships remained unchanged (see Supplementary Figures 6, 7).



Implications of the Oxygen Depletion Mechanisms off the Changjiang Estuary

The main controlling factor for WCR is organic matter (OM) degradation driven by microbial respiration (Diaz, 2001). As organic matter sinking from the upper waters is much more abundant (in % of total suspended matter) and more labile relative to the sediment, the WCR of the near-bottom waters is greatly contributed to and controlled by sinking organic matter from the surface waters instead of by resuspended sediment OM, in which the organic matter is more depleted and refractory. Off the Changjiang Estuary, there are two sources of OM in the surface waters, namely, OM from rivers and OM from in situ production. Previous studies have shown that the OM that degrades in near-bottom waters and drives hypoxia is mainly of marine origin (Wang et al., 2016, 2017). Although surface productivity data are lacking, such a rate can be inferred by the negative AOU of surface waters. AOU in the surface waters ranged from −47 to 26 μmol/L (Figure 4A and Table 1), with the minimum AOU (−47 μmol/L) occurring at station D3 and gradually increasing southwards and outwards (Figure 4A). This trend was similar to the [O2] distribution pattern in the near-bottom waters (Figure 3D); that is, higher O2 production (lower AOU values) at the surface correlated with lower [O2] in the near-bottom waters (Figure 9), which also suggests a coupling between excess organic matter production at the surface and stronger O2 consumption beneath. Furthermore, although there was an outlier (a sample from station D3), near-bottom water WCR% showed a good negative relationship with surface AOU in both models (Figures 10A,B). In other words, lower surface water AOU (higher O2 productivity at the surface) corresponded to a higher WCR% contribution to AOU in the near-bottom waters (Figures 10A,B), which is consistent with the mechanism by which the generation of excess organic matter fuels near-bottom water O2 consumption (Diaz, 2001).


[image: Figure 9]
FIGURE 9. Near-bottom [O2] (μmol/L) plotted against AOU (μmol/L) in the surface waters.



[image: Figure 10]
FIGURE 10. The WCR% contribution to the total AOU of the near-bottom waters and its relationship with AOU of the surface waters: (A) AS model and (B) IR model. Note that only near-bottom water samples are shown; r, p, n in the plot were derived without data from D3.


With respect to SOR, the influential factors have been adequately reviewed (Glud, 2008), including sedimentation rates, near-bottom [O2], diffusive boundary layers, faunal activity, light, temperature, and sediment permeability. Because these influential factors vary greatly and the SOR is usually determined by these factors simultaneously, the dynamics of near-bottom [O2] are complicated but of great interest.

From the aspect of direct diffusion, the depth of O2 penetration into sediment (L) and the diffusive oxygen utilization (DOU) between sediment and near-bottom waters can be described using equation 9 (Cai and Sayles, 1996) and equation 10 (Rasmussen and Jorgensen, 1992), respectively:

[image: image]
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where in Equation 9, ∅ and DS are the respective porosity and diffusivity of O2 in the sediment, [O2]BW is the near-bottom [O2], and [image: image] is the benthic oxygen flux. In equation 10, D0 is the diffusion coefficient of oxygen in water at a certain temperature and salinity, and dC(z)/dz is the oxygen content decreasing gradient (rate, or slope) along the diffusive boundary layer. Both equations 9 and 10 indicate that a higher SOR rate is expected under a higher near-bottom [O2]. Although positive cases can be found to support such expectations (Rowe et al., 2002; Murrell and Lehrter, 2011; Lehrter et al., 2012), a few contrary examples have also been reported (Mccarthy et al., 2013).

The SOR% contribution to the total AOU beneath the pycnocline was positively related to near-bottom [O2] (Figures 11A,C) for the results from both models, supporting the expectation that higher bottom [O2] is accompanied by a higher SOR rate (Murrell and Lehrter, 2011; Song et al., 2020). The latest incubation work carried out on deck suggested that the SOR rate (mmol O2/m2/day) was positively related to near-bottom [O2] in summer (Song et al., 2020), which is consistent with our suggested SOR% pattern with bottom [O2] (Figure 11). As a comparison, lower near-bottom [O2] corresponded to a greater WCR contribution (Figures 11B,D). Furthermore, sensitivity analysis indicated that the pattern in Figure 12 held even when the WCR endmember fractionation factor varied from −16 to −25‰ (Supplementary Figures 5, 6), suggesting that our findings (Figure 11) are robust under a wide range of scenarios.


[image: Figure 11]
FIGURE 11. The relationship between [O2] (μmol/L) and the SOR% and WCR% contributions to total AOU for all sub-pycnocline samples shallower than 70 m: (A,B) Calculated from the IR model, (C,D) calculated from the AS model.
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FIGURE 12. The vertical distribution of the SOR% and WCR% contributions to total AOU at (A) station D3 and (B) station E2.


In addition to the horizontal distribution pattern (Figures 11A,C), the vertical distribution was investigated. A higher WCR% (lower SOR%) was usually expected at shallower depths, whereas in deeper layers (e.g., in the near-bottom waters), the SOR% could be higher than that in the corresponding shallower layers (Figure 12). At station E2, however, a reverse trend was found, where SOR% in deeper layers was generally lower than that at the shallower depth (i.e., SOR% at 60 m < SOR% at 30 m; Figure 12B). Oxygen depletion at 60 m was more severe than that at 30 m, with AOU values at 30 m and 60 m of 93 and 100 μmol/L, respectively. The SOR% and AOU relationship between 30 m and 60 m indicated that WCR tended to play a larger role in the more severe oxygen depletion scenario beneath the pycnocline, regardless of the depth (Figure 12).

Given the horizontal (Figure 11) and vertical patterns (Figure 12) of WCR% and SOR%, we propose dynamic, instead of fixed, oxygen consumption mechanisms of WCR and SOR in the near-bottom waters beneath the pycnocline (Figures 10A,B, 11) that finally cause hypoxia off the Changjiang Estuary and adjacent ECS (Figure 13): In the stratified water column, the SOR contribution to the total bottom AOU is a background-like, chronic process that exists at all times. The WCR contribution to the total AOU can be very limited in near-bottom waters relative to SOR when no extra organic matter is abruptly introduced (e.g., via particle sinking). During the productive season (summer), however, excess organic matter assimilates in the surface waters, intensively sinks to the near-bottom waters within a very short time period, and hence stimulates WCR in the near-bottom waters. Compared to the background-like, chronic SOR, a sudden increase in WCR is a pulse-like and acute event (Figures 10A,B). If stratification prevails and prevents additional O2 supply, hypoxia occurs. With decreasing [O2], the O2 penetration depth, as well as the diffusion rate of oxygen into the sediment, is expected to be increasingly restricted (Equations 9, 10), which in turn would further reduce the SOR contributions in the bottom AOU at that site during our observation. Therefore, the dominating oxygen consumption mechanisms would shift from SOR to WCR under such circumstances. Similar dynamics of the oxygen consumption shift between SOR and WCR can be inferred in the case of hypoxia in the Gulf of Mexico (Quinones-Rivera et al., 2007).


[image: Figure 13]
FIGURE 13. Schematic of the dynamic WCR and SOR contributions to the total AOU at a fixed depth: (a) low DO ([O2]>2 mg/L) scenario when there is no excess organic matter exported into the near-bottom waters and SOR dominates the bottom AOU; (b) hypoxia scenario when there is excess organic matter exported into the near-bottom waters and WCR drives [O2] to a hypoxic level.


If the oxygen consumption scenario in Figure 11 is valid for our observations, bloom management, instead of sediment management, would reduce organic matter that sinks into the near-bottom waters and hence would be more effective and instant in reducing hypoxia. Unfortunately, even if blooms in surface waters are controlled, near the bottom, [O2] is unlikely to recover promptly. This is because of the presence of background-like, chronic SOR. In the worst condition, with controlled blooms in the surface waters, the reduced WCR and alleviated sub-pycnocline [O2] will in turn promote increasing SOR contributions to oxygen depletion. Our work suggests that hypoxia management would be a comprehensive and long-term mission.

It should be pointed out that such a schematic (Figure 13) is at least partly based on an assumption that sediments in the whole study area are homogeneous in nature. Instead, the sediment grain size, porosity, and organic carbon content show clear spatial patterns (Niino and Emery, 1961; Song et al., 2016; Yang et al., 2016; Zhang et al., 2020). Although the sediment total organic carbon and total nitrogen contents showed no clear relationship with the SOR rate, the grain size effect has been suspected in the ECS (Song et al., 2016), with coarser surface sediment having stronger sediment-water exchange efficiency and hence playing an equally important role in SOR relative to organic matter-abundant fine sediment (De Beer et al., 2005).

Based on the radium-thorium imbalance method, SOR contributed 6–61% of the total bottom AOU (Cai et al., 2014), whereas sediment incubations carried out on deck on the ship showed that the SOR contribution could reach 100% (Zhang et al., 2017). While previous work showed a large variation range for SOR%, our result, which is based on an oxygen isotope and O2 budget approach, also showed some fluctuations (Figures 11A,C). The fluctuation may result from the uncertainties of our approach, or more likely, from the heterogeneous sediment nature, which led to the SOR rate and further SOR% difference. We are also aware that O2 diffusion-controlled fractionation may play a role in such a δ18O-based approach (Ostrom et al., 2014). But off the Changjiang Estuary, at least during our observation, similar decoupling between [O2] and δ18O was not observed. Nevertheless, more observation-based integrated studies (i.e., covering both SOR and WCR contributions) are needed to clarify the shift in SOR and WCR contributions to bottom hypoxia off the Changjiang Estuary and adjacent ECS.




CONCLUSION

In addition to respiration incubation experiments using sediments and water column organic matter, the oxygen isotope budget provides another approach to quantify both WCR and SOR under oxygen depletion. In the near-bottom waters off the Changjiang Estuary and adjacent ECS, the δ18O of dissolved oxygen ranged from 1.039 to 8.457‰, indicating a significant fractionation effect during oxygen consumption.

To clarify the WCR and SOR contributions to the total AOU, respiration models are used to quantify the coupling between [O2] and the corresponding δ18O. In addition to a model published by Quinones-Rivera (AS model) (Quinones-Rivera et al., 2007), we also developed an IR model to evaluate the WCR and SOR% in the sub-pycnocline waters. The results from the two models basically agreed with each other, but the pattern of decreasing SOR% contribution to the total AOU with decreasing [O2] was clearer in the IR model than in the AS model (Figure 11A).

Our results indicated that the WCR and SOR% contributions to the total AOU of the near-bottom waters were dynamic, not stationary, and were likely affected by ambient environmental factors (e.g., [O2]; Figure 11). Accordingly, we propose that SOR is the main factor that determines the background AOU of the near-bottom waters off the Changjiang Estuary, but the WCR drives the dissolved oxygen level to hypoxia. In July 2018, WCR contributed ~70% of the total AOU when hypoxia occurred ([O2] ~50 μmol/L).

As primary research, there are still some other factors that are not well addressed in the oxygen isotope budget. Although the terrestrial input from the Changjiang River is expected to play a limited role in increasing bias in the expected coupling between [O2] and δ18O, the mixing effect of various water masses in the study area and its impact on the oxygen isotope budget (Bender, 1990) should still be considered in the future.
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Since half a century ago, the number and area of dead zones (dissolved oxygen (DO) < 2 mg L–1 or 30% saturation) in the coastal oceans has increased dramatically. As widely recognized, the increased terrestrial nutrient and organic matter inputs are the two main factors causing the eutrophication of many coastal oceans. Here we show with decadal observed time series data from stations off the Pearl River Estuary and in the northern South China Sea (nSCS) that a strong intrusion into the nSCS of the West Philippine Sea (WPS) seawater in the form of Kuroshio branch occurred during the warm phase of the Pacific Decadal Oscillation (PDO) around 2003–2004 and 2015–2016 (also a strong El Niño event). Consequently, the DO concentration increased but NO3– and PO43– concentrations decreased in the subsurface layers of the nSCS. The WPS seawater was observed to reach the hypoxic area off the Pearl River Estuary in 2003–2004. Likely, due to the oxygen supply carried by the Kuroshio, little hypoxia developed. Yet, anoxic condition developed in the cold phase of PDO or strong La Niña years with weak Kuroshio intrusions.

Keywords: hypoxia, Kuroshio, intrusion, Pearl River Estuary, South China Sea, El Niño, PDO


INTRODUCTION

Coastal oceans are important habitats and spawning grounds for many marine organisms, which need dissolved oxygen (DO) to live. However, the number and size of hypoxic regions (DO < 2 mg L–1), the so-called dead zone, has risen significantly in recent decades, adversely impacting the sustainability of the coastal ecosystems (Diaz and Rosenberg, 2008; Howarth et al., 2011; Rabalais et al., 2014; Breitburg et al., 2018). Eutrophication due to the increasing terrestrial nutrient flux is one of the main factors that causes hypoxia, although hypoxia can also form naturally, for instance by the intrusion of upwelled low DO water into coastal oceans (Feely et al., 2008; Rabalais et al., 2010; Howarth et al., 2011; Breitburg et al., 2018). Dead zones mostly exist off river mouths. This is because the excess nutrients from riverine inputs enhance biological productivity in the surface ocean. Yet, dead phytoplankton sink to the bottom of the coastal zone, where they decompose and consume oxygen. The stratification of seawater in coastal oceans in summer reduces bottom water ventilation. The incoming, subsurface, offshore seawater thus becomes the dominant source of DO for the bottom water. If the oxygen consumption rate due to organic matter decomposition exceeds the supply rate due to the inflow of offshore seawater, then hypoxia or even anoxia may develop, leading to so-called dead zones. Global warming makes the situation worse by increasing stratification and reducing DO solubility in seawater (Schmidtko et al., 2017; Breitburg et al., 2018).

River delivered organic matter and the inorganic nutrients are two of the main factors causing hypoxia in many estuaries (Diaz and Rosenberg, 2008; Conley et al., 2009; Lui and Chen, 2012; Rabalais et al., 2014; Breitburg et al., 2018). In the East China Sea off the Changjiang Estuary for instance, the δ13C of the remineralized organic carbon in the hypoxic zone was −18.5 ± 1.0%, matching well with the δ13C of the in situ produced marine particulate organic carbon (−18.5 ± 0.3%), while the terrestrial source was about −24.4 ± 0.2% (Wang et al., 2016). Such a result indicates that the riverine nutrient-induced productivity, and not the river-delivered terrestrial organic matter, was the dominant oxygen consumer in the hypoxic zone off the Changjiang Estuary. Pearl River, also known as Zhujiang by its Chinses name, is the second largest in terms of outflow among the rivers in China and discharges directly into the northern South China Sea (nSCS). Largely due to the riverine inputs of both nutrients and organic matter, hypoxic conditions have appeared in and off the Pearl River estuary in summer (Cai et al., 2004; Lu et al., 2018; Qian et al., 2018). In the hypoxic area off the Pearl River Estuary, the δ13C of the remineralized organic carbon was −23.2 ± 1.1%, resulting from the combination of organic matter decomposition from mainly the marine source (produced locally, 65 ± 16%) and partly the terrestrial source (35 ± 16%) (Su et al., 2017). Such a result reveals that both river-delivered nutrients and terrestrial organic matter played important roles in consuming the DO of the bottom water of the hypoxic zone in the Pearl River Estuary.

Another fact is that, the nSCS is influenced frequently by the intrusion of the West Philippine Sea (WPS) seawater in the form of Kuroshio branch through the Luzon Strait (Figure 1). The WPS and South China Sea (SCS) seawaters have distinctive vertical salinity, DO, and nutrient distributions (Chen et al., 2001). The intruded Kuroshio exerts inter-annual influences on the biogeochemical cycles in the nSCS (Lui et al., 2018), and possibly the hypoxic condition in the coastal regions therein. A related incidence occurred in the almost enclosed Baltic Sea, where the strong inflow of the DO-rich North Sea seawater in 2014 turned the Baltic deep water from anoxic to oxic conditions (Mohrholz et al., 2015). Namely, in addition to eutrophication, the amount of offshore water intrusion could play a significant role in coastal hypoxia. Moreover, the intrusion patterns in some marginal seas follow that of natural climatic oscillations, such as Pacific Decadal Oscillation (PDO) or El Niño/Southern Oscillation (ENSO) (Wu et al., 2014, 2017; Chen et al., 2016). Generally speaking, the PDO and ENSO refer to periodic variations in the sea surface temperature (SST) of the Pacific Ocean north of 20°N and in tropical region, respectively (Mantua et al., 1997). The PDO index or Oceanic Nino Index (ONI) is commonly used to quantify the strength of the PDO or ENSO, respectively. A PDO warm (cold) phase, positive (negative) PDO index, corresponds with positive (negative) SST anomalies in the eastern North Pacific Ocean north 20°N (Mantua et al., 1997). An ENSO warm (cold) phase, positive (negative) ONI, corresponds with positive (negative) SST anomalies in the eastern tropical Pacific Ocean (Banholzer and Donner, 2014). An El Niño or La Niña event occurs when the 3-month-running-average SST anomalies in the Nino 3.4 region (about 5°S–5°N, 120–170°W) reaches 0.5 or −0.5°C, respectively, for at least five consecutive overlapping months (Banholzer and Donner, 2014). Therefore, an ENSO warm (cold) phase usually is known as El Niño (La Niña) event.
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FIGURE 1. Study areas and basic hydrology. Red solid circles indicate the station locations. The yellow curves and arrows show the typical Kuroshio current, as well as its branch. The map was generated using Ocean Data View 5.0.0. Schlitzer, R., Ocean Data View, https://odv.awi.de, 2018.


To examine the influence of offshore water intrusion on coastal hypoxic condition, we start by looking at the lower Pearl River Estuary near Hong Kong. Located at the southeastern Pearl River Estuary in the nSCS, Hong Kong has a coastal area of 1,651 km2 which supports a variety of marine lives and ecosystems (Hong Kong Environmental Protection Department, 2015). Since 1986, the Hong Kong Environmental Protection Department (HKEPD) has a water quality monitoring program. The bottom water data of the station SM18 (22.15°N, 114.08°E, 21 m depth) used here are located off the southern coast of Hong Kong, where seawater is stratified well in summer (Lui and Chen, 2012). Meanwhile, we also look at the data from the South East Asia Time-Series Study (SEATS, 18°N, 116°E, with bottom depth > 3700 m) station located in the nSCS and from the station 21 located in the WPS (Figure 1). Generally speaking, SEATS was initially established as a part of the Joint Global Ocean Flux Study (JGOFS, 1987–2003), whereas station 21 was one of the stations of the World Ocean Circulation Experiment (WOCE, 1990–2002) Pacific Repeated Line 20 (PR20) across 21°45′ N from the southern tip of Taiwan eastward to about 130°E.



MATERIALS AND METHODS

Data at SM18 were taken from the HKEPD. Samples were taken bimonthly between 1990 and 1998, and monthly after 1999. The surface and bottom water samples were taken from 1 m below the surface and 1 m above the seabed, respectively. The reporting limits are 0.1 for salinity, 0.1 mg/L for DO, 0.01 mg N/L (equivalent to 0.7 μM) for dissolved inorganic nitrogen (DIN = NO3 + NO2 + NH4), and 0.2 μg/L for chlorophyll-a concentrations (Hong Kong Environmental Protection Department, 2015). Detailed sampling methods and measurements were presented in the 2015 Annual Marine Water Quality Report, published by the HKEPD (Hong Kong Environmental Protection Department, 2015). One DO datum in 1992/12 was not considered in our analysis due to its abnormally low value of only 1% saturation. The Pearl River has three major tributaries which are the West River, North River, and the East River (Chen et al., 2008). The annual water discharge and sediment loading data, estimated by summing up the water discharges and sediment loadings at the Gaoyao gauging station on the West River, Shijiao gauging station on the North River, and the Boluo gauging station on the East River, were taken from the China River Sediment Bulletin 2002–2018 (Ministry of Water Resources of the People’s Republic of China, (2002–2018)).

At the SEATS station, data from 73 cruises were provided by the Ocean Data Bank of Taiwan (ODB)1. Sampling dates and the cruise information are listed in the website of the OBD. This study collected data from another seven cruises on 1997/11/18, 1999/4/10, 2013/9/14, 2014/5/25, 2018/7/7, 2019/8/18, and 2019/11/3. Data since 2013/9/14 can be applied through the Taiwan Ocean Research Institute, National Applied Research Laboratories. The salinity data used were measured by the conductivity, temperature, and pressure unit (the so-called CTD unit). Salinity of discrete seawaters were sampled and measured by the AUTOSAL salinometer which was calibrated according to the seawater standard produced by the International Association for the Physical Sciences of the Oceans with a precision of 0.003. The CTD-measured salinity agrees well with those from the salinometer (Figure 2) with an average difference (salinometer-measured salinity minus CTD-measured salinity) of just 0.012 ± 0.024 (n = 14), confirming the validity of the CTD-measured salinity. At station 21, and to our best information for most of the data at SEATS, DO was measured by spectrophotometry with a detection limit and precision of about 0.5 μM and 0.3%, respectively (Pai et al., 1993). Nitrate concentration was determined using the pink azo dye method by a flow injection analyzer with a detection limit and precision of about 0.01 μM and 1–3%, respectively (Strickland and Parsons, 1972). Phosphate was measured using the molybdenum blue method by a flow injection analyzer with a detection limit and precision of about 0.03 μM and 0.5%, respectively (Murphy and Riley, 1962; Pai et al., 1990). Further details including the precisions of the measurements can be found in Chen and Wang (2006).
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FIGURE 2. AUTOSAL salinometer-measured salinity vs. CTD-measured salinity plot at SEATS. The solid line in red shows the 1:1 ratio.


The Princeton Ocean Model2 was applied to model the water flux along 120.75°E in the Luzon Strait. The computational domain covered an area from 117° to 124.5°E and 18° to 26.5°N in latitude with a 0.02° horizontal resolution and 41 vertical layers. The initial values for salinity and temperature were based on the World Ocean Atlas 2013 climatology fields3. The sea surface conditions used, including 10 m wind field, sea level pressure, 2 m air temperature, 2 m specific humidity, longwave radiation flux, shortwave radiation flux, latent heat flux, and surface sensible heat flux and precipitation rate were driven by the 6-hourly sea surface flux of the National Centers for Environmental Prediction (NCEP)/National Center for Atmospheric Research reanalysis dataset (Kalnay et al., 1996) from 1980 to 2009, and the NCEP Global Data Assimilation System/Final dataset from 2010 to 2017. The simulation runs were spun up from 1980. The data assimilation was also implemented in this simulation starting from 1993 by using the Ssalto/Duacs sea level anomalies dataset (AVISO)4. The monthly mean of the Luzon Strait transport was integrated from the surface down to 300 m along 120.75°E from the model results. No observable difference was detected when integration was performed down to 500 m depth. The anomaly value was calculated as the monthly data minus the average.

PDO index was taken from the Joint Institute for the Study of the Atmosphere and Ocean5. The ONI data were taken from the Climate Prediction Center of the National Oceanic and Atmospheric Administration (NOAA). Twelve-month smoothing was applied to remove the seasonal signals of the PDO index and the ONI and used in this study. The average currents at 15 m depth from 1993 to 2019 were determined using two datasets, which were the Global Drifter Program (GDP) database of the NOAA6, and the reanalysis using the 1/12° global Hybrid Coordinate Ocean Model (HYCOM) and the Navy Coupled Ocean Data Assimilation (NCODA) scheme7. The 15 m depth was chosen due to the fact that the drogue of the drifter was centered at a depth of 15 m.



RESULTS

Figure 3 shows the salinity and chlorophyll-a and DO concentration time series for both surface and bottom waters at SM18. The salinity and chlorophyll-a of the surface water and the DO of the surface and bottom waters had strong seasonal variations. In summer, the Pearl River discharge reaches SM18 and enhances productivity, resulting in low salinity but high concentrations of chlorophyll-a and DO of the surface water. Meanwhile, the bottom water with high salinity had low DO concentrations, reflecting the summer stratification and decomposition of organic matter settled from the surface water. To simplify, the lowest monthly DO concentrations of the bottom water in each year (DOmin) at SM18 were selected (indicated by the solid black line in Figures 3, 4A) and examined herein.
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FIGURE 3. Time series of salinity and chlorophyll-a and DO concentrations in surface and bottom waters at SM18 between 1989 and 2018. The solid black line shows the DOmin. Gray bars indicate the periods of June to August.
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FIGURE 4. Time series of (A) bottom water DOmin (black cross) and DIN (green cross) at SM18, (B) bottom water Smax at SM18 (black cross) and SSS at SEATS (taken from ODB: blue open circles, from this study: blue solid circles), (C) anomaly of water flux (0–300 m) through the Luzon Strait (vertical red and blue bands refer to positive and negative values, respectively), (D,E) deseasoned PDO index and ONI (vertical red and blue bands refer to positive and negative values, respectively), and (F) the annual average water discharge (green bar) and sediment load (blue open triangle) of the Pearl River.


On the whole, the DOmin at SM18 all occurred in summer [18 years (62%) in August, 6 years (21%) in July, and 5 years (17%) in June] and had a rate of change of −0.067 ± 0.019 mg L–1 yr–1 (equivalent to about -1% of DO saturation yr–1) between 1990 and 2018 (Figure 4A). Notably, the hypoxic condition diminished between 2003 and 2004 (highlighted in yellow), reaching a maximum DOmin 5.2 mg L–1 in 2004. In addition, 2002 was an El Niño year (Santoso et al., 2017) and the ONI was positive between 2002 and 2004 (Figure 4E). The DOmin then fell rapidly to 1.6 mg L–1 in 2007 (a strong La Niña year), and reached the lowest of just 0.4 mg L–1 in 2011 which was a weak La Niña year. Worth mentioning, 2007 and 2010 were strong La Niña years, whereas 2005 and 2008 were weak La Niña years (Santoso et al., 2017).

Correspondingly, the DIN mirrored that of the DOmin, reflecting the rise in DIN but fall in DO due to the organic matter decomposition (Figure 4A). The linearity between DO and DIN had a slope −20.9 (by mass, unitless) (Figure 5). Such a value matched well the classic Redfield ratio −19.7, assuming that O2:DIN molar ratio is equal to −138:16 (Chen et al., 2017). Notably, unlike the other years when the DO concentration of the bottom water remained low for about 3–4 months in summer, the monthly DO concentrations of the bottom water in the summer months of 2004 all remained high (Figure 3), indicating that the highest DOmin 5.2 mg L–1 in 2004 was not a bias of measurement. The factor at play to keep the bottom DO high in the summer in 2004 is discussed as follows.
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FIGURE 5. DOmin vs. DIN plot at SM18 with linear regression line and equation in blue. The dash line and equation in red show the classic Redfield DO vs. DIN correlation by passing the center of the regression line.




DISCUSSION


Intrusion of Offshore Water Raises DO of Subsurface Water in nSCS and Its Coastal Region

In 2004, the Pearl River water discharge of 214×109 m3 yr–1 was just slightly lower than the average of 271 ± 51×109 m3 yr–1 between 2002 and 2018 (Figure 4F). The sediment loading of 27×106 ton yr–1 was the same as the average of 27 ± 13 × 106 ton yr–1 (Figure 4F), suggesting no significant difference in water discharge and sediment loading in 2014. Unexpectedly, the DOmin was the highest in SM18 in that year (Figure 4A). Notably, the Pearl River discharge (177×109 m3 yr–1) and sediment loading (13×106 ton yr–1) were the lowest in 2011 since as early as 2002 (Figure 4F). Reducing terrestrial inputs were expected to reduce the hypoxic condition. Yet, the DOmin reached its lowest level in that year, showing that besides the influence from the terrestrial inputs, other factors were also affecting the DO level of the bottom water.

Interestingly, at SM18, the highest monthly salinity of the bottom water in each year (Smax, referring to the condition that the bottom seawater is influenced the least by the Pearl River water) showed similar patterns of changes as that of DOmin between 2002 and 2011 (Figure 4B). Additionally, all Smax were found in summer, having 16 years in August (55%), 11 years in July (38%), and 2 years in June (7%). Changing atmospheric forcing could be a critical factor for changing the DO and salinity of the bottom water at SM18. For instance, increasing atmospheric forcing (e.g., typhoon events) could increase the DO of bottom water through enhanced vertical mixing. Changes in the distribution of the Pearl River plume could change the hypoxic condition at SM18 as well. Figure 6 plots the Smax and the corresponding salinity of the surface water, as well as the seawater temperature and density of the surface and bottom waters. Obviously, these parameters have distinguishable differences between the surface and bottom waters, suggesting good stratification of the water column. Implications are that the influence of enhanced atmospheric forcing on the bottom water DO at SM18 during the sampling period likely was either insignificant or not lasting.
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FIGURE 6. The corresponding temperature, salinity, and density of surface and bottom seawaters when the bottom water S reaches its highest value each year (Smax).


Notably, about 500 km away from the SM18, the measured surface seawater salinity (SSS) at the SEATS station had similar patterns of changes as well (Figure 4B), suggesting that the changes in Smax at SM18 and SSS at SEATS were due to large scale changes in seawater chemistry rather than local fluctuations. Having a minimum Smax of 34.0 in 2001/3 at SM18, the Smax increased to the highest of 34.8 in 2003/8 and to the second highest, 34.7, in 2004/8. The Smax then gradually decreased to the second lowest of 33.9 in 2012/7 (the lowest value was 33.8 in 1992/8). Similarly, at SEATS, the second lowest salinity of 33.05 was found in 2000/5. Afterward, the salinity increased rapidly to the highest of 34.69 in 2004/5, and then gradually decreased to the lowest of 32.95 in 2012/8. Such large changes in salinity at SM18 and at SEATS were unlikely due to evaporation or precipitation. Indeed, evaporation or precipitation may only contribute a several percentage to the interannual changes in salinity in the nSCS (Nan et al., 2016). In fact, the surface and subsurface WPS seawaters have salinities significantly higher than that of the SCS (Chen et al., 2016). Any intrusion of the WPS seawater would then increase the salinity in the SCS.



Offshore Seawater Intrusion Increases DO but Reduces Nutrients Inventories and Eutrophication

Using the GDP and 1/12° global reanalysis databases, the average surface currents (15 m depth) in winter and summer of our study area were determined (Figure 7). Our result agrees with previous studies that the northward-flowing Kuroshio intrudes into the SCS through the Luzon Strait mainly in winter (Nan et al., 2011, 2013, 2015; Wu and Hsin, 2012; Wu et al., 2017). Besides the main branch of the intrusion that centers along 20°N east of 115°E, two intrusion paths, indicated by the dashed blue lines in Figure 7, show that part of the Kuroshio intrusion could reach directly the coastal regions of the nSCS, such as the SM18 station. To examine whether the changes in salinity were due to the changes in the mixing proportion between the SCS and the WPS seawaters, we firstly modeled the amount of Kuroshio intrusion using the Princeton Ocean Model along 120.75°E in the Luzon Strait, which connects the nSCS and the WPS (Figure 4C). Our result showed that the 12-month smoothed model flux anomaly agreed with the observations (e.g., SSS at SEATS, and Smax and DOmin at SM18), suggesting that the fluctuation in DOmin at SM18 was due to enhanced and then diminished the amounts of intrusions of the WPS seawater into the SCS through the Luzon Strait in the form of the Kuroshio branch (Figure 4C).
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FIGURE 7. Mean surface currents (15 m depth) of (A) winter and (B) summer in the study area over 1993–2019, obtained from the GDP and 1/12° global reanalysis databases. The color shows the speed, and the shaded areas refer to the regions of continental shelves (depth < 200 m). Two dashed lines and arrows indicate two pathways that the intruded Kuroshio could directly reach the nSCS and SM18.


Integrating the water flux anomaly between 2013/5 and 2015/3 (enhanced westward intrusion indicated by the first yellow bar shown in Figure 4) gives an enhanced westward water flux of 22.3 × 103 km3. The SCS has an area of about 3.5 × 106 km2. Wong et al. (2015) estimated that the area and volume of the nSCS shelves are 514.4 × 103 km2 and 16.15 × 103 km3. We assume that the nSCS off the shelves influenced by the intruded Kuroshio has the same area as that of the shelves (in total about 30% of the total SCS area). Based on that, we estimate that the volume of the nSCS from the surface down to 200 m depth is about (16.15 × 103 km3 + 514.4 × 103 km2 × 0.2 km) = 119.03 × 103 km3. The amount of the westward flux between 2013/5 and 2015/3 is considerable, at about 19% of the volume of the nSCS. But, the intruded Kuroshio is not distributed evenly in the nSCS, as shown in Figure 7. The regions close to the main streams of the intruded Kuroshio, such as at SEATS or at SM18, must have higher proportions of the intruded Kuroshio. Indeed, the potential temperature (θ) vs. salinity plot provides information on such proportions.

We differentiated the WPS and SCS seawaters using θ and salinity, as the WPS and SCS seawaters have distinctive θ and salinity distributions from the surface to the bottom (Chen et al., 2016; Lui et al., 2018). Generally speaking, the surface and subsurface waters of the WPS are notably saltier than that of the SCS. The measured θ and salinity at the SEATS site clearly indicated a gradual increase in the WPS proportion above about 200 m (θ at ∼17°C) between 2003 and 2004, suggesting enhanced amounts of intrusions of the WPS water to the SCS (Figure 8A). At SM18, the Smax and its corresponding temperature showed the same result, where a gradual increase in DOmin corresponded to a gradual increase in the WPS seawater proportions in 2003–2004, and vice versa in 2005–2011 (Figure 8B).
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FIGURE 8. θ-salinity diagram of the water column at SEATS in (A) 2000–2004 and (C) 2013–2016. Temperature—Smax of the bottom water at SM18 in (B) 2002–2011 and (D) 2012–2018. The typical plot for WPS water collected at station 21 in the WPS in 1991/6 (black solid line), as well as the θ and salinity values at SEATS between 2000/5/22 and 2002/9/3 [cyan dot in (A)] and 2013/9/4 [cyan dot in (C)] are shown in (B,D), respectively, for reference. The numbers in (B) show the years of the data at SM18.


Lui et al. (2018) showed that, similar to that in 2003–2004, there was a strong interannual WPS seawater intrusion between 2014 and 2016 (Figure 8C). Consequently, the SSS at SEATS gradually increased from 33.19 in 2013/9 to the third highest of 34.46 in 2016/1 (Figure 4B). Unexpectedly, the DOmin at SM18 did not follow the trend of SEATS SSS. This is because, as shown in Figure 8D, the intruded WPS did not reach the SM18 site in 2016. The temperature vs. Smax correlation of SM18 shows with no observable signal of WPS intrusion between 2012 and 2018 (Figure 8D). Such a result revealed a fact that a large scale intrusion of WPS into the SCS does not mean to increase the DO concentration of the coastal bottom water until the intruded offshore seawater reaches and replenishes the low-DO coastal bottom water. Worth mentioning, the SM18 bottom water had the highest WPS seawater proportion in 2003 (Figure 8B), but it had the highest DOmin in 2014 (Figure 4A). Our modeled intrusion anomaly suggested that the intrusion was the strongest between the end of 2013 and the beginning of 2014 (Figure 4C). Such results implied that not only the proportion, but also the amount of offshore water intrusion plays an important role in controlling the summer hypoxic condition.

Additionally, the DO concentration in the WPS is significantly higher than that of the SCS from the mixed layer to several hundred meters in depth. For instance, at a depth of about 100 m, the DO concentration in the WPS is 1 mg L–1 higher than that of the SCS (Chen et al., 2001). Notably, the WPS seawater kept its original chemical properties after moving 800 km from the western boundary of the WPS to SM18 in 2003 (Figure 8B), when the Pearl River influence was minimal. Thus, simply replacing the SCS seawater by the WPS seawater by keeping everything else (e.g., terrestrial inputs, strength of stratification, productivity, amount of DO consumption, etc.) unchanged would increase the DO by 1 mg L–1. The enhanced lateral transport of the bottom water would have a large influence on the bottom water DO. For instance, replacing a low-DO bottom water, such as 0 mg L–1, by an offshore seawater with DO concentration 6 mg L–1 would lead the bottom water DO to have a 6 mg L–1 increment. That is, the amount and the pattern of offshore seawater intrusion are two critical factors governing the DO of the bottom water in the hypoxic zone.

Indeed, the WPS seawater intrusion increases the DO inventory but reduces the nutrients inventories and productivity in the nSCS, as the DO and nutrients are significantly higher and lower, respectively, than that of the nSCS in the subsurface layer. For instance, at depths between 125 and 150 m, the WPS (Stn. 21) and SCS (2000–2002 at SEATS) seawaters have distinct differences in DO of about 6.72 mg L–1 (or 210 μmol L–1) and 4.51 mg L–1 (or 141 μmol L–1), respectively (Figures 9A,B). The difference in NO3– are about 2 and 13 μmol L–1 (Figures 9C,D), respectively, and for PO43– they are about 0.1 and 0.9 μmol L–1 (Figures 9E,F), respectively. Influenced by the WPS seawater under a large scale Kuroshio intrusion, the DO, NO3–, and PO43– concentrations at SEATS in 2003–2004 were between those of the WPS and SCS, depending on the mixing proportions. Taking DO as an example, the DO concentration could be as low as 4.03 mg L–1 (or 126 μmol L–1) at 150 m depth between 2000 and 2002 when the intrusion was weak. In 2004/5/5 while the intrusion was strong, DO increased to as high as 5.66–6.30 mg L–1 (or 177–197 μmol L–1) at 150 m, having a 1.63–2.27 mg L–1 (or 51–71 μmol L–1) increment. The θ vs. salinity plot shows that the SCS:WPS seawater mixing ratio is about 0.6:0.4 at 150 m depth. The DO concentration based on this mixing ratio is about 5.11 mg L–1 (160 μmol L–1), agreeing with the observations. The NO3– and PO43– have similar but opposite changes as that of the DO concentration. That is, the degree of intrusion of the surface layer of the WPS seawater as a Kuroshio branch is one of the main factors governing the changes in nutrient inventories and, hence, productivity in the euphotic zone of the SCS (Du et al., 2013; Lui et al., 2018). Lui et al. (2018) showed that the increase in the WPS seawater proportions at the SEATS station between 2014 and 2016 reflects the Kuroshio intrusion into the SCS. Consequently, the satellite-derived Chl.-a concentration and the fluxes of sinking particles collected at 2000 and 3500 m depths decreased significantly. Expectably, the intrusion of offshore water to the coastal regions reduces the degree of eutrophication as well as the bottom hypoxic condition.
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FIGURE 9. Plots of (A) DO, (C) NO3–, (E) PO43– vs. depths at SEATS in 2000–2004 (taken from the ODB) and at station 21 in 2004/7/27 (from this study). The (B,D,F) panels show the enlarged plots. The numbers show the sampling dates.




Climatic Oscillation of Intrusion Patterns and Its Implications

The intrusion patterns of the WPS water into the nSCS were reported to be driven by natural climate oscillations, namely, the ENSO and the PDO, which also influence the weather and hydrology worldwide (Jungclaus et al., 2006; Wu and Hsin, 2012; Wu, 2013; Wu et al., 2016, 2017). Largely due to changes in the wind stress curl, the Kuroshio intrudes more readily into the SCS during El Niño years or PDO warm phases, and the least during the La Niña or PDO cold phase years (Wu, 2013). The modeled fluxes at the Luzon Strait and the observed seawater chemistry parameters matched well with the patterns of changes of the ONI and PDO index (Figures 4A–E). For instance, the two large scale intrusions of the WPS seawater to the nSCS occurred in 2003–2004 and 2014–2016, when the PDO was in the warm phases (Figure 4, highlighted in yellow). Additionally, 2002 (weak) and 2015 (very strong) are El Niño years (Santoso et al., 2017). The gradually decreased DOmin at SM18 between 2005 and 2011 happened while PDO was in its cold phases. Meanwhile, 2005 (weak), 2007 (strong), 2008 (weak), 2010 (strong), and 2011 (weak) were La Niña years (Santoso et al., 2017). The Smax at SM18 and the SSS at SEATS show positive correlations with the PDO Index, and the transport anomaly in the Luzon Strait shows a negative correlation with the PDO Index (Figures 10A,C,E). Such results agree with the previous studies that the Kuroshio intrudes more into the SCS when the PDO is in a warm phase, and less in a cold phase (Wu, 2013; Wu et al., 2017). Interestingly, the correlation coefficient (R) reaches the highest when the time series of Smax at SM18, SSS at SEATS, and the transport anomaly in Luzon Strait are ahead by 14, 12, and 11 months, respectively (Figures 10B,D,F). These values reflect the lag of the changes in these parameters behind the PDO. The numbers are in line with those of Huang et al. (2015) in that the signals of seawater chemistry change in the Taiwan Strait was 7 months behind the Nino 3.4 Index.
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FIGURE 10. (A,C,E) The Smax at SM18, the SSS at SEATS and the transport anomaly in the Luzon Strait vs. the PDO index. (B,D,F) The best fitted correlations (the correlation coefficient, R, reaches the highest value) when the time series of Smax at SM18, the SSS at SEATS, and the transport anomaly in the Luzon Strait are ahead by 14, 12, and 11 months, respectively. The red lines show the linear regression, and the numbers refer to the R- and p-values of the regression.


Importantly, the influence of intruded Kuroshio on the seawater chemistry in the nSCS can sustain for years. Liu and Gan (2017) indicated that the intruded Kuroshio in the upper layer had a residence time of about 3 years before subducting into deeper layers or flowing out of the SCS. Restated, the intruded Kuroshio could have inter-annual influences on the biogeochemical cycles in the SCS. Indeed, the Kuroshio intrusion into the SCS was reported to be weakened between 1993 and 2010 (Nan et al., 2013), while the salinity decreased (Nan et al., 2016). However, how decadal decrease in Kuroshio intrusion affects the long-term decrease in DOmin is unclear and requires further investigation. Previous studies indicated that the natural climatic oscillations may enhance under global warming (Wang et al., 2017), possibly adjusting the intrusion pattern of offshore seawaters in many coastal areas. To conclude, most hypoxic zones are located in regions linked directly to the open oceans. With reference to the decadal records from SM18 and SEATS stations, this study illustrates the importance of increasing offshore water intrusion in diminishing the coastal hypoxic condition. Changing the amount of offshore water intrusion under changing climate needs to be considered to increase the accuracy of forecasting hypoxic conditions in many coastal regions.




CONCLUSION

Using decadal time series data off the Pearl River Estuary (SM18) and in the deep basin of the SCS (SEATS), this study shows that two strong Kuroshio intrusions occurred in the SCS around 2003–2004 and 2015–2016. Consequently, the nutrient concentrations at the SEATS site decreased about 200 m in depth. Likely, due to the oxygen supply carried by the enhanced Kuroshio intrusion, little hypoxia developed at SM18 in 2004. This provides a possible mechanism that enhanced amount of offshore water intrusion to the coastal region could diminish its degree of hypoxia.
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Advances on the circulation in the Changjiang Estuary and adjacent East China Sea (ECS) and Yellow Sea (YS) coastal waters in the recent decades (2000–2020) are synthesized in this review. The circulation over the complicated bathymetry in the region is locally driven by winds, tides, as well as riverine discharge, and is remotely influenced by shelf currents between the 50 and 100-m isobaths through the cross-shelf exchanges. The interchange of the momentum and the freshwater pathway inside the Changjiang Estuary are jointly determined by tides and seasonally varying discharge and winds over the shelf. The buoyant waters are trapped inside the bulge that forms and expands over the shelf to the west of the 30-m isobath in the vicinity of Hangzhou Bay and the Changjiang Estuary. These buoyant waters are exported offshore by the shelf current, tidal mixing, and variations of wind patterns, forming the Changjiang River plume, which shows notable seasonality due to the reversal of both winds and shelf currents in the ECS and YS. Extensive spatial irregularities in the form of freshwater patches are present along its pathway to the Tsushima Strait in summer and to the Taiwan Strait in winter, respectively. Tides and the bathymetry irregularity have recently been found to play critical roles in determining the cross-shelf exchanges of water mass and momentum along the pathway of the ECS coastal current, and along this pathway, a year-round upslope intrusion of shelf waters appears in both summer and winter. Tides also play an important role in altering the expansion of the Changjiang River plume, cross-shelf extrusion of waters, and variation in the Yellow Sea Coastal Current over the shallow Subei Shoal.

Keywords: Changjiang (Yangtze river) estuary, coastal circulation, East China Sea, river plume, bulge


INTRODUCTION

The coastal waters in the East China Sea (ECS) and southern Yellow Sea (YS) are found over their respective shelves to the west of the 50-m isobath, which extends northward from ~25°N to ~37°N (Figure 1A). These coastal waters are bordered by the southern coast of the Shandong and the coastlines of the Jiangsu, Shanghai, Zhejiang, and Fujian. In the southern ECS, the interlinked coastal waters mainly extend southwestward, running parallel to the Fujian and Zhejiang coasts to the south of the Changjiang Estuary. The complicated coastlines are composed by many islands, bays, and channels, such as those in the vicinity of the Zhoushan Islands and Changjiang Estuary. Coastal waters in the southern ECS are generally shallower than 50 m, except in some deep channels with depths >100 m among the Zhoushan Islands. The Hangzhou Bay and the Changjiang Estuary widen toward the east and the ECS. The bathymetry of the coastal waters in the southwestern YS is generally characterized by the Subei Shoal (a.k.a. the Yangtze Bank), which extends to the southeast and over which the nearshore waters are generally shallower than 10 m. A northwestward incising submerged valley is surrounded by the 50-m isobath in the northwestern ECS to the southwest of the Subei Shoal. The northwestward extending YS Trough characterizes the bathymetry of the southern YS.


[image: Figure 1]
FIGURE 1. (A) Water depth (m) of ECS and YS. The waters deeper and shallower than 200 m in this figure are illustrated by different colormaps. The 30, 50, 100, and 200 m isobaths over the shelf, and 1,000, 2,000, 3,000, 4,000 m isobaths in the deeper oceans are also shown. The bathymetry is composed from the digitalized navigation map in the coastal areas and the ETOPO1 global relief model. (B) Water depth (m) in Changjiang Estuary with name of the branches, channels, passages, and islands (Zhu et al., 2019). The underwater jetty spur bordering the North Passage is shown in (B).


The Changjiang River is the largest river in the East Asia and exports buoyant waters with an averaged discharge rate of ~26,400 m3/s into the ECS and YS (Mei et al., 2015). The water depth in this long estuary is generally shallower than 20 m, and riverine waters rush into the ECS shelf through its complicated passages and channels (Figure 1B). The Changjiang Estuary is divided into the North and South Branches by the Chongming Island. In the mid-estuary, the Changxing Island separates the South Branch into the North and South Channels. The anthropogenic underwater infrastructure and the navigation channel in the vicinity of Hengsha Island further divide the South Channel into the North and South Passages. This complicated bathymetry, which will be explored in the following sections, greatly alters the characteristics of the circulation and freshwater as well as the interaction between the estuarine circulation and the coastal circulation at the mouth of the Changjiang Estuary. Coastal circulations over the complicated nearshore bathymetry to the west of the 50-m isobath in the ECS and southern YS are jointly forced by variable multiscale local forcing, including tides, winds, and river discharge. Coastal and estuarine circulations also interact with shelf circulations, for example, the Taiwan Warm Current (TWWC), Yellow Sea Warm Current (YSWC, in winter), and Yellow Sea Cold Water Mass (YSCM, in summer) as well as the Kuroshio in the Okinawa Trough and the Taiwan Strait Current (TSC).

The Kuroshio and the intrinsic characteristics of the ECS shelf current act as the major external factors that influence coastal and estuarine circulation. The annually average volume transport of the Kuroshio is ~24.37 Sv in the central ECS (Liu et al., 2021), and a stronger/weaker Kuroshio is usually present in the warm/cold half of the year in the northern hemisphere (Yang et al., 2018). Observations based on the conservation of the total water volume over the shelf reveal that the integrated volume transport by the Kuroshio intrusion into the ECS is ~1.3–1.4 Sv (Isobe, 2008). The shelf currents, which originate from the southern ECS, interact with the circulation between the 100 and 200-m isobaths and flow into the Tsushima Strait, exiting into the southern Japan Sea further north (Gan et al., 2016; Lie and Cho, 2016; Li et al., 2016). The northward penetrating warm waters in the ECS are from the TSC and those that originated from the Kuroshio intrusion over the shelf to the northeast of Taiwan [synthesized by Hu and Wang (2016) and simulated by Yang et al. (2013), among others]. They form the northward flowing TWWC, which greatly modulates the shoreward intrusion of shelf waters toward the coastal seas off the Zhejiang and Fujian coasts in summer. This northward current has also been found to be largely regulated by the southwestward flowing Zhe-Min Coastal Current (ZMCC), which carries buoyant waters from the Changjiang River to the Taiwan Strait in winter. The TSC and the interactions between the TWWC and ZMCC are also greatly regulated by synoptic wind variability, which establishes downshelf propagating coastally trapped waves that alter the respective intensity of these currents (Li and Huang, 2019).

In the southern YS, a notable northward penetration of warm waters, indicative of YSWC, is observed in the Yellow Sea Trough in winter. Previous studies have recognized that the YSWC mainstream shifts westward toward the eastern flank of the shallower Subei Shoal (Lin and Yang, 2011; Lin et al., 2011), where tides have been suggested to play important roles in regulating the regional circulation. The circulation in summer is mainly governed by the monsoonal winds, tides, Changjiang River Plume and the YSCM, which resides from the YSWC in winter and is sealed in the lower layers of the Yellow Sea Trough in summer. The expansion of the Changjiang River Plume, whose underlying dynamics will be further explored in the following sections, shows notable spatial variations in its pathways in the ECS and southern YS.

We revisit recent understandings on estuarine circulation in the Changjiang River Estuary and coastal circulations in the ECS and southern YS, and pay more attention on the circulation dynamics than the recent comparative reviews, which focus more on the seasonal (Guan and Fang, 2006; Lie and Cho, 2016) and interannual (Matsuno, 2020) variabilities of the shelf waters and biogeochemical processes (Chen J. et al., 2020) to the further seaward of the studied area. The rest of this manuscript is arranged as follow. In Section Changjiang estuarine circulation, we synthesize the characteristics of the circulation in the Changjiang Estuary. The expansion of the Changjiang river plume is synthesized in Section Changjiang River plume. Section Coastal Currents in the ECS and southern YS summarizes recent advances on the coastal currents in the ECS and southern YS, and the impact of circulation dynamics on hypoxia off the Changjiang Estuary is synthesized in Section Impacts of Circulation on Hypoxia off the Changjiang Estuary. The summary and prospects are given in Section Summary and Prospects.



CHANGJIANG ESTUARINE CIRCULATION

The Changjiang River is the largest river in the East Asia and the fifth largest river worldwide in terms of riverine discharge. The maximum/minimum discharge rate of Changjiang River appears in summer/winter (~40,000/~13,000 m3/s) (Luan et al., 2016). The buoyant waters that flow through the complicated passages and channels of the Changjiang Estuary (Figure 1B) form the interactive estuarine circulation, and its underlying mechanisms have often been investigated in studies of the general flow pattern [e.g., Xue et al. (2009) and the references therein]. Majority of the riverine runoff rushes into the ECS through the South Branch, which, in winter, counts for over 95% of the discharges (Li et al., 2010). The partitioning of buoyant waters toward the North Branch (<5%) oscillates with flood and ebb tides and varies in the spring and neap tidal cycles. The main features of Changjiang estuarine circulation are an onshore intrusion of shelf waters and the extrusion of buoyant waters, which are also modulated by anthropogenic activities. It should be noted that although we, respectively, reviewed the characteristics of the intrusion of shelf waters and the extrusion of riverine waters, the exchange flow in the Changjiang Estuary is composition of these bidirectional circulations with the general circulation pattern is shown in the Figure 2, and the underlying dynamics are synthesized in the follow contents.
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FIGURE 2. Schematics of the subtidal flow patterns (Xue et al., 2009) during (A) wet and (B) dry seasons, and (C) pathways for saltwater intrusion (arrows) (Zhu et al., 2015), with the white and black arrows in (C) denoting pathway of the onshore invading shelf waters.



Intrusion of Shelf Waters

The Changjiang estuarine circulation is generally stronger in summer (Figure 2A) than that in winter (Figure 2B). In addition to the intrusion of the shelf waters from the lower layer at the mouth of the estuary (Figure 2C), there is a long-distance intrusion of saltwater from the North Branch to the South Branch (white arrows in North Branch and the black arrows in South Branch in Figure 2C). This intrusion, due to its notable threat on freshwater supply of the neighboring cities, is the focus of the previous studies in the recent decades and it is reported to occasionally inject saltwater into the mainstream freshwater of the South Branch (Xu et al., 2018). This intrusion is regulated by the intensity of upstream riverine runoff and the tidal range over the shelf neighboring the North Branch in the lower estuary (Wu et al., 2006), as well as winds over the shelf off the Changjiang Estuary (Zhang et al., 2017; Lyu and Zhu, 2018; Zhu et al., 2018a; Zhu et al., 2019). The respective responses of the estuarine circulation in those complicated branches and channels to those forces will be further synthesized in the following contents.

The intrusion of salt waters from the North Branch to the South Branch is greatly altered by the tidal and wind forcings. The non-linearity of the tidally induced momentum flux and bottom friction over the abrupt topography induce tidal rectification (Xue et al., 2009). The invasion of shelf waters through the North Branch then occurs when the intensity of the freshwater flow in this branch is weaker than that of the tidally rectified current. The influence of non-linear tidal rectification in modulating the exchanges among the channels and passages in the Changjiang Estuary network was also described in detail by Alebregtse and de Swart (2016), which further emphasized the attenuation of the semi-diurnal tide by extensive riverine discharge in summer. The associated non-linear river-tide interactions diminish the semi-diurnal variation of the surface-elevation amplitude and thus have minimal effects on the tidal velocity amplitude and phase of tidal waves. The numerical experiments in Qiu et al. (2012) showed that the water exchanges between the North Branch and South Branch are much stronger during spring tides than during neap tides. The intrusion of shelf waters from the North Branch toward the South Branch also shows notable seasonality. In winter, the tidally rectified current is intensified to strengthen the intrusion of shelf waters from the North Branch toward the South Branch, when the seaward surface elevation gradient (i.e., barotropic pressure gradient) is reduced by northerly winds (Xue et al., 2009). The estuary-ward Ekman transport by the northerly winds strengthens the intrusion of saltwater toward the South Branch (Li et al., 2010, 2012), and this intrusion is greatly intensified since 1999, possibly due to the more frequent outbreaks of northerly and northeasterly wind event (Zhang et al., 2019a). Water exchange between the South Channel and North Channel is greatly affected by the variation in wind direction (Li et al., 2012). When the northeasterly wind prevails, saltwater intrusions in the North Channel have been found to be weaker than those imposed by the northerly winds. Li L. et al. (2014) found that the shelf water intrusions in the North Channel are amplified due to the deepening topography mid-channel and to the east of Chongming Island.

In the further downstream, circulations in the South Passage and North Passage are also greatly influenced by tides and winds. The numerical simulations by Wu and Zhu (2010) and Wu et al. (2010) suggested that tidally induced subtidal circulation plays an important role, and Stokes transport due to the propagation of tidal waves has been found to amplify the onshore invasion of shelf waters in the South Passage. This process makes the South Passage the most saline outlet besides the North Branch. The circulation in the North Channel and North Passage is primarily dominated by the extensive seaward export of riverine buoyant waters. Passive tracers deployed in a simulation have further revealed a significant intrusion of saltwater in the South Passage toward the North Passage, and this intrusion has been found to be diminished by northerly winds.



Extrusion of Riverine Waters

The riverine waters mainly extrude out of the Changjiang Estuary through the South Branch. The transport time required for the buoyant waters to travel from the river entrance (XuLiuJing in Figure 1B) to the estuary exit (~122.5°E) is approximately 23 and 35 days for high and low discharge conditions, respectively (Wang et al., 2010). The time required for the buoyant waters to exit the estuary increases from the North Channel to the South Channel and from the North Passage to the South Passage due to the diversion of freshwater discharge and the increase in bottom friction. The gravitational exchange flow at the exit of the estuary accelerates the seaward export of the buoyant waters from the river entrance further downstream.

This transport time experiences notable seasonality and spring-neap variation (Wang Y. et al., 2015). It is greater in winter compared to that in summer, and the seaward export of freshwater is stronger during the neap-tide period than during the spring-tide period. Similarly, field observations have shown that the residual current in the North Passage is stronger in summer than that in winter, and it is more influential during spring tides than during neap tides (Pu et al., 2015). Tidal stirring, longitudinal and lateral depth-mean straining act as the principal mechanism determining the contrasting mixing intensity observed during spring and neap tides (Pu et al., 2016). The tidal effect is more important in winter, when the discharge rate is greatly reduced, compared to that in summer (Zhang et al., 2017). Tidal waves invade further upstream toward the South Branch in winter (Zhang et al., 2018a). Surface elevation at the upstream of the South Branch is higher in summer than that in winter, while variations of surface elevation is minimal at the estuary exit. In the down-estuary section, a higher barotropic pressure gradient is thereafter established in summer. The lateral circulation in the cross-branch direction is generated by the barotropic pressure gradient to enhance the intrusion of shelf waters in the North Channel (Zhu et al., 2018b).



Anthropogenic Impacts

Anthropogenic impacts on the Changjiang estuarine circulation are represented by the Three Gorges Dam in the further upstream of the river (not shown), the progressive narrowing of the North Branch and the underwater infrastructure in the North Passage (Figure 2B). The impoundment of Three Gorges Dam was considered to greatly alter the streamflow (Zhang et al., 2019b; Wang et al., 2020; Yu et al., 2020a) and nutrient discharges of Changjiang river and thereby have a great potential in altering the hydrographic properties (Yan et al., 2008), sediments (Dai et al., 2016) and biogeochemical processes (Chai et al., 2009) in the estuary and thereafter the coastal seas. The increased discharge rate in the dry season, due to impoundment of Three Gorges Dam could be favorable for ensuring the freshwater supplement (Cai et al., 2019) and has potentials to suppress the injection of saltwater from the North Branch to the South Branch. The incremental anthropogenic impacts, such as the narrowing and shallowing of the North Branch, also progressively reduced the saltwater intrusions from the North Branch to the South Branch, and the topographic changes in the North Channel from 2007 to 2017 strengthened/weakened the intrusion of shelf waters during spring/neap tides (Chen et al., 2019). However, the role of Three Gorges Dam in changing the estuarine and coastal circulations is considered to be secondary referring to the underwater infrastructure in the North Passage (Wu et al., 2018c). The large-scale underwater construction (Figure 1B) in the vicinity of Hengsha Island greatly strengthens the tidal current (Zhang et al., 2018a), direction of rotation and vertical structure of the tidal ellipse (Pu et al., 2017) and thereby stability of the inside waters (Wan and Zhao, 2017), thus altering the stratification in the North Passage (Ma et al., 2011; Wan et al., 2014; Chen et al., 2020b). This underwater construction diminishes the freshwater partition in the South Channel while amplifies the onshore intrusion of saltwater in the South and North Passages, and alleviates the invasion of shelf waters in the North Channel by reducing/increasing the partition of riverine waters in the South/North Channel (Zhu et al., 2018a; Zhu et al., 2019). From the North to the South Channel, an anticlockwise circulation anomaly is thereby established (Li et al., 2020). The built underwater jetty spur (Figure 1B) has greatly increased the transport time by 50% (Wang et al., 2010). This underwater infrastructure has also been observed to strengthen the southward motion of the Changjiang River plume over the shelf by eliminating the lateral circulation at the estuary exit, where the northeastward extension of the buoyant plume begins (Wu et al., 2018c).




CHANGJIANG RIVER PLUME

The Changjiang River plume is formed by the massive amount of freshwater extruding through the Changjiang Estuary and plays a critical role in determining the regional circulation in the coastal seas. For example, the recent synthesis of previous observations and numerical simulations showed the seasonality of the coastal circulation over the shelf to the west of the 50-m isobath (Wu and Wu, 2018), and a year-round persisting bottom-trapped plume off the Zhejiang and Fujian coasts is proposed (Zhang et al., 2020). This bottom-trapped plume is critically sustained by extensive tidal mixing, and it imposes an unexpected counter-wind southwestward coastal current off Zhejiang in the summers of 2006 and 2009 (Li et al., 2014b).

The Changjiang River Plume also interacts with the TWWC in the central ECS shelf, the TSWC in the Tsushima Strait (Isobe et al., 2002), and TSC in the Taiwan Strait (Lie and Cho, 2016), and shows notable seasonality and remarkable spatial variation, which is characterized by distinct flow patterns over the shelf of the coastal sea off the Changjiang Estuary. These freshwaters can also greatly impact the connectivity between the Japan Sea and the northern ECS by altering the baroclinicity of the water in the Tsushima Strait in summer (Isobe et al., 2002; Senjyu et al., 2006). For example, the numerical tracer experiments conducted by Chang and Isobe (2003) showed that 68% of the Changjiang River plume is transported into the Tsushima Strait and the extension of these buoyant waters is strongly constrained by the TWWC. In the following contents, we will further synthesize the spatial characteristics and driving mechanisms of the Changjiang River plume in summer and winter, respectively.


Changjiang River Plume in Summer

The freshwater that rushes out of the Changjiang estuary is arrested by the northward coastal current and northeastward flowing TWWC and widely broadened to the southeast, east, and northeast over the shelf region in the surface layer (Hwang et al., 2014). There is weak bidirectional southwestward and northwestward extrusion of these buoyant waters observed over the coastal seas off Zhejiang and over the Subei Shoal (Kim et al., 2009; Bai et al., 2013; Zhu et al., 2015; Zhang et al., 2020). However, this southwestward branch of the plume cannot travel further southward into the Taiwan Strait (Wu et al., 2018b). The entirety of the plume, which widely spreads over the central and northern ECS and southern YS shelves (Lie et al., 2003), turns northeastward over the shelf to the east of the 50-m isobath and flows toward Cheju Island (Chen et al., 2008). The behavior of the plume in the coastal seas to the west of the 50-m isobath is different from that over the shelf in depths >50 m since the coastal waters are better mixed than those offshore, which is further described below.



Bulge Circulation

Numerous numerical simulations and observations have clearly shown that the buoyant waters from the Changjiang River plume are partially mixed with the saltwater being stored in a bulge over the shelf to the west of the 50-m isobath (Chang and Isobe, 2003; Shan et al., 2009). This bulge, which is enveloped by sharp density fronts (Lu and Shi, 2007), usually bifurcates at the head of the submerged valley that is delineated by the 50-m isobath over the shelf to the southeast of the Changjiang Estuary and then extends northward into the Subei Shoal, southwestward to Hangzhou Bay and then the coastal seas off Zhejiang (Du et al., 2011) (Figure 3). The majority of these plume waters then extend northeastward toward the central ECS shelf and interact with the TWWC.
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FIGURE 3. Distributions of (A–C) surface salinity and (D–F) surface currents, respectively, under the condition with (A,D) low discharge without tides, and low discharge with tides during (B,E) neap and (C,F) spring tide periods. The contour interval for surface salinity distributions in (A–C) is 3 psu. This figure is adapted from Li and Rong (2012).


The characteristics of the circulation of this bidirectional extruding bulge is critically determined by tides (Wu et al., 2018b). The Changjiang River plume in the coastal areas off the estuary disperses eastward and southeastward in the form of “cloudy patches” and that the dispersion direction varies coherently with tides, when steady winds force estuarine and coastal circulations (Shi and Lu, 2011). The strong tidal mixing over the shallow Subei Shoal suppressed the northward extrusion of Changjiang River plume (Wu et al., 2011). The bulge also considerably varies with the spring-neap tide transition (Figure 3), and is mainly limited in the coastal seas to the west of the 30-m isobath during spring tides and extends further eastward during neap tides when tidal rectification and tidal asymmetry are weak. Tidal asymmetry has been found to establish high pressure at the head of the submerged valley, and the plume is thus guided to extend northeastward at ~122.5° E. Although its magnitude is much weaker than that in the southward and northeastward branches, tidally induced Stokes drift transports a small portion of the shallow Subei Shoal in winter (Wu et al., 2014), and the wind can only affect this northward extrusion during the neap-tide period.

Tides also increase the amount of freshwater trapped by the bulge (Figure 3; Li and Rong, 2012; Rong and Li, 2012). The bulge circulation is stabilized and its ballooning is suppressed with time (Figures 3B,C,E,F). Detachment of buoyant waters from the plume occurs during the transition period from neap to spring tides, when the stratification of the partially mixed plume waters is destroyed and buoyant water patches form, while variation of the Changjiang River discharge rate cannot greatly influence this process of detachment. However, the numerical simulation by Yuan et al. (2016) showed that although the buoyant plume neighboring the Changjiang Estuary instantly (within 1 day) responds to variation in Changjiang River discharge, it takes ~15 days for the offshore branches of this plume to respond in summer. Thereby, the response of the detachment of buoyant plume to the changing discharge rate should be further investigated.

Winds may also play a crucial role in detaching buoyant waters during the growth of the bulge (Xuan et al., 2012). Wind-induced mixing and upwelling along the edge of the bulge causes saltwater to detach the buoyant waters over the 30-m isobath. This detachment mainly occurs during the period when the speed of southwesterly winds exceeds 8 m s−1. Thus, the characteristics of the complicated bulge circulation and its dynamics also necessitate further study (Wu et al., 2018b).



Far-Field Plume

Over the ECS shelf to the east of the 50-m isobath, the interaction between the Changjiang River plume and shelf currents is associated with the complicated wind and tidal patterns and the remote influence of previously introduced shelf currents, which alter the pathway of the plume (Figure 4). For example, the long-term satellite observations (Kim et al., 2009, 2014) of Chlorophyll-a indicated that the eastward motion of the Changjiang River plume lags behind the variations in river discharge by about 1 to 2 months. Bai et al. (2015) adapted and validated the advanced satellite-derived salinity algorithm in Bai et al. (2013) and reported strong interannual variability in the distribution of the Changjiang River plume (Figure 4), which was partially identified in some earlier satellite observations (Ahn et al., 2008). In addition to the most frequently observed northward and northeastward pathways, Bai et al. (2015) identified two unusual pathways of the Changjiang River plume, which flows into the Cheju and Tsushima Straits without residing over the shelf and flows southeastward in the central ECS (Types 2 and 3 in Figure 4). The plume area estimated in that study is regulated by the intensity of river discharge and winds over the shelf. The arrival of typhoons may also play an important role in altering the variability of the pathways of this plume. For example, Oh et al. (2014) and Hong et al. (2016) proposed an extensive northward extrusion of the Changjiang River plume into the YS in 2012. The velocity records of July 2015 further showed that typhoons could even bend the Changjiang River plume to flow southwestward along the Zhejiang coast (Zhang et al., 2018c).
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FIGURE 4. Schematic pathways (colored arrows) of the three types of Changjiang River Plume identified from the 31 psu isohalines. The dashed arrows in blue and yellow signify plume water higher than the 31 psu would have advected by the Tsushima Warm Current to the Tsushima-Korea Straits. The red arrow shows the occasional movement triggered by typhoons. This figure is adapted from Bai et al. (2015), and Type 1 stands for the most frequently observed pathway of the plume, while Type 2 shows the pathway of buoyant waters when the buoyant waters are extensively advected toward Tsushima Strait, without residing over the shelf. Type 3 is rarely observed southeastward motion of the buoyant plume.


Changjiang River plume extends eastward in the form of patches of low-salinity water instead of as a tongue-shaped plume extending toward Cheju Island (Lie et al., 2003), and it intensifies the TWWC and TSWC (Chen et al., 2008). The baroclinic instability associated with the extensive density fronts enveloping these massive buoyant waters facilitates the eastward transmission of the Changjiang River plume through buoyant eddies that detach from its edge, while the southerly summer monsoon enhances this detachment. The strong tides over the ECS shelf suppress this baroclinic instability, while the detachments of low-salinity water patches are primarily caused by the spatially non-uniform southeasterly wind (Ge et al., 2015). However, the extensive tide-induced vertical mixing in the northern ECS shelf tends to enhance the meandering of buoyant waters off the Subei Shoal and displaces the plume to the north toward the YS (Type 2 in Figure 4). The formation of low-salinity water patches of the plume is induced by increased vertical mixing, especially during the spring-tide period (Moon et al., 2010). The freshwater content of these patches is highly dependent on the intensity of winds, which contributes to the variation of the motion of the plume by altering wind-driven Ekman transport, and a synoptically weakened southerly summer monsoon facilitates the southeastward displacement of the buoyant plume (Moon et al., 2012; Chang et al., 2014). There is not close correlation between the changes in the Changjiang River discharge and the pathway of the Changjiang River plume in the central ECS, although the area of the buoyant plume in the central ECS has been observed to vary closely with the discharge rate (Bai et al., 2015).



Changjiang River Plume in Winter

When flushing out of the estuary, the cold and buoyant waters from the Changjiang estuary are constrained in the coastal seas to the west of the 30-m isobath and advected southwestward in form of the Zhe-Mini Coastal Current (ZMCC) toward the Taiwan Strait (Guan and Fang, 2006). This extensive coastal current, which may be identified by surface temperature and salinity (Gao et al., 2009; Wu et al., 2018b), and the mud belt (Bian et al., 2013; Li et al., 2013) off Zhejiang and Fujian coasts, can be seen in winter. The intensity of the ZMCC in February 2012 was quantified to be ~0.215 Sv by Wu et al. (2013) using phase-averaging technology. The tidally induced residual current roughly contributes ~0.12 Sv to the transport of ZMCC (Li and Rong, 2012).

Along its path to the Taiwan Strait, the baroclinicity induced by this extensive buoyant plume stimulates the upshelf motion of shelf waters beneath the TWWC and alters the connectivity between the northern SCS and southern ECS (Hu et al., 2010). The baroclinicity from this plume facilitates the formation of the upshelf motion of waters beneath the TWWC, even when downwelling-favorable winter monsoon prevails (Qiao et al., 2006). It has also been reported that a portion of these buoyant waters extrudes northwestward along the coastline of the Subei Shoal in the southern YS to form Subei Coastal Waters (Wu et al., 2018a), whose underlying dynamics will be synthesized below.

Although the buoyant waters from the Changjiang River can be seen off the Zhejiang and Fujian coasts, its southward pathway with the ZMCC showed an extensive meandering that excites synoptic cross-shelf water exchanges (Yuan et al., 2008; He et al., 2010; Bai et al., 2013). The concurrent transport of the northward Kuroshio intrusion from the shelf to the northeast of Taiwan and the TWWC establish water-column stratification over the shelf to the east of the 50-m isobath off the Zhejiang and Fujian coasts, where the tidal wave diverges (Wu, 2015). The tidal current and associated mixing are minimized in the coastal areas where a divergence occurs, which stimulates the cross-shelf penetration of two cold-water tongues. The penetration of these shelf waters then induces the offshore export of coastal waters carried by the ZMCC through the joint effect of baroclinicity and relief (JEBAR). This scheme explains the quasi-stationary or less-propagational cross-shelf water exchanges along the Zhejiang and Fujian coasts (Yuan et al., 2010). This cross-shelf meandering of the coastal current seems not to be governed by frontal instability, and interestingly, fluctuations in temperature but not salinity are a prerequisite for extensive cross-shelf water exchanges, although the appearance of the buoyant plume was found to play an essential role in maintaining the extensive southwestward flow of the ZMCC (Wu et al., 2013).




COASTAL CURRENTS IN THE ECS AND SOUTHERN YS


East China Sea Coastal Current (ECSCC)

The variations of coastal circulation in the ECS are jointly driven by monsoons, tides, and the buoyancy forcing from the extensive Changjiang River discharge (Lie and Cho, 2016; Wu et al., 2018b). In general, coastal circulation over the shelf shallower than 50 m generally flows northeastward in summer and southwestward in winter (Lee and Chao, 2003; Ge et al., 2013; Gan et al., 2016), although extensive synoptic variation has also been observed (Xuan et al., 2016a). The instabilities associated with this current may stimulate notable cross-shelf water exchange in both seasons (Yuan et al., 2005, 2008; He et al., 2010).

The northeastward coastal circulation has been found to generate the upshelf intrusion of shelf waters from the bottom layers of the TWWC, forming a distinct and extensive cold water belt off the Zhejiang and Fujian coasts in summer (Hu and Wang, 2016). In winter, the ZMCC carries ~90% of the Changjiang River discharge (Wu et al., 2013) into the Taiwan Strait (Shen et al., 2017), which modulate the intensity of the TSC through the formation of a zonal density front in the strait (Chen and Sheu, 2006). Along its path, these cold and buoyant waters are vertically well mixed and form a sharp density front with the northeastward flowing TWWC over the outer shelf in winter (Huang et al., 2010).

The characteristics of coastal currents in the ECS are partially synthesized in Guan and Fang (2006) and Hu and Wang (2016), which were important references in our review, especially for studies prior to 2010. In this section, we focus more on the detailed dynamics that govern the cross-isobath transport, and pay more attention on the coastal circulations specifically in the ECS, instead of the entire China Seas.

It has long been recognized in 1990s (Liu and Su, 1991) that the possible forcing mechanisms driving the summer upwelling off the Zhejiang coast include the upwelling favorable southerly monsoon, upward lifting of the shoreward intrusion of the Kuroshio Current from the shelf to the northeast of Taiwan, shoreward and upward movements of the TWWC induced by bottom friction, and the response of the TWWC to the regionally diverging isobaths. It was also suggested that upwelling could be divided into inshore and offshore segments (roughly divided by the 70-m isobath), with wind forcing dominating the upwelling process of the inshore area and the TWWC driving the upwelling in the offshore region. Subsequent numerical simulations and observations in the 2000s further confirmed the importance of winds and TWWC in generating the upwelling along the ECS coast (Jing et al., 2007; Wei et al., 2007).

These previous studies have proposed that upwelling does not uniformly occur along the ECS coast, and the detailed dynamics underlying this upwelling circulation are progressively revealed in the recent decades. The upshelf intrusion of shelf waters is intensified on the lee side of coastal promontories along the Zhejiang and Fujian coasts (Chen et al., 2014; Liu and Gan, 2014) as well as at the head of the submerged valley in the central ECS shelf and to the southeast of the Changjiang Estuary (Liu and Gan, 2015; Yuan et al., 2017), where a cold water center with high primary productivity is frequently observed (Shi and Wang, 2012). That upwelling in that submerged valley is strengthened by the baroclinicity of waters imposed by the extensive presence of buoyant waters from the Changjiang River discharge (Zhu, 2003), and it is considered to be the onshore branch of the TWWC over the shelf to the east of the 50 m isobath (Wang et al., 2019a). This spatially irregular distribution of upwelling circulation has been frequently reported in recent decades, and we have now recognized the importance of topography as well as tidally induced mixing in generating upwelling in the ECS. For example, field observations and numerical simulations by Lü et al. (2006) have shown that the upslope intrusion of shelf waters in the vicinity of the Changjiang Estuary is mainly induced by a cross-frontal density gradient that is compensated by extensive tidal mixing. Liu and Gan (2014, 2015) proposed that the onshore intrusion of shelf waters on the lee-side of Zhoushan Islands and at the head of the submerged valley is not merely induced by bottom Ekman transport but is generated by the along-shore variation of the meridional pressure gradient, which is exerted by the response of the coastal current to the variation in bottom topography.

Interestingly, although we have recognized that it is mainly the northeasterly wind that prevails in the ECS and that a strong southwestward flowing ZMCC characterizes the coastal circulation in winter (Wu et al., 2013), the downslope export of coastal waters due to coastal Ekman dynamics has rarely been reported. For example, previous studies like those of Qiao et al. (2006), Jing et al. (2007), and references therein have suggested that although both the wind and ZMCC favor the downwelling of shelf waters, it is mainly the upshelf intrusion of shelf waters due to the northeastward flowing TWWC that is observed (Hu, 1994).

Some previous studies have focused on the dynamics governing the formation of this upwelling circulation in winter, and tides, as well as the buoyant nature of the coastal currents, have been found to play predominant roles. For example, the numerical simulation and field observations by Qiao et al. (2006) revealed that the sharp density front between the ZMCC and TWWC, due to extensive buoyant discharge from the Changjiang Estuary, facilitates the formation of an extensive cross-front baroclinic pressure gradient that drove upwelling off the Zhejiang coast. Tidal currents extend the river plume further to the southwest and contribute to the formation of upwelling. The northeastward flowing TWWC obstructs the pathway of the ZMCC, the associated density front, and the upwelling of deep shelf waters. Upwelling in the coastal area of the ECS is thereby a year-round phenomenon, with maximum and minimum upward velocities in summer (~10−2 ms−1) and winter (~10−3 ms−1), respectively (Jing et al., 2007). The recent long-term observations by Huang et al. (2016) over the shelf to the east of Zhejiang in the central ECS have clearly shown that the cross-isobath transport of shelf waters varies coherently with the along-shore velocities of the ZMCC. More importantly, that study proposed that shelf velocities also present extensive synoptic and intra-seasonal variability and suggested that the along-shore geostrophic current may play a more important role in generating the cross-shore water exchange than the role of bottom friction.



Yellow Sea Coastal Current (YSCC)

The coastal current in the southwestern YS over the shallow Subei Shoal was named as the Yellow Sea Coastal Current (YSCC), which, together with the ECSCC, comprises the China Coastal Current system (Guan and Fang, 2006). In the water column, it is recently proposed that the observed current profiles demonstrate a clockwise rotation, probably due to the “horizontal diffusion of geostrophic vortex stretching” (Song et al., 2019). The YSCC was considered to be a year-round southward flow (Lie and Cho, 1994), and the southward YSCC in winter is generated by the baroclinicity of the fresher waters carried by the Lubei Coastal Current (Wei et al., 2016) or Bohai Sea Coastal Current (Sun et al., 2018) from further north of the Shandong Peninsula. In summer, it is formed by the baroclinicity from the YSCM in the Yellow Sea Trough (Xia et al., 2006) to flow southeastward along the eastern flank of the Subei Shoal (Lie and Cho, 2016).

Yuan et al. (2008) questioned the conclusions of the flow pattern of the YSCC and suggested that the YSCC could be reversed to flow northwestward along the coastline of the Subei Shoal in summer, as also revealed by some simulations in the recent decades (Qiao et al., 2011; Wang et al., 2013b; Shi et al., 2016). A northward extending buoyant plume associated with upwelling in the summers of 2008 and 2009 was observed over the Subei Shoal (Yuan et al., 2017). This northwestward YSCC in summer, accompanied with the southeastward flow in winter, indicates a seasonal reversal of the flow direction, and this seasonal reversal is proven by the in-situ hydrography observations (Wei et al., 2016) and some recent numerical simulations (Gan et al., 2016).

Tides have recently been considered to be another important driving force that alters the circulation over the Subei Shoal. The density front, which is established by extensive tidal mixing over the shelf surrounding the shallow Subei Shoal, generates upwelling of shelf waters along its eastern flank in summer (Lü et al., 2010; Liu and Gan, 2016). This upwelling may result in cold surface waters that are most frequently observed when southerly winds prevail (Zhu et al., 2018c). The formation of these cold surface waters is also impacted by the spring-neap tides (Liang et al., 2018). The water column is stratified during neap tides, while during the spring tides, sea surface temperature is at a minimum, which implies strong vertical mixing. YSCC along the eastern flank of the Subei shoal flows southeastward along the 30-m isobath (Xia et al., 2006; Wang et al., 2013a). However, the Lagrangian drifters released over the Subei Shoal clearly showed a northeastward floating trajectory, which is generally perpendicular to the southeastward Eulerian residual current, given that the impact of the southerly summer monsoon exceeds that of the residual current due to increased bottom friction from the extensive tidal currents.

The high-resolution numerical simulation by Xuan et al. (2016b) showed that the tidally induced residual current flows northwestward along the coastline of the Subei Shoal and reverses to the southeastward along the 50-m isobath over the eastern flank of the Subei Shoal (Figure 5A). The authors considered the offshore branch of this current as the YSCC, which exhibits clear seasonal variability. The inshore branch is named as the Tide-Induced Coastal Current (TICC), and it was considered to be a year-round northwestward current. The observations and numerical simulation (Wu et al., 2018a) for the circulation in December 2016 and January 2017 also clearly showed a northwestward current flowing against the northerly wind along the coastline of the Subei Shoal (Figure 5B). The tidal stress induced by the propagation of a Poincaré wave, together with the rotation of the earth, forces the northwestward current along the coastline of Jiangsu, while tidally strengthened bottom friction suppresses the wind-forced current. The standing wave imposed by the collapsing of tidal waves from the YS and ECS modulate this coastal current, resulting in an eastward flow in the cross-shore direction. This northward current is generated by the Stokes drift due to the propagation of tidal waves (Wu et al., 2014).
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FIGURE 5. (A) Sketch map of residual transport over the Subei Shoal and its controlling mechanisms by the Subei tide-induced coastal current (STCC), which is raised from tidal stress (pink arrows) in the coastal seas to the north of Changjiang Estuary. The thin red lines indicate co-phase lines for the M2 tide with an interval of 30°. The wind driven coastal current in winter is indicated by the green arrows, and the circulations over the eastern flank of Subei Shoal is indicated by the yellow thin lines. This figure is adapted from Wu et al. (2018a). (B) Tidal residual current and mean flow over the Subei Shoal. Meso-scale tidal residual eddies (red arrow) and regional-scale tidal residual circulation (blue arrow) show the patterns of the tidal residual current across and around the Subei Shoal. The structure of mean flows (five black arrows) is composed by Taiwan Warm Current (TWC), YSCC, Changjiang Bank Current (CBC), Tidal-induced Coastal Current (TCC), and YSWC. This figure is adapted from Xuan et al. (2016b).


The numerical simulation by Wang et al. (2017b) exhibited a different winter flow pattern from that of Xuan et al. (2016b) and Wu et al. (2018a) by taking those buoyant waters from the minor rivers along the coastline of Jiangsu. Although the tidally induced residual current was still suggested to play a critical role in modulating the interactions between the YSWC and YSCC in winter, Wang et al. (2017b) considered that the currents over the Subei Shoal mainly flow southeastward in winter and that these freshwaters are merely from the rivers with minimal discharge along the Subei coast, instead of the Changjiang River plume, since the variations of salinity is insensitive to the discharges of Changjiang River. This finding contradicts those of Wu et al. (2014), Oh et al. (2014), and Xuan et al. (2016b), in which the Changjiang River plume was considered to be the major source of these freshwaters. The recent numerical simulation using water ages indicated that the minimum salinity of these fresher coastal waters lags behind the peak in Changjiang river discharge by about 2 months in summer, and these waters reside over the shallow Subei Shoal in winter (Zhu and Wu, 2018). Taking this lagged response of the circulations over the Subei Shoal to the river discharge from Changjiang river into consideration, the roles of buoyancy forcing in altering the YSCC are worth to be further explored.

It can be summarized that the flow pattern of the YSCC, which is the result of complicated forcing conditions associated with the shallow shelf of the Subei Shoal, should be further investigated. According to the contrasting flow patterns of the shallow coastal waters in the vicinity of its eastern flank and the submerged valley to the south, it becomes necessary to further evaluate the YSCC by examining its coastal and offshore branches (Wei et al., 2016; Xuan et al., 2016b; Wu et al., 2018a). The former branch is characterized as Subei Coastal Water (SCW), while the latter is characterized as the YSCC in Xuan et al. (2016b), which interacts with the YSWC/YSCM and the offshore branch of TWWC to the east of the 50-m isobath.




IMPACTS OF CIRCULATION ON HYPOXIA OFF THE CHANGJIANG ESTUARY

The buoyant plume from Changjiang exports huge amounts of dissolved inorganic nitrogen (~5,896 Gg N/yr), phosphate (~381 Gg P/yr) (Gao et al., 2008, 2012; Tong et al., 2017; Liu et al., 2018) and sediments (~250 million tons/year) (Yang et al., 2006, 2015) into the ECS. As shown in Figure 6, the nutrients from Changjiang discharge, together with those intruding into the ECS through the Taiwan Strait (Huang et al., 2019) and from the Kuroshio (Chen et al., 1995; Chen, 1996; Lui et al., 2015; Qian et al., 2017; Zhang et al., 2019c; Zuo et al., 2019), played critical roles in stimulating the phytoplankton bloom (Li et al., 2014a; Yu et al., 2018), eutrophication and hypoxia in the coastal water. Chen et al. (2017) proposed that hypoxia usually occurs in the bottom waters in the eutrophication area with the concentration of surface chlorophyll-a exceeds 3.0 mg L−1. The formed hypoxia are destructive to the marine ecosystem (Xu et al., 2015; Zhu et al., 2016b) in ECS (Chen et al., 2003; Wang et al., 2012; Qian et al., 2017; Wei et al., 2017a; Zhou et al., 2017; Zhang et al., 2018b; Wang et al., 2019c; Wang et al., 2019b; Zhang et al., 2019c; Chen et al., 2020a) and the YS (Zhai et al., 2020). It is generally considered that during the recent decades from 1980s to 2010s, there is an accelerated anthropogenic nutrient loading, and occurrence of eutrophication (Wang J. et al., 2015; Wang et al., 2016, 2018) and hypoxia (Wu et al., 2020) in the coastal waters (Liu et al., 2018; Chen J. et al., 2020). The recent overview by Chen J. et al. (2020) is recommended as an important reference that comprehensively synthesized the nutrient dynamics and biogeochemical processes, and here we focus on the impact of circulation dynamics to the changing hypoxia condition in the coastal seas of the ECS. The impact of circulation on the biogeochemical processes, not only revealed by its redistribution (Wang et al., 2019b; Wei et al., 2020) of nutrients and the elevated Redfield ratio (Wang J. et al., 2015; Chen et al., 2017; Liu et al., 2018), but also its changes on the stratification, residence time and ventilation of the shelf waters (Rabouille et al., 2008; Zhu et al., 2016a; Luo et al., 2018; Zhang et al., 2019c) will be overviewed in this section.
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FIGURE 6. Maps for (A) the observed distributions of bottom hypoxic waters (Zhang et al., 2019c) and (B) events of harmful algae bloom (HAB) between 2000 and 2014 (Wang Y. H. et al., 2019). “The color and size of the solid circle represent the date and affected area of each event. The black lines are the isobaths. Three HAB hotspots and two scattered HAB areas are marked with purple and orange dashed circles, respectively. The event occurrence numbers in HAB hotspots are also labeled” in (B) (Wang Y. H. et al., 2019).


Hypoxia, usually with acidification of the seawaters (Wei et al., 2017b, 2020), generally occurs in the coastal seas neighboring the 30 m isobath over the shelf. It strengthens from the late spring to summer (Zuo et al., 2019) and peaks in August (Zhu et al., 2011, 2017). There are also observations showing that the hypoxia can occasionally last longer to the mid-autumn (Wang et al., 2012; Chen C. C. et al., 2020). In winter, the buoyant waters are well-ventilated and hypoxia is thereby prevented (Zheng et al., 2016; Liblik et al., 2020). It is considered that the physical environment favors the development of hypoxia in summer, when the Changjiang river discharge maximizes (section Changjiang estuarine circulation), an intensified northeastward TWWC appears (Wang et al., 2012), upwelling of the shelf waters is established and the coastal waters are more stratified (Zheng et al., 2016; Chen et al., 2017). From June to August, the hypoxic waters mainly expand northeastward from the coastal seas to the east of Zhejiang and where mud-belt is observed (Zhang et al., 2019c). This hypoxia is mainly established by the Changjiang buoyant plume and intrusion of Kuroshio subsurface water (Zhang et al., 2019c), while the northeastward expansion is largely related to the strengthening of the northeastward TWWC and advances of upwelling circulation (Wei et al., 2011). Stratification of the coastal waters responses to circulation/discharges within ~35 hr (Ni et al., 2016), followed by an response of the bottom dissolved oxygen to changes of stratification is generally ~6 to ~50 h (Zhang et al., 2018b). The stratification is also sensitive to changes in the wind intensity and direction (Chen et al., 2015; Zheng et al., 2016; Zhou et al., 2017), which jointly regulate the stratification, coastal current and pathway of the buoyant plume.

Kuroshio intrusion mainly regulates the hypoxia by increasing the residence time of the bottom coastal waters (from ~11 to ~40 days) in summer (Zhang et al., 2019c). However, the intrusion also alleviates the hypoxia through carrying shelf waters with a higher concentration of dissolved oxygen (Luo et al., 2018; Zuo et al., 2019). It is also found that the incoming Kuroshio waters is deoxygenating and acidifying (Lui et al., 2015). The overall effect of the Kuroshio intrusion is to increase the intrusion of nutrients and strengthen the stratification intensity over the shelf. Thus, the summer hypoxia have a tendency of being worsened under the influence of the Kuroshio intrusion (Lui et al., 2014).

In the synoptic timescale, the increment of Changjiang river discharge is believed to stimulate the expansion of hypoxia (Zheng et al., 2016; Zhou et al., 2017), although there are also studies suggested that the changes in hypoxia are not response to the changes in the river discharge instantly (Chen et al., 2015). The offshore detachment of buoyant waters in form of “cloudy patches” synthesized in the section 3.1, played critical roles in regulating the hypoxia condition (Liblik et al., 2020; Wei et al., 2020). The phytoplankton bloom sealed inside these patches with relatively stable environment and the organic debris favor the formation of hypoxia. This offshore detachment of buoyant plume is also found to play critical roles in regulating the algal bloom and formation of high chlorophyll-a centers (Figure 6B) in the coastal seas (Wang Y. H. et al., 2019). In summer, the hypoxia off the Changjiang Estuary is dissipated by the arriving typhoon (Wu et al., 2005), which greatly alters the pathway of buoyant plume from Changjiang and strengthens vertical mixing (Zhu et al., 2016a). However, the extensive vertical mixing and the excessive nutrient loading due to the increased river discharge during the typhoon period greatly stimulate the establishment of phytoplankton bloom after typhoon. This process boosts the restoration of hypoxia within several days after typhoon landing and the waters are re-stratified (Wang et al., 2017a). This timescale is shorter than the formation of hypoxia due to moderate changes in winds (Ni et al., 2016). The changes of hypoxia condition, in a shorter timescale, is also found to vary in a semi-diurnal tidal period, e.g., ~12 h, due to the combined effect of the bottom topography and spatial irregularity of the tidal extrusion distance off the Changjiang estuary (Zhu et al., 2017; Zhang et al., 2019c).



SUMMARY AND PROSPECTS


Summary

This manuscript synthesizes the recent studies on the circulation in the Changjiang Estuary and the neighboring circulation in the coastal East China Sea and southern Yellow Sea (Figure 7). The exchange flows among the branches, channels, and passages in the Changjiang Estuary have been found to be greatly influenced by seasonal variation in riverine discharge while also being regulated by the tides. It has been found that over 95% of the riverine runoff rushes into the East China Sea through the South Branch, while the greatly diminished discharge rate in winter (i.e., dry season) facilitates the extrusion of saltwater and the injection of saltwater from the North Branch to the South Branch. This upstream extrusion oscillates with the flood and ebb tides and its amplitude increases during the spring-tide period, while the byproducts of these propagating tidal waves have been recently recognized to play important roles in regulating the estuary-ward extrusion of shelf waters. The northerly wind facilitates the injection of saltwater from the North Branch to the South Branch.
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FIGURE 7. Schematic of general circulations around the Changjiang Estuary in (A) summer and (B) winter. The shelf currents over the ECS are indicated by the vectors with warm colors, and the buoyant plume, TICC and YSCC are shown by the cold colors. The dashed lines indicate uncertainty in observed pathway of circulations in the ECS and southern YS.


The buoyant waters from the South Branch have been found to be evenly partitioned toward the South and North Channels. Gravitational circulation, forced by the density gradient between the buoyant waters from riverine discharge and the denser shelf waters, intensifies the exchange of these flows. The jetty spur that borders the North Passage acts to extensively redistribute the freshwaters in the lower estuary, resulting in great circulation complexity. It is generally understood that this construction substantially increases the transport time required for the buoyant waters to travel from the river entrance to the estuary mouth.

In the coastal waters off the estuary, bulge circulation delineated by an extensive density front traps a considerable portion of riverine buoyant waters and mixes them with the waters from the ECS shelf. This bulge broadly expands southwestward toward Hangzhou Bay, southeastward toward the submerged valley, eastward, and northeastward toward the central ECS shelf, and northwestward toward the shallow waters over the Subei Shoal. Thus, the Changjiang River plume plays an important role in regulating the general circulation in the ECS and southern YS. Tides also play important roles in regulating the formation of this bulge. It has been shown that along the edge of the bulge, buoyant waters are shed in the form of “cloudy patches” in response to the variability in tidal and wind forcing and variations in the TWWC. The baroclinicity associated with these shed buoyant waters and the spatial variations of the tides facilitate the cross-shelf export of freshwaters in the coastal seas to the southwest of the Changjiang Estuary.

When southerly winds prevail, the Changjiang River plume generally travels to the northeast and is exported toward the southern YS and Tsushima Strait further to the north. This northward and northeastward motion of the buoyant plume shows extensive spatial variability in the form of notable patches of buoyant waters. The southward motion of the Changjiang River plume is diminished by the northeastward coastal current, which facilitates the formation of the extensive upwelling in the coastal seas off the Fujian and Zhejiang coasts, where the upslope intrusion of colder shelf waters is regulated by the along-shore irregularity of the bathymetry. A northwestward extrusion of buoyant waters from the Changjiang River plume is also observed in the nearshore regions of the shallow Subei Shoal.

In winter, the Changjiang River plume is carried by the ZMCC to flow southwestward in the coastal seas off the Zhejiang and Fujian coasts. Along its pathway, the cold water from the bottom-advected buoyant plume exerts an extensive shoreward pressure gradient, which is balanced by extensive tidal mixing, and stimulates upwelling in the coastal seas off the Zhejiang and Fujian coasts. A minimal portion of these buoyant waters (~10%) also extrude northwestward toward the nearshore regions of the shallow Subei Shoal and alter the YSCC, which was recently found to be regulated by the southeastward coastal current from the Shandong Peninsula, the intrusion of the YSWC, and tidal mixing along the eastern flank of the Subei Shoal.

The general circulation associated with the YSCC to the west of the 50-m isobath in the southern YS has been frequently debated in recent decades. A year-round southeastward current over the shallow Subei Shoal has been observed, and the details of its flow pattern have been progressively evaluated, although the underlying dynamics remain unclear. A series of recent observations and high-resolution numerical simulations have suggested that tides play important roles in regulating the YSCC by increasing turbulent mixing and establishing a cross-isobath pressure gradient that facilitates the seasonal reversal of its mainstream flow, and the cross-shore exchanges between the waters in the Subei Shoal and Yellow Sea Trough.

It is considered that the physical environment favors the development of hypoxia, particularly in summer, when the river discharge maximizes, an intensified northeastward TWWC appears (Wang et al., 2012), upwelling of the shelf waters is established and the coastal waters are more stratified. Those physical processes redistribute nutrients, elevate Redfield ratio (Wang J. et al., 2015; Chen et al., 2017; Liu et al., 2018), and further affect the stratification, residence time and ventilation of the shelf waters. Thus, could largely modulate the biogeochemical processes and hypoxia off the Changjiang Estuary.



Prospects

Although the recent observations and numerical simulations have greatly enriched our understanding of the details of the coastal circulation in the ECS and YS as well as circulation in the Changjiang Estuary, it should be noted that the interactions and circulation dynamics governing the estuarine-coastal-shelf-slope-Kuroshio current system are still not thoroughly understood due to the complex bathymetry, regional and remote forcing factors, and the wide-spectrum temporal variabilities in this circulation system. These wide-spectrum variabilities are transmitted to the current system over the ECS and southern YS through cross-scale interactive exchange flows, which should be further investigated. Our prospects of future studies on the coastal and estuarine circulations around of the Changjiang Estuary are as follow:

• The detailed mechanisms of, for example, tides in determining the exchange flows in the branches and channels in the Changjiang Estuary are worthy to be further investigated to better reveal the cross-scale interactions (Lu et al., 2015) of the wind-driven shelf circulation and the tidally-modulated estuarine circulations. The roles of tidal-straining, asymmetric tidal mixing (Lu et al., 2019), wind-straining and buoyancy run-offs could be investigated in details (Zhu et al., 2018b) to complete the mechanisms governing this multichannel estuary. The coastal, shelf and estuarine circulations must be systematically coupled in a quasi-seamless way, instead of, respectively, taking the coastal and estuarine circulations as the lateral boundary of each other. The synoptic fluctuations in not only the winds around the estuary, but also their remote impacts arriving with the downshelf propagating of, for example, coastally trapped waves (Ding et al., 2018), should be included.

• Given the nutrients carried by the buoyant waters from Changjiang are largely trapped inside the bulge off the estuary, we should further investigate its behavior, includes the residence time of the sealed waters, the processes governing its growth, as well as the dynamical role of bulge in communicating the circulations in Hangzhou Bay and Changjiang Estuarine. The synoptic fluctuation and fate of the far-field plume should be better investigated through measuring the surface salinity in fine-scales by satellite remote sensing and high-frequency profiles by the moored buoy array observations.

• The dynamical role of the TWWC, including the variations of its intensity and meanders in the mainstream should be better observed by a series of multi-functional buoys or regularly performing field cruises by using the phase-averaged method. We should also further clarify the general flow pattern of the YSCC and TICC/SCW, and investigate the impact of the diurnal variations of forces, including not only heat flux but also land-sea breeze, which is recently considered to non-negligibly modulate the long-term variation of ECS circulation (Yu et al., 2020b).

• The contribution of the various physical processes to the biogeochemical process like hypoxia need to be further clarified and quantified. The interactive multi-scale physical processes should be considered to provide comprehensive understanding on the marine environmental issues in the region.

The accumulation of information based on multiple long-term observations from bottom- or surface-moored instruments, as well as high-resolution numerical simulations, is essential. These high-resolution numerical simulations and accompanying field observations will facilitate the formation of a comprehensive understanding of the exchange flows and their underlying dynamics and mechanisms. Moreover, cautious is required to interpretate the interannual or decadal variabilities of estuarine and coastal circulations over this shallow shelf sea. The rapid changes of forces, including, for example, strong winds (Chai et al., 2020), and the associated near inertial oscillation (Meng et al., 2020) or riverine discharges (Lee et al., 2017; Moon et al., 2019), potentially have the long-lasting influences to overtake the responses of the coastal and estuarine circulations in the lower-frequency.
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Coastal ecosystems are subject to multiple processes that drive pH change over time. Therefore, efforts to understand the variability in the coastal carbonate system are crucial to assess the marine system vulnerability to acidification. The variations of the carbon dioxide (CO2) system were studied, from December 2014 to January 2017, on 6 stations along a transect latitudinally crossing the northern Adriatic, from the Po River delta to the Istrian Peninsula. The study aims to evaluate the influence of riverine inputs and other environmental drivers, such as temperature, air-sea CO2 exchanges and biological processes, on the carbonate system. Riverine discharges significantly affected the carbonate system, as they are an input of total alkalinity and nutrients. High alkalinity concentrations were measured in low salinity waters and a significant negative correlation between salinity and alkalinity was found. The influence of biological processes was underscored by the significant inverse correlation between pHT at a constant temperature (pHT25^°C) and apparent oxygen utilization, and by the positive correlation between chlorophyll a and pHT25^°C in samplings close to flood events. Moreover, thermic and non-thermic partial pressure (p) of CO2 in surface waters was evaluated. pCO2 was more strongly influenced by the thermal effect during summer, while the biological effect prevailed in the other seasons. The analysis of air-sea CO2 fluxes highlighted that the area acts as a sink of CO2 during winter, spring and autumn and as a source during summer. A biogeochemical simulation was used for bottom and surface waters to estimate future changes in northern Adriatic carbonate chemistry with the increase of anthropogenic CO2 and temperature, and to understand how biological processes could affect the expected trends. By 2100, under the IPCC scenario of business as usual and without the effect of biological processes, pHT is expected to decrease by ∼0.3 and the aragonite saturation is expected to decline by ∼1.3, yet not reach undersaturation values. Even though the northern Adriatic is characterized by high alkalinity buffering, pH seasonal variability will likely be more pronounced, due to the strong decoupling of production and respiration processes driven by stratification of the water column.
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INTRODUCTION

Atmospheric carbon dioxide (CO2) levels increased over 40% passing from 280 ppm (parts per million volume), before the Industrial Revolution, to 415 ppm in 2019, as is shown by the Keeling Curve1. This is mainly due to fossil fuel combustion, deforestation, cement production and land use change. The increasing concentration surpassed the highest level in the last 800.000 years (Lüthi et al., 2008) and the rate of increase is an order of magnitude faster than has occurred for millions of years (Doney and Schimel, 2007). The oceanic uptake of CO2 has resulted in the acidification of the ocean (OA), since the beginning of the industrial era; the pH of ocean surface water has decreased by 0.1 units corresponding to a 26% increase in acidity, measured as hydrogen ion concentration (IPCC, 2014) and a further decrease of 0.4 is expected for the end of the century (Orr, 2011). Together with the change in pH, the whole carbonate system is changing rapidly (IPCC, 2013). As a consequence of CO2 addition to the ocean: the concentration of bicarbonate ions (HCO3–) and the concentration of dissolved inorganic carbon (TCO2) increases, whereas pH, the concentration of carbonate ions (CO32–) and the saturation state of the carbonate minerals present in the seawater decreases. These changes can have negative effects on the marine biota, especially on calcifying organisms (Kleypas et al., 1999). Long-term pH reduction due to the anthropogenic CO2 in the open ocean has been demonstrated in the long-term records acquired in the last decades. However, the effects of acidification processes in coastal areas are still difficult to assess and predict. Coastal ecosystems are more complex and dynamic than that of the open ocean (Borges and Gypens, 2010; Cai et al., 2011; Ingrosso et al., 2016a), thus pH changes and long-term trends in coastal seas are usually considerably more complex (Duarte et al., 2013; Carstensen et al., 2018). These characteristics do not allow a direct transport of OA patterns from open oceans to coastal areas, leaving a remarkable lack in projections about acidification effects. How ocean acidification will affect marine organisms depends on changes in both the long-term, mean and short-term temporal variability of carbonate chemistry (Kwiatkowski and Orr, 2018). The duration of very low pH periods can be relevant for marine organisms both at seasonal or interannual level. The duration of seasonal events with very low pH could increase in the next future and can have long-term consequences. Moreover, the cumulation with other stressors as oxygen depletion and temperature increase (Wallace et al., 2014; Bednaršek et al., 2016), that are becoming more common in the last years, could worsen the impacts on marine organisms in the future.

The analysis of long-term changes in pH across 83 coastal ecosystems showed that these ecosystems present a much broader range (∼20 times larger) of rates of change in pH than the open ocean does (Carstensen and Duarte, 2019). Metabolic effects, represented by net community production and respiration rates, tend to be greater in coastal and estuarine ecosystems (Duarte and Cerbrian, 1996; Gattuso et al., 1998; Anthony et al., 2011). Observations of pH in a variety of coastal habitats indicate site-specific variability at scale ranging from diel to seasonal oscillations (Hofmann et al., 2011). Regional scale processes such as phytoplankton blooms (Kapsenberg and Hofmann, 2016), upwelling (Chan et al., 2017), and freshwater inputs (Fassbender et al., 2016) further modify CO2 exposures, thus the negative impact of acidification could be enhanced in some coastal ecosystems subject to changes in the eutrophication pressure (Provoost et al., 2010; Wallace et al., 2014). Coastal phytoplankton blooms can increase pH up to 8.6–9.0 (Brussaard et al., 1996). Metabolic-intense ecosystems, such as seagrass meadows, mangroves, salt marshes, coral reefs and macroalgal beds, can support diel changes in pH as high as 1.0 unit. Consequently, long-term trends are difficult to separate from interannual and decadal oscillations.

In the Mediterranean Sea the acidification process seems more rapid than in the Atlantic Ocean, where the decrease range is from −0.0013 to −0.0026 yr–1 (Bates et al., 2014). A pHT decrease of 0.0028 yr–1 has been observed in the NW Mediterranean Sea (Kapsenberg et al., 2017) while one of 0.0025 pHT units yr–1 was estimated in the Adriatic Sea (Luchetta et al., 2010) and of 0.009 units yr–1 in the Levantine sea (Hassoun et al., 2019). The northern Adriatic (NAd) is a shallow semi-enclosed system strongly influenced by the Po River freshwater discharge, the second largest river in the Mediterranean Sea (Cozzi et al., 2019). Moreover, NAd is one of the few sites in the Mediterranean Sea where dense waters are formed (Font et al., 2009). Winter cooling determines heat loss and evaporation which induce the formation of dense waters (Supič and Vilibic, 2006) which flow southwards partially filling the meso- and south Adriatic pits and partially flowing along the western coast toward the Ionian Sea, contributing to the Mediterranean deep waters (Russo and Artegiani, 1996). Depending on the formation rate, dense water formation in NAd could potentially sequester high levels of anthropogenic carbon dioxide and contribute to acidification of deep waters (Ingrosso et al., 2017). The aim of this work is to investigate the spatial and temporal variability of the carbonate system in a Mediterranean system strongly influenced by riverine discharges, as the NAd, and to determine the main physical and biogeochemical drivers influencing it.


Description of the Area

The study area is the shallow northern Adriatic, with an average bottom depth of about 35 m. The area is a part of the Adriatic Sea (Figure 1) and represents the largest shelf area of the entire Mediterranean region (Gačič et al., 2001).
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FIGURE 1. Map of the sampling stations along a transect from Po River delta to Istra, and of the oceanographic tower (OT) Acqua Alta.


River runoff is particularly strong in the northern basin and it affects circulation by altering the buoyancy of water masses, and the ecosystem by introducing large amounts of nutrients (Zavatarelli et al., 1998), making the northern Adriatic a highly productive area (Pugnetti et al., 2006). Po River flow rates amount to around 45 km3 yr–1 (70% of the total freshwater discharge in the region) with spring and autumn floods up to 10000 m3 s–1 (Cozzi and Giani, 2011).

The Adriatic mean surface circulation is generally cyclonic, with the Eastern Adriatic Current (EAC) flowing northward along the eastern side from the Strait of Otranto to as far north as the Istrian Peninsula, and the return flow, referred to as the Western Adriatic Current (WAC), that runs along the Italian coast (Poulain, 2001). The WAC between the Po River delta and the Gargano Promontory is more concentrated near the Italian coast in winter and spring, while during the other seasons its core is found farther offshore (about 20–30 km from the coast in fall). The WAC and EAC are generally stronger in summer/fall than in winter/spring (Poulain, 2001).

During winter in the NAd the northern Adriatic dense water (NAdDW), the densest water of the entire Mediterranean, is generated (Bensi et al., 2013; Raicich et al., 2013). This water is characterized by low temperature, high salinity and density, usually: T 11.35 ± 1.4°C, S 38.3 ± 0.28 and σt > 29.2 kg m–3 (Artegiani et al., 1997). In general, NAdDW is formed on the central eastern side of the NAd, whereas the western part of the northern shelf, which is affected by the WAC, is characterized by lower-density water masses (Querin et al., 2013). Additionally, this area is characterized by the occurrence of the northern Adriatic surface water (NAdSW), which corresponds to low salinities and relatively high temperature in summer (Artegiani et al., 1997). Flow of this water is cyclonic due to its mixed positive–negative estuarine circulation (Hopkins et al., 1999) forced by buoyant freshwater from the rivers (mainly the Po River) and by strong air–sea fluxes resulting in loss of buoyancy and dense water formation. Along the eastern side of the basin, an occasional inflow of the modified Levantine intermediate water (MLIW) may occur (Zavatarelli et al., 1998; Manca and Giorgetti, 1999).



MATERIALS AND METHODS


Sampling Scheme

Data were sampled along a transect from the mouth of the Po River to the area of Rovinj in the northern Adriatic basin (Figure 1) from December 2014 to January 2017 in 16 oceanographic cruises. During cruises 6 stations (SJ108; SJ101; SJ103; SJ105; SJ107; and ZI032) were sampled. These stations were selected based on circulation patterns to obtain a river-sea gradient and were made to potentially match a seasonal trophic gradient. Water samples for temperature, salinity, pH on total scale (pHT) AT, dissolved oxygen (DO), dissolved inorganic nutrients and chlorophyll a (Chl-a) were collected and analyzed.

All parameters were sampled at 4 depths (0.5, 10, 20, and 2 m above the bottom). DO, pHT and AT samples were the first to be drawn from Niskin bottles. pHT samples were drawn into 120 mL borosilicate glass bottles, with a 1% headspace, poisoned with 50 μL of saturated mercuric chloride (HgCl2), and stored at 4°C in the dark, until analysis. Samples for AT were filtered on pre-combusted (450°C for 4 h) Whatman GF/F filters to remove phytoplankton cells and particles of CaCO3 derived from calcifying organisms (Gattuso et al., 2010; Bockmon and Dickson, 2014), collected into borosilicate flasks (250 mL) with 1% headspace, poisoned with 100 μL of saturated HgCl2, and stored in the dark at a 4°C temperature until analysis. For both parameters, analyses were performed by the National Institute of Oceanography and Applied Geophysics (OGS) in Trieste, Italy. DO, nutrients and Chl-a instead, have been analyzed by the Center of Marine Research (CMR) of Rudjer Boskovic Institute (RBI) in Rovinj, Croatia, Istrian Peninsula.



Analytical Measurements of Temperature, Salinity, Dissolved Oxygen, Inorganic Nutrients and Chlorophyll a

Temperature was measured by protected reversing thermometers (digital thermometers SIS RTM 4002, precision ± 0.003°C, accuracy ± 0.005°C) attached to the Niskin bottles. Salinity from Niskin bottles samples was determined by high precision salinometer (RBR Precision Instruments MS-310) as the ratio of the value of conductivity of sample and standard (IAPSO standard seawater) using algorithms recommended by UNESCO (1983) with accuracy of ±0.002.

DO and inorganic nutrients were analyzed directly on-board by the CMR/RBI research group, according to methods widely used in oceanography (Parsons et al., 1984). DO was determined by the Winkler titration method, while the saturation percentage was calculated following the Benson and Krause equation (UNESCO, 1986). The method accuracy was ±0.5% with a detection limit of 0.9 μmol kg–1 (Parsons et al., 1984). The apparent oxygen utilization (AOU) was determined as the difference between the equilibrium saturation of oxygen’s concentration in seawater with the same physical and chemical properties and the measured oxygen concentration. AOU represents an estimate of the oxygen utilized due to biochemical processes, providing an approximation of the balance between biological processes of primary production and respiration.

Dissolved inorganic nutrients concentrations [nitrite N-NO2, nitrate N-NO3, phosphate P-PO4, and silicate Si-Si (OH)4] were analyzed spectrophotometrically (Parsons et al., 1984), moreover, ammonia (N-NH4) concentrations were determined by a modified technique of the indophenol blue method (Ivančič and Degobbis, 1984). Dissolved inorganic nitrogen (DIN) was obtained as a sum of ammonia, nitrite and nitrate. The absorbance readings for all nutrients were made on Shimadzu UV-Mini 1240 double-beam spectrophotometer using 10 and 5 cm quartz cuvettes. Method accuracies for NO2, NO3, NH4, PO4 and Si(OH)4 were ±3%, ±3%, ±5%, ±3%, and ±6%, respectively, and detection limits were 0.05, 0.01, 0.1, 0.02, and 0.05 μmol L–1, respectively.

The samples for Chl-a measurement were prefiltered through 290 μm Nybolt net, and then filtered through Whatman GF/C filters (1 μm pore size) on-board, immediately after collection. The filters were stored at −20°C until analyses, which were performed fluorometrically after a 3 h extraction in 90% acetone (in the dark, with grinding after addition of acetone) by using Turner Designs, TD-700 fluorometer at the inland CMR/RBI laboratories. Method accuracy of 78%, and detection limit of 0.02 μg L–1 were calculated according to equations of Parsons et al. (1984).



Analytical Determination of Seawater pHT and Total Alkalinity

pHT determination was performed at OGS using a double wavelength spectrophotometer (Cary 100 Scan UV-visible) and employing purified dye m-cresol purple 4 mM as indicator, as described in SOP 6b of Dickson et al. (2007). The results were expressed on the ‘pH total hydrogen ion scale’ (pHT) at 25°C, with a reproducibility of ±0.001, determined by replicates from the same Niskin bottles. The day of the analysis samples were brought to 25°C and subsampled by siphoning with a tygon tube, avoiding gas exchange, in a 10 cm path-length cylindrical quartz cell; no head-space was left. pHT was measured within a few hours from the sub-sampling. During the whole analysis, the temperature of the samples was controlled through thermostatic cell holders inside the spectrophotometer, connected to a circulation criothermostat (LAUDA RE415) and monitored with a digital thermometer (VWR Traceable).

The accuracy of pHT (±0.004) spectrophotometric measurements was assessed through the analysis of Tris buffers supplied by Prof. A.G. Dickson, Scripps Institute of Oceanography, United States. Tris buffer reference value was calculated, at the temperature of the measurements, following DelValls and Dickson (1998).

AT was analyzed in the laboratory by an open cell potentiometric titration, using a Mettler Toledo G20, at 25°C; ∼100 g of sample were weighed and titrated with HCl 0.1 mol kg–1 in NaCl 35‰ as defined by the SOP 3b (Dickson et al., 2007), using a non-linear least squares approach. The HCl was calibrated against seawater certified reference materials (CRMs) for TCO2 and AT supplied by Prof. A.G. Dickson, Scripps Institute of Oceanography, USA (Batch numbers #107, #133, #153). AT calculations were run by Alka Open Cell 2.0, a computer program developed by OGS according to programs listed in SOP 3 of Dickson and Goyet (1994); the program was adapted to work in association with the Mettler Toledo LabX software. AT reproducibility was <2 μmol kg–1 and the accuracy ±4 μmol kg–1, they were assessed by analyzing both CRMs and local reference materials (LRM) of natural seawater; moreover, the OGS laboratory participated in the Inter-laboratory Comparison of Seawater CO2 Measurements organized by the Scripps Institution of Oceanography in 2013 and 2017. The differences for AT and pHT measurements were < 4 μmol kg–1 and <0.0004 respectively.

All other carbonate system parameters, including pHT at in situ temperature, seawater partial pressure of CO2 (pCO2), TCO2, and aragonite saturation state (Ωar), were calculated using the CO2Sys program (Pierrot et al., 2006) through AT concentration, pHT (25°C), temperature, salinity, phosphate, and silicate concentration data. Carbonic acid dissociation constants (i.e., pK1 and pK2) proposed by Lueker et al. (2000) as well as the Dickson constant for the ion HSO4 (Dickson, 1990) and borate dissociation constant of Uppström (1974) were used. Uncertainties for the derived carbonate system parameters have been calculated using CO2Sys, following Orr et al. (2018). The estimated uncertainties were: ±0.006 for pHT at in situ temperature, ±8 μatm for pCO2, ±9 μmol kg–1 for TCO2 and ±0.2 for aragonite saturation state.

Thermic (T) and non-thermic (B) pCO2 in surface waters has been calculated following the procedure described by Takahashi et al. (2002) to distinguish the effect of temperature change from the effect of other processes (i.e., biological processes, advection of water masses..). For each station seasonal T was calculated as the difference between the maximum and the minimum thermic pCO2 and B as the difference between the maximum and the minimum non-thermic pCO2. Thermic pCO2 was calculated as described in equation 1:
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Where pCO2mean is the mean surface pCO2 of the investigated period, Tobs is the measured temperature and Tmean is the mean surface temperature of the investigated period.

While non-thermic pCO2 was computed as described in equation 2:
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where pCO2obs is the measured surface pCO2.

In order to remove the variations due to freshwater input, mixing and evaporation/precipitation influence, AT and TCO2 were normalized (nAT and nTCO2) to a different salinity for every year using a traditional normalization style. We are aware that the tradition approach (Millero et al., 1998) could create artificial variance in distributions (Friis et al., 2003), but we chose the classical normalization since we do not have a stable endmember.

For the contour plots the advanced DIVA gridding of the software Ocean Data View (Schlitzer, 2018) was used. Since we are aware of the limitations of this gridding method, we checked the representativeness of the interpolations with the discrete data points.



Air-Sea CO2 Flux Calculations

The daily air-sea CO2 flux (FCO2, mmol m–2 day–1) has been calculated following the equation:
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where:

K0 is the solubility coefficient of CO2 at in situ temperature and salinity of seawater (Weiss, 1974; Zeebe and Wolf-Gladrow, 2001);

k is the gas transfer velocity (m day–1) and pCO2 – pCO2atm is the difference between pCO2 at sea surface and daily mean pCO2 in atmosphere.

Since several algorithms for k calculation exists, two different parameterizations were used to compute k: the one described by Wanninkhof (2014) in equation 4, hereafter referred to as W14, and the parameterization described by Nightingale et al. (2000) in equation 5, hereafter referred to as N00:
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where u is the daily mean wind speed recorded at the oceanographic tower (OT) Acqua Alta (Figure 1) and Sc the Schmidt number for CO2.

If the FCO2 is < 0 the flux is from air to seawater, on the contrary if FCO2 is > 0 the flux is from the seawater to the atmosphere.

CO2 monitoring in air was run with continuous measurements at ENEA Station for Climate Observations on the island of Lampedusa (Italy). CO2 measurements were made with a Picarro G2401 gas analyzer. Ambient air was taken from a tower at a height of 8 m above the surface, about 50 m above sea level. Water vapor was removed from the sampled air by means of a cryogenic trap at about −60°C. The gas analyzer was calibrated biweekly, using 4 cylinders which concentration is traceable to the WMO CO2-X2007 reference scale (provided by the Max Planck Institute in Jena, Germany, as part of the InGOS European Union Project). Gas from an additional cylinder was injected in the instrument every 6 h as an additional quality control check. Data were subsequently verified by means of standard quality control procedures, the accuracy on 5-min average CO2 measurements was better than 0.02 ppm.

pCO2atm data of Lampedusa were used because there were no pCO2atm daily measurements available in the offshore NAd for the investigated period.



Buffer Factors and Carbonate Saturation State

The fractional change in concentration of CO2 over the fractional change in TCO2 has been referred to as the Revelle factor, or R (Revelle and Suess, 1957; Broecker et al., 1979):
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This quantifies the ocean’s sensitivity to an increase in atmospheric CO2. Moreover, we considered two other buffer factors, βTCO2 and βAT, as defined by Egleston et al. (2010):

The parameter βAT, defined as:
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measures the resistance to change of the hydrogen ion concentration (or activity) when alkalinity changes at constant TCO2, i.e., upon addition of a strong base, directly related to the traditional buffer capacity of the system.

The parameter βTCO2, defined as:
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measures the resistance to change of the hydrogen ion concentration (or activity) when TCO2 changes at constant AT.

Where
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as revised in the Appendix B of Orr et al. (2018), and
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We performed the calculations with the routine buffesm of the Seacarb (Gattuso et al., 2015) package in R (R Core Team, 2016) employing the same constants used in CO2Sys to calculate the other carbonate system parameters (see section “Analytical Determination of Seawater pHT and Total Alkalinity”).



Seawater CO2 Chemistry Simulations

In order to estimate future changes in the northern Adriatic Sea carbonate chemistry with the increase of anthropogenic CO2, and to estimate how biological processes could affect the expected trends, we set up a biogeochemical simulation following Sunda and Cai (2012). In our simulation, we considered how a high level of atmospheric CO2 could affect the carbonate system of NAd in two water types that usually have pronounced metabolic activity: the bottom waters and NAdSW. The initial carbonate chemistry conditions for these two water types were calculated using their AT and CO2 at air-sea equilibrium as a function of their specific temperature and salinity. Atmospheric pCO2 was set at two levels (400 and 910 ppm) corresponding to present-day and year 2100 Representative Concentration Pathway for high emission scenario (RCP 8.5, van Vuuren et al., 2011; IPCC, 2013). A seawater temperature increase of +2.58°C for the 2100 was also considered in our simulation, as projected by IPCC (2019) for global sea surface under RCP 8.5 scenario. The adopted trend implies a +0.03°C yr–1, which is intermediate between the NAd warming rate reported by Raicich and Colucci (2019) of 0.013 ± 0.005°C yr–1 and that of 0.01–0.06°C yr–1 reported by Vilibič et al. (2019). The biogeochemical model for respiratory increases or photosynthetic decrease in CO2 concentration is based on AOU calculations as described by Redfield et al. (1963). Once the initial surface conditions were calculated, aerobic respiration or photosynthetic activity were assumed to increase or decrease TCO2 respectively, due to respiration or primary production at the Redfield ratio of 106 CO2 to 138 O2. Then the resulting TCO2 was used to calculate the other carbonate chemistry parameters for 2100, assuming reference AT, salinity and temperature (sea surface temperature in 2100 = present day temperature +2.58°C) specific for each water mass and using the same equilibrium constants as previously described for the carbonate system. AT was considered constant because in the organic matter, the aerobic oxidation of amine nitrogen to nitric acid has only a small decrease in alkalinity, but this effect is essentially canceled by denitrification under hypoxic conditions, which converts HNO3 to N2. All calculations were performed with the Seacarb (Gattuso et al., 2015) and Marelac (Soetaert et al., 2015) packages in R (R Core Team, 2016).



Statistical Analysis

The Shapiro–Wilk test (Shapiro and Wilk, 1965) was used to check the normality of the data. Due to their non-normal distribution a non-parametric approach was adopted. Spearman’s coefficient was used for correlations. The Kruskal–Wallis rank sum test (Kruskal and Wallis, 1952) was used to test statistically significant differences between seasons for each parameter whereas the multiple comparison test (Siegel and Castellan, 1988) was used to determine which pair of seasons were different. Analyses were performed with R program and the package pgirmess. Seasons were considered as follows: winter (January–March), spring (April–June), summer (July–September), and autumn (October–December). Seasons were defined based on the climatological work of Zavatarelli et al. (1998).



RESULTS


Riverine Influence

Po River discharges strongly influence the NAd, particularly after the freshets; daily variations of Po river flow rate (Q) measured at Pontelagoscuro station (Ferrara, Italy) and discrete sampling days are presented in Figure 2.
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FIGURE 2. Daily variations of Po river flow rate (Q) measured at Pontelagoscuro station (Ferrara, Italy) and sampling days from December 2014 to January 2017 (red square symbols).


The mean Po flow rate decreased between 2015 and 2017; in 2015 (from December 2014 to December 2015) was of 1421 m3 s–1, while in 2016 (from January 2016 to January 2017) was of 1148 m3 s–1.

The strong effect of the freshwater discharge was observed on the majority of the parameters along the section, highlighted by (i) their seasonal variability, strongly connected to Po River discharges and (ii) the formation of a gradient from the western toward the eastern sector of the basin.

The formation of a horizontal gradient along the transect, is evident from the spatial distribution of salinity, AT, pHT and TCO2 in February 2015 (Figure 3), sampled close to a flood event, with values of AT and TCO2 higher in the WAC, decreasing eastwards, and values of salinity and pHT increasing eastwards.
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FIGURE 3. Contour plots of salinity, total alkalinity (AT), pHT and dissolved inorganic carbon (TCO2) versus depth in February 2015 along the transect from Po River (left) to Rovinj (right).


The effect of riverine inputs on the concentration of AT is also highlighted by its negative correlation with salinity. The most significant correlations were found in surface waters during the period of high freshwater discharges: high concentrations of AT (2668 ± 51 μmol kg–1) were measured in February, March and April 2015 (late winter-spring) when also the strongest correlation with salinity was found (r = −0.66; p < 0.0001; n = 69). However, even considering all the data, the correlation was still significant (r = −0.50; p < 0.0001; n = 377) (Supplementary Figures 1, 2).

Beside the effects of temperature, riverine inputs influenced pHT values mainly due to the fertilization effect. In fact, higher pHT values were measured at surface during winter/spring period, characterized by higher freshwater discharges that brings inorganic nutrients to support primary production.

The TCO2 concentration resulted influenced by freshwater discharges, as it is underlined by its negative correlation (r = −0.79; p < 0.001; n = 17) in surface waters with salinity in February, March and April 2015 (Supplementary Figure 3).

The effect of riverine inputs on inorganic nutrient concentrations was highlighted by the highly significant negative correlation between salinity in surface waters and nitrate (r = −0.96; p < 0.0001; n = 18), nitrite (r = −0.90; p < 0.0001; n = 18), phosphate (r = −0.79; p < 0.001; n = 18) and silicate (r = −0.66; p < 0.01; n = 18) in samplings close to flood events. The highest concentrations of nitrate (74.42 μmol L–1), silicate (65.35 μmol L–1), phosphate (1.31 μmol L–1), and ammonium (7.38 μmol L–1) have been measured in February 2015 in surface waters close to the Po River delta (Supplementary Figure 4).



Influence of Biological Processes

The biological processes in the water column which affect the CO2 system in the NAd are strongly related to the seasonality, as evidenced by the difference between the winter homogeneity (Figure 4A) and the autumn thermohaline stratification (Figure 4B).
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FIGURE 4. Contour plots of salinity, apparent oxygen utilization (AOU), pHT and dissolved inorganic carbon (TCO2) versus depth along the transect in (A) January 2016 and (B) October 2016, from Po River (left) to Rovinj (right).


During winter (Figure 4A) the water column was homogenous for all the parameters, with a weak horizontal gradient of salinity that increased eastwards from the Po River delta. AOU was uniform along the section, with an average value of 1 ± 4 μmol kg–1, indicating that DO was near to saturation. pHT was high and homogeneous in the whole water column (8.160 ± 0.010 on average), TCO2 instead followed the weak horizontal gradient of salinity decreasing toward the offshore waters.

During the seasonal stratification (Figure 4B), a marked oxygen depletion occurred under the pycnocline, where, due to respiration and organic matter remineralization, carbon dioxide was produced, lowering pHT and increasing the concentration of TCO2.

The influence of biological processes on pHT variations, removing the effect of temperature, is evidenced by the correlation between AOU and pHT25^°C, which was significant for all the data (r = −0.59; p < 0.0001; n = 383). Considering just the layer below 20 m depth, where respiration processes prevail, the correlation resulted more significant (r = −0.76; p < 0.0001; n = 95) (Supplementary Figures 5, 6). Moreover, in bottom waters, the influence of biological processes is underlined by the slope of the regression line between AOU and nTCO2, that had a value of 0.799 (Supplementary Figure 7), close to the Redfield ratio of 0.768 (C: AOU = 106: 138).

The relative importance of biology and temperature effects on pCO2 is expressed by the thermic/non thermic ratio (T/B; Figure 5). If the biological effect exceeds the temperature changes, ratio varies from 0 to 1, if the temperature effect is stronger than the biological processes the ratio is greater than 1, the two effects have the same influence if the ratio is 1. During winter, the biological effect on pCO2 prevailed on the temperature effect in all stations of the transect, but mostly in the two stations closer to the Po River delta (Figure 5). During spring the biological processes still exceeded temperature changes, but less intensively than in winter (Figure 5). In summer the thermic effect was stronger in all the stations except the most eastern one, where the ratio was 1. The two stations near the Po River delta were the ones where the temperature effects were stronger. In autumn, the biological effect prevailed in all the stations (Figure 5).
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FIGURE 5. Thermic/not thermic pCO2 ratio (T/B) in surface waters in the stations of the transect in the different seasons.


A horizontal gradient of Chl-a concentration, decreasing from the western to the eastern waters, was found, more marked in winter-spring 2015 and autumn 2016 (Supplementary Figure 8). The biological effect of the trophic gradient is supported by the positive correlation (r = 0.36; p < 0.05; n = 71) between pHT25^°C, and Chl-a in samplings close to flood events. Moreover, the significant inverse relationship (r = −0.35; p < 0.001; n = 95) in the waters above the pycnocline of pCO2 and Chl-a points out the possible effects of the CO2 drawdown by phytoplankton.



Seasonal and Interannual Variations

The wide variation of both the physical and chemical properties observed during the two years, strongly influenced the marine carbonate system. Seasonal average values of temperature, salinity, density anomaly (σt), AOU, TCO2 and pHT are summarized in Table 1. Three stations (SJ101, SJ105, and ZI032) were selected to represent the time evolution in the western, central, and eastern NAd (Figures 6, 7). For the western side of the basin, station SJ101 was selected, as it is strongly influenced by riverine discharges and it is representative for the coastal area; similar thermohaline conditions between station SJ108 and SJ101 were found, but a stronger variability characterized SJ101. Station SJ105 was selected to represent the central area of the transect, while station ZI032 was chosen to represent the eastern side of the basin, where southern waters enter into the NAd. The differences between seasons for each parameter were tested with the non-parametric Kruskal–Wallis rank sum test and the results are presented in Table 2. Seawater temperature in the water column varied between 8.10 and 29.58°C during the investigated period (Table 1), with the surface layer minimum measured in winter (January 2017), and the surface layer maximum reached in summer (July 2015). Seawater temperature resulted significantly different (p < 0.001) among each season (Table 2). Salinity ranged between 26.36 and 38.53, while σt varied between 18.85 and 29.85 kg m–3 (Table 1). For both parameters the minimum was measured in spring and the maximum in winter. The highest variability along the transect was detected in spring (36.96 ± 1.86 and 27.60 ± 2.10, respectively). Salinity was significantly different (p < 0.001) only among spring and winter and among summer and winter (Table 2). The variation of observed AOU was consistent with the typical seasonal cycle; during all the investigated period it ranged between −180 and 144 μmol kg–1, with the maximum reached in autumn 2016 at surface and the minimum measured in winter 2015 at bottom. During winter, when the biological activity is usually low, the mean AOU along the whole water column was close to zero (Table 1). In spring, primary production was the predominant process, as shown by the negative mean AOU (−10 ± 31 μmol kg–1). In summer the effect of primary production was still evident in the upper layer (−17 ± 11 μmol kg–1), while below 10 m depth, due to stratification, oxygen consumption prevailed (13 ± 38 μmol kg–1). In autumn the water column was oxygen undersaturated, the mean AOU was 25 ± 40 μmol kg–1, due to the prevalence of respiration processes. The concentration of TCO2 ranged between 2234 and 2582 μmol kg–1, both recorded during spring. In winter and spring high and comparable TCO2 concentrations were detected. In winter low temperatures enhance the solubility of CO2 in seawater and TCO2 increases (physical pump), even if this is a slow process it lasts for a long period. In spring these concentrations are due to freshwater inputs increase. The average TCO2 value decreased in summer and increased again in autumn, with the seawater cooling. As for AOU, there was a clear difference due the proximity to the Po River delta: higher values of TCO2 at the bottom, under the pycnocline in the most western stations, and a decrease at the bottom toward the eastern waters.


TABLE 1. Summary statistics for temperature, salinity, density anomaly (σt), apparent oxygen utilization (AOU), dissolved inorganic carbon (TCO2), and pHT at in situ temperature along the transect during the four seasons.
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FIGURE 6. Temporal variations of temperature, salinity, and density anomaly (σt) in the stations: (A) SJ101, (B) SJ105, and (C) ZI032.
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FIGURE 7. Temporal variations of apparent oxygen utilization (AOU), dissolved inorganic carbon (TCO2) and pHT in the stations: (A) SJ101, (B) SJ105, and (C) ZI032.



TABLE 2. Results of Kruskal–Wallis rank sum test and multiple comparison test among seasons on different physico-chemical parameters.
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pHT seasonal variation strongly depended on thermal seasonal variation of seawater. During all the study period, the variation was of 0.585, with the maximum (8.415) reached in winter and the minimum (7.830) measured in autumn. pHT values were high in winter (8.182 ± 0.036), when the average temperature was 10.33 ± 1.02°C and gradually decreased with seawater warming in spring (8.129 ± 0.066) and summer (8.062 ± 0.086), The seawater cooling in autumn caused an increase in pHT (8.084 ± 0.086). pHT was significantly different (p < 0.001) among each season (Table 2), with the only exception of spring and autumn. The buffer capacity showed marked seasonal variations (Table 3): it was lower in winter and higher in summer. The highest values were observed in summer surface waters, due to the riverine inputs of total alkalinity and high seawater temperature that causes shifts in acid-base dissociation constants. All the buffer factors were significantly correlated (p < 0.0001) with temperature, βTCO2 directly and βAT and R inversely. In the surface waters, freshwater inputs increased the buffer factors (p < 0.005). Interestingly in bottom waters the buffer capacity was higher in winter and lower in summer (the opposite with respect to the upper water column). The saturation state also showed a marked seasonality, with the lowest values during winter and highest during summer, similarly to the buffer factors, in the bottom waters it was the opposite.


TABLE 3. Buffer factors (R, βTCO2, βAT) and aragonite saturation state (Ωar).
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The CO2 System in the Different Water Types

Density, salinity and temperature were used to identify the main water types that characterize the northern Adriatic (Figure 8):
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FIGURE 8. Potential temperature – salinity plot with isopycnes. The color scale represents dissolved inorganic carbon (TCO2) concentration. The plot was made using the R package oce (Kelley, 2018).



(1) the NAdDW: dense and cold water mass formed in winter;

(2) dense and relatively warm bottom waters present from late spring to autumn: they derive from NAdDW which, with warming and partial mixing, becomes progressively less dense;

(3) the NAdSW: surface waters diluted by the Po River, occurring throughout the entire year.



The NAdDW, characterized by σt values higher than 29.2 kg m–3 (Figure 8 and Table 4), was identified along the transect in January 2016 and 2017. In both periods the seawater temperatures were lower than 13°C and the salinity ranged from 37.80 to 38.53. In January 2016 the newly formed dense water filled the intermediate and bottom layers only in the central area of the transect. A remain of NAdDW was still present in April 2016, at the bottom of the central station (σt = 29.23 kg m–3). In winter 2017 lower temperature characterized the water column, reaching the minimum of 8.68°C. The dense waters formed as a result of the intense cooling combined with high salinity (37.80 – 38.53) and reached the maximum σt of 29.85 kg m–3. The relatively high salinity bottom waters with temperatures above 13°C, were typically present from spring through autumn during the investigated period (Table 4). In 2015 the mean salinity was 37.81 ± 0.27, with a mean temperature of 15.56 ± 1.77°C, while in 2016 the mean salinity was 38.17 ± 0.20, with a mean temperature of 16.46 ± 1.28°C. NAdSW, occupied the surface layer reaching the 10 m depth. The dilution was more marked in the western waters, especially during spring. The influence of fresh waters affected the water column differently throughout the seasons. This affect, was evident even in the eastern stations of the transect. Spring months showed the minimum salinity values throughout the year, ranging from 26.36 to 37.46. Salinity increased in summer and was more homogeneous (36.60 ± 0.87), and in autumn increased slightly (37.18 ± 0.97). Salinity values were lower in 2015 for all the seasons. In 2015 Po River discharges were higher (mean discharges: 1421 ± 765 m3 s–1 in 2015 and 1148 ± 615 m3 s–1 in 2016). The carbonate system showed different features in the identified water types: the concentration of AT was higher in NAdSW, where the absolute maximum and minimum were measured (Table 4). Average pHT values were lower in warm bottom waters, due to respiration process that occur under the pycnocline, as confirmed by AOU values above 0. In contrast, NAdDW were characterized by higher pHT and mean AOU concentrations close to 0 (Table 4). Warm bottom waters were characterized also by the highest average TCO2 concentration, while the lowest average TCO2 concentration was recorded in NAdSW (Table 4).


TABLE 4. Summary of temperature, salinity, density anomaly (σt), chlorophyll a (Chl-a), total alkalinity (AT), pHT at in situ temperature, dissolved inorganic carbon (TCO2) and apparent oxygen utilization (AOU) in the different water types.
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Fluxes of CO2 at Seawater-Atmosphere Interface

The air-sea CO2 fluxes in the different seasons computed using W14 and N00 gas transfer velocity are presented in Table 5.


TABLE 5. Seasonal air-sea CO2 fluxes (FCO2) calculated using different gas transfer velocities: Wanninkhof (2014)-W14 and Nightingale et al. (2000)-N00.
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The absolute difference between the two parameterizations ranged between 0.5 and 2.3 mmol m–2 day–1. During the investigated period FCO2 ranged from −14.9 mmol m–2 day–1 to 2.5 mmol m–2 day–1 adopting W14 parameterization, or from −15.2 mmol m–2 day–1 to 3.0 mmol m–2 day–1 according to N00 parameterization. FCO2 were strongly influenced by riverine inputs, temperature and wind speed. The study area acted as a sink of carbon dioxide during winter, spring and autumn; and as a source of CO2 during summer (Table 5). A clear influx of CO2 toward the sea was detected in January 2017 in all the stations of the transect (average FCO2 = −14.2 ± 0.5 mmol m–2 day–1 −W14 or −14.8 ± 0.5 mmol m–2 day–1 -N00). This condition was driven by the low seawater temperature, which led to pCO2 undersaturation in surface waters with respect to the atmosphere, in synergy with a wind speed 8.2 m s–1, more than the double of the mean wind speed of all the other months. The months with the most relevant flux of CO2 from the sea to the atmosphere were April 2015, just in the offshore stations (mean FCO2 = 2.3 ± 0.2 mmol m–2 day–1-W14; or 2.8 ± 0.2 mmol m–2 day–1-N00), and July 2016, except station SJ108 (mean FCO2 = 0.8 ± 0.4 mmol m–2 day–1-W14; or 1.2 ± 0.5 mmol m–2 day–1-N00). A different seasonal pattern between stations located close to the Po River mouth and offshore stations was evident. In March 2015 all the stations acted as a sink, whereas in April 2015 the two stations closer to the river acted as a CO2 sink, with an average FCO2 of −2.3 ± 1.2 mmol m–2 day–1-W14; or −2.8 ± 1.5 mmol m–2 day–1-N00, and the other stations of the transect acted as a CO2 source. This was probably due to an increase of Chl-a and nutrients in the stations inside the river plume, and to an increase of 4°C and a decrease of Chl-a 0.9 μg L–1 in the offshore stations, with respect to the previous month. In October 2016 on the contrary, all the stations of the transect acted as a CO2 sink (mean FCO2 = −2.7 ± 0.9 mmol m–2 day–1-W14; or −2.9 ± 1.0 mmol m–2 day–1-N00) except SJ101 that acted as a source of carbon dioxide (1.92.0 mmol m–2 day–1-W14; or mmol m–2 day–1-N00) due to higher temperature with respect to the adjacent stations.



Future Coastal Acidification

Considering the IPCC RCP 8.5 scenario, business as usual for the year 2100, the atmospheric pCO2 is projected to reach the value of 910 μatm and global mean sea surface temperature is expected to increase by 2.58°C. Under this scenario and without the effect of biological processes (Figure 9, air-equilibrated CO2 condition) the pHT is expected to decrease by approximately 0.3 in the northern Adriatic (warm bottom water pHT = 7.798, NAdSW pHT = 7.806). In the same way, the Ωar is expected to decline by about 1.3 units, reaching the value of 2.02 in the warm bottom waters and 2.15 in NAdSW. Respiration of organic matter leads to carbon dioxide production, which results in a greater reduction of pHT and Ωar. By considering the warm bottom waters with a mean AOU equal to that measured in our study (AOU = 68 μmol kg–1), pHT and Ωar are expected to reach the mean value of 7.679 and 1.58 respectively for the year 2100. The pHT and Ωar levels could be further reduced by stronger respiration events, as detected in warm bottom waters during autumn (AOU = 144 μmol kg–1), which could determine strong acidification conditions (pHT = 7.529) and Ωar very close to saturation level (Ωar = 1.15). In the NAdSW the future decline of pH and Ωar is less extreme, thanks to the predominance of photosynthetic activity that reduces the anthropogenic CO2 levels at the surface. Therefore, with average AOU levels detected for the NAdSW (−14 μmol kg–1) the acidification in the 2100 could be less marked: pHT = 7.829 and Ωar = 2.25. This trend could be further enhanced during events of high primary production (AOU = −181 μmol kg–1) which would rise the pH and carbonate saturation level far away from critical acidification conditions (pHT = 8.060 and Ωar = 3.51).
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FIGURE 9. Simulated effect of atmospheric pCO2 increase on pHT and Ωar considering: (1) warm bottom waters and NAdSW at air-equilibrated CO2 conditions (without biological effect), (2) warm bottom waters with medium AOU (68 μmol kg–1) and high AOU (144 μmol kg–1) (3) NAdSW with medium AOU (–14 μmol kg–1) and high AOU (–181 μmol kg–1). All the modeled future changes in carbonate chemistry were calculated assuming a mean sea surface warming of 2.58°C for the year 2100 under the RCP 8.5 scenario.




Biogeochemical Processes Driving Carbonate System Seasonal Variation

Analysis of the relationship between nTCO2 and nAT can provide useful insights into the dominant biogeochemical processes that drive the carbonate system seasonal variation (Borges et al., 2003; Krumins et al., 2013; Sippo et al., 2016; Saderne et al., 2019). The slope of the regression between nAT and nTCO2 follows a stoichiometric relationship that is informative of a specific metabolic pathway (Figure 10). Assuming that organic matter has the Redfield Ratio C: N: P, the slopes for the main biogeochemical processes that occur in the water column or at the sediment-water interface are: aerobic respiration = −0.2, primary production = +0.2, denitrification = 0.8, nitrification = −1, calcium carbonate dissolution = 2.0, calcium carbonate precipitation = −2.0 (Krumins et al., 2013).
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FIGURE 10. (A) nAT – nTCO2 relationship in the NAd and linear regressions of the different seasons. (B) Summer nAT – nTCO2 relationship of the surface and bottom waters. The vectors are represented following the stoichiometric ratios of the main biogeochemical processes in order to visualize the dominant processes driving the CO2 system.


In the northern Adriatic, the nAT-nTCO2 regression was statistically significant for all the seasons (F-statistic > 81.93, p < 0.001, R2 > 0.47) and the slopes ranged from 0.80 to 1.23, indicating a combination of biogeochemical processes that affect the carbonate system of the study area. The influence of biological activity on the carbonate system was very clear during summer (Figure 10B). By assuming winter as a reference period (slope = 1.15), due to its very low biological activity, and considering water column as a two layer system (i.e., surface and bottom waters), in summer the nAT-nTCO2 slope of the surface (1.38) was greater than the winter one by about 0.23, which indicate a relevant influence of the primary production (+0.2). On the other hand, the nAT-nTCO2 slope of the bottom waters (0.42) was 0.73 lower with respect to the winter reference. This could be interpreted as a combined effect of aerobic respiration (−0.2) and nitrification (−1.0), due to high concentration of AOU (46 μmol kg–1) and nitrate close to the bottom (Supplementary Figure 9). Therefore, nitrification could be considered a relevant metabolic pathway in this system. The correlation between pHT and Chl-a, was positive in autumn (p < 0.01) and negative in summer (p < 0.0001). The negative correlation in summer was probably due to remineralization processes under the pycnocline. Indeed, considering just the upper layer (down to 10 m depth) the correlation was positive (p < 0.01) while below 20 m it is still significantly negative (p < 0.001). The predominance of remineralization is also confirmed by the negative correlations (p < 0.01) between pHT and inorganic nutrients. This underscores the strong decoupling of production and respiration processes driven by seasonal stratification of water column in the area.



DISCUSSION


Po River Role on Carbonate System Variability

Po River discharges are the major source of freshwater (47.17 km3 yr–1) and nutrients in the northern Adriatic basin (Cozzi and Giani, 2011), and, in concurrence with meteorological forcing, they drive a seasonal stratification regime and circulation pattern (Spillman et al., 2007). The distribution of land nutrients discharged by the river, follows the structure of the haline fronts, spreading, in particular conditions, along the entire basin (Russo and Artegiani, 1996) and showing a complex patchiness characterized by horizontal and vertical gradients (Cozzi et al., 2002). This patchiness strongly influences the distribution of the carbonate system parameters in all seasons and was also subject to the strength of the WAC and the EAC, which influences the spreading of riverine discharges.

The salinity seasonal average along the transect was low during spring–summer and high during autumn–winter (Table 1), following the same seasonal pattern of other riverine influenced areas of the NAd (e.g., Gulf of Trieste, Ingrosso et al., 2016a). The general negative relationship between AT and salinity is consistent with the findings of Cantoni et al. (2012) and Ingrosso et al.(2016a; 2016b), highlighting that the NAd acts as a source of alkalinity for the Mediterranean Sea. The AT-salinity correlation in the surface layer differed between seasons. AT values extrapolated at S = 0 varied from 2892 μmol kg–1 in autumn to 3616 μmol kg–1 in winter, while the TCO2 values at S = 0 varied from 2242.79 μmol kg–1 in summer to 2889.11 μmol kg–1 in winter, indicating a potential high temporal variability of riverine AT and TCO2 end-member. The supply of nutrients sustains the large productivity of the coastal zone especially during winter and spring, triggering intense phytoplankton blooms. This biological effect is underscored by the correlation between Chl-a and pCO2.



Buffer Capacity and Saturation State

Despite the marked seasonal “acidification,” the carbonate system never reached the undersaturation state: even with the lowest pHT value (7.830) the saturation state of aragonite (Ωar) was 2.04. This was probably due to the freshwater discharges, which increases the ratio alkalinity dissolved inorganic carbon and thus the buffering capacity of the system, as demonstrated by the lower Revelle factors at lower salinities. As the ratio AT/TCO2 in the oceans decreases in response to the uptake of atmospheric CO2, the buffer factors will decrease consequently. The net result will be a less efficient absorption of CO2 from the atmosphere and a greater sensitivity of [CO2], [H+], and Ω to environmental changes (Egleston et al., 2010). NAd was supersaturated with respect to both calcite and aragonite along the whole water column. Interestingly an opposite trend was found in bottom waters with respect to the upper water column. The buffer capacity and the saturation state were higher in winter and lower in summer in bottom waters, yet in surface they were lower in winter and higher in summer. This difference is due to the influence of riverine inputs and temperature at surface, which causes shifts in acid-base dissociation constants and a consequent increase of the buffering capacity. At the bottom, however, the segregation of seawater under the pycnocline causes an increase of respiration and organic matter remineralization processes, that lowers pHT and increases the concentration of TCO2, decreasing the saturation state of aragonite and the buffering capacity of the system. The 2-year average of the Revelle factor that we found (10.5 ± 0.9) is in agreement with previous studies for the Adriatic Sea (Luchetta et al., 2010; Álvarez et al., 2014; Ingrosso et al., 2016a). This underscores the high uptake capacity for the anthropogenic CO2 of the NAd (Ingrosso et al., 2017).



Air-Sea CO2 Fluxes Spatial and Temporal Variations

According to the “continental shelf pump” hypothesis (Tsunogai et al., 1999), winter cooling depresses seawater pCO2 below saturation, whereas nutrients inputs and biological CO2 drawdown in summer and the vertical export of organic matter and horizontal export of CO2, maintain the CO2 sink of the continental shelf throughout the year (Bates, 2006). On the basis of data available from 87 continental shelves, Chen et al. (2013) stated that most of the temperate regions are CO2-undersaturated and absorb CO2 from the atmosphere during most of the year. Summer is an exception as seawater warming increases pCO2 and surface water becomes a weak CO2 source (Chen et al., 2012). Our data show that the NAd acts prevalently as CO2 sink with higher influxes during the winter cooling, as found in specific areas of NAd (i.e., the Gulf of Trieste, Cantoni et al., 2012; Turk et al., 2013; Ingrosso et al., 2016a) and in the modeling study which considered the whole sub-basin (Cossarini et al., 2015b). In agreement with the findings of Chen et al. (2013), the CO2 effluxes are limited to the stratified period, mainly in spring or summer, as also found in the Gulf of Trieste by Ingrosso et al. (2016b). CO2 fluxes were directly correlated with the sea surface temperature (W14: r = 0.62; p < 0.0001; n = 96 – N00: r = 0.64; p < 0.0001; n = 96), this highlights the importance of the thermodynamic driver, that leads to effluxes at high temperatures, and influxes when temperatures are lower.

If we consider an increase in temperature of 21.5°C (measured between winter and summer) and we keep all other factors constant, the mean pCO2 of the shelf changes from 318 to 762 μatm. This demonstrates that temperature causes an increase of 21 μatm °C–1, pCO2 increases by 6.6% for an increase of 1°C, slightly higher than the 4.3% for an increase of 1°C reported by Takahashi et al. (1993), for a salinity range of 34–36 and a temperature range of 2–20°C. This emphasizes that the thermodynamic effect is relevant to determine the supersaturation in summer, and thus causing the system to be a source of carbon dioxide, if the heterotrophic processes prevail. The strongest influxes were observed near the Po River delta, at station SJ108 (mean of all the investigated period in station SJ108: FCO2 = −2.4 ± 3.9 mmol m–2 day–1-W14; or −2.8 ± 4.3 mmol m–2 day–1-N00), in agreement with the “continental shelf pump” hypothesis, whereas the effluxes occurred mostly in the central eastern waters. The observed spatial variations are attributable to a higher drawdown due to higher phytoplankton biomass in the western waters, influenced by riverine inputs. Measurements performed in the northernmost part of the NAd, the Gulf of Trieste, showed that Bora wind, a typical cold ENE wind, can determine higher daily inflows of the CO2 from the atmosphere (−22.6/−24.2 mmol m–2 day–1, Turk et al., 2013). Moreover, during winter a significant correlation between TCO2 and temperature was found (r = −0.69; p < 0.0001; n = 93) in surface waters, evidencing the role of the dense water formation in the CO2 absorption and transport southwards. Our average efflux in summer was 0.4 ± 0.34 mmol m–2 day–1-W14; or 0.5 ± 0.4 mmol m–2 day–1-N00, with a peak of 1.4 mmol m–2 day–1-W14; or 2.0 mmol m–2 day–1-N00 observed in July 2016 in station SJ101, but higher values, up to 11.4 ± 7.6 mmol m–2 day–1 where reported for the Gulf of Trieste (Turk et al., 2013). The strongest efflux was measured in April 2015, in the offshore waters, while the waters in the river plume acted as a sink. This difference was probably due to a prevalence of the biological processes in stations SJ108 and SJ101, inside the plume, where the input of Chl-a and nutrients supported primary production, and a predominance of the thermodynamic effect in the offshore waters, where temperature increased by 4°C with respect to the previous month. This hypothesis is supported by the T/B ratio analysis, that resulted higher than 1 (temperature effect stronger than the biological processes) in the central-eastern waters and below 1 in the coastal waters near the Po delta.



Future Trends

Estimating the long-term trend and variability of pH and saturation state in coastal areas is challenging and different modeling approaches have been used. Sunda and Cai (2012) showed that in waters like the Gulf of Mexico hypoxic zone, the combined effects of increasing anthropogenic pCO2 and respiratory increases in TCO2 on pH will be more than additive and will exert a synergistic interaction. While in areas like the Baltic Sea hypoxic zone there will be no synergism, but the effect of both processes together in lowering pH will still be worse than from either process alone (Sunda and Cai, 2012). With a similar methodological approach, Feely et al. (2018) demonstrated that pH and Ωar decrease related to the future anthropogenic CO2 emissions will be more severe in coastal waters affected by respiration-induced hypoxia. Shen et al. (2020), by using a retrospective coupled hydrodynamic-biogeochemical model simulations, demonstrated that pH variability in the mid Chesapeake Bay was primarily influenced by acidification and biological process, while river basification along with acidification played a key role in regulating the long-term Ωar variability. Our parameterization is in good agreement with these previous works, since we found a strong influence of biological processes on the future acidification in the northern Adriatic. Following the RCP 8.5 scenario, in warm bottom waters respiration could reach the mean value of 7.679 and 1.58 for pHT and Ωar, respectively. This acidification could be magnified by stronger respiration events, as detected during autumn, leading to lower pHT values and to a Ωar very close to the saturation level. This could be enhanced by the increase in hypoxic events and may cause significant negative impacts on ecosystems that are already stressed. On the other hand, in the NAdSW the future decline of pH and Ωar is less extreme, due to the predominance of photosynthetic activity, which reduces the anthropogenic CO2 levels at the surface. In this case, acidification in 2100 could be less marked and such condition could be further enhanced during events of high primary production that serve to raise the pH and carbonate saturation level far away from acidification conditions. However, it is important to consider our simulation as a simple estimation of the future CO2 system in the NAd based on physical-chemical constraints and considering different biological thresholds. Ocean acidification, warming and increased stratification will drive changes in marine microbial community (Dutkiewicz et al., 2015) and in their metabolic processes. We did not consider this aspect into our simulation since it is not yet known how these changes will alter global ecosystem functions, such as net primary production/respiration and export or air-sea gas exchange (Doney et al., 2020).



Comparison With Other Areas


CO2 Exchanges With the Atmosphere

Our CO2 influxes measured during winter 2017 (−14.2 ± 0.4 mmol m–2 day–1 -W14 or −14.8 ± 0.5 mmol m–2 day–1 -N00), when north-easterly Bora wind was blowing in the Gulf of Trieste, are comparable with the estimates of other temperate regions under freshwater influence. The Aegean Sea as a whole absorbs CO2 during winter at a rate ranging from −6.2 to −11.8 mmol m–2 day–1 (Krasakopoulou et al., 2009), while in the East China Sea in winter a −13.7 ± 5.7 mmol m–2 day–1 was measured (Chou et al., 2011). Estimating a mean annual flux based on the mean values for each season, we would get −0.4 mol m–2 y–1-W14 or −0.5 mol m–2 y–1-N00 for the year 2014/2015 and −0.8 mol m–2 y–1-W14 or −0.9 mol m–2 y–1-N00 for the year 2016/2017 which ranges from 35 to 85% (W14) or from 44 to 94% (N00)of the previous estimates of −1.0 and −1.06 mol m–2 y–1 made by Catalano et al. (2014) and by Cossarini et al. (2015b), respectively. This CO2 absorption from the atmosphere is of the same order of magnitude as the −1.8 mol m–2 y–1 estimated for the north-west European shelf by Kitidis et al. (2019) and as the −0.8 mol m–2 y–1 estimated for the Biscay Bay (Borges et al., 2006). Similar annual fluxes were reported also in the Otaru Bay (Sakamoto et al., 2008), in the New Jersey coast (Boehme et al., 1998) and in the East China Sea (Wang et al., 2000). Our results also underline that in NAd, as in other temperate areas as East China Sea, west European continental shelves (Tsunogai et al., 1999; Thomas et al., 2004; Borges, 2005; Bozec et al., 2005; Prowe et al., 2009), lower estuary of Guadalquivir Estuary and the Bay of Cádiz (Ribas-Ribas et al., 2011a), seawater pCO2 remains below atmospheric CO2 values for most of the year and these shelves are net CO2 sinks.

Our fluxes are, however, about five folds lower than the annual estimate of the Chukchi Sea shelf (Bates, 2006). This is due to the lower temperature and higher productivity of the Arctic region.



Carbonate System

Coastal ecosystems display a complex set of interacting processes that drive high pH variability over time.

An analysis of long-term pH measured in coastal waters around the world showed that seasonal variability could be as high as 1.4 pH units (Carstensen and Duarte, 2019). High-latitudes sites with low alkalinity buffering display largest seasonal ranges in pH, typically up to 1 unit as found in Baltic Sea and Danish straits (Carstensen et al., 2018; Carstensen and Duarte, 2019). Whereas pH in low- mid-latitude sites and with high alkalinity buffering typically vary less than 0.4 over the year. In our study despite high total alkalinity, the seasonal variability in pH was 0.59, which is a variation comparable with the one found in the gulf of Trieste by Cantoni et al. (2012). High seasonal change in temperature (ranging from 8.10 to 29.58°C) and strong decoupling of production and respiration processes likely explain this result. Effect of mixing on observed pH variability is, however, expected to be low, because coastal ecosystems receiving freshwater with AT > 1200 μmol kg–1 have modest variation in pH across a salinity gradient (Carstensen and Duarte, 2019). The effect of mixing on pH is typically more pronounced in sites with low and medium buffering, such as Northern Baltic Sea (Beldowski et al., 2010) and Chesapeake Bay (Brodeur et al., 2019) respectively, where changing salinity overall controls the mean pH levels.

Metabolic imbalance between production and respiration processes, which remove or add dissolved inorganic carbon respectively, is a key driver of pH change in this coastal ecosystem. Under present day conditions, biological metabolism results in a pH change of 0.59 in NAd (from 8.415 at the surface to 7.830 at the bottom waters). The metabolic-driven chemistry change of the carbonate system expected for 2100 (under RCP 8.5 scenario) is similar to present day condition, with pH variability range of 0.53 (8.060 to 7.529). This pH range is more pronounced than the one observed in the Gulf of Mexico, where oxidation-driven increases in CO2 result in pHT decreases of 0.46 under present day condition, and 0.51 under for 2100 under RCP 8.5 scenario (Feely et al., 2018).

In our study area a negative correlation between AT and salinity was found, especially in samplings close to flood events, showing that riverine inputs increase seawater total alkalinity. Negative AT-salinity correlations were also found in coastal areas of the Mediterranean Sea (Schneider et al., 2007; Cossarini et al., 2015a), in the North Aegean Sea (Krasakopoulou et al., 2017) and in the study of Ribas-Ribas et al. (2011b) near the mouth of the Guadalquivir River, Bay of Càdiz.

Thanks to the high AT and TCO2 riverine inputs the NAd was supersaturated, during all the seasons, with respect to both calcite and aragonite throughout the whole water column, in contrast to other coastal area where strong undersaturation (<0.6) is reached, as found in the Baltic Sea (Tyrrell et al., 2008), Long Island Sound (Wallace et al., 2014), and the lower St. Lawrence estuary (Mucci et al., 2011). In Chesapeake Bay for example Ωca is <1 in the bottom waters of the upper bay, but it is >1 in the lower bay (Brodeur et al., 2019). In the northern Gulf of Mexico indeed, notwithstanding a high acidification with pH in bottom waters of 7.85 or less, the Ωar is 2.63 ± 0.25 (Laurent et al., 2017) due to high alkalinity brought by Mississippi River (Wang et al., 2013).



CONCLUSION

This work presents temporal and seasonal variability of the CO2 system in the waters of the NAd based 16 cruises.

Po River influence contributes to maintain a gradient from coast to offshore. The freshwater discharges in NAd increase total alkalinity and total inorganic carbon, changing the buffer capacity of the system. In surface waters the riverine contribution enhances the buffer capacity, which is also positively correlated to temperature and reaches the higher values in summer.

Phytoplankton blooms triggered by river-borne nutrients fertilization, contribute to increase the pH in the upper part of the water column. The riverine discharges contribute also to enhance the saturation state in surface waters. With the progression of the sea warming and the formation of a marked pycnocline, in bottom waters the respiration and degradation of organic matter decrease pH, that reaches the minimum values in autumn.

The strong seasonal variability of the saturation state between winter and summer is mainly driven by the effect of temperature on the carbonate solubility, however, due to the CO2 increase under the pycnocline, the lowest values are reached during summer and autumn.

It is remarkable that in NAd, notwithstanding the high buffer capacity of the system, there is a high seasonal variability of pH (0.59) and also within the same season the pH variation between surface and bottom waters is of a similar amplitude. This finding highlight that the system could be very sensitive to changes in the balance between primary productivity and respiration processes.

The analysis of CO2 fluxes emphasized that the NAd acts overall as a sink of CO2, but with marked seasonal and spatial variations driven by wind strength, riverine inputs, temperature and biological processes. The CO2 absorbed from the atmosphere in the NAd contributes to the transport of anthropogenic CO2 in the deeper layers of the Mediterranean Sea through the dense waters formed in the area. The estimated annual influxes of CO2 are comparable to the fluxes measured in other temperate continental shelves.

The estimation of the future seawater CO2 chemistry for the end of the century highlights that, under business-as-usual scenario and without the effect of biological processes, pHT could decline by 0.3 and aragonite saturation by 1.3. Moreover, in the warm bottom waters during high respiration events Ωar could reach the value of 1.15. This value is very close to the saturation level and could negatively affect the marine biota, especially calcifying organisms, and subsequently lead to repercussions on the marine ecosystem.

Our results are important to advance the knowledge and the understanding of the global carbon cycle and will likely be of use for future studies to address potential changes in the NAd coastal acidification.
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Estuaries are productive ecosystems that support extensive vertebrate and invertebrate communities, but some have suffered from an accelerated pace of acidification in their bottom waters. A major challenge in the study of estuarine acidification is strong temporal and spatial variability of carbonate chemistry resulting from a wide array of physical forces such as winds, tides and river flows. Most past studies of carbonate system dynamics were limited to the along channel direction, while lateral dynamics received less attention. Recent observations in Chesapeake Bay showed strong lateral asymmetry in the partial pressure of carbon dioxide (pCO2) and air-sea CO2 flux during a single wind event, but comparable responses to different wind events has yet to be investigated. In this work, a coupled hydrodynamic-carbonate chemistry model is used to understand wind-driven variability in the estuarine carbonate system. It is found that wind-driven lateral upwelling ventilates high DIC (Dissolved Inorganic Carbon) and CO2 deep water and raises surface pCO2, thereby modifying the air-sea CO2 flux. The upwelling also advects low pH water onto the adjacent shoals and reduces the aragonite saturation state Ωarag in these shallow water environments, producing large temporal pH fluctuations and low pH events. Regime diagrams are constructed to summarize the effects of wind events on temporal pH and Ωarag fluctuations and the lateral gradients in DIC, pH, and pCO2 in the estuary. This modeling study provides a mechanistic explanation for the observed wind-driven lateral variability in DIC and pCO2 and reproduces large pH and Ωarag fluctuations that could be driven by physical forcing. Given that current and historic mainstem Bay oyster beds are located in shallow shoals affected by this upwelling, a large fraction of the oyster beds (100–300 km2) could be exposed to carbonate mineral under-saturated (Ωarag < 1) conditions during wind events. This effect should be considered in the management of acidification-sensitive species in estuaries.
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INTRODUCTION

Riverine water typically has lower dissolved inorganic carbon (DIC) and total alkalinity (TA) values and a higher DIC/TA ratio than seawater (Salisbury et al., 2008; Huang et al., 2015; Cai et al., 2021). Because of this difference between the river and ocean end members, distributions of TA, DIC, pCO2 (partial pressure of carbon dioxide), and pH in estuaries feature strong gradients in the along-channel direction (Cai and Wang, 1998; Borges and Gypens, 2010; Cai et al., 2011). In stratified estuaries, strong vertical gradients in DIC and pH also develop where phytoplankton photosynthesis in the surface euphotic layer consumes DIC and respiration of organic material in the bottom layer produces DIC (Feely et al., 2010; Cai et al., 2011, 2017). These strong horizontal and vertical gradients make estuarine carbonate chemistry susceptible to disruptions from physical forcing. Turbulent mixing generated by tides and winds may mix acidic bottom water upward, leading to large changes in the air-sea CO2 flux (Cai et al., 2017; Paerl et al., 2018). Advection by tidal and wind driven currents across the horizontal gradient may cause large short-term pH fluctuations at fixed locations, which may add further stress to organisms for coping with extreme low pH events (Ribas-Ribas et al., 2013; Saderne et al., 2013; Pacellaa et al., 2018). There is an increasing recognition for the large temporal pH variability and extreme pH values in estuarine and coastal environments (Hofmann et al., 2011; Baumann et al., 2015; Baumann and Smith, 2018; Carstensen and Duarte, 2019), but most research has focused on metabolically driven pH fluctuations such as the diel photosynthesis/respiration cycle (Saderne et al., 2013; Baumann and Smith, 2018; Pacellaa et al., 2018). Relatively few studies have addressed how physical processes affect high-frequency carbonate chemistry in estuaries.

Wind-driven lateral upwelling is a well-known physical phenomenon in estuaries. Along-channel winds drive cross-channel transports via lateral Ekman transport in the surface layer of estuaries, leading to upwelling or downwelling flows at side boundaries and clockwise or counter-clockwise circulations in cross-channel sections. These lateral flows can transport momentum (Lerczak and Geyer, 2004; Scully et al., 2009), alter stratification (Lacy et al., 2003; Li and Li, 2011), and transport sediment (Geyer et al., 2001; Chen and Sanford, 2009). Using a numerical model of Chesapeake Bay, Li and Li (2012) found that the clockwise circulation generated under up-estuary winds is much stronger than the counterclockwise circulation generated under down-estuary winds. Xie et al. (2017) analyzed long-term mooring data at a cross-channel section in Chesapeake Bay and found that the lateral circulation strength increased linearly with wind speeds under up-estuary winds but was a parabolic and weaker function of wind speeds under down-estuary winds.

Wind-driven lateral circulation and upwelling can transport biologically important materials such as nutrients and oxygen between the deep channel and shallow shoals (Malone et al., 1986; Sanford et al., 1990; Reynolds-Fleming and Luettich, 2004; Wilson et al., 2008). In Chesapeake Bay, Malone et al. (1986) observed higher phytoplankton production over the flanks of the main channel relative to production over the channel and attributed it to nutrient exchanges by the lateral circulation. Episodic upwelling of hypoxic water from the deep channel to shallow shoals has been observed in several estuaries, including Mobile Bay (Loesch, 1960), the Neuse River (Eggleston et al., 2005), Long Island Sound (Wilson et al., 2008), and Chesapeake Bay (Sanford et al., 1990; Breitburg, 1992). These upwelling events have the potential to generate short-lived, but severely negative conditions for organisms residing in these otherwise favorable shallow habitats, where in extreme cases, flurries of organisms congregate near shorelines as the escape to the upwelled waters (e.g., a crab “jubilee”). In a modeling study of Chesapeake Bay, Scully (2010) showed that wind-driven lateral exchange of oxygen between well-oxygenated shallow shoals and hypoxic deep channel may be more important than direct turbulent mixing in supplying oxygen to the hypoxic deep channel.

CO2 dynamics often mirror O2 dynamics, since all chemical species are advected or diffused by the same physical processes (currents and mixing) while the production and consumption of DIC and O2 are affected by common biological processes such as phytoplankton production and organic matter respiration. However, while surface-water O2 equilibrates with the atmospheric concentration relatively quickly, surface-water pCO2 is slow to adjust and rarely reaches equilibrium with respect to the atmospheric pCO2 due to the buffering effect of a much greater DIC pool on aqueous CO2 (Cai et al., 2020, 2021). Thus the effects of short-term wind effects may be different between O2 and CO2. Huang et al. (2019) made repeated measurements of temperature, salinity, and pCO2 in surface waters at a cross-channel transect in the middle reach of Chesapeake Bay. They observed large temporal and spatial variations of pCO2 during a northerly wind event. The air-sea CO2 flux over the eastern one-third of this transect was 20–40% higher than the flux over the middle section whereas the CO2 flux over the western one-third of this transect was 30% lower. Huang et al. (2019) hypothesized that northerly (down-estuary) winds generated upwelling on the eastern shore, enhancing the release of respired CO2 from acidic subsurface water. This raises a question whether southerly (up-estuary) winds will generate higher pCO2 on the western shoal and under what wind conditions this lateral upwelling mechanism is effective in generating the lateral asymmetry in the CO2 flux. A related question is how this wind-driven lateral upwelling affects the overall carbonate chemistry in an estuary.

Our study site, Chesapeake Bay, is an ideal system to address these questions, given that it is a large eutrophic estuary with relatively low buffer capacity (Cai et al., 2017) and wind forcing is comparable to tidal forcing (Zhong and Li, 2006; Figure 1A). It stretches for about 320 km from the mouth of the Susquehanna River at Havre de Grace, Maryland to its seaward end at Cape Charles and Cape Henry, Virginia. It is shallow, with a mean water depth of 6.5 m. However, a deep paleochannel running in the north-south direction dominates the bathymetry in the middle reaches of the main Bay. Chesapeake Bay is a partially mixed estuary: vertical salinity differences of 2–8 stratify the water column (Carter and Pritchard, 1988). It features a two-layer circulation with speeds on the order of 0.1 m s−1 (e.g., Goodrich and Blumberg, 1991). Compared with other estuaries, tidal forcing in the Bay is relatively modest with tidal range rarely exceeding 1 m (Browne and Fisher, 1988). Winds are episodic with dominant periods of 2–7 days.
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FIGURE 1. Map showing bathymetry (A) and model grids (B) for Chesapeake Bay. The black lines in (A) marks the along-channel section and a cross-channel section in the mid-Bay used in later analysis. The shaded areas in (B) represent the upper, middle, and lower-Bay regions.


Recent observations have mapped out the distributions of DIC, TA, pCO2, and pH in the main stem of Chesapeake Bay (Brodeur et al., 2019; Friedman et al., 2020). DIC and TA increased from surface to bottom and from north to south over the course of 2016. Upper, mid-, and lower bay DIC and TA ranged from 1000 to 1300, 1300 to 1800, and 1700 to 1900 μmol kg–1, respectively. The pH range was large, with the maximum value of 8.5 at the surface and the minimum as low as 7.1 in bottom water in the upper and mid-bay (Brodeur et al., 2019). Significant spatial variability of pCO2 was observed throughout the mainstem, with net uptake of atmospheric CO2 during each season in the middle Bay and weak seasonal outgassing of CO2 near the outflow to the Atlantic Ocean (Chen et al., 2020; Friedman et al., 2020). High-frequency pH data from a moored sensor showed high frequency fluctuations of DIC, pH, and pCO2 influenced by circulation and biological processes (Shadwick et al., 2019). Coupled hydrodynamic-biogeochemical-carbonate chemistry models (ROMS-RCA-CC) have been developed for Chesapeake Bay (Shen et al., 2019a). Shen et al. (2019a) focused their modeling analysis on the large-scale carbonate chemistry dynamics and validation against field observations. Furthermore, Shen et al. (2019b) and Shen et al. (2020) conducted 30-year hindcast simulations to examine ecosystem metabolism and carbon balance and investigated the anthropogenic impacts on pH and aragonite saturation state. This modeling study takes the next step to investigate how physical processes affect carbonate chemistry in this estuary, seeking to test the lateral upwelling mechanism over a range of wind conditions, in particular during the up-estuary wind condition not observed in Huang et al. (2019). It also builds upon previous studies of O2 dynamics to further our understanding of CO2 dynamics.



MATERIALS AND METHODS

To investigate how winds affected carbonate chemistry in Chesapeake Bay, we used coupled hydrodynamic-biogeochemical-carbonate chemistry models to conduct hindcast simulations. The coupled models have three sub-models. The hydrodynamic model, based on the Regional Ocean Modeling System (ROMS, Shchepetkin and McWilliams, 2005; Haidvogel et al., 2008), has 80 × 120 grid points (∼1 km resolution) in the horizontal direction and 20 vertical sigma layers, as shown in Figure 1B (Li et al., 2005). ROMS simulates water level, currents, temperature and salinity. The biogeochemical model is based on the Row-Column Aesop (RCA) model, and includes a water-column component (Isleib et al., 2007) and a sediment diagenesis component (Di Toro, 2001). RCA simulates pools of organic and inorganic nutrients, two phytoplankton groups, and dissolved oxygen concentrations (Testa et al., 2014). The carbonate chemistry (CC) model simulates DIC, TA, and mineral calcium carbonate (aragonite CaCO3) (Shen et al., 2019a,b, 2020). DIC is consumed by phytoplankton growth/photosynthesis and calcium carbonate precipitation. The sources of DIC include air-sea CO2 flux, phytoplankton respiration, oxidation of organic matter, calcium carbonate dissolution, sulfate reduction, and sediment-water fluxes. Calcium carbonate dissolution and precipitation is the primary source/sink for TA, but the contributions of several other biogeochemical processes (e.g., nitrification and sulfate reduction) to TA are also modeled (Shen et al., 2019a). Other carbonate chemistry parameters such as pH and pCO2 are calculated from the CC model outputs using CO2SYS program (Lewis and Wallace, 1998).

The ROMS hydrodynamic model is forced by river flows at eight major tributaries, by wind stress and heat fluxes across the sea surface, and by sea level and climatology of temperature and salinity at the open boundary (Li et al., 2005, 2015; Cheng et al., 2013; Xie and Li, 2018). At the upstream boundary of the eight major tributaries, freshwater inflows measured at USGS gauging stations were prescribed. Tidal forcing at the open ocean boundary was decomposed into tidal constituents from TPXO7 (TOPEX/Poseidon) data-assimilative global tidal model (Egbert and Erofeeva, 2002). For non-tidal forcing at the offshore boundary, de-tided daily sea-level observations acquired at NOAA Duck station were used. Air-sea momentum and heat fluxes were computed by applying standard bulk formulae (Fairall et al., 2003) to NARR (North America Regional Reanalysis from National Center for Environmental Prediction) products.

The RCA biogeochemical model is forced by loads of dissolved and particulate materials from the eight major rivers. Riverine constituent concentrations for phytoplankton, silica, particulate and dissolved organic carbon, phosphorus, and nitrogen, and inorganic nutrients (ammonium, nitrate, phosphate) were obtained or derived from Chesapeake Bay Program biweekly monitoring data1 as described in Testa et al. (2014). The ocean boundary concentrations were acquired from the World Ocean Atlas 2013 and Filippino et al. (2011). Atmospheric deposition was not considered.

The CC carbonate chemistry model is forced by the atmospheric CO2, the riverine loads and offshore concentration of TA and DIC. Time series of TA measurements in riverine inputs were obtained from the USGS station in the Susquehanna and Potomac Rivers (Raymond et al., 2000). The riverine DIC concentrations were calculated through CO2SYS with the available TA and pH (Shen et al., 2020). The computed DIC is in very good agreement with the observed DIC when direct DIC measurements were made during the field cruises of 2016 (Supplementary Figure S1). Carbonate chemistry data for the other smaller tributaries were estimated using empirical relationships as functions of freshwater discharge (Shen et al., 2019a). TA at the ocean boundary was directly estimated with the empirical equation based upon salinity and temperature at the ocean boundary (Cai et al., 2010). DIC at the offshore boundary was calculated with the available TA, fCO2 from SOCAT (Bakker et al., 2016), salinity and temperature using CO2SYS. The atmosphere pCO2 was set to be 400 ppm.

Regional ocean modeling system was initialized with outputs from a hindcast simulation from 1 January to 31 December 2012. The initial conditions of RCA were based on Chesapeake Bay Program monitoring data in December 2012. Initial conditions for DIC and TA were calculated from the two-end member mixing model. Model hindcast simulation for this study lasted from 1 January to 31 December 2013.

The ROMS-RCA-CC models have been validated against a wide variety of observational data (e.g., Li et al., 2005, 2006, 2016; Zhong and Li, 2006; Testa et al., 2014; Xie and Li, 2018; Shen et al., 2019a,b, 2020; Ni et al., 2020). The ROMS hydrodynamic model has been validated against water level measurements at tidal gauge stations (Zhong and Li, 2006; Zhong et al., 2008), salinity and temperature time series at monitoring stations (Li et al., 2005; Ni et al., 2020), salinity distributions collected during hydrographic surveys, and current measurements (Li et al., 2005). In particular, Xie and Li (2018) showed that ROMS reproduced the wind-driven lateral circulation patterns, including the current field and salinity distribution at a cross-channel section in the mid-Bay. The RCA biogeochemical model has been validated against biogeochemical data at a number of stations in Chesapeake Bay (including NO3, PO4, NH4, chlorophyll-a, dissolved oxygen, and organic carbon, nitrogen, and phosphorus), integrated metrics of hypoxic volume, rates of water-column primary production and respiration, and nutrient fluxes across the sediment-water surface (Brady et al., 2013; Testa et al., 2013, 2014, 2017; Li et al., 2016; Ni et al., 2020). The CC model has been validated against extensive surveys of DIC, TA, and pH collected during ten cruises in 2016 (Shen et al., 2019a) and long term (1985–2015) measurements of pH at a number of monitoring stations (Shen et al., 2019b, 2020). The model-predicted along-channel distribution of air-sea CO2 flux is also in good agreement with that calculated from the observational data (Shen et al., 2019a). This paper uses the well-validated coupled hydrodynamic-biogeochemical-carbonate chemistry models to investigate how winds affect carbonate chemistry in this estuary.



RESULTS

We examined the effects of up-estuary and down-estuary winds on lateral upwelling and carbonate system variability. Detailed modeling analysis revealed that interactions between wind direction and bathymetry determined the strength of upwelling and the associated bottom-surface exchange of low-pH and high-pCO2 water. Regime diagrams were constructed to summarize the wind effects on carbonate system in the estuary and support a discussion of the associated impacts on Maryland’s oyster beds.

An example sequence of a southerly wind event followed by a northerly wind event illustrated the contrasting responses of pH to winds. Southerly (up-estuary) winds blew over Chesapeake Bay between 22.00 LST (Local Standard Time) 18 September and 6.00 LST 22 September 2013, with a maximum wind speed of ∼7.5 m s–1 (Figure 2A). This was followed by northerly (down-estuary) winds between LST 6.00 on 22 September and LST 0.00 on 25 September 2013, with a maximum wind speed of ∼7.3 m s–1. Figures 2B–D show how the surface and bottom water pH responded to winds at three locations (the western shoal, central deep channel, and the eastern shoal) in a mid-Bay cross section. During the up-estuary wind event, the surface/bottom pH on the western shoal decreased from 8.1/7.9 to 7.9/7.7 while pH on the eastern shoal increased from 8 to 8.2 (Figures 2B,D). During the following down-estuary wind event, the opposite trend appeared: the surface/bottom pH on the western shoal increased from 7.9/7.8 to 8.2/8.1 while pH on the eastern shoal decreased from 8.1 to 7.9. In the deep channel, the bottom pH was much lower than the surface pH and the vertical pH difference decreased from ∼0.6 to ∼0.4 during the strong winds (21–23 September) (Figure 2C). The differences in the pH time series at the three locations highlight the short-term variations in pH and carbonate chemistry in the estuary in response to wind forcing. Thus, we conducted a series of model simulations to quantify the carbonate system response to (a) weak winds, (b) up-estuary winds, and (c) down-estuary winds.
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FIGURE 2. Time series of wind speed vector (A), surface (blue) and bottom (red) pH at a location on the western shoal (B), in the center channel (C), and on the eastern shoal (D) in a mid-Bay section (marked as black line in Figure 1A). The three locations are further marked as red dashed lines in Figure 4D. The solid lines are original time series including tidal fluctuations and the dashed lines are low-passed with a 34-h Butterworth filter.



Weak Wind

As a baseline for comparison, we plot the distributions of physical and carbonate chemistry fields during a period when wind speeds were below 2 m s–1, e.g., 22.00 LST 3 October – 10.00 LST 5 October (Figures 3, 4). The tidally averaged current displayed a typical two-layer gravitational circulation, with seaward flow in the surface layer down to ∼10 m and landward flow in the underlying bottom layer (Figure 3A). The along-channel salinity distribution showed sloping isohalines typical of a partially mixed estuary, with the top-bottom salinity difference reaching ∼6 in the deep mid-Bay (Figure 3B). DIC and TA showed a similar along-channel distribution (Figures 3C,D). However, DIC had a larger vertical gradient than TA since phytoplankton production consumed DIC in the surface euphotic layer and respiration of organic material produced DIC in the bottom layer. The relative impacts of primary production and respiration on TA are small as is expected. pH also showed a strong longitudinal gradient, with lower pH values in the upper Bay due to the influence of poorly buffered, high-CO2 riverine water and higher pH values in the lower Bay due to well-buffered oceanic water (Figure 3E). In addition, pH had a strong vertical gradient, with the top-to-bottom pH difference reaching 0.8 in the upper part of the mid-Bay. The aragonite saturation state Ωarag showed a similar along-channel distribution as pH, falling below 1 in the upper Bay and bottom waters of the mid-Bay but reaching 2–3 in the surface waters of the mid-Bay and everywhere in the lower Bay (Figure 3F). The surface pCO2 exceeded atmospheric equilibrium value in the upper Bay (north of 39.2°N), was undersaturated in the mid-Bay (37.5–39.2°N), and reached a near-equilibrium status in the lower Bay (south of 37.5°N) (Figure 3G). Consequently, the air-sea CO2 flux showed outgassing of ∼5 mmol C m–2 d–1 in the upper Bay, and ingassing of (3–4) mmol C m–2 d–1 in the mid-Bay and near-zero exchange in the lower Bay (Figure 3H). When integrated over the main stem of the Bay, there was a net influx of −10.5×106gCd−1 into the estuary.
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FIGURE 3. Along channel distributions of subtidal current (A), salinity (B), DIC (C), TA (D), pH (E), Ωarag (F), surface pCO2 (G), and air-sea CO2 flux (H) during a weak wind period on 2–5 October, 2013. The along-channel section is marked by the black line in Figure 1A.



[image: image]

FIGURE 4. Distributions of salinity (A), DIC (B), TA (C), and pH (D) at a mid-bay cross section (marked as the thick black line in Figure 1A) during the weak wind period. The red dashed lines in (D) mark the three stations used for plotting pH time series in Figures 2B–D.


Since deep water in the mid-Bay is most susceptible to low pH and low O2 in the estuary (Brodeur et al., 2019; Shen et al., 2019a), we examined a representative cross-channel section in this region. Salinity was vertically stratified and tilted slightly downward on the western shore as the Coriolis force confined the outflowing brackish water to the west (Figure 4A). DIC and TA also showed strong vertical gradients and a slight west-east tilt (Figure 4B), with lower DIC and TA within the western surface waters. pH isolines were also slightly tilted, but the lateral gradient in pH (∼0.2) was much smaller than the vertical gradient (∼0.7; Figure 4D).



Up-Estuary Wind

Winds led to large changes in the carbonate system. The up-estuary winds forced water in the shallow lower Bay to move landward at all depths (Figure 5A). In the deep mid-Bay, the currents moved landward in the surface layer whereas the pressure gradient due to sea level pileup at the head of the estuary drove the bottom water seaward, thereby reversing the gravitational circulation. This reversed circulation strained the salinity field toward the vertical direction, promoting the ventilation of deep water. Furthermore, wind-driven turbulence generated a surface mixed layer, with its depth reaching ∼10 m between 38.5 and 39°N (Figure 5B). The vertical mixing and along-channel straining also strongly modified DIC and TA fields (Figures 5C,D). Their vertical gradients were greatly reduced, with nearly a uniform distribution down to a depth of 10–15 m. In the mid and lower Bay, pH was separated into two regions in the vertical direction (8–8.2 in the surface layer and 7.4–7.6 in the bottom layer) and was uniform (7.4) at all depths in the upper Bay (Figure 5E). The aragonite saturation state also showed a sharp contrast between the surface and bottom layers, with highly under-saturated conditions in the bottom layer of the mid-Bay. The seaward flows in the bottom layer (Figure 5A) – which under these wind conditions were opposite of the direction of mean flows (landward) – advected the under-saturated bottom water further seaward in the mid-Bay (Figure 5F).
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FIGURE 5. Along channel distributions of subtidal current (A), salinity (B), DIC (C), TA (D), pH (E), Ωarag (F), surface pCO2 (G), and air-sea CO2 flux (H) during an up-estuary wind event on 18–22 September, 2013.


The southerly winds also impacted pCO2 and air-sea fluxes. The surface water pCO2 increased significantly in the mid-Bay as mixing and straining during the wind event raised the surface DIC (Figure 5G). Around 39°N, where bathymetry deepens rapidly, ventilation of the bottom water occurred, mixing high DIC-water upward and raising the surface water pCO2 above atmospheric equilibrium. As a result, the peak in CO2 efflux at 39°N rivaled the peak in the uppermost part of the Bay (>39.5°N) (compare Figures 3H, 5H). The wind event thus drove outgassing of CO2 over an extended region in the upper and mid-Bay (down to 38.8°N), with a magnitude of 40 mmol C m–2 d–1. Further south in the wide mid-Bay (between 38.8 and 37.5°N), however, the estuary absorbed CO2 at −20 mmol C m–2 d–1. When integrated over the entire estuary, there was a net influx of −12.1×106gCd−1.

The up-estuary winds also drove a strong clockwise lateral circulation in the cross-channel section, with the eastward velocity in the near-surface layer reaching 0.1 m s–1 (Figure 6A). This resulted in upwelling on the western shore, with an upwelling velocity up to 0.5 mm s–1. Consequently, isohalines were tilted upward on the western part of the cross-section (Figure 6B). Wind-driven turbulent mixing also homogenized salinity in the top 5 m. DIC and TA showed a similar upward tilt on the western shore, with the upwelling of high DIC and TA bottom water onto the broad western shore (Figures 6C,D). The upwelling changed acidity on the shallow shoals, where pH on the western shore was lowered (Figure 6E), reaching minima of 7.5–7.7 during the up-estuary wind (on the sea bed).
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FIGURE 6. Distributions of lateral-vertical velocity vector (A), salinity (B), DIC (C), TA (D), pH (E), and surface pCO2 (red) and air-sea CO2 flux (blue) (F) and at the mid-bay section during the up-estuary wind event.


The upwelling resulted in much higher pCO2 value on the western shore (∼350–400 ppm) than on the eastern shore (∼250 ppm). This lateral difference in the surface-water partial pressure led to a strong lateral gradient in the CO2 flux (Figure 6F). The mid-Bay region has been identified as a carbon sink on an annual scale. During this up-estuary wind event, the surface pCO2 on the western shore increased, resulting in weak CO2 flux there. On the other hand, the CO2 flux on the eastern part of the cross section increased to −30 mmol C m–2 d–1, producing a strong carbon sink. No significant change (<2 mg/L in chlorophyll a) in phytoplankton biomass was seen during the wind event (Supplementary Figure S2).



Down-Estuary Wind

Following the up-estuary wind event, northerly winds blew down the estuary (Figure 2A), with the maximum wind speed of 7 m s–1. The down-estuary winds amplified the two-layer gravitational estuarine circulation, with the landward bottom current reaching 0.2 m s–1 (Figure 7A). This strong two-layer current strained the salinity field to flatten the isohalines, while the direct wind-induced mixing homogenized salinity in the surface layer down to 10 m (Figure 7B). The landward flow in the bottom layer brought in higher salinity oceanic water into the estuary. This intrusion also caused bottom DIC and TA to increase (Figures 7C,D). pH showed an almost two-layer structure except in the shallow upper Bay where waters were vertically well mixed. In the mid-Bay, pH was 8.0–8.2 in the surface layer down to a depth of 15 m and 7.4–7.6 in the deep water below (Figure 7E). Ωarag showed a similar distribution as pH (Figure 7F). Due to strong wind mixing, the surface pCO2 exceeded the atmospheric value nearly everywhere along the center axis of the Bay (Figure 7G) with net estuarine release of CO2 except in a couple of regions of the mid-Bay (Figure 7H). When integrated over the entire estuary and over the wind event, there was a small net influx of −4.0×106gCd−1. Because the mid-Bay is much wider than the upper Bay, the total CO2 flux was slightly negative during this down-estuary wind event even though the upper bay was a strong source, as the broad shallow shoals of the mid-Bay were a carbon sink.
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FIGURE 7. Along channel distributions of subtidal current (A), salinity (B), DIC (C), TA (D), pH (E), Ωarag (F), surface pCO2 (G) and air-sea CO2 flux (H) during a down-estuary wind event on 22–25 September, 2013.


In the cross-channel section, the down-estuary winds drove a counter-clockwise lateral circulation, with upwelling on the eastern shore and downwelling on the western shore (Figure 8A). Isohalines were tilted upward, with water in the intermediate depths (∼15 m) uplifted toward the steep eastern shoal, with the isohalines outcropping at a distance from the coastline (Figure 8B). Due to the steep bathymetry on the eastern flank of the deep channel, the upwelling was the most intense slightly away from the shore rather than at the coastline. Both DIC and TA were uplifted upward over the eastern shoal, with the highest values at about 1 km from the shoreline, as shown in the doming of DIC and TA isohalines (Figures 8C,D). In the surface layer down to 15 m depth, pH developed a strong lateral gradient, where pH reached a low value of 7.6–7.7 on the flank of the eastern shoal (5–10 m depth) and a high value of 8.0–8.1 on the western shoal (Figure 8E). The ventilation of high DIC water at 1 km off the eastern shoreline caused the surface water pCO2 there to exceed the atmospheric value. The lateral distribution of air-sea CO2 flux showed ingassing up to 15 mmol C m–2 d–1 on the western shoal and outgassing of up to 7 mmol C m–2 d–1 on the eastern shoal (Figure 8F).
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FIGURE 8. Distributions of lateral-vertical velocity vector (A), salinity (B), DIC (C), TA (D), pH (E), and surface pCO2 (red) and air-sea CO2 (blue) (F) at the mid-bay section during the down-estuary wind event.




Summary of Wind Effects

We have so far focused on the detailed analyses of two wind events. To summarize the overall effects of wind on the carbonate system, we investigated a number of weather events that moved across Chesapeake Bay during 2013. This analysis captured how the carbonate system evolved in different seasons due to changing seasonal prevailing wind directions and seasonal evolution of CO2 uptake and respiration. Two regime diagrams were constructed to identify general relationships between winds and variations in pH, DIC and other carbonate parameters.

First we investigated wind-driven temporal changes in pH. At the three stations in the mid-Bay cross-section (the cross-section marked in Figure 1A and the three stations in this section marked in Figure 4D), the time series of surface and bottom water pH were filtered to remove tidal fluctuations and the pH change from the beginning (pHbegin) to the end (pHend) of a wind event was calculated:
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We also calculated similar quantity for the aragonite saturation state:
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where Ωaragbegin and Ωaragend are the values of Ωarag the beginning and end of each wind event. The wind impulse, defined as
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is an integrated measure of wind effects over a wind event and provides a good descriptor of the lateral upwelling effect. Here τx is the along-channel wind stress at a mid-Bay location and the integration is over the entire duration of a wind event. Figures 9A,C,D,F show that δpH and δΩarag at the two shallow shoals were approximately linearly proportional to Iwind, and that there was additional variability beyond that explained byIwind. With δpH reaching up to ±0.3, pH fluctuated over a wide range during a wind event. Changes in Ωarag were also large, reaching ±1.0. Under the down-estuary winds, δpHandδΩarag were positive (increased over time) on the western shoal but negative (decreased) on the eastern shoal. Under the up-estuary winds, δpH and δΩarag were negative (decreased over time) on the western shoal but positive (increased) on the eastern shoal. They varied out of phase because the lateral upwelling affected the two shoals in opposite ways. In contrast, δpH and δΩarag in the bottom water of the deep channel showed small changes, indicating that neither the direct wind mixing nor the lateral upwelling had much effect there (Figures 9B,E). δpH in the surface water of the deep channel showed much larger changes over each wind event and was mostly negative, indicating wind mixing injected lower pH subsurface water upward and reduced surface pH. In some cases, it became positive, suggesting that horizontal advection and straining may have brought high pH water to the mid-Bay section. δΩarag in the surface water of the deep channel showed changes compatible to δpH there (Figure 9E). With the exception of a few wind events, δpH and δΩarag in the deep channel showed much smaller fluctuations than those on the shallow shoals.
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FIGURE 9. Summary of wind effects on the temporal variations in pH/aragonite saturation state Ωarag at the western shoal location (A,D), the center channel (B,E), and the eastern shoal location (C,F): red open circles for surface pH/ Ωarag and blue stars for bottom pH/ Ωarag.


The lateral differences ΔyDIC, ΔypH, and ΔypCO2 were calculated as the DIC, pH and pCO2 differences between the eastern and western flanks of the estuarine channel (each covering ∼1/3 of the cross-sectional area), averaged over each wind event. Instead of looking at one cross-channel section, we averaged ΔyDIC and ΔypH over the mid-Bay (marked as the light blue area in Figure 1B) and over the entire main stem of the Bay (all shaded areas in Figure 1B). Figure 10A shows how ΔyDIC averaged over the mid-Bay varied with Iw. ΔyDICwas generally negative under the up-estuary winds (positive Iw) and positive under the down-estuary winds (negative Iw). This simply said that DIC was higher on the western shoal than on the eastern shoal under the up-estuary winds. The reverse was true under the down-estuary winds: DIC was higher on the eastern shoal than on the western shoal. Despite the scatter in the plot, ΔyDIC generally increased with Iw. The stronger the wind speed or the longer the wind duration or both, the stronger the lateral gradient in DIC. There was a bias toward the upper right corner because of the downward tilt of isohalines and DIC-isolines due to the geostrophic balance (see Figure 4). ΔyDIC can reach ±100μmol/kg. Because the lateral asymmetry was weaker in the narrow upper Bay and shallow lower Bay, ΔDIC over the entire Bay was smaller. Due to the geostrophic control in the lower Bay, ΔyDIC was biased toward the positive value even under many up-estuary wind events (Figure 10D). The overall wind effects on the lateral asymmetry in the entire Bay were not as strong as in the mid-Bay.
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FIGURE 10. Summary of wind effects on the lateral asymmetry in estuarine carbonate system. Time averaged lateral difference (eastern one third-minus western one third) in DIC (A,D), pH (B,E), and pCO2 (C,F) in the mid-Bay region (top panel) or over the entire Bay (bottom panel): spring (March–May, green diamonds), summer (June–August, red circles), fall (September–November, blue stars). The black triangle in (C) denoted the observational data from Huang et al. (2019).


pH averaged over the top 5 m in the water column also displayed the lateral asymmetry that extended to all seasons and all wind events (Figures 10B,E). In the mid-Bay, ΔypH > 0 for Iw > 0 and ΔypH < 0 for Iw < 0 (Figure 10B). Notwithstanding the scatters, ΔpH appears to be a linear function of Iw for Iw > 0. Therefore, pH was lower on the western shoal than on the eastern shoal under the up-estuary winds and this lateral difference ΔypH increased with the wind impulse. Under the down-estuary winds, the reverse asymmetry was true: pH was lower on the eastern shoal than on the western shoal. At Iw < 0 the magnitude of ΔypH was generally less than 0.1 (except two events) whereas ΔypH could reach 0.2 at Iw > 0. This asymmetry in ΔypH is related to the asymmetric response to wind direction: the lateral circulation strength and lateral upwelling are weaker under the down-estuary winds than under the-up-estuary winds (Li and Li, 2012; Xie et al., 2017). When averaged over the entire Bay, ΔypH versus Iw showed surprisingly tight relationship as seen in the mid-Bay (Figure 10E). The magnitude was smaller, down to ±0.1, as opposed to ±0.2 in the mid-Bay.

The lateral upwelling also generated pCO2 variations in the lateral direction (Figures 10C,F). Under the up-estuary winds, pCO2 on the western shoal was larger than that on the eastern shoal, i.e., ΔypCO2 < 0 and its magnitude increased with the wind impulse. Under the down-estuary winds, the reverse was generally true, with ΔypCO2 > 0. Huang et al. (2019) observed ΔypCO2 = 50ppm during a down-estuary wind event with the maximum wind speed of 7 m/s and wind impulse of 4.84×103Nsm−2. The observed data fit well with the scatter plot in Figure 10C, indicating a general agreement between the model-predicted and observed pCO2 lateral differences. The numerical model allowed us to explore a wide range of wind forcing conditions, and Figures 10C,F showed that winds can generate lateral pCO2 differences in the range of ± 200ppm in the mid-Bay and in the range of ± 100ppm when averaged over the entire estuary.



Effects of Upwelling on Nearshore Habitats

Most of the current and historic mainstem eastern oyster (Crassostrea virginica) beds in Maryland are located on the shallow shoals in the mid-Bay between 37.9 and 39.1°N, as shown in Figure 11A (Smith, 1997). Wind-driven lateral upwelling could expose these oysters to episodic acidic conditions, particularly during the summer months when pH and Ωarag reach seasonal minima in bottom waters, and exposure of the eastern oyster to low pH and under-saturated waters could have potentially negative consequences for growth and calcification (Waldbusser and Salisbury, 2014; Waldbusser et al., 2015). Under the weak winds, the aragonite saturation state Ωarag on a narrow strip along the western shoal and a broader region on the eastern shoal exceeded 1, suggesting limited influence of deep-channel bottom water on most of the historic oyster beds (Figure 11B). In contrast to the shallow shoals, bottom water was highly undersaturated, with Ωarag around 0.5. Under the up-estuary winds, Ωarag fell below 1 almost everywhere on the western shoal, with the minimum value dropping down to 0.6 (Figure 11C). On the other hand, Ωarag increased on the eastern shoal, suggesting that dissolution-favorable conditions would not occur. Under the down-estuary winds, the most intense upwelling occurred channel-ward of the eastern coastline (Figure 8C) such that Ωarag remained above 1 over the shallowest regions on the eastern shoal (Figure 11D). During the same down-estuary winds, Ωarag increased to 2–3 on the fringe along the western coastline.
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FIGURE 11. Distribution of Maryland’s oyster bed in Chesapeake Bay (A) and bottom water aragonite saturation state Ωarag in the oyster habitat under weak (B), up-estuary (C), and down-estuary (D) winds during August, 2003.


The duration of exposure to undersaturated conditions is an important factor for potentially negative growth and calcification effects on bivalves. We calculated the time which the bottom water Ωarag < 1 persisted during each wind event, using the two shallow-shoal locations in the mid-Bay (Figure 4B) as examples. During the spring and summer, the bottom water on the western shoal was exposed to undersaturated conditions for a period ranging from 5 to 60 h (Figure 12A). The bottom water was rarely exposed to Ωarag < 1 during the fall. Since the location on the eastern shoal is further inshore than the most-intense upwelling region, the bottom water there was exposed to fewer wind events with an extended period of undersaturated conditions (Figure 12B).
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FIGURE 12. Duration of aragonite saturation state Ωarag < 1 in bottom waters at the western shoal (A) and the eastern shoal (B) locations in the mid-Bay cross-section. (C) The size of mainstem oyster beds in Maryland affected by under-saturated water (Ωarag < 1) during wind events. Green diamonds for spring, red circles for summer, and blue stars for fall.


To examine the regional spatial impacts of wind-driven lateral upwelling, we calculated the size Aoyster of the sea bed areas in the mid-Bay during each wind event. We computed the area between 37.9 and 39.1°N where depth <8 m and Ωarag < 1 for three different seasons (spring, summer, and fall). Aoyster in spring and summer was a U-shaped function of the wind impulse, implying that more areas of the oyster beds were exposed to undersaturated conditions at higher wind speed or longer wind duration on both the eastern and western shoals (Figure 12C). About 100–300 km2 of this area could be exposed to Ωarag < 1 during the spring and summer seasons, which is about 25–75% of the total oyster bed area. During the fall, pH and Ωarag were higher such that only a small area (generally less than 50 km2) was affected.



DISCUSSION

This study showed that winds can drive pH fluctuations of up to 0.3 in Chesapeake Bay over a period of a few days. These pH fluctuations are comparable to or larger than the long-term pH (0.1–0.2) decline that has been observed in Chesapeake Bay over the past three decades (Waldbusser et al., 2011; Shen et al., 2020). This adds to a growing body of evidence for large pH variability in coastal and estuarine systems (Carstensen and Duarte, 2019). Hofmann et al. (2011) analyzed high resolution time series of upper ocean pH obtained using autonomous sensors, over a variety of systems from polar to tropical regions. In the four coastal and estuarine sites on the United States West Coast, the standard deviations from the monthly mean pH ranged from 0.07 to 0.13, of a similar magnitude as found here. In a seagrass habitat of Hat Island in Puget Sound, Pacellaa et al. (2018) observed the mean diel range of pH of 0.39, with a maximum observed diel range of 0.74. The diel photosynthesis/respiration cycle was a major driver of this large pH variability, but tidal advection of metabolically altered parcels and wind-driven mixing events also played important roles. Similarly, measurements in a macrophyte meadow of the Baltic Sea showed that pH can vary from 8.22 ± 0.1 in August to 7.83 ± 0.4 in September (Saderne et al., 2013). Daily variations of pCO2 due to photosynthesis and respiration were a major cause for this pH variability, but local upwelling of elevated pCO2 water masses with offshore winds drove the variations at a time scale of days to weeks. Thus, winds and local productivity interact to drive high frequency variations in estuaries.

Winds may affect the carbonate system in an estuary or a coastal ocean in a number of ways. Depending on the air-sea difference in pCO2, winds can drive a large efflux or influx of CO2 and change surface water DIC and pH (Huang et al., 2015). Wind-driven mixing can mix high DIC, high CO2 and low pH bottom waters to the surface layer and reduce surface pH (Cai et al., 2017; Moore-Maley et al., 2018). Wind-driven upwelling can deliver acidic and carbonate undersaturated waters onto continental shelves (Feely et al., 2008; Hauri et al., 2009). Our analysis showed that wind-driven lateral upwelling could cause larger pH fluctuations on shallow shoals than those caused by direct wind mixing in Chesapeake Bay (Figures 2, 9). This upwelling mechanism is similar to that in large-scale coastal upwelling systems (e.g., Pacific coast of North America), even though winds are weaker and more variable. The upwelling velocity in Chesapeake Bay is <0.5 mm s–1 (Figures 6A, 8A), only a fraction of the typical upwelling velocity (2 mm s–1) found in large coastal upwelling systems (Johnson, 1977). However, it can still deliver deep acidic water to the shallow shoals because water depths in the estuary are only a few to tens of meters. For a synoptic weather event with a mean wind speed of 5 m s–1 and a duration of 2 days, the wind impulse is 8.6×103Nsm−2, well within the range reported in Figures 9, 12 and typically observed in estuarine and coastal regions. Our result for the dominance of upwelling over mixing in driving pH fluctuations is consistent with a related hypoxia modeling study in which Scully (2010) showed that wind-driven lateral upwelling and ventilation of deep hypoxic water onto shallow shoals are more important than wind mixing in supplying dissolved oxygen to the bottom water. This is probably more so for CO2 than for O2 as the air-sea gas exchange flux is generally much smaller for CO2 than for O2 (Jiang et al., 2019).

The wind-driven lateral upwelling generated large lateral differences in DIC. The relationship between ΔyDIC and Iw holds better in the mid-Bay than in the entire estuary (Figure 10), as the wind-driven lateral circulation is strongest in the wide mid-Bay that features a deep channel and broad shoals. Moreover, the vertical gradient in DIC and pH there is strongest due to DIC consumption in the surface layer and DIC production in the bottom layer, such that upwelling of acidic deep water has the largest effects on the shallow shoals. In comparison, the lateral circulation is much weaker in the shallow and narrow upper Bay. Strong lateral circulation can develop in the lower Bay (Xie and Li, 2018), but the vertical DIC gradient is much smaller there than that in the mid-Bay such that the upwelling does not induce large changes in surface water DIC. When integrated over the entire Bay, the relationship between ΔyDIC and Iw (and the lateral DIC asymmetry) is less robust than in the mid-Bay. ΔyDIC is approximately a linear function of Iw under the up-estuary winds but displays more scatters under the down-estuary winds. In a numerical modeling study, Li and Li (2012) showed that at the same wind speed the lateral circulation strength is 2–3 times stronger under the up-estuary winds than under the down-estuary winds. Using velocity measurements collected at a cross-channel array of AD, Xie et al. (2017) observed that the lateral circulation on the western part of the estuarine channel was weakened considerably due to the effect of baroclinic forcing under the down-estuary winds. Therefore, the larger scatter in ΔyDIC versus Iw under the down-estuary winds is likely caused by the weaker lateral circulation. We note that the scatter seen in Figure 10 are comparable to that in the plot for the lateral circulation strength reported in Xie et al. (2017) because the wind-driven lateral circulation is not only determined by the wind speed but also affected by river flows, offshore salinity and lateral baroclinic forcing.

Unlike DIC and pH, the air-sea CO2 flux does not demonstrate a simple dependence on the wind speed/direction or wind impulse (Supplementary Figures S3–S5). As Shen et al. (2019a) and Chen et al. (2020) showed recently, Chesapeake Bay is releasing CO2 into the atmosphere in the upper Bay, absorbing it in the mid-Bay and near the equilibrium condition in the lower Bay. While wind-driven mixing and straining/ventilation can result in locally enhanced CO2 flux (Figures 5H, 7H) and lateral upwelling can generate cross-channel gradients in CO2 flux (Figures 6F, 8F), the overall wind effects on the air-sea CO2 exchange over the entire estuary cannot be easily quantified. As discussed earlier, wind effects are most pronounced in the deep hypoxic mid-Bay where respiration of organic matter creates strong vertical gradients in DIC. Typically, the mid-Bay is a net sink of CO2 due to strong phytoplankton production in the surface euphotic layer and the surface water pCO2 is in the range of 200–300 ppm which is less than the atmospheric pCO2 of 400 ppm. Wind-induced mixing and ventilation in the deep channel raises surface water pCO2, but the net wind effect on the CO2 flux depended on whether the surface water pCO2 remains below or rises above the atmospheric value. If the surface water pCO2 < 400 ppm, the winds would pump more CO2 into the estuary and this influx/sink increases with the wind speed. For example, the up-estuary wind event U17 caused a peak CO2 influx of −65.3 × 106 mol C d–1 over the mid-Bay and −61.4 × 106 mol C d–1 over the entire estuary (Supplementary Figure S5). If the surface water pCO2 > 400 ppm, however, the winds will release CO2 into the atmosphere, turning Chesapeake Bay from a weak CO2 sink to a source. For example, during the down-estuary wind event D8, the surface water pCO2 increased to 672.9 ppm, such that there was a peak CO2 efflux of 133.7 × 106 mol C d–1 over the mid-Bay and 340.6 × 106 mol C d–1 over the entire estuary (Supplementary Figure S4). Similarly, the wind-driven upwelling changes the lateral distribution of pCO2, but its net effect on the CO2 flux depends on the balance between the excess and deficits in the CO2 flux at the two shallow shoals flanking the deep channel. Overall, the complicated non-linear dependence of CO2 flux on the wind speed and strong spatial variability make it difficult to identify a simple relationship between the CO2 flux and wind forcing in this estuary. Although numerical model estimates of air-sea@ CO2 flux can help overcome challenges in making similar estimates from limited and error-prone observations (Herrmann et al., 2020), assigning causation to these changes under dynamic physical forcing is difficult even with model simulations.

Lateral upwelling of oxygen poor, acidic water onto otherwise oxic and high-pH shallow shoals in Chesapeake Bay has been documented in previous studies (e.g., Malone et al., 1986; Sanford et al., 1990; Scully, 2010; Huang et al., 2019), but its potential impact on oyster beds has not been specifically investigated in this estuary. In contrast, upwelling of acidic waters and it impacts on bivalves have been clearly documented along the Pacific coast of North America (e.g., Feely et al., 2008). We found that southerly or southeasterly (up-estuary winds) during the summer led to upwelling of corrosive water onto the western shoal where oyster beds have previously been identified, and that the duration of these events in 2013 led to 1–3 day periods with water with Ωarag < 1. Although Waldbusser et al. (2011) documented reduced biocalcification in juvenile eastern oysters as Wcalcite declined, they also found that net calcification could occur under moderately corrosive conditions (Wcalcite ∼0.7–1). However, net dissolution in the eastern oyster occurred below Ωarag = 0.6, and studies focused on other juvenile bivalves found reduced growth and mortality under comparable conditions (e.g., Green et al., 2009). The relatively brief duration of upwelling events in Chesapeake Bay may not be sufficiently chronic to induce reduced growth, calcification, or other physiological consequences (Talmage and Gobler, 2010; Keppel et al., 2016), but repeated exposures to these conditions may eventually be detrimental.

To account for accumulated acidification stress on larval bivalves, Gimenez et al. (2018) recently defined a new metric: ocean acidification stress index for shellfish (OASIS):

[image: image]

where Ωthrsh is the selected acidification stress threshold and Dpft is the day(s) post-fertilization (spawning day = 0). OASIS has the unit of Ω min day–1 and provides a measure of accumulated stress by integrating only the area of the Ωarag time series that falls below the designated threshold over the entire larval period, from fertilization to metamorphosis. Although the experimental study by Gimenez et al. (2018) focused on the Pacific oyster, it is instructive to calculate OASIS using the model results presented in Figure 12. We adopted the same conservative threshold of Ωthrsh = 1.5. Figure 13 shows how the OASIS index at the two shallow shoal locations in the mid-Bay cross section varies with the wind impulse, and the OASIS response largely mirrors that of low Ωarag duration and area (Figure 12). OASIS was small during the fall, indicating limited acidification stress on the oyster larvae, but fall conditions may not be as important because oysters typically spawn between June and August (Kennedy, 1996). However, OASIS increased rapidly with Iw during the spring and summer, a time when eastern oyster gametes are beginning to ripen and spawning occurs, respectively (Kennedy, 1996). At the western shoal location, OASIS reached 500–1500 Ω min day–1 in the summer, which could cause a significant reduction in oyster larval survival rate (Gimenez et al., 2018) at a time when spawning is actively occurring. Furthermore, the interaction of exposures to both corrosive and hypoxic waters during these upwelling events may also have synergistic consequences for organisms (e.g., Miller et al., 2016). Clearly, there remains much to be learned concerning the potential impacts of upwelling events on biological communities, and the model simulations presented here provide a quantitative tool for prediction of the severity, duration, and frequency of such events in response to seasonally varying winds.


[image: image]

FIGURE 13. OASIS (Ocean Acidification Stress Index for Shellfish) in bottom waters at the western shoal (A) and the eastern shoal (B) locations in the mid-Bay cross-section. Green diamonds for spring, red circles for summer, and blue stars for fall.


In summary, we used a numerical model to quantify the impacts of along-axis wind stress on the lateral dynamics of the carbonate system in Chesapeake Bay, a large estuary with moderate tides. Although the upwelling of corrosive and acidified water in response to wind is widely recognized in coastal oceans, this study provides the first mechanistic explanation that wind-driven lateral upwelling can deliver acidified deep water to shallow shoals in estuaries, producing large temporal pH and Ωarag fluctuations. Fluctuations in pH could reach ±0.3, depending on the combined effect of wind speed and wind duration as represented by the wind impulse. Changes in Ωarag were also large, reaching ±1.0. Regime diagrams are constructed to summarize the effects of wind events on temporal pH and Ωarag fluctuations and the lateral gradients in DIC, pH, and pCO2 in the estuary. Given the potential for expanded low-pH bottom waters under warming-enhanced respiration, elevated riverine inputs, and increasing atmospheric CO2, Chesapeake Bay may be more vulnerable to more frequent or intense future upwelling events. Future studies of estuarine acidification need to consider the intensity and control of these events, as well as the effects of these physically driven pH fluctuations on organisms’ physiological response.
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Hypoxia has become a universal environmental and ecological problem in recent decades. The Pearl River estuary (PRE), the largest estuary in Southern China, is hypoxic year-round in the upper estuary. This study reports the inter-annual variation between 2005 and 2019 in the carbonate system of the hypoxic upper PRE in winter. In January 2005, both dissolved inorganic carbon (DIC) and total alkalinity (TA) concentrations were >3000 μmol kg–1 at the upstream-most station and decreased sharply downstream. However, DIC and TA were lower, with concentrations of 2300 and 1950 μmol kg–1, respectively, at the upstream-most in January 2019. At salinities >15, both DIC and TA were conservative and reached steady values at the downstream seawater end-member. The upstream-most station was taken as an example to quantify the influences of biogeochemical processes on DIC and TA, including CO2 degassing, organic carbon oxidation, pelagic nitrification, CaCO3 dissolution and benthic release. Among the biogeochemical process, a decrease in CaCO3 dissolution (from 734.4 μmol kg–1 in 2005 to 168.9 μmol kg–1 in 2019) was the major factor driving the decreases of DIC and TA in 2019. In the context of global change, inter-annual variability in biogeochemical process should receive more attention.
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HIGHLIGHTS


-A significant inter-annual variation in DIC and TA in the hypoxic upper Pearl River estuary was observed between 2005 and 2019.

-Processes influencing DIC and TA were quantified in the hypoxic upper Pearl River estuary.





INTRODUCTION

Hypoxia in estuaries and coasts is a global environmental and ecological problem (Caballero-Alfonso et al., 2015; Fennel and Testa, 2019). Well-known hypoxic zones include the northern Gulf of Mexico (Rabalais and Turner, 2006), the Baltic Sea (Conley et al., 2011; Bendtsen and Hansen, 2013; Carstensen et al., 2014), Chesapeake Bay (Testa and Kemp, 2012; Li et al., 2016), and the East China Sea off the Changjiang estuary (Li et al., 2002), as well as others. The Pearl River estuary (PRE) is the largest estuary in southern China, and is surrounded by several rapidly developing cities such as Guangzhou, Dongguan, Shenzhen, and others. Hypoxia in the PRE occurs mainly in two zones; one is the year-round hypoxic zone in the upper estuary from Guangzhou to Humen (Zhai et al., 2014), and the other is the seasonal hypoxic zone in summer at the estuary mouth and in waters near Hong Kong (Qian et al., 2018; Wang et al., 2018; Cui et al., 2019). In the hypoxic upper estuary, highly over-saturated CO2 was observed all year round, with CO2 partial pressures (pCO2) up to >7000 μatm and dissolved inorganic carbon (DIC) concentration up to >3000 μmol kg–1 in winter (Xu et al., 2005; Dai et al., 2006, 2008; Guo et al., 2008; Zhai et al., 2014).

Viewing the entire PRE, Guo et al. (2008) reported the seasonal variability of carbonate parameters in the main channel of the estuary based on field observations from 2000 to 2005; Liang et al. (2020) simulated the spatial distributions of carbonate parameters in the summer and winter of 2006. In the hypoxic upper PRE, Guo et al. (2008) found that both DIC and total alkalinity (TA) showed large seasonal variations, with much higher values in winter (>3000 μmol kg–1) than in summer (<1700 μmol kg–1). They suggest that seasonal changes in the location of freshwater end-member, biogeochemical processes and hydrologic conditions are the major causes of the variability (Guo et al., 2008). More recently, field observations since 2010 have shown lower DIC and TA values (<2500 μmol kg–1) in winter in the upper PRE (Dai et al., unpublished data). However, DIC and TA of the river waters were much lower than 2000 μmol kg–1 (Guo et al., unpublished data). This indicates that the very high DIC and TA concentrations previously found in the upper PRE in winters from 2000 to 2005 might be due to strong local additions from biogeochemical processes.

This study aims to: (1) confirm that DIC and TA in the upper PRE decreased after 2005, and (2) determine the key processes dominating the inter-annual variability in these parameters. In order to solve these two questions, we closely compare data collected from January 2005 and January 2019 in the estuary. The 2005 data were previously published (Guo et al., 2008), and the 2019 data were collected during a cruise at nearly the same locations in the upper PRE as the 2005 data. During the cruise, in addition to measuring carbonate system parameters, dissolved oxygen (DO) and nutrient measurements, and oxygen consumption and nitrification incubations were conducted using the same methods as in January 2005.



MATERIALS AND METHODS


Study Area

The Pearl River is the 2nd largest river in China and the 13th largest river in the world in terms of freshwater discharge, with an annual freshwater discharge of 3.3 × 1011 m3 year–1 (Zhao, 1990; Dai et al., 2014). The Pearl River has three major tributaries: the West River, the North River and the East River, and many local rivers and reticulated channels in the delta (Figure 1). The West River originates from the Yunnan–Guizhou Plateau and flows though Yunnan Province, Guizhou Province, the Guangxi Zhuang Autonomous Region and Guangdong Province. The North River and the East River originate from Jiangxi Province and flow through Guangdong Province. The three major tributaries contribute ∼95% of the freshwater discharge of the Pearl River system (Zhao, 1990). The drainage basins of the West River and North River have an abundance of carbonate minerals, while the drainage basin of the East River is rich in silicate minerals. Therefore, the bicarbonate and calcium concentrations in the West and North Rivers are higher than in the East River (Chen and He, 1999). The drainage basin of the Pearl River system is located in the south Asia tropical and subtropical areas, and ∼80% of the freshwater discharge occurs during the wet season from April to October, driven by the Asian monsoon (Zhao, 1990; Dai et al., 2014). The highest discharges of the three main tributaries occur from June to July, and lowest discharges are in winter (December–February, Figure 2).
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FIGURE 1. The map of the Pearl River estuary with sampling stations (dots). HUM, JOM, HQM, HEM, MDM, JTM, HTM, and YM are the outlets of Humen, Jiaomen, Hongqimen, Hengmen, Modaomen, Jitimen, Hutiaomen, and Yamen. The black open circles mark the cities. LDY is the Lingdingyang; HMH is the Huangmaohai. The star is the incubation station. Data for the January 2005 cruise are from Guo et al. (2008).
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FIGURE 2. Freshwater discharge downstream of the North River (Shijiao gauge station) and East River (Boluo gauge station). Label of panel B is the same with panel A. Data are from the Annual Hydrological Report (2000–2018), Hydrology Bureau, Ministry of Water Resources of the China (http://www.pearlwater.gov.cn/).


All runoff from the Pearl River system discharges into the northern South China Sea (NSCS) via eight major outlets (from east to west: the Humen, Jiaomen, Hongqimen, Hengmen, Modaomen, Jitimen, Hutiaomen, and Yamen outlets) and through three sub-estuaries: the Lingdingyang, Modaomen, and Huangmaohai (Figure 1). Lingdingyang is traditionally called the PRE, which collects the freshwater from the eastern four outlets, including the East River and branches of the North and West Rivers.

The lower Pearl River drainage basin has several rapidly developing cities, such as Guangzhou, Dongguan, and others. Rapid economic and population growth have caused serious environmental problems, such as water pollution and hypoxia. In the early 2000s, whole water column hypoxia and very high ammonia concentrations (>800 μmol kg–1 in winter and >300 μmol kg–1 in summer) were observed in the upper estuary from Guangzhou to Humen (Dai et al., 2008). Strong aerobic respiration and nitrification induced very high pCO2 and CO2 degassing rates (Dai et al., 2006, 2008; Guo et al., 2008). Due to dilution by seawater and relatively weaker biogeochemical processes downstream, nutrient concentrations and pCO2 decreased sharply downstream of the Humen Outlet, i.e., in the Lingdingyang (Dai et al., 2006; Guo et al., 2009).

Over the past few decades, sewage discharge and treatment rates have both significantly increased. For example, in the city Guangzhou, urban domestic sewage discharge increased from 7.4 billion tons year–1 in 1995 to 14.3 billion tons year–1 in 2015 (Figure 3A). At the same time, the sewage treatment rate also increased, from <10% in 1995 to 48% in 2005, and then to >85% after 2010 (Figure 3B). Subsequently, direct sewage discharge without treatment decreased sharply after 2005 (Figure 3C) (Bulletin of Statistics of Guangzhou’s Environmental Status).1 As a result, the water quality of the channels flowing through Guangzhou and Dongguan has improved considerably. During the January 2005 cruise, the water was black, had a noticeably bad smell, and wildlife such as fish and birds were not observed. However, in 2019, we observed greener water, flock of egrets, and the absence of previous odors. Therefore, 2005 is a representative year of the huge impacts of direct sewage discharge and severe pollution, while 2019 is a representative year of water quality restoration.
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FIGURE 3. Urban sewage discharges, sewage treatment rate, and sewage discharges without treatment from the city Guangzhou. Each column represents one year. Data were from the Bulletin of Statistics of Guangzhou’s Environmental Status (1995–2015), http://sthjj.gz.gov.cn/gkmlpt/content.




Sampling and Analysis


Water Sample Collection

Cruises were conducted in the PRE from January 19–23, 2005, and from January 12–18, 2019, onboard the Yue-Dongguan-Yu 00589 and Yue-Zhu-Yu 31008. At each station, depth profiles of salinity and temperature were recorded with a YSI 6600 multi-parameter monitoring system (2005) or an AML BASE.X (sensor exchangeable Instrument) Conductivity-Temperature-Depth/pressure (CTD) sensor package (2019). Water samples were collected with 2 L or 5 L Niskin bottles.

Sub-samples for DO, pH, DIC/TA were taken with Tygon® tubing free of air bubbles, with ample sample overflow in order to minimize any contamination from atmospheric O2 or CO2. Samples for DO were sampled with 60 mL BOD (biological oxygen demand) bottles and fixed with Winkler reagents (Carpenter, 1965). Samples for pH were taken into 120 mL amber glass bottles and poisoned with 100 μL of a saturated HgCl2 solution. During the January 2005 cruise, DIC samples were sampled into 40 mL amber glass vials with 50 μL saturated HgCl2 added; TA samples were sampled into 120 mL high-density Polyethylene (HDPE) bottles with 100 μL saturated HgCl2 added. During the 2019 cruise, samples for DIC and TA measurements were taken into 250 mL borosilicate bottles with grounded stoppers and poisoned with 200 μL of the saturated HgCl2 solution. All DIC and TA samples were stored in the dark at room temperature until analysis. Samples for nutrient and calcium (Ca2+) measurements were filtered with 0.45 μm polyacetate filters. Samples for nitrite (NO2–), nitrate and nitrite (N + N), and soluble reactive phosphorus (SRP) were frozen and stored at −20°C until analysis. Samples for ammonium (NH4+) and silicate (Si) measurements were stored at −4°C until analysis. Samples for Ca2+ measurements were stored in the dark at room temperature.

CO2 partial pressures of surface water and the atmosphere was measured with an underway system integrating an air-water equilibrator and a Li-Cor 7000 or Picarro G2101-i CO2 analyzer. Six air-based CO2 standard gases ranging 200 to 10000 parts per million provided by the National Reference Material Research Center of China were used to calibrate the measurements. Data processing was the same as previously described in Guo et al. (2009). Wind speed was measured with an R.M. Young model 05106 marine wind monitor at ∼10 m above the sea surface. The accuracy of wind speed measurements was ±0.3 m s–1.

In February 18–19 of 2019, surface water samples were collected at gauge stations in the lower North and East Rivers (Shijiao in the North River and Boluo in the East River) to measured DIC, TA, nutrients, and calcium. The samples were taken with a 2 L plexiglass sampler. The sub-sampling, treatment and storage methods are the same as those during the January 2019 cruise.



Rate Incubation Experiments

Bulk oxygen consumption incubations were conducted at the upstream-most station (Figure 1) following the method of Dai et al. (2006). Briefly, surface water was pumped into a clean 400 L plastic box. After oxygenation, the water was transferred into two 20 L HDPE cubitainers (Thermo Fisher Scientific) immediately. 10 mL of a saturated HgCl2 solution was added to one of the cubitainers as a control. The incubation was conducted in the dark and the temperature was controlled to match that of the surface water by using running water circulated outside of the cubitainers. Samples were taken every 3–6 h to measure DO. Bulk oxygen consumption rates were estimated from the change in the DO concentration over time.

Incubation experiments for estimating nitrification rates were conducted at the same stations as the bulk oxygen consumption incubations following the method of Dai et al. (2008). Briefly, surface water was sampled with 5 L Niskin bottles. Triplicate samples were filled into 4 L narrow-neck amber glass bottles. Allylthiourea (ATU, final concentration of 100 mg L–1) and NaClO3 (final concentration of 10 mg L–1) were added to the bottles to inhibit the oxidation of NH4+ and NO2–, respectively. The third bottle was used as a control without reagent addition. Water samples were taken every 4–8 h to measure NO2–. NH4+ and NO2– oxidation rates were estimated from the change in the concentration of NO2– over time.



Sample Analysis

Dissolved oxygen samples were measured onboard with the classic Winkler method, and calibrated using a potassium iodate standard solution provided by the Reference Material Center of the Marine Ecology and Environmental Laboratory of the 2nd Institute of Oceanography (Ministry of Natural Resources of the People’s Republic of China). The precision of the measurements was better than ±2 μmol kg–1. pH samples were measured onboard within 2 h of sampling with a Corning 350 or Orion 3 Star pH meter and an Orion 8102BN Ross combination electrode calibrated against three NBS buffers (4.01, 7.00, and 10.01 at 25°C, provided by Thermo Fisher Scientific). Samples for pH measurements and buffers were placed in a constant temperature bath at 25 ± 0.01°C for about 1 h before their pH values were measured. Therefore, the measured pH values were at 25°C (pH25) and given on the NBS scale. DIC and TA samples were measured onboard within 1 day of sampling during the 2005 cruise and within 1 week after the 2019 cruise. Analyses of DIC and TA followed the methods previously described by Cai et al. (2004). DIC was measured by collecting and quantifying the CO2 released from the sample upon acidification with a non-dispersive infrared detector (Li-Cor 7000) using an Apollo SciTech model AS-C3 DIC Analyzer with a precision of ±2 μmol kg–1. TA was determined by Gran titration with hydrochloric acid using an automated alkalinity titrator (Apollo SciTech model AS-ALK1+) with a precision of better than ±2 μmol kg–1. Both DIC and TA measurements were calibrated with certified reference material (CRM) provided by Dr. A. G. Dickson at the Scripps Institution of Oceanography, to obtain an accuracy of better than ±2 μmol kg–1.

For the January 2019 cruise, Ca2+ was measured using the ethylene glycol tetraacetic acid (EGTA) titration method developed by Lebel and Poisson (1976) and modified by Cao and Dai (2011), with a precision of ±0.06%. The measurements were calibrated with artificial seawater based CaCl2 solution. Salinity standard seawater of the International Association for the Physical Sciences of the Oceans (IAPSO) (Batch P158) was adopted as a reference. The measured Ca/salinity ratio of the IAPSO standard seawater was 291.6, which was slightly higher than the reported value of Batch P79 and P86 (290.5 and 290.9) (Olson and Chen, 1982), but slightly lower than the reported values of 292.0 for Batch P78 (Olson and Chen, 1982), 293.0 for Batch P67 (Kanamori and Ikegami, 1980), and 292.3 for Batch P147 (Cao and Dai, 2011). The deviations of the Ca/salinity ratios might be attributed to differences in the ratios of the different batches of the IAPSO standard seawater, and/or the system error among the different laboratories or operators. Nevertheless, our Ca/salinity ratio was very close to the average of the above literature values (291.7). The precision of our measurements (±0.06%) were ±5.8 μmol kg–1 for seawater with salinity of 33. For the January 2005 cruise, Ca2+ was measured with the ethylenediaminetetraacetic acid (EDTA) titrimetric method (China-EPA, 1987), with a precision of ±0.41%, (±39.5 μmol kg–1 for seawater with salinity 33).

Ammonium samples were measured onboard within 3 h of sampling using the indophenol blue method, with a detection limit of 0.1 μmol L–1 (Pai et al., 2001). NO2– was determined using the pink azo dye method; N + N was determined by copper-cadmium column reduction and the pink azo dye photometric method; SRP was determined with the phosphomolybdenum blue photometric method; silicate samples were determined using the silicomolybdic blue photometric method (Hansen and Koroleff, 1999). NO2–, N + N, SRP and silicate samples were all measured with an AA3 Auto-Analyzer (Bran-Lube, GmbH). The detection limits for NO2–, N + N, SRP and silicate were 0.04, 0.10, 0.08, and 0.16 μmol L–1, respectively, and the analytical precision was better than 1% for N + N and silicate and 2% for SRP (Han et al., 2012).



Data Processing

The saturation state index (Ω) was defined as the product of the concentrations of Ca2+ ([Ca2+]) and carbonate ([CO32–]) divided by the apparent solubility product of CaCO3 (Ksp∗) (Eq. 1).
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[Ca2+] was the measured Ca2+ concentration. [CO32–] was calculated from DIC and TA with the program CO2SYS (Version 14) (Pierrot et al., 2006). The dissolution constants of carbonic acid are from Millero (2010). The CO2 solubility coefficient is from Weiss (1974) and the sulfate dissociation constant from Dickson (1990). The PO43– and SiO2 data are the measured cruise data. Ksp∗ at 1 standard atmosphere pressure was calculated from temperature and salinity according to the formula of Mucci (1983). The pressure correction of the Ksp∗ of calcite was from Ingle (1975); the pressure correction of the Ksp∗ of aragonite was from Millero (1979). The calculated Ω was 0.02–0.37 higher than the values calculated with CO2SYS, which might suggest the contribution of excess Ca2+ produced by the dissolution of CaCO3 in the upper estuary.

DO saturation degree (DO%) was defined as the ratio of the measured DO to the DO at saturation (DOsat) (Eq. 2). DOsat was calculated according to the empirical formula of Benson and Krause (1984).
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The net CO2 flux (FCO2) between surface water and the atmosphere (or air-sea CO2 flux) was calculated using the following formula:
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where s is the solubility of CO2 (Weiss, 1974), ΔpCO2 is the pCO2 difference between the surface water and the atmosphere, and k is the CO2 transfer velocity. k was parameterized using the empirical function of Sweeney et al. (2007). U10 is the wind speed at 10 m above sea level (in m s–1). Here, the daily average wind speeds were adopted in the FCO2 calculations.





RESULTS


Salinity, Temperature and DO Saturation Degree

The freshwater sources of the upper PRE are mainly the North River and the East River. The long-term (2000–2018) monthly average freshwater discharge rates of the North and East Rivers are ∼500 and ∼420 m3 s–1 in winter, equivalent to 25–40% of the freshwater discharge in summer (Figure 2). The low freshwater discharge in winter may have resulted in the higher salinities observed in the upper PRE in winter than in summer (salinity was 0 from Guangzhou to Humen in summer, Guo et al., 2008).

During both the January 2005 and 2019 cruises, the salinity of the upstream-most station at Guangzhou was <0.5, and increased downstream (Figures 4A,B). Salinity at the Humen Outlet ranged from 10 to 20, and increased to >25 in Outer Lingdingyang and 30–33 at the estuary mouth.
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FIGURE 4. Spatial distributions of salinity (SSS). temperature (SST) and DO saturation degree (DO%) of surface water in the Pearl River estuary in January of 2005 and 2019. The January 2005 data are from Guo et al. (2009).


Surface water temperatures ranged from 14.6 to 18.8°C in January 2005, with the higher temperatures found in the low latitude zone (<22°N). In January 2019, temperatures ranged from 15.9 to 20.5°C, with higher temperatures in the Lingdingyang and outside of the estuary mouth than in the upper estuary (Figures 4C,D).

The DO saturation degree in the Guangzhou region ranged from ∼4–31% (12–93 μmol kg–1) in January 2005, and most of this region was hypoxic. Downstream from Guangzhou, the DO saturation degree increased to 60–80% at the Humen Outlet and 80–100% in the Lingdingyang. Outside of the Lingdingyang, DO was slightly oversaturated (Figure 4E). In January 2019, DO saturation in the Guangzhou region ranged from 15 to 65% (45–200 μmol kg–1), and hypoxic zones were observed at the two east-west ends of this region. Downstream of Guangzhou, the degree and pattern of DO saturation was similar to that observed in January 2005 (Figure 4F). Comparing the data of the two January cruises reveals that DO was slightly higher in 2019 than in 2005 in the upper estuary (Figures 4E,F).



Spatial Distribution of Carbonate System Parameters, DO and Nitrogen-Containing Nutrients

In January 2005, DIC and TA values were as high as ∼3300 and 3100 μmol kg–1, respectively, at the upstream-most station, and decreased sharply downstream. At salinities >15, both DIC and TA showed either a linear decrease or increase with salinity. However, the distributions of DIC and TA in January 2019 were different. At the upstream-most station, DIC and TA concentrations were 2300 and 1950 μmol kg–1, respectively, ∼1000 μmol kg–1 lower than those measured at this station in 2005. They both decreased with salinity and reached their minima at salinity of ∼5. At salinities >5, both DIC and TA increased with salinity. Similar to the 2005 survey, at salinities >15, both DIC and TA were conservative (Figures 5A-1,B-1). As DIC and TA concentrations in the low salinity zone were much lower in 2019 than in 2005, their concentrations in almost the entire estuarine mixing zone were lower in 2019 than in 2005 (Figures 5A-2,B-2). At salinities >30, TA values in January of 2005 and 2019 were consistent, which indicated the stable characteristics of the seawater compared to the estuarine water (Figure 5B-1).
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FIGURE 5. DIC, TA, pH25, DO, ammonium and N + N concentrations in surface water in January of 2005 and 2019. The distance is from Humen Outlet with negative values indicating upstream and positive values downstream locations. The triangles represent the data collected in the lower branches of the East River. For the January 2005 cruise, DIC, TA and pH25 data are from Guo et al. (2008), and nutrient data are from Dai et al. (2008). Legends are the same for all panels.


In January 2005, the pH at the upstream-most station was ∼7.2. pH decreased downstream and reached a minimum (6.9) at a salinity of ∼5 (Figure 5C-1), which was due mainly to the high rates of nitrification and aerobic respiration (Guo et al., 2008). At salinities >5, pH increased downstream and reached ∼8.11 at a salinity of ∼33 (Figure 5C-1). In January 2019, the distribution of pH in the upper estuary was slightly different from that in 2005. Although the pH at the upstream-most station was as low as 7.06, the pH in the middle of the Guangzhou region was as high as ∼7.4 (Figure 5C-2). pH decreased again to 7.1 further downstream (60 km upstream Humen Outlet), and then increased with salinity to 8.05 at a salinity of 32.5. Compared with 2005, DO in the Guangzhou region in 2019 was generally higher. However, at the same site downstream of Guangzhou (from the distance of −50 km downstream), the DO saturation degree in 2019 resembled January 2005 (Figure 5D-2). The relatively higher pH at stations in the Guangzhou region in January 2019 was accompanied by higher DO concentrations (Figures 5C-2,D-2).

In January 2005, NH4+ concentrations in the most upper estuary were as high as 800 μmol kg–1 and decreased sharply downstream to 3 μmol kg–1 at salinities >30 (Figures 5E-1,E-2). N + N concentrations increased from 177 μmol kg–1 at the upstream-most station to a maximum of 372 μmol kg–1 at a salinity of ∼5, and then decreased to 10 μmol kg–1 at salinities >30 (Figures 5F-1,F-2). The sharp decrease in NH4+ concentrations and maximum N + N concentrations in the low salinity zone were due to the presence of strong nitrification (Dai et al., 2008; Guo et al., 2008). In January 2019, the NH4+ concentration at the upstream-most station was 150 μmol kg–1, much lower than in 2005. Consequently, NH4+ concentrations across the entire estuarine mixing zone were much lower in 2019 than in 2005. However, the N + N concentration at upstream-most stations (up to 463 μmol kg–1) was higher than in 2005 (Figures 5E-1,E-2,F-1,F-2). This might be due mainly to the nitrification process during sewage treatment (EPA, 1993). The total concentration of NH4+ and N + N at the upstream-most station was also much lower in 2019 than in 2005 (1009.6 vs. 622.7 μmol kg–1), which might be due to the denitrification process during sewage treatment (EPA, 1993).



Distribution of Calcium, and the Saturation State Index of Calcium Carbonate

Calcium concentrations ranged from 1798 to 9410 μmol kg–1 in January 2005 and from 989 to 9529 μmol kg–1 in January 2019. Although generally the Ca2+ concentration increased with salinity, the overall distribution of Ca2+ was slightly different between the two winter cruises. In 2005, Ca2+ concentrations in the low salinity zone were higher than in 2019. If the conservative mixing line between the North River and seawater was taken as a reference, Ca2+ concentrations showed additions in the low salinity zone in January of both 2005 and 2019, and the addition in 2005 was higher than in 2019.

The saturation state indices of both aragonite and calcite were <1 in the upper PRE (upstream of Humen Outlet, salinity <15), suggesting under-saturation for both aragonite and calcite minerals. In the area downstream of the Humen Outlet, ΩCa increased to ∼5.2 in 2005 and 4.0 in 2019, and ΩAr increased to 3.2 in 2005 and 2.4 in 2019, at the seawater end-member (Figure 6). The higher saturation state indices of calcite and aragonite in the high salinity zone in 2005 were due mainly to a local phytoplankton bloom, which was consistent with the relatively higher pH and DO, but lower DIC, in 2005.
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FIGURE 6. Distributions of Ca2+ concentration and saturation state indices of calcite (ΩCa) and aragonite (ΩAr) in the surface water of the Pearl River estuary. The dashed line in panel (A) is the conservative mixing line. The dashed line in panel (B) represents Ω = 1. Legends are the same for both panels.




Bulk Oxygen Consumption and Nitrification Rates


Bulk Oxygen Consumption Rate

In January of 2005 and 2019, DO decreased almost linearly during incubations without HgCl2 addition, while DO concentrations remained almost constant for the samples with HgCl2 added (control samples, Figure 7). The bulk oxygen consumption rates were 55.88 and 49.44 μmol L–1 d–1 in 2005 and 2019, respectively (Table 1).
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FIGURE 7. Evolution of DO concentration during the incubations at the upstream-most station (Guangzhou). The solid circles are the samples without HgCl2 addition; the open circles are the controls (samples with HgCl2 added). Legends are the same for both panels.



TABLE 1. Environmental factors, air-water CO2 flux (FCO2), bulk oxygen consumption and nitrification rates of the water of the incubation station in the upper Pearl River estuary.

[image: Table 1]
In addition, we may use in situ DO concentrations to estimate the bulk oxygen consumption rate. In January 2005, DO saturation at the upstream-most station was 311.6 μmol kg–1, while the in situ DO concentration was 14.9 μmol kg–1. Therefore, the DO consumption was 296.7 μmol kg–1. Assuming a residence time of 5 days (Guo et al., 2008), the DO consumption rate would be 59.3 μmol L–1 d–1. This value is consistent with the value of 55.9 μmol L–1 d–1 estimated based on the incubations (Table 1). In January 2019, the in situ DO concentration at Guangzhou was 45.6 μmol kg–1 and the DO saturation was 302.7 μmol kg–1. Therefore, the in situ DO consumption was 257.1 μmol kg–1. If a residence time of 5 days is adopted (Guo et al., 2008), the bulk oxygen consumption rate is estimated as 51.4 μmol L–1 d–1, which is reasonably consistent with values based on the incubations (49.4 μmol L–1 d–1, Table 1).

Compared to other estuaries, the bulk oxygen consumption rate measured in the upper PRE is similar to that estimated in the polluted Seine River estuary in the spring and fall of 1996 [20–68 μmol L–1 d–1 assuming an average depth of 5 m, Garnier et al. (2001)]. However, it is higher than that found in the inner Scheldt estuary in the winter of 2003 [18–21 μmol L–1 d–1, Gazeau et al. (2005)], or the polluted Huangpu River flowing through the city Shanghai (a branch of the lower Changjiang) in the winter and fall of 2005, which was 4–11 μmol L–1 d–1 (Zhai et al., 2007). However, it is lower than in salt marsh waters of the southeastern United States measured during the fall of 1995 and summer of 1996 [80 μmol L–1 d–1, Cai et al. (1999)].



Nitrification Rate

In January 2005 and 2019, NO2– concentrations decreased in the samples with ATU added (inhibiting the oxidation of NH4+ to NO2–) during the incubations, suggesting the conversion of NO2– to NO3–. However, the NO2– concentration increased in the incubations with NaNO3 added (inhibiting the oxidation of NO2– to NO3–), suggesting the accumulation of NO2– by converting NH4+ to NO2– (Figure 8). The estimated NH4+ oxidation rate was 3.86 μmol L–1 d–1 in 2005 and 6.53 μmol L–1 d–1 in 2019. The NO2– oxidation rate was 4.62 μmol L–1 d–1 in 2005 and 7.75 μmol L–1 d–1 in 2019 (Table 1). Nitrification rates in January of 2019 were higher than in January of 2005, but lower than in spring and summer [up to 31.5 μmol L–1 d–1, Dai et al. (2008)]. Although NH4+ concentrations were lower in 2019 compared to 2005, the nitrification rate increased, which suggests that NH4+ concentrations are controlled by multiple factors. As the influencing factors of nitrification are beyond the scope of this study, we will not discuss it further here.
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FIGURE 8. Evolution of NO2– concentration during the nitrification incubations. The dashed lines are linear regressions. Data for January 2005 are from Dai et al. (2008). Labels are the same for all panels.






DISCUSSION


Processes Dominating DIC and TA Addition/Removal in the Upper PRE

Compared to January 2005, DIC and TA concentrations at the upstream-most station in January 2019 were both ∼1000 μmol kg–1 lower, but relatively consistent in the seawater end-member between both years. Influenced by the water characterized by very high DIC and TA at the upstream-most station, DIC and TA in the estuarine mixing zone at salinities <20 in January 2019 were much lower than those in January 2005 (Figure 5). It should be noted that DIC was slightly lower and pH and DO were slightly higher at the seawater end-member in 2005 (Figures 5A-1,C-1,D-1), which might be due to a weak local phytoplankton bloom.

The DIC and TA minima at salinity of ∼5 in 2019 were observed where the East River converges into the main channel of the estuary. Therefore, they might be due to the influence of East River water which was characterized by lower DIC and TA (the blue triangles in Figures 5A-1,B-1). DIC and TA in the East River were 605.3 and 566.6 μmol kg–1 in February 2019. The characteristically low DIC and TA concentrations of East River water were also reported in Guo et al. (2008). However, DIC and TA did not show this minima in January 2005, which might be due to large DIC and TA additions from local biogeochemical processes, similar to the case in the Guangzhou region.

Although both DIC and TA decreased downstream from the Guangzhou region, the very high DIC and TA values at the upstream-most station (3329.2 and 3093.5 μmol kg–1 in January 2005 and 2301.3 and 1947.2 μmol kg–1 in January 2019, respectively) were not the river end-member values. The freshwater in the Guangzhou region was mostly from a branch of the North River. DIC and TA in the North River were 1587.5 and 1533.5 μmol kg–1 in January 2005 and 1575.4 and 1516.6 μmol kg–1 in January 2019 (Guo et al., unpublished data). DIC and TA in the East River were much lower. Therefore, there were local DIC and TA additions (1735.6 and 1549.2 μmol kg–1 additions in January 2005 and 707.4 and 539.5 μmol kg–1 additions in January 2019) in the Guangzhou region of the upper PRE.

Biogeochemical processes in the Guangzhou region of the upper PRE were very strong (Dai et al., 2006, 2008). Processes influencing DIC and TA concentrations include aerobic respiration, nitrification, air-water exchange of CO2, and others (Guo et al., 2008). Benthic release is also an important DIC and TA source for the water column (Cai et al., 2015). Additionally, calcium carbonate dissolution or precipitation might also impact the carbonate system in estuarine environments (Abril et al., 2004; Macreadie et al., 2017; Su et al., 2020).

This complicated mixing scheme in the upper PRE makes it difficult to quantify the DIC and TA budget at all stations; thus, we take the upstream-most station as an example to quantify the influences of biogeochemical processes. At this station, the freshwater source was mainly the North River.


Air-Water CO2 Exchange

The upper PRE was a strong CO2 source. CO2 evasion decreases DIC in the water, but has no influence on TA. The average air-water CO2 exchange rate in the Guangzhou region was 175.5 ± 14.5 and 174.5 ± 1.5 mmol m–2 d–1 in January of 2005 and 2019, respectively (Table 1). If a residence time of 5 days and average water depth of 5 m are adopted (Zhao, 1990; Guo et al., 2008), the influence of CO2 evasion would have decreased DIC by 175.5 and 174.5 μmol kg–1 in January 2005 and 2019, respectively. This shows the influence of CO2 evasion on DIC was nearly identical in 2019 and 2005.



Pelagic Nitrification

The stoichiometric relationships of NH4+ and NO2– to DO and H+ are expressed in Eqs. 5 and 6 (Dai et al., 2006). Only the oxidation of NH4+ to NO2– influences TA, and the ratio of change in TA to NH4+ concentrations is 2. Nitrification decreases TA in the water, but has no influence on DIC. At the upstream-most station, NH4+ oxidation rates were 3.86 μmol L–1 d–1 in January 2005 and 6.53 μmol L–1 d–1 in January 2019 (Table 1). Therefore, the rates of change in TA were 7.7 and 13.1 μmol L–1 d–1 in 2005 and 2019, respectively. Similarly, taking a residence time of 5 days (Guo et al., 2008), the TA change would be −38.6 and −65.3 μmol L–1 in 2005 and 2019.

[image: image]



Organic Carbon Oxidation

The total oxygen consumption rate includes the oxygen consumption due to nitrification and organic carbon oxidation. During nitrification, the stoichiometric ratio of O2 to NH4+ is 1.5 during the NH4+ oxidation process, and the ratio of O2 to NO2– is 0.5 during the NO2– oxidation process (Eqs. 5 and 6). The NH4+ oxidation rate was 3.86 μmol L–1 d–1 in 2005 and 6.53 μmol L–1 d–1 in 2019, and the NO2– oxidation rate was 4.62 μmol L–1 d–1 in 2005 and 7.75 μmol L–1 d–1 in 2019 (Table 1). Therefore, the oxygen consumption rate induced by nitrification was 8.10 μmol O2 L–1 d–1 in January 2005 and 13.69 μmol O2 L–1 d–1 in January 2019, respectively.

As the total oxygen consumption rate at this station was 55.88 μmol L–1 O2 d–1 in January 2005 and 49.44 μmol L–1 O2 d–1 in January 2019, the DO consumption rate induced by the oxidation of organic carbon (excluding oxidation of nitrogen) was 47.78 μmol L–1 O2 d–1 in January 2005 and 35.75 μmol L–1 O2 d–1 in January 2019. According to the stoichiometric ratio of organic carbon oxidation (excluding nitrification of NH4+, Eq. 7), the DIC production rate due to organic carbon oxidation would be 47.78 μmol C L–1 d–1 in January 2005 and 35.75 μmol C L–1 d–1 in January 2019. If a residence time of 5 days is assumed (Guo et al., 2008), the DIC addition due to organic carbon oxidation would have been 238.9 μmol kg–1 in January 2005 and 178.8 μmol kg–1 in January 2019.
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CaCO3 Dissolution

As the saturation state of CaCO3 in the upper PRE (Ω < 0.5) was well below the saturation level (Ω = 1), CaCO3 should dissolve. CaCO3 dissolution influences both DIC and TA. We estimated the Ca2+ addition resulting from CaCO3 dissolution according to the difference between the observed and estimated conservative mixing Ca2+ concentrations. To estimate the conservative Ca2+ concentration, we assume two end-member mixing between North River water and seawater. The relationship of the conservative mixing line of Ca2+ with salinity is expressed by Eq. 8.
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In January 2005, the conservative Ca2+ concentration at the upstream-most station was 957.3 μmol kg–1. As the measured Ca2+ concentration was 1691.8 μmol kg–1, the Ca2+ addition was 734.4 μmol kg–1. Since CaCO3 dissolution adds DIC and TA by 1 and 2 times the amount of CaCO3 dissolved (Eq. 9), the DIC and TA additions resulting from CaCO3 dissolution were 734.4 and 1468.8 μmol kg–1, respectively. Similarly, the conservative and observed Ca2+ concentrations were 882.9 and 1051.8 μmol kg–1 in January 2019, and the Ca2+ addition was 168.9 μmol kg–1. The DIC and TA additions resulting from CaCO3 dissolution were 168.9 and 337.8 μmol kg–1, respectively. These estimates show that CaCO3 dissolution in 2019 was much weaker than in 2005.
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The relatively lower CaCO3 dissolution in January 2019 might be due to the relatively higher pH (Figures 5C-1,C-2). Low pH is favorable for CaCO3 dissolution. Therefore, the relatively lower pH in 2005 might enhance CaCO3 dissolution. However, CaCO3 dissolution increases pH (Eq. 9), which adds the complexity of the relationship between pH and CaCO3 dissolution.



Benthic Release

Denitrification can also influence DIC and TA (Chen, 2002), but as the water column was generally oxygenated (although DO < 60 μmol kg–1) we assumed denitrification was negligible. However, both nitrification and denitrification might occur in the sediments of the PRE, which also influences the carbonate system in the water (Xu et al., 2005). Other anaerobic reactions (reduction of Fe/Mn and/or sulfate) in the sediment might also affect the carbonate system in the water. Anaerobic reactions in sediment consume protons and increase TA in the sediment porewater. Combined with the organic carbon degradation, DIC in porewater in the PRE was much higher than in the water column (Cai et al., 2015). The interactions between sediment and water at the water-sediment interface cause the sediment to release DIC and TA to the water column. A similar phenomenon of sedimentary reactions altering the carbonate system in the water column was also observed in the northern Gulf of Mexico (Hu et al., 2017; Berelson et al., 2019).

As we didn’t measure benthic fluxes during the cruises, we used the benthic DIC flux measured in November 2013 and the benthic TA/DIC ratio reported in the literature to estimate the influence of benthic release on the water column DIC and TA. In November 2013, the benthic DIC release rate at the upstream station was 1200 ± 300 mmol m2 d–1 (Cai et al., 2015).

To account for the large influence of temperature on the rates of biogeochemical processes (Rabus et al., 2002; Govorushko, 2012), we calibrated the biogeochemical process rates in the sediment according to Eq. 10.
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Q10 refers to the multiple of the increase in the rate of biochemical reactions per temperature increase of 10°C; k refers to the slope of the linear regression between temperature and the logarithm of rates.

The reported Q10 of anaerobic reactions in sediment ranges from 2 to 3 (Pomeroy and Wiebe, 2001; Kirchman et al., 2009), so a Q10 of 2.5 was taken in the estimation. The temperature in November 2013 when the sampling of Cai et al. (2015) was conducted was 22°C, while temperatures during our January 2005 and 2019 samplings were 16.0 and 16.4°C. Lowering the temperature by 6 and 5.6°C decreases the reaction rates by 1.73 and 1.67, respectively. Assuming that other conditions during our cruises were the same as November 2013, the benthic DIC release rate was 692.5 μmol m2 d–1 in January 2005 and 718.3 μmol m2 d–1 in January 2019.

The ratio of the benthic TA/DIC flux is 0.57–0.95 in the hypoxic northern Gulf of Mexico (Berelson et al., 2019). If this ratio range is similar in the PRE, the benthic TA flux would be 394.7–657.9 mmol m–2 d–1 in January 2005 and 409.5–682.4 mmol m–2 d–1 in January 2019.

The Guangzhou region of the upper PRE was well-mixed vertically, so the released benthic DIC and TA were likely homogenized throughout the whole water column. Taking an average water depth of 5 m and a residence time of 5 days (Zhao, 1990; Guo et al., 2008), the DIC and TA additions from the benthic flux would be 695.2 and 394.7–657.9 μmol kg–1 in January 2005, and 718.3 and 409.5–682.4 μmol kg–1 in January 2019. Therefore, considering the uncertainties in the benthic DIC and TA flux estimates, no conspicuous changes were observed between January 2005 and January 2019.




Inter-annual Variations in DIC and TA in the Upper PRE

The quantification of the above biogeochemical processes at the upstream-most station is shown in Table 2. The net influence of these biogeochemical processes was 1490.3 and 1824.9–2088.1 μmol kg–1 for DIC and TA in January 2005, and 895.1 and 682.0–954.9 μmol kg–1 for DIC and TA in January 2019. The estimates were generally consistent with the observed DIC and TA additions (1735.6 and 1549.2 μmol kg–1 in January 2005, and 707.4 and 539.5 μmol kg–1 in January 2019) at this station.


TABLE 2. Quantified influences of biogeochemical processes on DIC and TA (ΔDIC and ΔTA) at Guangzhou in January of 2005 and 2019.
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The only DIC sink for upper PRE water in January of both 2005 and 2019 was CO2 evasion to the atmosphere, while the DIC sources were organic carbon oxidation, CaCO3 dissolution and benthic release. The DIC removal due to CO2 evasion to the atmosphere was almost the same during the two winter cruises (175.5 and 174.5 μmol kg–1 in 2005 and 2019, respectively). Although the DIC addition from organic carbon oxidation in January 2019 was slightly lower than in January 2005 (238.9 μmol kg–1 in 2005 vs. 178.8 μmol kg–1 in 2019), DIC removal due to CO2 evasion was almost offset by the DIC addition resulting from organic carbon oxidation during both cruises relative to the size of the overall DIC budget. The most important sources of DIC were CaCO3 dissolution and benthic release. As the benthic release rates were estimated based on previously reported benthic DIC fluxes and only the temperature effect was considered, estimates of benthic DIC release were similar during the two winter cruises as the temperatures were similar. A comparison between the two winter cruises indicates the largest differences were in the DIC addition due to CaCO3 dissolution; DIC addition due to this process was 565.5 μmol kg–1 lower in January 2019 than in January 2005, controlling the much lower overall DIC addition observed in January 2019.

The only major sink for TA of the water was pelagic nitrification. As the nitrification rate in January 2019 was slightly higher than in January 2005, the TA removal in 2019 (65.3 μmol kg–1) was slightly greater than in 2005 (38.6 μmol kg–1). As was the case with DIC, the benthic TA release during both the 2005 and 2019 cruises was similar. However, the TA addition due to CaCO3 dissolution in January 2019 was 1131.0 μmol kg–1 lower than in 2005, and dominated the decrease in the local TA addition in 2019 in the upper PRE.

Although the above estimates generally explain the inter-annual variations in DIC and TA in the upper PRE between 2005 and 2019, there are differences between the sum of the estimated and the observed addition values. These differences might be due to the different dynamic conditions during the different cruises as well as the uncertainties in estimating benthic DIC and/or TA fluxes. The uncertainties in water residence time, average depth, and other parameters might also add to the uncertainties of the estimates. In addition, the influence of complicated mixing on the biogeochemical processes across the entire estuarine mixing zone is yet to be quantified. The relationship between decreasing CaCO3 dissolution and the improvement of water quality also needs further examination.

Ecological environmental improvement is a universal goal in China and across the world, and this may in turn influence the cycles of biogenic elements. Similar inter-annual variability in biogeochemical parameters or mass fluxes may manifest in other estuaries and coastal zones, which could also influence ocean element cycling and even local climate change. This phenomenon deserves more attention.




CONCLUSION

Dissolved inorganic carbon and TA distributions in the PRE were determined in January of 2005 and 2019. Although they show little difference in the high-salinity lower estuary, both DIC and TA in the heavily perturbed upper estuary showed a ∼1000 μmol kg–1 decrease in 2019 compared to 2005. The upstream-most station was used as an example to quantify the influences of biogeochemical processes on DIC and TA. For DIC, the CO2 degassing was almost compensated by organic carbon oxidation, while benthic release and CaCO3 dissolution contributed to the major additions. For TA, benthic release and CaCO3 dissolution were the major additions, and pelagic nitrification contributed to slight removal. Although the above biogeochemical processes differed between the 2 years, the decrease in CaCO3 dissolution dominated the DIC and TA decreases in the upper PRE in 2019 compared to 2005. In the context of global change, inter-annual variability in the biogeochemical parameters of estuaries and coasts might be universal and deserves more attention.
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Large rivers export a large amount of dissolved inorganic carbon (DIC) and nutrients to continental shelves; and subsequent river-to-sea mixing, eutrophication, and seasonal hypoxia (dissolved oxygen < 2 mg⋅L–1) can further modify DIC and nutrient distributions and fluxes. However, quantitative studies of seasonal carbonate variations on shelves are still insufficient. We collected total alkalinity (TA), DIC, and NO3– data from nine cruises conducted between 2006 and 2010 on the northern Gulf of Mexico continental shelf, an area strongly influenced by the Mississippi and Atchafalaya Rivers. We applied a three-end-member model (based on salinity and potential alkalinity) to our data to remove the contribution of physical mixing to DIC and nitrate distribution patterns and to derive the net in situ removal of DIC and nitrate (ΔDIC and ΔNO3–, respectively). Systematic analyses demonstrated that the seasonal net DIC removal in the near-surface water was strong during summer and weak in winter. The peak in net DIC production in the near-bottom, subsurface waters of the inner and middle sections of the shelf occurred between July and September; it was coupled, but with a time lag, to the peak in the net DIC removal that occurred in the near-surface waters in June. A similar 2-month delay (i.e., January vs. November) could also be observed between their minima. A detailed examination of the relationship between ΔDIC and ΔNO3– demonstrates that net biological activity was the dominant factor of DIC removal and addition. Other effects, such as air–sea CO2 gas exchange, wetland exports, CaCO3 precipitation, and a regional variation of the Redfield ratio, were relatively minor. We suggest that the delayed coupling between eutrophic surface and hypoxic bottom waters reported here may also be seen in the carbon and nutrient cycles of other nutrient-rich, river-dominated ocean margins worldwide.

Keywords: carbon cycle, dissolved inorganic carbon, carbonate saturation state, river plume, Mississippi River


HIGHLIGHTS

- Net CO2 removal was strong in summer and weak in winter in the near-surface waters.

- Net CO2 accumulation was strong from July to September and weak in January in the near-bottom, subsurface waters.

- Wetland exports and air–sea gas exchanges are minor factors in dissolved inorganic carbon (DIC) changes.

- A 100 μmol⋅kg–1 increase of net DIC removal led to a 1Ω increase in a shelf-wide scale.

- Annually, the peak of net CO2 removal was about 2 months before the peak of net accumulation.



INTRODUCTION

Continental shelves receive large and highly variable amounts of freshwater, dissolved inorganic carbon (DIC), and nutrients. As such, they may experience seasonal coastal enhanced primary productivity and bottom-water hypoxic [dissolved oxygen (DO) less than 2 mg⋅L–1] events (Borges and Gypens, 2010; Rabalais et al., 2010; Bauer et al., 2013; Breitburg et al., 2018; Oschlies et al., 2018). Seasonal variations in the riverine carbonate system can alter the composition of the river end-member, while subsequent mixing with seawater and the effect this has on the carbonate system equilibrium constants can lead to the formation of a minimum pH and low partial pressure of carbon dioxide (pCO2) zone (Hu and Cai, 2013; Huang et al., 2018; Laurent et al., 2018). Excessive amounts of riverine nutrients can induce eutrophication, which fuels primary production, removing DIC from the water, increasing the flux of organic matter, and subsequently leading to hypoxic events whereby DIC is released back to the water. Notwithstanding the recent improvements in our conceptual understanding of biogeochemical processes in river-dominated continental shelf systems (Bianchi et al., 2010; Cai et al., 2011; Hu et al., 2017; Legge et al., 2020), quantitative information about the seasonal net DIC removal in the near-surface waters and net DIC release/accumulation in the near-bottom, subsurface waters, respectively, is still insufficient.

Carbon fluxes between wetlands, estuaries, and shelves have been quantified in a global North American carbon budget in Najjar et al. (2018). One component of this budget that has since gained more attention is the contribution of wetlands toward organic carbon storage, especially due to the very high productivity of saltmarsh vegetation along the periphery of the Gulf of Mexico (Thorhaug et al., 2017, 2019). The cross-shelf transport from wetlands to shelves has generated considerable recent research interest (Fry et al., 2015; Anderson et al., 2020). Field studies conducted along the shelf of the northern Gulf of Mexico (nGOM) have reported DIC release rates and associated pH and DO variations in near-bottom, subsurface waters during the summer (Xue et al., 2015; Jiang et al., 2019). The development of hypoxia is also time-dependent, yet few investigations have addressed this issue over monthly to sub-monthly timescale (Turner et al., 2017; Matli et al., 2018). Laurent et al. (2018) used a three-dimensional model to simulate these processes in the nGOM. They found that significant shifts could occur as a result of changes in freshwater discharge and wind direction, particularly where the latter was persistent and favored upwelling.

The Mississippi and Atchafalaya River system is the largest in North America in terms of freshwater discharge (Milliman and Meade, 1983). It exports ∼17 Tg C⋅year–1 of DIC to the nGOM (Goolsby et al., 2000; Raymond et al., 2008; Lehrter et al., 2013) but also acts as a sink of atmospheric CO2 by stimulating primary productivity in the receiving coastal and shelf waters (Huang et al., 2015b). The riverine nitrogen export is about 1–1.5 Tg N⋅year–1 (T = 1012), with nitrate (NO3–) accounting for two-thirds of the total and nitrite plus ammonium for the remaining third. The marine end-member contributes 30% of the nitrogen inputs to the nGOM shelf (Lehrter et al., 2013), but it is the seasonal fluctuations in the river inputs that modulate the amount of primary production on the shelf (Turner and Rabalais, 2013; Chakraborty and Lohrenz, 2015). On an annual basis, biological productivity on the Louisiana shelf is controlled by the availability of N (Turner and Rabalais, 2013), although P and Si can also be co-limiting over small temporal and spatial scales (Ren et al., 2009; Turner and Rabalais, 2013). Seasonal variations in river inputs and changes in coastal physical and biological conditions should conceptually lead to seasonal variations in air–sea CO2 gas exchange. Previous studies conducted off the Louisiana Bight in the late 2000s and over a wider portion of the shelf in the 2010s have revealed that these study areas act as a strong CO2 sink in spring to early summer but switch to a weak source or near-neutral system in fall to winter (Green et al., 2006; Guo et al., 2012; Huang et al., 2015b; Xue et al., 2016). The approach used in these studies was to quantify air–sea CO2 flux and net DIC removal according to salinity intervals or depth intervals (topography). Comparable studies identifying specific regions of net DIC removal/uptake or release/accumulation down the water column on an annual scale are still rare. In particular, the chemical measurements needed to reveal the interconnections and relationships that drive the seasonal net DIC removal in a river-dominated continental shelf are still lacking.

In this study, we measured total alkalinity (TA) and DIC and calculated pH and calcium carbonate saturation state (ΩArag) from the river to the marine end-members based on an extensive dataset of nine cruises conducted over 5 years (2006–2010). We systematically removed the effect of river-to-sea mixing on DIC and NO3– concentrations using an end-member model and interpreted the residuals as net DIC removal/accumulation; the residuals showed systematic seasonal variations in specified ranges of depths and salinity in both near-surface and near-bottom waters. Based on these results, we discuss the combined effects of mixing and biological activity on the non-linear variations observed in pH and ΩArag. We then investigate the processes affecting the carbonate system by analyzing the covariation of net DIC removal/accumulation and NO3– across the studied area. Finally, we synthesize our improved understanding of these processes via a conceptual model for the whole region.



METHODS


Sampling and Analytical Methods

Seawater salinity, temperature, DIC, TA, and nutrient data were collected on nine cruises in the nGOM (Figure 1 and Table 1). Five cruises (2009 to 2010) were cross-shelf surveys (Figure 1). Four previous cruises (2006–2007) were focused on an area that has been covered for more than three decades for hypoxia mapping and investigation1.


[image: image]

FIGURE 1. The study area and sampling frequency map. Nine cruises surveyed the nGOM (the red rectangle in the inset) near the Mississippi and Atchafalaya Rivers (blue lines) and several wetlands, lakes, and bays. The sampling stations covered the shelf and also parts of the open Gulf. Generally, most of the stations were visited four times, and the stations on Louisiana Bight were visited with a higher frequency. Transect C (dashed line) was labeled to show the cross-shelf variation in later sections. The red dashed line indicates Loop Current, and the circle with an arrow represents a loop current eddy and its direction, respectively, in the inset. nGOM, northern Gulf of Mexico.



TABLE 1. Summary of survey cruises.

[image: Table 1]Water samples for TA and DIC were taken from Niskin bottles that were attached to a conductivity, temperature, and pressure package (CTD) following standard procedures. Water samples for TA and DIC were filtered through a purged cartridge filter (Whatman® 6724-6004) directly into borosilicate glass bottles and were poisoned with 100 μl of saturated HgCl2 solution immediately after sampling to arrest biological activity. Then the samples were kept at low temperatures (∼4°C) until analysis at the University of Georgia. DIC samples (0.75 ml) were acidified by adding 1 ml of 10% H3PO4, and the CO2 released was quantified by using a CO2 detector (LI-COR® 6262 or 7000) (AS-C3 Apollo SciTech). TA was analyzed on a temperature-controlled, semi-automated titrator (AS-ALK2 Apollo SciTech) following the open-cell Gran titration method. Both TA and DIC measurements were referenced against certified reference materials from A. G. Dickson at Scripps Institution of Oceanography. The precision of TA and DIC measurements was 0.1% (Cai and Wang, 1998; Huang et al., 2012a). The concentration of NO3– was measured according to wet chemistry methods (APHA, 1989) with a continuous flow analyzer (Astoria-Pacific International) during 2006–2007 cruises done by Lehrter et al. (2013) and during the 2008–2010 cruises done by Chakraborty and Lohrenz (2015). On each cruise, DO, chlorophyll a (Chl-a), and NO3– concentrations were measured by the same group. DO concentrations were measured with the CTD system with excellent stability (Murrell et al., 2013). Apparent oxygen utility (AOU) was calculated by the saturated DO concentration minus the measured DO concentration.



Calculation of pH and ΩArag

We used TA, DIC, and dissolution constants from Millero et al. (2006) to calculate pH and saturation state for aragonite (ΩArag) using the R software package seacarb (Gattuso et al., 2016). Since aragonite is more soluble (lower Ω values) than calcite, we selected ΩArag over ΩCal as the carbonate saturation state parameter for this study. ΩArag is defined as follows:
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where [Ca2+] is the calcium ion concentration, [CO32–] is the carbonate ion concentration, and K’sp is the apparent solubility product of aragonite in seawater at a given salinity, temperature, and pressure (Mucci, 1983). Note that in seacarb, or indeed in other carbonate chemistry equilibrium calculation packages, riverine [Ca2+] is set to 0, and its concentration in seawater is inferred from salinity. Thus, we need to override these settings in order to calculate [Ca2+] in the river plume or estuarine waters. In this study, the riverine calcium concentrations were relatively high, with average concentrations of 1.0 ± 0.1 mmol⋅kg–1 in the Mississippi River end-member (Balle Chase, Louisiana station) and 0.9 ± 0.2 mmol⋅kg–1 in the Atchafalaya River end-member (Morgan City, USGS #07381600). As these two [Ca2+] end-members showed no significant difference, the Mississippi end-member value was used in our calculations. [Ca2+] of 10.28 mmol⋅kg–1 at a salinity of 35 was used as the ocean end-member, and the concentrations along the salinity gradient were then calculated using the following linear equation:
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In situ salinity and temperature values were used to calculate Ksp in surface samples and were adjusted to ambient pressure where necessary with the equations provided by Millero (1995) and the corrected constants provided by Zeebe and Wolf-Gladrow (2001).

The effect of [Ca2+] variation can be canceled mainly by the change of Ksp’ when they are both a function of salinity without riverine [Ca2+] (Xue et al., 2017). The change of [Ca2+] with this new slope in Eq. (2) may still be proportional to the change of Ksp’ in high salinities but may not sufficiently covary in low salinities. As the low-salinity region (<18) covers a relatively small part of this shelf (<3%) (Huang et al., 2015b), we focus our discussion on ΩArag variations at higher salinities (>18).

We estimated the uncertainty for ΩArag and pH due to the measurement uncertainties in TA (±0.1%) and DIC (±0.1%) by the bootstrap method (Efron, 1992). We assumed each uncertainty occurred randomly in TA and DIC, and we used TA of 2,400 μmol⋅kg–1 and DIC of 2,050 μmol⋅kg–1 as an example to calculate their corresponding ΩArag with seacarb. The average value and its standard deviation of 500 iterations were 3.87 and 0.02 in ΩArag unit (±0.5%), respectively. Similarly, the impact of uncertainties of the same TA and DIC values on the calculated pH value was ± 0.0026 pH unit (±0.03%).



Net Dissolved Inorganic Carbon Removal (ΔDIC) and Nitrate Removal (ΔNO3–) Over the Water Column

To assess the spatial pattern of net DIC removal or accumulation (ΔDIC) in both near-surface and near-bottom, subsurface waters, we need to remove the mixing effect on DIC and to quantify ΔDIC and net NO3– removal (ΔNO3–) over the shelf area. To this end, we applied a three-end-member mixing model, as the two rivers are often fairly different in their chemical properties. We used “f” as the fractional contribution of (1) freshwater from the Mississippi River (subscripted “M”), (2) freshwater from the Atchafalaya River (subscripted “A”), and (3) seawater (subscripted “S”). “Sal” is the observed salinity, and “S” is used to represent the salinity of each end-member. The results of this three-end-member method comprise the bulk of this report. Following Guo et al. (2012); Huang et al. (2012a), the model equations are as follows:
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In a three-end-member model, we need another conservative tracer in addition to salinity. Here, we used a slightly modified alkalinity term. In the river plume, TA is affected by conservative mixing as well as biological NO3– drawdown (ΔNO3–). Thus, we have
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This TA modification is linked to NO3– use or regeneration,
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By combining Eq. (6) with Eq. (5), a conservative property called “potential alkalinity,” TA+NO3– (Brewer and Goldman, 1976; Peng et al., 1987; Bates et al., 1998) can be derived:
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As both TA and NO3– are known, the fractional contribution of each end-member (fM, fA, and fS) can be solved by substituting in end-member values (Supplementary Tables 1, 2) and using Eqs. (3), (4), and (7) with a non-negative solver (NNLS in MATLAB).

Thereafter, any biological modification during the mixing can be expressed as the difference between the observation and a conservative value predicted by the mixing model. For example, ΔDIC can be calculated by subtracting measured DIC from the DIC value based on conservative mixing:
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Positive ΔDIC values in the near-surface waters are defined as net DIC removal, and negative values in the near-bottom, subsurface waters are defined as net DIC accumulation. Similarly, the biological modification can be calculated via Eq. (6).

We allowed for the fact that the marine end-member may change depending on the season and plume trajectory (Table 1 and Supplementary Table 1). The shelf water has a residence time of about 1 month during winter and over 3 months during summer (Zhang and Hetland, 2012; Xue et al., 2013). We selected one marine end-member from high-salinity offshore waters in each cruise as the standard deviation of each monthly TA average in the offshore water (0 to 100 m, salinity > 36) was mostly less than 14 μmol⋅kg–1 (<0.5%) (Supplementary Table 3).

Finally, we gained insight into the controlling processes responsible for the ΔDIC and ΔNO3– variations by analyzing the observed ΔDIC vs. ΔNO3– relationship, as CaCO3 precipitation/dissolution affects the slope and air–sea gas exchange affects the intercept of the theoretical relationship.



Supportive Lines of Mixing and Biological Activities for pH and ΩArag

In special cases, such as in areas near one river or when the chemical differences of the two river end-members are much smaller than biological modifications during mixing, the above three-end-member model may be simplified into a two-end-member model. An advantage of a two-end-member model is that only one conservative tracer (i.e., salinity) is enough for calculations. Another benefit is that one can readily show the biological modification as the deviations from a linear plot of property against the conservative tracer (i.e., a NO3– or DIC vs. salinity plot). Thus, we chose to apply a two-end-member model to examine non-linear biological modifications on our data in the near-surface water in this study area. Note that the majority of our results are still based on the three-end-member model in the section “Net Dissolved Inorganic Carbon Removal (ΔDIC) and Nitrate Removal (ΔNO3) Over the Water Column.”

We simplified the mixing case by using the combination of river end-members and the marine end-members to demonstrate the seasonal effects of mixing and biological activities on pH and ΩArag. During the combination of river end-members, the freshwater discharge was considered and used two thirds from the Mississippi River end-member and one third from the Atchafalaya River end-member (Supplementary Table 1). We considered that TA and DIC are conservative (TAmix2 and DICmix2, respectively) for mixing to calculate the conservative pH (pHmix2) and ΩArag (ΩArag_mix2) for each season with seacarb. The abbreviation of “mix2” represented “two-end-member mixing” to distinguish the difference from the three-end-member mixing model in the following section.
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where subscribed “M1” and “S1” are end-member values for the mixed river and the marine end-members, respectively; fM1 and fS1 are fractions from the mixed river and the marine end-members. Using TAmix2 and DICmix2, we can calculate pHmix2 and ΩArag–mix2.

We considered the influence of net biological production to evaluate the effect of net DIC uptake on pH and ΩArag. We used the deficit of NO3– between measurements and the conservative mixing (ΔNO3–bio2) as biological uptake to simulate biological effects on TA (TAbio2) and DIC (DICbio2). The NO3– to salinity relationship was non-linear in each season and was discontinuous in a few salinity ranges. To fulfill these missing nitrate values in these salinity ranges, we extrapolated data to the few missing nitrate data points by using a non-linear nitrate-to-salinity relationship for each season (Supplementary Figure 1). We then used the deficit between the non-linear relationship and the linear conservative mixing line in each salinity bin to calculate ΔNO3–bio2. For each unit of biological uptake, ΔNO3–bio2 can increase one TA by one unit (Brewer and Goldman, 1976; Wolf-Gladrow et al., 2007) in addition to the conservative mixing (Eq. 11) and can induce a DIC change of 106/16 of ΔNO3–bio2 through the Redfield ratio (C/N = 106/16) (Eq. 12).
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TAmix2+bio2 and DICmix2+bio2 were used to calculate the combined effect of mixing and biological-induced pH (pH_mix2+bio2) and ΩArag (ΩArag_mix2+bio2) values for each season (seacarb with the same K1 and K2 used again). Additional information about the DIC buffer factor is provided with Supplementary Information.

To sum up, this two-end-member model can quickly give us the effect of mixing and biological uptake on changes of pH and ΩArag in the mid-salinity surface water.



RESULTS


Seasonal Properties to Salinity Relationships

Freshwater discharge, TA (Table 2), and NOx (including nitrate and nitrite) fluxes varied seasonally and were generally high during the spring and low during the late summer and fall (Figure 2) (United States Geological Survey, Hypoxia in the Gulf of Mexico Studies)2.


TABLE 2. Salinity, temperature, pH, DIC, TA, Ca2+, and ΩArag values at the Mississippi and Atchafalaya Rivers and Terrebonne Bay.

[image: Table 2]
[image: image]

FIGURE 2. The temporal variations of river discharge, TA values, and nitrogen flux. Throughout the course of our sampling, freshwater discharge (black line) and the NOx flux (gray area) from the Mississippi and Atchafalaya Rivers [U.S. Geological Survey (USGS) data] varied seasonally. USGS TA values (open circles) were close to our measured TA (solid circles). Vertical gray lines indicate the beginning date of the sampling cruise in Table 1. TA, total alkalinity.


The effects of the freshwater discharge further characterized the seasonal variations in the TA and salinity relationships (Figures 3A–D). When considering the TA–salinity relationship, TA values were high in low-salinity waters during the summer due to the reduction of river discharge (for example, riverine TA was over 2,500 μmol⋅kg–1 in June) (Table 2). In contrast, TA values were low during the late fall, winter, and early spring when discharge was high (for example, riverine TA was ∼1,800 μmol⋅kg–1 in November 2009) (Figures 2, 3A–D). Overall, the TA data were generally in the range or close to the boundary composed of two rivers and one marine end-members, indicating possible three-end-member mixings (Figures 3A–D).
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FIGURE 3. Total alkalinity and DIC-to-salinity relationships. Fluctuating TA and DIC river end-members dominated the seasonal variations in the near-surface water (A–H). In the near-surface water (solid marker) during the summer, DIC measurements were lower in middle salinities than those in high salinities and displayed clear DIC removals (F). In the near-bottom, subsurface, and deep waters (open marker), DIC extended a high concentration arm at high salinities at the marine end-members. We clarify the relationships between 20- and 100-m depth in the inset of each panel (A–H). TA, total alkalinity; DIC, dissolved inorganic carbon.


Relative to the near-linear TA and salinity relationship, DIC concentrations in middle salinities were much lower than those in high salinities on the DIC-to-salinity relationship (Figures 3E–H). Net DIC removal in middle salinities was clear during the summer. Chl-a-to-salinity relationships corresponds to the net DIC removal. High Chl-a concentrations (over 30 μg⋅L–1) were observed in salinities of 20 to 30 in the near-surface water during the spring and summer cruises, medium Chl-a concentrations (<20 μg⋅L–1) during the fall, and low Chl-a concentrations (∼<5 μg⋅L–1) in the winter (Supplementary Figure 6). Moreover, changing river DIC end-members (Table 2) and levels of deficits displayed the seasonal variations on the DIC-to-salinity relationships (Figures 3E–H). High DIC river end-members and large DIC deficits were present from May to September (Figures 3E,F), and low DIC river end-members and reduced DIC deficits were present from November to March (Figures 3G,H,E). When freshwater discharge quickly decreased from spring to summer, DIC river end-member can promptly increase and create non-linear mixing curves on the DIC-to-salinity relationship. We considered this issue, and we adopted a river end-member a few weeks earlier than the sampling cruise to perform the calculation in the section “Net Dissolved Inorganic Carbon Removal (dDIC) and Nitrate Removal (dNO3–) Over the Water Column.”

Values of measured pH and ΩArag displayed maximum values in middle salinities during each season (Figure 4), particularly during the summer (Figures 4B,F). Similarly, the highest ΩArag in middle salinities was over 6.0 during the spring, increased to over 7.0 in the summer, was below 7.0 in the fall, and reduced to below 5.0 in the winter (Figures 4E–H).
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FIGURE 4. Relationships between pH and ΩArag to salinity. Values of pH and ΩArag displayed non-linear relationships with salinity in the near-surface waters (filled symbols, depth < 5 m) and displayed low values in near-bottom, subsurface, and deep waters (open symbols, depth > 5 m) (A–H). Values of pH and ΩArag values from November to January were close to their supporting conservative curves and (C,D,G,H) were close to the supporting curves with biological activity from May to August (A,B,E,F) in the near-surface waters. Respiration induced extensions arms of pH and ΩArag from the sea end-member can be observed in each panel (open markers). The supporting lines in this figure are based on the section “Supportive Lines of Mixing and Biological Activities for pH and ΩArag”. TA, total alkalinity; DIC, dissolved inorganic carbon.


We had drawn supporting lines by simplified simulations (section “Supportive Lines of Mixing and Biological Activities for pH and ΩArag”) to help us to display non-linear distribution patterns of mixing or biological activities in Figure 4. Conservative simulations for pH_mix2 and ΩArag_mix2 were curves due to the carbonate system (Figure 4) and varied seasonally in the near-surface water (Figure 4). Our NO3– fitting curves based on measured data were concaved upward in all seasons, showing a strong contrast to their respective ideal linear mixing lines (Figure 5 and Supplementary Figure 1). The NO3– deficit from the conservative mixing line to the fitting curve of measured data was large in spring, kept increasing in summer, and reduced from fall to winter (Figure 5). This deficit of NO3– was converted to net biological DIC uptake to simulate pH_mix+bio2 and ΩArag_ mix+bio2 (Figure 4, methods in the section “Supportive Lines of Mixing and Biological Activities for pH and ΩArag”). The differences between pH_mix2 and pH_mix2+bio2, and between ΩArag_mix2 and ΩArag_mix2+bio2, are effects on these properties by the net biological uptake (Figure 4). These effects of net biological uptake on each carbonate parameters varied seasonally in middle-to-high salinities, increasing from spring to summer and decreasing from fall to winter. Finally, those measured pH and ΩArag values were close to the conservative mixing curves during November and January (Figures 4C,D,G,H) and were close to the biological activity scenario, particularly during May and June (Figures 4A,B,E,F). Note that the result of supporting lines in the section “Supportive Lines of Mixing and Biological Activities for pH and ΩArag” was only presented in Figures 4, 5.
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FIGURE 5. Nitrate-to-salinity relationships in the near-surface water in four seasons. The nitrate river end-member increased from the spring (A) to the summer (B) and decreased to the fall (C) and winter (D). We used nitrate measurements (symbols) in each season to fit a concave upward curve to fulfill the lack of data in a few salinity bins. The deficit of nitrate between the nitrate measurement (concave-upward curve) and the conservative mixing line (that is, net nitrate removal) was also high in the summer and low in the winter. The deficit of NO3– in this figure was only used in the section “Supportive Lines of Mixing and Biological Activities for pH and ΩArag” to convert to biological DIC uptake and to calculate the supporting lines of effects of mixing plus biological uptake in Figure 4. Note that results from the section “Supportive Lines of Mixing and Biological Activities for pH and ΩArag” are only used for Figure 4. DIC, dissolved inorganic carbon.


In high-salinity waters, an arm of high DIC (Figures 3E–H), pH (Figures 4A–D), and ΩArag (Figures 4E–H) extended from the marine end-member. Sources of these waters were near-bottom shelf waters or subsurface and deep (>200 m) waters, and these values deviated from simulations in the near-surface water, showing net DIC release. Additionally, extension arms of low values of DIC buffer factor in high salinities were in DIC buffer factor to salinity relationships (Supplementary Figures 7A-D).

To sum up, four distribution patterns characterized the carbonate parameters along the river-to-sea salinity gradient: (1) river TA and DIC end-members varied seasonally (Figure 3), (2) pH- and ΩArag-to-salinity relationships showed concave-downward curves in the near-surface waters (Figure 4), (3) the deficits between the observed pH and ΩArag data to the conservative mixing curves changed seasonally (Figure 4), and (4) an arm was extended from the marine end-members of pH and ΩArag (Figure 4).



Distributions of Multi-year Average Salinity and ΔDIC in the Near-Surface Water

The distribution of ΔDIC (calculated by the three-end-member model) generally demonstrated non-conservative effects during the dispersal process in the near-surface water compared with salinity (Figure 6). The salinity contour lines of 18 and 33 were parallel to the coastline and demonstrated the principle dispersal range between them (Figure 6A,B). High and positive ΔDIC values (strong net DIC removal) were at the Louisiana Bight, and ΔDIC was nearly zero at non-plume regions on a shelf-wide scale in most cases (Figure 6C,D), implying strong net DIC uptake just next to the river mouth and descending toward the far-field of this river plume. Note that the ΔDIC values hereafter were quantified by using the three-end-member model in the section “Net Dissolved Inorganic Carbon Removal (ΔDIC) and Nitrate Removal (ΔNO3) Over the Water Column.”
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FIGURE 6. Distributions of multi-year average salinity and ΔDIC in the near-surface water during wet and dry seasons. Average salinity was from salinities of nine cruises to show the general trend of river plume trajectory. Salinities lower than 18 were along the inner shelf, and salinities between 18 and 33 were observed along the inner to middle shelves (A,B). The salinity contour line of 33 was to the north of 28.5°N in the wet season and to the south in the dry season (A,B). Net DIC removal/accumulation (ΔDIC) values calculated in section “Net Dissolved Inorganic Carbon Removal (ΔDIC) and Nitrate Removal (ΔNO3) Over the Water Column” by the three-end-member model were averaged to display the general trend of ΔDIC over the plume trajectory. High, positive ΔDIC values were observed next to the river channel in the middle field of this plume, displaying ∼200 μmol⋅kg–1 in the wet season and <150 μmol⋅kg–1 in the dry season (C,D). Negative or ΔDIC values close to zero were on the southwestern and outer shelves in both seasons (C,D). Note the positive ΔDIC value in the near-surface waters is defined as net DIC removal. DIC, dissolved inorganic carbon.




Vertical Cross-Shelf Distributions and Their Seasonal Variations

Distinct carbonate variations were between the near-surface water; and the near-bottom, subsurface waters, and their values and distributions varied seasonally. ΔDIC values were more positive while ΩArag values were high in the near-surface water close to the coast, and ΔDIC became negative while ΩArag values were low in the near-bottom, subsurface, and deep waters (Figure 7) on the cross-shelf transect C in the middle of this shelf (Figure 1). Note that ΔDIC in Figure 7 was from the result of three-end-member mixing in the section “Net Dissolved Inorganic Carbon Removal (ΔDIC) and Nitrate Removal (ΔNO3) Over the Water Column.” These cross-shelf changes in ΔDIC and ΩArag further displayed seasonal variations (Figure 7). In January, high DIC removal (ΔDIC ∼ 100 μmol⋅kg–1) and high ΩArag (>4) values were observed in the inner shelf (Figures 7a,f). From March to July, high ΔDIC and ΩArag were in the near-surface layer, while low values were in the near-bottom, subsurface waters (Figures 7a–e for ΔDIC, Figures 7f–j for ΩArag). During the late fall (November), low ΔDIC values were observed on the inner shelf, while high ΩArag values were recorded on the outer shelf (Figures 7e,j). Moreover, high ΔDIC and ΩArag values extended from the inner shelf to 100- to 150-km offshore in March 2010 (Figures 7b,g).
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FIGURE 7. Cross-shelf distributions of ΔDIC and ΩArag. ΔDIC and ΩArag displayed cross-shelf variations and varied seasonally (a–j). In January, high ΔDIC (∼100 μmol⋅kg–1) and high ΩArag (>4.0) values were in the inner shelf. From March to July, high ΔDIC and ΩArag were on the near-surface layer, while low values were in the near-bottom, subsurface waters. During late fall (November), weak ΔDIC values were observed in the inner shelf, and high ΩArag values were on the outer shelf. DIC, dissolved inorganic carbon.


The ΩArag-to-depth profile demonstrated the difference in variations of ΩArag among the near-surface water, near-bottom, subsurface, and deep waters (Figure 8). ΩArag values varied greatly (1.0 < ΩArag < 6.0) in the surface layer (<5 m) and narrowed to a range between ∼2.0 and 5.0 in the subsurface and bottom waters on the middle shelf (20–100 m). ΩArag values were generally less than 2.0 and decreased toward 1.0 or lower in deeper waters (>200 m) (Figure 8).
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FIGURE 8. Vertical variations in ΩArag. ΩArag varied from 1.0 to 8.0 with large ΔDIC variations in the near-surface water and changed from 2.0 to 4.0 in the subsurface and bottom waters on the shelf. The ΩArag value gradually decreased from 2.0 at 200 m to close to 1.0 at 800 m (the inset). DIC, dissolved inorganic carbon.


Strong seasonal variations in ΔDIC and ΩArag were observed across the shelf, particularly on the inner-to-middle shelf (Figure 7). Therefore, we focus on this area to display their monthly variations in two specified regions.



Monthly Variations in ΔDIC, Apparent Oxygen Utility, and Chlorophyll a on Specified Regions on the Inner-to-Middle Shelf

We considered the horizontal dispersal (Figures 6, 7) and vertical stratification (Figure 7) and organized the monthly ΔDIC on specified conditions on the inner-to-middle shelf to quantify the spatial–temporal ΔDIC variations. (Note that ΔDIC was from the calculation in the section “Net Dissolved Inorganic Carbon Removal (ΔDIC) and Nitrate Removal (ΔNO3) Over the Water Column” by the three-end-member mixing.) In the near-surface water (specified at sample depth < 5 m, salinity < 35, to the north of 28.2°N), the average of ΔDIC values increased from 14.3 μmol⋅kg–1 in January to 126.6 μmol⋅kg–1 in June and subsequently decreased to nearly zero (–2.9 μmol⋅kg–1) in November (Figure 9A). Interestingly, the seasonal trend of ΔDIC in the specified the near-bottom, subsurface water (20–100 m, to the north of 28.2°N) displayed an opposite pattern; that is, it changed from –13.5 μmol⋅kg–1 in January to –102 μmol⋅kg–1 in July and –13 μmol⋅kg–1 in September and returned to –42.5 μmol⋅kg–1 in November (Figure 9A). Though data in March 2010 and July 2009 were affected by special weather events (will be discussed later), monthly average ΔDIC in the specified near-surface and near-bottom, subsurface waters still demonstrated clear seasonal trends (Figure 9A). In particular, we noticed that the ΔDIC peak time in the near-surface water (June) was 1-3 months (approximately 2 months hereafter) ahead of the one in the near-bottom, subsurface waters (July to September).
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FIGURE 9. Seasonal variations in ΔDIC, AOU, Chl-a, and relationships between ΔDIC, ΔNO3–, and ΩArag. In the near-surface water, the average of ΔDIC values increased from January to June and subsequently decreased to nearly zero (–2.9 μmol⋅kg–1) in November. Interestingly, the seasonal trend of ΔDIC in the near-bottom, subsurface waters displayed an opposite pattern, decreasing from January to July and September and increasing until November. ΔDIC values in panel (A) were averaged from the specific water in each cruise by the result of three-end-member model (section “Net Dissolved Inorganic Carbon Removal (ΔDIC) and Nitrate Removal (ΔNO3) Over the Water Column”). The effect of air–sea CO2 gas exchanges from Huang et al. (2015b) on ΔDIC was usually less than 10% (assuming 5- and 10-m mixing layer depth for triangle markers and open gray circles, respectively) (A). AOU in the near-surface waters and near-bottom, subsurface waters displayed a time delay in their peak; that is, April to June vs. August (B). The effect of air–sea O2 gas exchange on AOU in the near-surface water was large, and peak time was still similar (assuming 10-m mixing layer depth, triangle markers). Air–sea CO2 and O2 fluxes were exceptionally large in March (A,B).Chl-a concentrations were low (<2 μg⋅L–1) in January, increased to >7 μg⋅L–1 in April, and decreased back to <3 μg⋅L–1 in August and September in the near-surface water (C). In the near-bottom, subsurface waters, Chl-a was < 3 μg⋅L–1 and increased from January to September (C). Bars in panels (A–C) represent ± 1 standard deviation of the average. Furthermore, ΔDIC values from each sample in all cruises were positively correlated to the corresponding ΔNO3 – values (d). The slope of the regression line of majority data (circles) was close to the Redfield ratio, and the intercept was –38 μmol⋅kg–1 (D). Besides, this slope could likely be affected by low salty water (triangle markers), wetland exports (square markers), CaCO3 precipitation, and the regional change of the Redfield ratio (D). Finally, ΩArag values from all samples were also positively correlated to the corresponding ΔDIC (E). The multi-year effect of being a CO2 sink (0 to –38 μmol⋅kg–1) can lead to a decrease of ΩArag from 3.70 to 3.32 (E). (B,C) share the same legend. Note that the positive ΔDIC value in surface waters is defined as net DIC removal. DIC, dissolved inorganic carbon; AOU, apparent oxygen utility; Chl-a, chlorophyll a.


Interestingly, monthly AOU and Chl-a both demonstrated similar seasonal trends (Figures 9B,C). The AOU seasonal variation in the near-surface water, correspondingly, decreased from 75 to –25 to –19 μmol⋅kg–1 from April to June and gradually increased to 20 μmol⋅kg–1 in November. In contrast, AOU in the near-bottom, subsurface waters displayed a maximum (112 μmol⋅kg–1) in August and a minimum (4 μmol⋅kg–1) in April. The AOU peak time in the near-surface water (April to June) was 2-3 months ahead of the one in the near-bottom, subsurface waters (August). Furthermore, monthly Chl-a in the near-surface water increased from the lowest of ∼2 μg⋅L–1 in January to the maximum value of 7.6 μg⋅L–1 in April and again decreased to 2.6 μg⋅L–1 in August (Figure 9C). Monthly Chl-a concentrations in the near-bottom, subsurface waters were lower than those in the near-surface waters, increasing from a minimum of 0.27 μg⋅L–1 in January to 1.7 μg⋅L–1 in August (Figure 9C). The peak time in the near-surface waters (April) was almost 4 months ahead of the one in the near-bottom, subsurface waters (August and September).



DISCUSSION


Mixing and Non-mixing Factors of ΔDIC

Seasonal changes in the carbonate system vary along the plume trajectory and dissipate offshore or away from the river mouths due to mixing and biological activities. For regions near the Mississippi River Delta, Green et al. (2006) have estimated the water residence time (less than 14.5 days) by examining satellite images. For the entire shelf, fluctuating river discharge can change water transit time in the nGOM, resulting in that freshwater volume on the shelf lags the discharge by 21-33 days (Zhang et al., 2012). We generally follow the above two estimations to choose the river end-members in advance of our sampling cruise (Supplementary Table 1). Anderson et al. (2020) have estimated the residence time to be short during July (4–68 days) and to be long (11–233 days) during September by using radium radioisotopes. This physical water residence time on the shelf is long enough to support the biogeochemical temporal scales of Chl-a and ΔDIC in the section “Monthly Variations in ΔDIC, Apparent Oxygen Utility, and Chlorophyll a on Specified Regions on the Inner-to-Middle Shelf.” Moreover, previous studies have demonstrated that mixing dominated regions with salinities lower than 18 in this study area (Green et al., 2006; Lohrenz et al., 2010; Huang et al., 2015b). Mixing can further affect the carbonate system, as pH and ΩArag are non-conservative, particularly at low-salinity estuaries where minimum buffering and pH zones often occur (Mook and Koene, 1975; Hu and Cai, 2013; Hu et al., 2017).

The net biological activity includes photosynthesis and respiration. Primary production can be affected by the availability of nutrients and environmental factors [such as water temperature, stratification, insolation duration, and light attenuation (kd)]. Previous studies have demonstrated variations in ΔDIC mostly in the near-surface water at particular seasons (as high as 400–500 μmol⋅kg–1 during spring and as low as < 200 μmol⋅kg–1 during fall) (Guo et al., 2012; Huang et al., 2012a; Fry et al., 2015). Murrell et al. (2013) have reported that gross primary production varied at different salinity ranges (0–18, 18–27, 27–32, and >32), and it can be over 250 mmol⋅m–2⋅day–1 in the second salinity range (18–27). Furthermore, they also have suggested that GPP and respiration both occurred throughout the water column, and the net ecosystem metabolism switched to net respiration when the water column was >20 m. In line with results of previous studies, ΔDIC was overall positive in the near-surface water and negative in the near-bottom, subsurface waters. Moreover, this study fulfills the seasonal variation in ΔDIC in both near-surface and near-bottom, subsurface waters.

Special weather events may alter the carbonate system by changing the plume dispersal direction or range. In the first case, the near-surface water acted as a weak sink of CO2 with an eastward river plume and an upwelling-favorable wind in July 2009 (Zhang et al., 2012; Fichot et al., 2014; Huang et al., 2015a), leading to the early development of hypoxia (Feng et al., 2014). At the northern South China Sea, seasonal upwelling in this large-river-dominated continental shelf can reduce acidification in the near-bottom waters (Huang et al., 2020). In the second case, Huang et al. (2013) have reported an extended surface plume over the middle and outer shelves in March 2010 due to an exceptionally widespread plume when winter storms dominated North America.



Effects of Minor Factors on the ΔDIC Variation

We interpret the major and minor effects of carbonate dynamics by examining the regression’s slope and intercept ΔDIC and ΔNO3–. We assume that ΔDIC is composed of net biological removals (ΔOC), ΔCaCO3, and the proportion of DIC affected by air–sea CO2 gas exchanges (ΔDICair–sea).
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where positive ΔDICair–sea represents a CO2 source to the atmosphere and a negative value represents CO2 sink. We further assume that the CaCO3 precipitation/dissolution is proportional to ΔOC (ΔCaCO3 = β × ΔOC) (Chen et al., 1995, 2017).
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Furthermore, ΔOC can be converted to ΔDIC through the Redfield ratio (α = C/N = 106/16). Eq. (14) can thus be converted to an equation including α and β, as follows:
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We organize the relationship between ΔDIC and ΔNO3– in Eq. (15) (Figure 9D), which showed a slope and an intercept reflecting α(1 + β) and the air–sea CO2 flux, respectively. In the major response region, the slope reflecting C:N ratio in the relationship between ΔDIC and ΔNO3– is 6.62 ± 0.11 (n = 1,213) (Figure 9D) (by type II regression as both ΔDIC and ΔNO3– have uncertainties). This slope value over a shelf-wide area is consistent with previous studies with less temporal and spatial coverage (Huang et al., 2012a; Xue et al., 2015).

We quantitatively discuss the regional variation of the Redfield ratio (α in Eq. 15) and the CaCO3 formation (ΔCaCO3, β in Eq. 15). The effect of net community calcification (NCC) is usually lower than net community production (NCP) (that is, NCC:NCP<<1). For instance, the decrease of DIC can be mostly due to NCP instead of NCC during a coccolithophore bloom in the northwest European continental margin (Suykens et al., 2010). Martiny et al. (2013), which suggested that stoichiometry varies among phytoplankton species in addition to the traditional Redfield ratio (Redfield, 1958). On the same cruises from 2009 to 2010, Chakraborty and Lohrenz (2015) have observed that diatoms and cyanobacteria dominated the phytoplankton community in this study area. The C/N ratio of diatoms can be higher than the Redfield ratio (Geider and LaRoche, 2002), and the ratio of cyanobacteria can be lower than the Redfield ratio (Martiny et al., 2013). We focus on the data in the major response area (excluding two exceptional regions in Figure 9D) and adopt the proportion of NCC to NCP of 5% at the Atlantic Ocean (Tyrrell and Young, 2009) and 1–3% in the global scale (Balch, 2018) with traditional Redfield C/N ratios (α≅ 6.625, 6.125 < α < 6.64), resulting in a range of α(1 + β) between 6.186 and 6.972. This theoretical range of α(1 + β) was consistent with our observation of 6.62 ± 0.11. Thus, we suggest that the net removal of DIC and nitrate ratio can also be affected by the proportion between NCC and NCP in the aerobic water column. The benthic CO2 flux during hypoxia may provide an additional DIC source (Hu et al., 2017) and, together with N2 degassing through denitrification reported by Xue et al. (2015), and may lead to a potential higher C/N ratio in the water column respiration. Besides, though organic matters can affect alkalinity values during the titration process (Hernández-Ayon et al., 2007), this contribution has been suggested to be minor compared with our analytical precision (0.1%) (Yang et al., 215).

Two areas, one affected by salinities lower than 18 and the other affected by export from wetlands/bays, may also lead to changes in the slope between ΔDIC and ΔNO3– (Figure 9D). The area affected by low salinities is likely dominated by mixing, as mentioned in the sections “Seasonal Properties to Salinity Relationships and Mixing and Non-mixing Factors of ΔDIC.” For example, the changing DIC river end-member in the section “Seasonal Properties to Salinity Relationships” may also affect the ΔDIC result in low salinities. We focused on the result on the shelves where middle to high salinities were dominant. The other data that are affected by the wetlands/bays display a slope of 8.0 ± 0.3 (n = 245) (see Supplementary Information for details about these effects) on the ΔDIC and ΔNO3– diagram (Figure 9D). The slope of data from the above two areas (7.09 ± 0.1) is very close to the C/N ratio of 7.16 ± 0.15 from particulate organic matter (POM) in this study area in late July from 2006 to 2010 (n = 429) as reported by Fry et al. (2015). This is likely to be because particulate organic carbon (POC) and dissolved organic carbon (DOC) from Barataria Bay might be more labile (likely increase DIC) than the incubated plume water (“the bay water contributes higher potential lability of 35% than the plume water, which is 15%”) (Fry et al., 2015). Thus, organic matter from Barataria Bay may slightly affect α in this study. Moreover, a higher Si/N ratio in the northern Louisiana Bight may be related to the export from the wetland (Huang et al., 2012a). The water’s Si/N ratio may affect both the composition of phytoplankton and respiration (Turner et al., 1998). Berelson et al. (2019) have observed that fluxes of dissolved Si and DIC are significantly correlated on the hypoxia-influenced sediment on this study area, and they have suggested the importance of diagenesis of biogenic Si and organic carbon.

Recent observations demonstrated that DIC export through wetlands to the nGOM could be important (Anderson et al., 2020). Subsurface groundwater (SGD) can be a pathway and has been noticed in the past two decades (Bugna et al., 1996; McCoy et al., 2007; McCoy and Corbett, 2009; Befus et al., 2017; Coleman et al., 2017). DIC export through SGD can be low in snowmelt and wet seasons and high during the dry season in the Mississippi River basin (Cai et al., 2020). However, the role of SGD in the carbon budget of North America is still unclear (Najjar et al., 2018).

The intercept of this regression line (with a slope of 6.62 for the majority of this study area, Figure 9D) for ΔDIC and ΔNO3– can reflect the net effect of air–sea CO2 gas exchange on DIC when ΔNO3– = 0 and ΔDIC = ΔDICair–sea = –38 μmol⋅kg–1 as expressed in Eq. (15). The assumption of ΔNO3– equals to 0 in this regression line does not imply zero biological activity, but the net biological activity (net ecosystem photosynthesis minus respiration) is zero. The intercept is below zero, implying that this study area generally acts as a CO2 sink according to the net results of high biological DIC uptake and release on this highly dynamic shelf. Our interpretation is consistent with the direct measurements of pCO2 in this study region (Huang et al., 2015b). We count these direct measurements of air–sea CO2 gas exchange in each month and suggest that the effect of air–sea gas exchanges for each month was usually less than 10% to 20% of ΔDIC (Figure 9A and Supplementary Table 4). The effect of air–sea CO2 gas exchange on surface ΔDIC in March was exceptionally strong, as the plume coverage was exceptionally large due to the winter storm (Huang et al., 2013). Moreover, air–sea O2 gas exchange can also supply additional DO for AOU in the near-surface water (details in Supplementary Table 5). The AOU peak in the near-surface water was still in April when we exclude the exceptional case in March.

To sum up, the slope of the ΔDIC and ΔNO3– diagram shows that Redfield-type biological activities were dominant in this study area with several minor factors. Exports from the wetland into the inner shelf region are complex and can be studied in the future.



Assessments of the Relationship Between ΔDIC and ΩArag

Dissolved inorganic carbon uptake can increase ΩArag values (Figure 9E), resulting in a near-linear relationship. The observed ΩArag to ΔDIC relationship has a slope of 0.0099 ± 0.00007 (nearly 0.01) and an intercept of 3.70 for those waters with an average salinity of 33.5 (±1.85). Note that the influence of two areas (wetland/bay or benthic process, and low salty region) has been excluded in this regression. Slope and intercept of this regression can reveal the effects of photosynthesis, respiration, and air–sea gas exchange on the ΩArag variation. Xiong et al. (2019) have suggested that high ΩArag values were insensitive to salinity changes than low ones. They also have considered the combined effect of salinity and ΔDIC changes on ΩArag variations. They suggest that the effect of a unit of salinity decrease on ΩArag decline can be counteracted by a DIC uptake of 9.43 μmol⋅kg–1, displaying that model simulations can reveal details in carbonate variations in a single event. In a global scale, ΩArag is expected to increase 1.06 or 0.91 unit for every 100 increase of [TA–DIC] at the in situ condition or a condition in 25°C and 3 dbar, respectively (Xue and Cai, 2020). The change of [TA–DIC] was highly related to changes of [CO32–] and [CO2∗], which proportion subjects to the pH level. Wang et al. (2017) have reported that ΩArag is expected to decrease by 1 for every 100 μmol⋅kg–1 increase of DIC in the western Gulf of Maine. A consistent value (that is, 100 ΔDIC μmol⋅kg–1 to 1 ΩArag) from the Gulf of Maine and this study area provides a shelf-wide result from various seasons on a regional scale. As the carbonate system and biological activities can vary regionally, we suggest that this slope between ΔDIC and ΩArag value may also change correspondingly. This slope of ∼0.01 in this study may represent the one at high productivity and high TA coastal regions and can help mimic marine in situ ΩArag variations.

The net effect of being a CO2 sink through DIC on ΩArag can be calculated by applying ΔDIC = ΔDICair–sea = –38 μmol⋅kg–1 to the ΩArag function of ΔDIC (ΩArag = 0.0099 × ΔDIC + 3.70), displaying a result of 3.32 (Figure 9E). As the atmospheric partial pressure of carbon dioxide (pCO2) has increased over our 5-year study period (Huang et al., 2015b), the effect of varying atmospheric pCO2 on the air–sea gas exchange would only lead to 2% of ΩArag change in the near-surface waters (Wanninkhof et al., 2015). This difference of 0.38 in the ΩArag changes (3.70–3.32 = 0.38) should mostly represent the effect of air–sea CO2 gas exchange through the water column DIC on ΩArag. Though the riverine nitrogen-induced biological activity can trigger a larger variation than the influence of air–sea CO2 gas exchange on ΩArag variations, we suggest that the former factor only controls the seasonal ΩArag variation and that the latter one controls the ΩArag value on a longer time scale (decadal). Low ΩArag values in low salinities (S < 18) in Figure 9E are consistent with results provided by Xiong et al. (2019), who have simulated the effect of salinity changes on ΔDIC and indicate that ΩArag decreases with a reduction in salinity at a given ΔDIC. Besides, a few ΩArag values lower than the regression line (Figure 9E) may signal the benthic processes affecting the inorganic carbon system (Murrell et al., 2013; Fry et al., 2015; Hu et al., 2017). A few outliers are from depths of 350 to 720 m, except one from 8 m at the river mouth, and all had temperature < 10°C. Here, deep waters (200 to 700 m) are from regions other than the Gulf of Mexico, such as the Caribbean (Rivas et al., 2005).

Finally, we suggest that the relative proportion of each carbonate-related biogeochemical process on a river-dominated continental shelf is as follows: mixing (roughly ∼<200 μmol⋅kg–1 in salinities > 18 waters, Figures 3E–H) and NCP (0 to 120 μmol⋅kg–1 in monthly average, Figure 9A) (>70%)≫ effect of air–sea CO2 gas exchange on DIC (38 μmol⋅kg–1 in average, Figure 9D) (∼<10–20%, depending on the pCO2 level induced by other factors) > CaCO3 precipitation and the variation of stoichiometry (<7% by evaluating α and β in the section “Effects of Minor Factors on the ΔDIC Variation”).



Seasonal Conceptual Model

We use a seasonal conceptual model to integrate the spatial–temporal ΔDIC variations in this river-dominated continental shelf (Figure 10). Seasonal variations in river end-members, shelf circulation, shelf-water residence time, wind direction, cross-shelf transportation, bays and wetlands export (including SGD), and also biogeochemical processes (such as autotrophic or heterotrophic activities, benthic processes, carbonate precipitation or dissolution, and air–sea gas exchanges) all contribute to the carbonate system in this shelf. At the connecting regions, these biogeochemical parameters (such as DIC, pH, and ΩArag) are diluted by mixing with the pelagic ocean or varied by exports from bays or wetlands.


[image: image]

FIGURE 10. The seasonal conceptual model for the carbonate system on a large river-dominated continental shelf. Mixing dominated waters with low salinities (<18) in the river channel and tidal exchange can facilitate the water exchange (including subsurface groundwater) in the bay and wetland. The continental shelf is a high dynamics system where strong biological uptake and release occur simultaneously. This study is the first to propose quantified regions to distinguish the areas of net DIC removal and net DIC accumulation. The shallow water (<5 m) with salinity between 18 and 35 (A) displayed high Chl-a and seasonal net DIC removal (B), and the salty near-bottom, subsurface waters (salinity > 35, 20 < depth < 100 m) (A) showed low Chl-a and seasonal net DIC accumulation/release (C). The peak of net DIC accumulation was about 2 months after the peak of net DIC removal, displaying the seasonal relationship between these two biogeochemical hotspots along the water column on the continental shelf. DIC, dissolved inorganic carbon; Chl-a, chlorophyll a.


When we focused on the majority of this shelf, we successfully quantified two regions of this shelf with seasonal variations (Figure 10A). The near-surface waters (0–5 m, 18 ≤ salinity < 35, to the north of 28.2°N) displayed a peak of Chl-a and AOU in April and a peak of net DIC removal in June (Figure 10B). The 2-month delay between these two peaks implied a peak of heterotrophic activity, which should not be earlier than June. Furthermore, a Chl-a maximum was in August in the near-bottom, subsurface waters (20 m < depth < 100 m, S = 35, to the north of 28.2°N), but net DIC accumulation and the AOU peak were still observed around August in this region too (specified as section “Monthly Variations in ΔDIC, Apparent Oxygen Utility, and Chlorophyll a on Specified Regions on the Inner-to-Middle Shelf”) (Figure 10C). Finally, it is worth noting that the seasonal variation of AOU in the near-bottom, subsurface waters is about a 2- to 3-month delay to the near-surface one. Furthermore, the seasonal variation of ΔDIC in the near-bottom, subsurface waters is about a 2- to 2.5-month delay to the near-surface one. This difference in the delay time between AOU and ΔDIC is probably because the buffer capacity was lacking in DO and was strong in the carbonate system.



SUMMARY

The fluctuating river end-members dominated the seasonal changes in river TA and DIC in the property-to-salinity relationship. The application of the three-end-member model on our dataset produced ΔDIC over nine cruises from 2006 to 2010. Non-linear variations in pH and ΩArag values were close to the conservative mixing curves during November and January (Figures 4C,D,G,H) and were close to the biological activity curves, particularly during May and June (Figures 4A,B,E,F).

We suggest that the relative proportion of each controlling factor on ΔDIC on a river-dominated continental shelf is mixing and NCP (>70%) ≫ effect of air–sea CO2 gas exchange on DIC (∼<10–20%) > CaCO3 precipitation and the variation of stoichiometry (<7%). As a result of these natural factors, we suggest a realistic, ecosystem-based relationship; that is, a nearly 100 μmol⋅kg–1 increase of net DIC removal can lead to a 1-unit increase of ΩArag for future studies. Furthermore, there is a 2-month delay in biogeochemical processes between net DIC removal in the near-surface water and net DIC accumulation in the near-bottom, subsurface waters. We argue that, for regions including eutrophic surface and hypoxic bottom waters, a similar seasonal delay in the carbonate system between these two waters may last on an annual basis and occur worldwide.
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Increasing attention has recently been drawn to oxygen depletion and ocean acidification in coastal seas and their impacts on the marine ecosystem. Intensive organic matter degradation combined with weak water exchange is considered to be mainly responsible for bottom water oxygen depletion and acidification. Hypoxia and acidification in the bottom water of Bohai Sea have been frequently observed in summer seasons over the past decade. In this study, monthly surveys were conducted along an inshore-offshore transect in the north Bohai Sea from May to August in 2017 and 2018. The physical structure of the water column in the study area was characterized by a well-mixed surface layer and an essentially homogeneous deep layer that were separated by a strong pycnocline over the period from mid-Jun to late August in both years. Dissolved oxygen (DO), pH, and dissolved inorganic carbon (DIC) in the water column were also split into two layers by the pycnocline and varied little in each layer. No significant interannual variations were observed for the temporal progressions of DO, pH and DIC in the bottom water. Average DO concentration and pH in the bottom water linearly decreased with time from May to August while DIC presented an opposite trend. DO became increasingly unsaturated from mid-June to late August when DO decreased to 96 μmol L–1 and pH to 7.74. The molar ratio of net oxygen consumption to DIC production was 1.42, similar to the Redfield ratio (1.30). Pelagic respiration (>60%) linked to degradation of fresh organic matter prevailed over sediment respiration (<40%) in contributing to the oxygen depletion and acidification observed in this shallow water body. The duration and intensity of oxygen depletion and acidification in the study area were strongly affected by stormy weather events such as typhoons.
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INTRODUCTION

Water masses undergoing oxygen depletion and acidification are expanding globally in both open oceans and coastal seas (Matear and Hirst, 2003; Carstensen et al., 2014). Oxygen depletion and ocean acidification can reduce the ocean’s biodiversity (Rabalais et al., 2002; Fabricius et al., 2011) and influence the abundance and activity of bacteria (Galán et al., 2009; Galgani et al., 2014). Prolonged exposure to low oxygen conditions may change the population and community structure of zooplankton (Keister et al., 2000) and benthic organisms (Vaquer-Sunyer and Duarte, 2008). Ocean acidification can also inhibit the activity of calcifying organisms (Orr et al., 2005; Hoegh-Guldberg et al., 2007) and hence decrease the downward flux of CaCO3 to the deep ocean (Feng et al., 2008). Consequently, oxygen depletion and ocean acidification have potentially important impacts on the structure and function of the marine ecosystem (Diaz and Rosenberg, 2008), the ocean’s fisheries industry (Rabalais et al., 2002; Rheuban et al., 2018), and the dynamics of organic and inorganic matter (Galgani et al., 2014).

Oxygen depletion and concomitant acidification in the bottom water of coastal seas stem from a combination of strengthened bacterial respiration and restricted water exchange (Diaz, 2001; Wallace et al., 2014). The increase in bacterial respiration is often linked to eutrophication which enhances primary production (Smodlaka, 1986) and therefore downward particulate organic matter transport to the bottom water and sediments. The relative contributions of pelagic and sedimentary respiration of organic matter to the water column oxygen consumption vary substantially among different hypoxic waters, depending to a large extent on the depth of the water column and the topography of the seabed (Hetland and DiMarco, 2008; Murrell and Lehrter, 2011; Bourgault et al., 2012). Similarly, the relative contributions of fresh, autochthonous organic matter and old, allochthonous organic matter to the water column oxygen consumption differ considerably as well from one hypoxic system to another, depending in part on the quantity and lability of the allochthonous organic matter (Rabalais et al., 2002; Wang et al., 2017; Su et al., 2017, 2020). In addition to organic matter input, stormy weather conditions, such as typhoons and hurricanes, can also strongly impact the duration and intensity of oxygen depletion and acidification in coastal bottom waters, given that these events can dramatically alter the physical stability of the water column and redistribute nutrients therein (McCarthy et al., 2013; Ni et al., 2016; Su et al., 2017).

Located in the northeast China, the Bohai Sea is a semi-closed coastal sea that is connected to the Yellow Sea to the east via the Bohai Channel (Figure 1). Eutrophication in the Bohai Sea has been deteriorating in the past 30 years due to industrialization and urbanization along its coast (Zhang et al., 2012; Yu et al., 2013) combined with its limited water exchange with the outside. Increasing eutrophication and strong water column stratification in summer have led to decreasing summertime dissolved oxygen (DO) concentration in the bottom water of the Bohai Sea in the past decades (Zu et al., 2005; Ning et al., 2010). Zhai et al. (2012) first reported the occurrence of significant oxygen depletion and acidification in the nearshore bottom water of the northeastern and northern Bohai Sea, with pH and DO decreasing by 0.29 and 170 μmol kg–1, respectively, from June to August. Later studies demonstrated that summertime oxygen depletion in the Bohai Sea shows a two-core feature corresponding to the two cold cores located in the bottom water of the western and northern Bohai Sea (Zhao et al., 2017; Wei et al., 2019). Currently, little is known about the duration, intensity, and interannual variability of the summertime oxygen depletion and acidification in the Bohai Sea. Moreover, the source (pelagic vs. sedimentary) and nature (fresh vs. old) of the organic matter dominating oxygen consumption in the bottom water of the Bohai Sea remain unclear, though organic matter degradation has been considered to be responsible for the observed oxygen depletion and acidification there (Zhai et al., 2012; Zhao et al., 2017; Wei et al., 2019). In this study, we investigated the temporal evolution of DO, pH, and dissolved inorganic carbon (DIC) in the bottom water on the west coast of the Bohai Sea over two summer seasons to assess the rates of oxygen consumption and acidification and the pelagic vs. sedimentary contribution to the observed oxygen depletion and acidification. We also assessed the impact of Typhoon Rumbia, which passed over the Bohai Sea during late summer of 2018, on bottom water oxygen depletion and acidification in the study area.
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FIGURE 1. Map of sampling stations. See Table 1 for the coordinates of the sampling stations and other sampling information. Red points denote stations sampled in 2017 and 2018 and the black triangles represent stations visited in June and August 2011 by Zhai et al. (2012) (see section Oxygen Depletion and Acidification in the Bottom Layer). QHD and DL denote Qinhuangdao City and Dalian City, respectively.




TABLE 1. Coordinates, water depth, and sampling dates.
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SAMPLE COLLECTION AND ANALYSIS

DO, pH, and DIC were investigated during the summers of 2017 and 2018 along an inshore-offshore transect across the known oxygen depletion area with four cruises being conducted each year (Figure 1 and Table 1). The transect, located off Qinhuangdao City, crossed the southwest of the bowl-shaped depression extending from northeast to southwest (Figure 1; Zhou et al., 2017). In summer, cyclonic circulation is dominant in this area, and horizontal transport in bottom water is weak, with the current velocity <30 cm s–1 (Zhou et al., 2017). Water samples were collected from 4 to 6 depths using a 5 L Niskin bottle and vertical profiles of temperature and salinity were simultaneously acquired using a RBR maestro multi-parameter. Upon on the deck, water in the Niskin bottle was immediately transferred into 100-mL brown glass bottles, 60-mL transparent glass bottles, and 250-mL polypropylene bottles for DO, DIC, and pH measurements, respectively. Sample transfer, storage, and analysis for DO followed the Winkler method (Grasshoff et al., 1999). An auto-titrator (Brand: Mettler Toledo, model: G10S) was used for DO analysis, and the relative standard deviation for all triplicate samples was <2%. pH and DIC samples were also transferred without air contamination by sufficient overflowing. pH samples were stored in the dark at room temperature (∼22°C) and DIC in dark at 4°C. Saturated HgCl2 solution (250 μL) was added into the DIC samples to prevent biological activities during storage. pH was measured on board right after the sample was warmed to lab temperature (22 ± 0.5°C), using a bench pH meter (Brand: Mettler Toledo; Model: S210) equipped with an Inlab® Expert Pro pH probe. Before use, the pH meter was calibrated with three NIST (NBS) buffers at pH 4.00, 7.01, and 9.24 (22°C) purchased from Mettler Toledo. The pH values of the buffers at 22°C were linearly interpolated from their corresponding certified pH values at 20 and 25°C. Then a Tris buffer, provided by A. G. Dickson’s lab at Scripps Institution of Oceanography, was used to convert the NBS scale (pHNBS) to the total hydrogen ion concentration scale (i.e., pHT). The measured pHNBS of the Tris buffer was 0.12 ± 0.01 (n = 24) higher than its pHT value at 22°C which was converted from the certified pHT value at 25°C using the excel conversion file provided by A. G. Dickson’s lab. The difference between pHNBS and pHT obtained here was comparable with those reported previously (Zhai et al., 2012; Cai et al., 2017). For each sample, at least three pHNBS values, along with temperature, were recorded. If the differences among the three values were less than 0.01, their average was taken as the measured pHNBS of this sample. The pHT values of the samples at the measured temperatures were retrieved by subtracting 0.12 from the pHNBS values and then corrected to the in situ temperatures and pressures using the CO2Sys software (Pierrot et al., 2006). The uncertainty of pH measurement was estimated to be 0.005 ± 0.008 pH units based on 360 sets of triplicate measurements. DIC concentrations for all duplicate subsamples were measured in triplicate injections using a Shimadzu TOC-Lcph analyzer in a land-based lab, with the coefficient of variation <2%. The analyzer was daily calibrated with a certified DIC reference standard (batch# 174, provided by A. G. Dickson’s lab) with a mean concentration of 2050.84 ± 0.66 μmol kg–1 or 2099.14 ± 0.68 μmol L–1 at the temperature of calibration and sample analysis (20°C). The relative standard deviation was 0.75% based on five triplicate analyses of the DIC reference standard. The unit of DIC concentrations were expressed in μmol L–1.

After the collection of the water samples, current velocity at station A5 was continuously recorded for 47 h with a Nortek Acoustic Doppler Velocimetry (ADV) from 22:00 of day of year 220 (YD 220) in 2018. The downward-looking ADV sampling volume was set up at ∼0.3 m above the bottom, with a sampling rate of 32 Hz. Continuous temperature, salinity and DO concentration in this layer were determined by the RBR maestro multi-parameter. The mean downward oxygen flux through the bottom boundary layer (i.e., oxygen consumption by sedimentary organic matter, FBBL) at the interval of 0.5 h was calculated using Equation (1) (Wang et al., 2016):
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where D is the oxygen diffusion coefficient (m2 s–1), CBBL is the DO concentration in the bottom boundary layer (μmol L–1), T denotes the temperature in the bottom boundary layer and Tm the mean temperature of the dataset during the continuous measurement. [image: image] could be calculated based on the measured current velocity according to Wang et al. (2013). The oxygen diffusion coefficient (D) was obtained based on the bottom water temperature and salinity (Ramsing and Gundersen, 1994). Both CBBL and T were measured by the RBR maestro multi-parameter (see above).

Meanwhile, the turbulent kinetic energy (TKE) dissipation rate (ε) was hourly scanned using a vertical microstructure profiler (VMP-200) manufactured by Rockland Scientific International (RSI). The VMP was equipped with two high-frequency shear probes with a sampling frequency of 512 Hz. The TKE dissipation rate ε was estimated by fitting the empirical Nasmyth spectrum to the measured shear spectra with the calculation methods have been clearly depicted before (Gregg, 1999; Wolk et al., 2002; Xu et al., 2020). Hourly DO vertical profiles at this station were synchronously determined by another RBR maestro multi-parameter. The oxygen sensors used above were corrected with the corresponding titrated DO concentrations during sampling on YD 220(2018). The eddy diffusivity Kρ (m2 s–1) was estimated using the formula (Osborn, 1980):
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where Γ (unitless) is the mixing efficiency and is assigned to be a constant of 0.2 (Osborn, 1980), ε the TKE dissipation rate (W kg–1), and N2 the squared buoyancy frequency (s–2). N2 was calculated based on the density profile according to Jackett and McDougall (1995). Then the vertical turbulent oxygen diffusion flux through the pycnocline (Fp, mmol m–2 s–1) was estimated using Equation (3) (Rippeth et al., 2009):
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where Δz stands for the thickness of the pycnocline and ΔDO for the difference in DO concentration between the upper and lower boundary of the pycnocline. ΔDO/Δz thus denotes the vertical gradient of DO across the pycnocline.



RESULTS AND DISCUSSION


Physical and Biological Settings

The water depth along the transect ranged from 21 to 27 m, with the maximum occurring at station A5 (Table 1). The depth ranges of the pycnoclines, where N2 exceeded 0.001 s–2, at the sampling stations are shown in Table 2. Note that the pycnocline was undetectable, per the criterium of N2 >0.001 s–2, across the entire transect on YD 144 (24 May) in 2017 and at station A3 on YD 237 (25 August) in 2018, though weak stratification was visually noticeable on both occasions based on the vertical profiles of water temperature, salinity, and density (Figure 2). The absence of a fully developed pycnocline on YD 144(2017) was due to the relatively low surface water temperature (14.5–16.2°C) preventing the formation of a strong stratification. The passage of Typhoon Rumbia over the Bohai Sea on YD 231-232(2018), which created intensive turbulence, was mainly responsible for the weak stratification on YD 237(2018). Owning to the abrupt heavy wind just within 15 h before sampling on YD 203(2017), the depths of the pycnocline were much deeper than that during other cruises (Figure 2 and Table 2). During the other cruises, the water column was separated into a well-mixed surface layer (“surface layer” hereafter) and a nearly homogenous deep layer (“bottom layer” hereafter) by a strong thermocline or pycnocline (Figure 2 and Supplementary Figures S1, S2). In each layer, the water temperature and salinity (and thus density) varied little. Despite the lack of a quantifiable pycnocline, a bottom layer with depth > 16 m was assigned to YD 144(2017) based on the visually observable decrease in temperature and increase in density at the middle of the water column (14–16 m) (Figure 2). The vertical profile of temperature almost mirrored that of density, indicating that temperature was the dominant factor controlling the distribution of density. In contrast, the halocline was much weaker and the bottom-surface difference in salinity was mostly <0.87 across the entire transect. The lower-than-expected surface salinity on YD 200(2018) was due to the heavy precipitation in July. Water temperature generally increased with time in the whole water column. Yet surface water temperature along the entire transect on YD 237(2018) was 1.60 ± 0.94°C lower than that on YD 220(2018) due to the strong water column mixing by Typhoon Rumbia. Salinity slightly decreased from May to August in both years but the decrease was larger in 2018 because of a relatively heavier precipitation in 2018. As expected from the temporal trends of temperature and salinity, density gradually decreased from May to August in both years.


TABLE 2. Depth range of the pycnocline based on the buoyance frequency (N2).
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FIGURE 2. Vertical profiles of temperature (A,D), salinity (B,E), and density (C,F) for each cruise at station A5 in 2017 (upper panels) and 2018 (lower panels).




Vertical Profiles of DO, pHT, and DIC

The vertical profiles of DO, pHT, and DIC displayed a double-layer feature similar to that of density, i.e., homogeneous or weak gradients in the surface and bottom layers and rapid changes within the pycnoclines (Figures 3). DO and pHT in the surface layer were higher than in the bottom layer while DIC exhibited an inverse pattern. The temporal variations in pHT, DO, and DIC in the surface layer were generally less regular and smaller than those in the bottom layer. These phenomena can be attributed to more complex processes in controlling the dynamics of pHT, DO, and DIC in the surface layer (e.g., air-sea exchange, photosynthesis, respiration) than those in the bottom layer (mainly respiration only). In 2017, pHT and DO decreased while DIC increased progressively in the bottom layer from late May (YD 144) to late August (YD 234) (Figures 3A–C). In 2018, a similar temporal trend was seen in the bottom layer from mid-June (YD 162) to early August (YD 220) but this trend was sharply reversed in late August (YD 237) (Figures 3D–F) as a result of the disruption of the stable vertical structure of the water column by Typhoon Rumbia (Figure 2F).
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FIGURE 3. Vertical profiles of DO (A,D), pHT (B,E), and DIC (C,F) for each cruise at station A5 in 2017 (upper panels) and 2018 (lower panels).




Oxygen Depletion and Acidification in the Bottom Layer

Since the water mass was essentially homogenous beneath the pycnocline (Supplementary Figures S1, S2), the average values of DO, pHT, and DIC in bottom water (see section Physical and Biological Settings) along the entire transect were calculated for discussion. For each sampling year, DO, pHT, and DIC changed linearly with YD (Table 3). Student’s t-test did not show significant interannual variations for the progressions of DO, pHT and DIC over the sampling periods (p > 0.45). The daily decreasing rates of DO and pHT obtained from the present study, i.e., the regressed slopes in Table 3, were also comparable with those in summer 2011 (DO: 2.13 ± 0.14 μmol L–1 d–1; pHT: 0.0038 ± 0.0006 d–1) observed near our sampling transect (Zhai et al., 2012; Figure 1). These results demonstrate little interannual variations in the rates of oxygen consumption and the associated acidification in the bottom water of the study area from 2011 to 2018. For the above comparison, the pHT at 25°C (pH25) reported by Zhai et al. (2012) was converted to in situ temperature pHT using the method presented in section Sample Collection and Analysis. In addition, DO concentration was also converted from the units of μmol kg–1 to μmol L–1 using the samples’ potential densities. Owing to lack of interannual variability, we combined our 2-year data to simplify discussion. The composite data lead to a net oxygen consumption rate of 2.18 μmol L–1 d–1, a net DIC production rate of 1.54 μmol L–1 d–1, and an acidification rate of 0.0037 pH d–1 (Figure 4 and Table 4). The oxygen consumption rate was similar to that in the North Sea–Baltic Sea transition zone (0.28–2.8 μmol L–1 d–1) (Hansen and Bendtsen, 2014), but lower than that in the northern Gulf of Mexico (3.8–106 μmol L–1 d–1) (Murrell and Lehrter, 2011; McCarthy et al., 2013). The ratio of the oxygen depletion rate to the acidification rate is 589 μmol L–1 pH–1, comparable to the modeled ratio (588 μmol kg–1 pH–1) for the northern Gulf of Mexico and the East China Sea with present atmospheric CO2 level (Cai et al., 2011).


TABLE 3. Results of linear regression of the mean DO, pHT, and DIC in bottom water against day of the year (YD) performed separately for 2017 and 2018.

[image: Table 3]
[image: image]

FIGURE 4. Temporal evolution of the mean DO (A), pHT (B), and DIC (C) in bottom water along the sampling transect. YD stands for day of the year. Error bars are 1 standard deviation. The solid and dashed lines are the linear fit to the data and 95% confidence interval, respectively. The solid blue points on YD 237 were excluded for data fitting.



TABLE 4. Results of linear regression of the mean values of DO, pHT, and DIC in bottom water against day of the year (YD) based on the composite data of 2017 and 2018.

[image: Table 4]Based on the regression of DO saturation degree against YD (Figure 5 and Table 4), DO in the bottom water switched from oversaturation to undersaturation on YD 164 (June 13), decreasing gradually from 264.7 ± 38.4 μmol L–1 to 90.3 ± 8.1 μmol L–1, or by 66% ± 17% over a period of ∼80 days from YD 164. Simultaneously, pHT progressively decreased from 8.03 ± 0.06 to 7.74 ± 0.07, or by 0.29 ± 0.09. The extent of oxygen depletion in our study area is comparable to those in the Gulf of St. Lawrence (Bourgault et al., 2012) and the Pearl River estuary (Qian et al., 2018) but substantially lower than those in the Chesapeake Bay (Cai et al., 2017), the northern Gulf of Mexico (Cai et al., 2011), and the Yangtze River estuary (Ni et al., 2016; Wang et al., 2017) which all experience severe summertime hypoxia (DO < 32 μmol L–1). The pH in bottom water in the Bohai Sea in August is lower than that in the bottom water of the neighboring north Yellow Sea (7.88 ± 0.06) (Zhai et al., 2014), but higher than those in the northern Gulf of Mexico and the Chesapeake Bay, where pH in bottom water is <7.6 (Cai et al., 2011, 2017). Furthermore, the acidification degree (i.e., ΔpH) in the bottom water of the Bohai Sea is moderate relative to those in the north Yellow Sea (0.14 ± 0.07) (Zhai et al., 2014), the northern Gulf of Mexico (0.3–0.4) (Cai et al., 2011), and the Chesapeake Bay (∼0.4) (Cai et al., 2017).
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FIGURE 5. Temporal evolution of the mean DO saturation degree in bottom water. YD stands for day of the year. Error bars are 1 standard deviation. The solid and dashed lines are the linear fit to the data and 95% confidence interval, respectively. The solid blue point was excluded for data fitting. The regressed equation is: Y = (-0.67 ± 0.06) X + (210.0 ± 12.0), R2 = 0.96, p = 0.001.


Note that the data for YD 237(2018) was not included for the regression analysis shown in Figure 4 and Table 4 due to the influence of Typhoon Rumbia. The passage of the typhoon over the sampling area on YD 231-232(2018) greatly weakened the pycnocline, leading to enhanced vertical mixing of DO and DIC. Horizontal exchange with adjacent waters richer in DO but poorer in DIC might also be increased due to the elevated turbulence. Consequently, DO and pHT in bottom water on YD 237(2018) were 46.7 μmol L–1 and 0.17 higher and DIC was 159.5 μmol L–1 lower than expected from the fit to the data excluding YD 237(2018) (Figure 4 and Table 4). This result also indicates that the typhoon effect persisted at least to the end of our sampling campaign, ∼5 days after the typhoon event. Previous studies have demonstrated that typhoons could terminate bottom water oxygen depletion in the estuaries of the Yangtze River and Pearl River (Ni et al., 2016; Su et al., 2017). However, phytoplankton blooms often ensue following stormy weather events due to large supplies of nutrients to surface water via enhanced vertical mixing and freshwater discharge, leading to a renewed and even exacerbated bottom water oxygen depletion and acidification (McCarthy et al., 2013; Su et al., 2017; Wang et al., 2017). In the Bohai Sea, bottom water oxygen depletion and acidification could disappear in early- or mid-September due to weakened water column stratification by stronger wind mixing (Huang et al., 1999; Xu et al., 2020). Hence, stormy weather events in late summer are not expected to allow the water column to fully re-establish stratification before seasonal surface water cooling sets in, thereby reducing both the intensity and duration of the bottom water oxygen depletion and acidification.



Pelagic vs. Sediment Oxygen Consumption

The oxygen diffusion flux through the pycnocline (i.e., the diapycnal diffusion flux) derived from Equation (3) for station A5 on YD 220–222(2018) ranged from 0 to 0.93 mmol m–2 d–1 and averaged 0.19 ± 0.21 mmol m–2 d–1 (Figure 6A). The concurrently determined oxygen flux at the water-sediment boundary layer, i.e., the sediment oxygen consumption rate, ranged from 0.27 to 10.26 mmol m–2 d–1 and averaged 6.32 ± 2.44 mmol m–2 d–1 (Figure 6B), which is comparable to that in the Oregen continental shelf (3.2–9.8 mmol m–2 d–1) (Reimers et al., 2012), and lower than those in the northern Gulf of Mexico (1.3–26.0 mmol m–2 d–1) (Murrell and Lehrter, 2011; McCarthy et al., 2013) and the Yangtze River estuary (9.1–62.5 mmol m–2 d–1) (Zhang et al., 2017). At station A5, the net oxygen consumption rate in the bottom layer derived from regressing DO against time was 2.34 ± 0.34 μmol L–1 d–1, translating into a depth-integrated net oxygen consumption rate of 30.42 ± 4.42 mmol m–2 d–1 on YD 220(2018) when the bottom layer was 13 m thick (Tables 1, 2). The diapycnal diffusion flux was thus negligible (<1%) compared to the net oxygen consumption rate in the bottom layer and can be ignored for the discussion below. The sediment oxygen consumption contributed 21% to the net oxygen consumption in the overlying bottom water. If assuming negligible monthly variations in the current velocity in the bottom water, the sediment oxygen consumption rate at station A5 during each cruise was estimated using the bottom-most DO concentration, temperature and salinity (Table 5). The results suggest the sediment oxygen consumption rate generally decreases with time, with its contribution to the net oxygen consumption in bottom water ranged from 13.4 to 42.1%. Before sampling, very heavy wind occurred over night on YD 202-203(2017), which induced the pycnocline deeper (Figure 2 and Table 2). So the depth-integrated net oxygen consumption rate on YD 203(2017) was much smaller, and consequently the sedimentary contribution was highest. The sedimentary contribution on YD 237(2018) was about three times of that on YD 234(2017), due to the influence of Typhoon Rumbia. The results demonstrated the dominant role of pelagic respiration in generating the observed oxygen depletion in the bottom layer. This argument is also supported by most DO vertical profiles showing little change in DO concentration toward the seafloor (Figure 3).


[image: image]

FIGURE 6. Estimated DO fluxes at station A5 through the pycnocline (Fp) (A) and through the bottom boundary layer (FBBL) (B) as a function of time.



TABLE 5. Estimated DO fluxes through the bottom boundary layer (FBBL) and their contributions to the net oxygen consumption rate in bottom water at station A5, along with other parameters in the bottom water.

[image: Table 5]The molar ratio of oxygen consumption to DIC production in the bottom water (O2/DIC hereafter) was calculated to be 1.42 ± 0.22 based on the slopes of the fitted DO vs. YD and DIC vs. YD equations (Table 4). This ratio is statistically indifferent from the Redfield ratio (1.30), suggesting that microbial oxidation of particulate organic matter freshly produced by marine plankton (e.g., phytodetritus) dominated oxygen consumption, as has been observed in the Gulf of Mexico (Rabalais et al., 2002; Green et al., 2006), the Yangtze River estuary (Wang et al., 2017), the Pearl River estuary (Qian et al., 2018), and the Chesapeake Bay (Su et al., 2020). Since pelagic respiration was the main contributor (>60%) to the oxygen depletion (see above), the oxidation of fresh, autochthonous particulate organic matter should have primarily transpired in the water column rather than in the sediment, even though the water column was very shallow (<30 m). This result was consistent with that in the shallow (<30 m) hypoxic zone in the Chesapeake Bay where the pelagic respiration contributes ∼70% to the bottom oxygen depletion (Li et al., 2015). However, in shallow waters, sediment oxygen consumption often plays a dominant role, e.g., in the western side of the Gulf of Mexico near the Atchafalaya River plume (<30 m) (Hetland and DiMarco, 2008) and the Yangtze River estuary (30–50 m) (Zhang et al., 2017). Pelagic-dominated oxygen consumption occurs in relatively deeper water bodies, such as the lower St. Lawrence estuary (>300 m deep) (Bourgault et al., 2012) where the residence time of particulate organic matter in the water column is relatively long. Pelagic-dominated oxygen consumption can also take place in shallow waters with limited sediment deposition, such as in the Louisiana Bight near the Mississippi River plume where suspended particles in the river plume can barely reach the seafloor before entering the deeper (>40 m) shelf water (Corbett et al., 2006; Green et al., 2006; Hetland and DiMarco, 2008). The factors leading to the pelagic-dominated oxygen consumption in the shallow water off Qinhuangdao, Bohai Sea, is unclear but could be linked to abundant loads of slow-sinking, fine organic particles in the water column that originated from phytoplankton blooms.



SUMMARY AND CONCLUSION

Oxygen depletion of ∼90 μmol L–1 and acidification of ∼0.3 pH unit occurred in the bottom water of the Bohai Sea off Qinhuangdao City during the summers of 2017 and 2018. Combined with literature data, no significant interannual variations were observed in the rates of oxygen depletion and acidification from 2011 to 2018. The bottom water had therefore remained in a stable condition in terms of net community respiration over that period. The ratio of oxygen consumption to DIC production in the bottom water (1.42 ± 0.22) was close to the Redfield ratio (1.30), demonstrating that degradation of freshly produced organic matter dominated oxygen consumption. Sedimentary organic matter degradation contributed <40% of the oxygen depletion and acidification in the overlying bottom water. The passage of Typhoon Rumbia over the Bohai Sea in the late summer of 2018 strongly weakened the bottom water oxygen depletion and acidification. This study demonstrates that pelagic respiration can thus prevail over sediment respiration in generating oxygen depletion and acidification in shallow coastal systems and stormy weather events can substantially alter the duration and intensity of oxygen depletion and acidification in coastal areas.
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Seasonal and interannual variabilities in the partial pressure of CO2 (pCO2), pH, and calcium carbonate saturation state (Ω) were investigated in the highly eutrophicated Tokyo Bay, Japan, based on monthly observations that were conducted from 2011 to 2017. There were large variabilities in these parameters for surface and bottom waters due to photosynthesis and respiration, respectively. Warming/cooling and freshwater input also altered the surface Ω. During the observation period, calcium carbonate undersaturation was observed twice in the anoxic bottom waters in summer. The data indicate that anaerobic remineralization under anoxic conditions lowers the Ω, causing undersaturation. These findings suggest that de-eutrophication can decelerate ocean acidification in the bottom waters of Tokyo Bay. However, if atmospheric CO2 exceeds 650 ppm, aragonite undersaturation will be a common feature in the summer bottom water, even if hypoxia/anoxia are alleviated by de-eutrophication.
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INTRODUCTION

Ocean acidification (OA) is defined as the progressive reduction in the pH of ocean over an extended period of time, typically decades or longer (Field et al., 2011). Changes of seawater carbonate chemistry associated to OA, such as an increase in partial pressure of seawater CO2 (pCO2) concentration and a decrease in calcium carbonate (CaCO3) saturation state (Ω) are also included in the discussion of the effects of OA (Royal Society, 2005; IPCC, 2014). The increased CO2 concentration promotes the photosynthesis by primary producers such as phytoplankton and seagrass (Hinga et al., 2002; Palacios and Zimmerman, 2007; Hendriks et al., 2010), while the decreased Ω adversely affects the calcification, as well as the growth and survival of calcifying organisms (e.g., Kroeker et al., 2010). The increased CO2 concentration also affects the growth of otoliths (CaCO3 structures in ears), metabolic rate and behavior of some fishes (Heuer and Grosell, 2014 for review). The co-occurrence of OA with other environmental changes, such as warming and deoxygenation lead to further biological complications (Kroeker et al., 2013; Gao et al., 2019; Doney et al., 2020). It has been found that an elevated CO2 concentration reduces the tolerance of fish and bivalves to low oxygen conditions (Hancock and Place, 2016; Miller et al., 2016; Gobler and Baumann, 2016). In addition, the synergistic effects of OA and the warming of seawater negatively impact the calcification, reproduction, and survival of marine organisms (Harvey et al., 2013).

The current OA, caused primarily by the uptake of anthropogenic CO2 from the atmosphere, is occurring at a rate higher than that observed at any other time in the last 300 million years (Hönisch et al., 2012). The high OA rate, together with other anthropogenic perturbations, pose a threat to marine organisms, and thus to human society (Bednaršek et al., 2016; Hall-Spencer and Harvey, 2019; Stewart-Sinclair et al., 2020). Coastal regions are of particular importance to human society, providing ∼40% of the global ecosystem goods and services (Costanza et al., 1997). However, due to the complex natural processes and anthropogenic effects, it is difficult to understand and predict the progress of OA in coastal regions. For instance, freshwater discharge from land lowers the salinity and alkalinity and thus lowers the buffer capacity of coastal seawater, making it sensitive to anthropogenic CO2 addition (Salisbury et al., 2008; Hu and Cai, 2013). An excessive loading of man-made nutrients from land, a phenomenon known as eutrophication, causes massive algal production (blooms) and the subsequent decomposition of large amounts of sinking organic matter causes hypoxia (oxygen concentrations ≤ 2 mg L–1 or ≤ 61 μmol kg–1) in coastal waters worldwide (Breitburg et al., 2018). Eutrophication can thwart OA in the surface waters by increasing the biological CO2 uptake; however, it amplifies OA in bottom waters by increasing the amount of CO2 released from the decomposed organic matter (respiration) and also by reducing the buffer capacity (CO2-rich water has lower buffer capacity; Cai et al., 2011; Duarte et al., 2013; Wallace et al., 2014; Zhao et al., 2020). Large seasonal variations in the physical and biogeochemical conditions of shallow coastal regions can also result in large pH and Ω fluctuations, suggesting that the progress of OA causes coastal waters to seasonally exceed the biologically harmful pH and Ω thresholds faster than offshore waters (Pacella et al., 2018; c.f., McNeil and Matear, 2008). Depending on the balance between the OA (caused by anthropogenic CO2) and other processes, the coastal regions can undergo a variety of changes from rapid acidification to basification (Duarte et al., 2013; Ishizu et al., 2019). Furthermore, all of these natural and anthropogenic processes can differ across regions. Therefore, to predict the future environmental conditions, it is essential to quantitatively understand the processes affecting OA in each coastal region (e.g., Cai et al., 2011; Laurent et al., 2017; Feely et al., 2018; Rheuban et al., 2019).

In this study, we investigate the state of OA in Tokyo Bay, a highly eutrophicated bay in Japan. Our previous study was the first report on the Ω of water in Tokyo Bay based on monthly observations at two station, which were conducted from April 2011 to January 2012 (Yamamoto-Kawai et al., 2015). Of these two stations, larger seasonal variabilities in the physical and biogeochemical parameters were observed at F3, the inner bay station, than at F6, the middle bay station. Herein, the seasonal and interannual variations in the various carbonate chemistry parameters, viz., CO2, pH, and Ω are quantitatively examined to understand the processes affecting the of OA in Tokyo Bay, based on the monthly observations made at F3 from April 2011 to December 2017.



STUDY AREA

Tokyo Bay is a semi-enclosed bay with a mean depth of 19 m (Figure 1). The freshwater discharge from rivers (∼400 m3 s–1) and the inflow of offshore waters drives the estuarine circulation in the bay. The residence time of water in the bay is 1–3 months (Okada et al., 2011). The environment of Tokyo Bay has significantly changed over the last century (see Furukawa and Okada, 2006 for review). The nutrient loading from the surrounding metropolitan areas to the bay rapidly increased in the 1950s and the 1960s. The massive algal bloom (commonly referred to as the “red tide”), mainly caused by the dinoflagellates and diatoms, and the resulting bottom water hypoxia/anoxia have been repeatedly observed since the 1960s (Ishii et al., 2008; Kodama and Horiguchi, 2011). Since most river discharge enters from the north-west side, severe eutrophication and prolonged hypoxia/anoxia are observed in the inner part of the bay (e.g., Kodama and Horiguchi, 2011). Hypoxia/anoxia promotes the anaerobic oxidation of organic matter such as denitrification and sulfate reduction (e.g., Krumins et al., 2013). The bottom water with toxic hydrogen sulfide produced by the sulfate-reducing bacteria can rise by wind mixing, killing the fish and shellfish at the northern coast of the bay. This phenomenon is known as “blue tide” because the hydrogen sulfide in upwelled water is oxidized to elemental sulfur, causing the water to appear whitish blue (Takii et al., 2002). In addition, the area of the tidal flats decreased by ∼90% over the past century, thereby decreasing the shellfish habitat and destroying the network for benthic larvae transport. Due to these environmental changes, the total fish caught annually in Tokyo Bay decreased from > 1 × 105 tons in the 1950s (∼90% of shellfish) to 4 × 104 tons in the 1990s (Furukawa and Okada, 2006). Although the implementation of sewage treatment decreased the nutrient concentration in the bay after the 1980s (Kanda et al., 2008; Kubo et al., 2019), red tide and summer bottom hypoxia are still observed every year. The progress of OA can impose additional stress to the ecosystem of Tokyo Bay, which has been suffering from eutrophication and hypoxia.
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FIGURE 1. Map of Tokyo Bay and the sampling location. White arrows indicate the major rivers (E, Edogawa; N, Nakagawa; A, Arakawa; T, Tamagawa rivers). Gray lines with numbers indicate the bathymetry in meters.




MATERIALS AND METHODS

Monthly observations (a total of 77 times) were carried out at F3, a time-series station (35.51°N, 139.83°E, bottom depth = 23 m; Figure 1) from April 2011 to December 2017. Station F3 is located in the inner bay region. Seawater samples were collected using Niskin bottles mounted on a conductivity-temperature-depth (CTD)/rosette on the R/V Seiyo-maru of Tokyo University of Marine Science and Technology at target depths of 0 m, 5 m, 10 m, 15 m, and bottom. Actual depths of sampling were 1–3 m for the target depth of 0 m, 2–8 m for 5 m, 10–14 m for 10 m, 14–18 m for 15 m, and 19–24 m for the bottom.

Samples for dissolved inorganic carbon (DIC) and total alkalinity (TA) were preserved using a saturated mercuric chloride solution (0.1% by volume). The DIC was determined using the CO2 extraction-coulometry method (Dickson et al., 2007). The TA was measured using a spectrophotometric method (Yao and Byrne, 1998) for samples from April 2011 to January 2012, and by an open titration method (Dickson et al., 2007) for all other samples. The DIC and TA were calibrated against certified reference materials provided by Dr. Dickson at Scripps Institution of Oceanography and/or KANSO Technos, Japan. The pooled standard deviations obtained from replicate analysis were 2.5 and 2.8 μmol kg–1 for TA and DIC, respectively. The dissolved oxygen (DO) and chlorophyll a (Chl a) concentrations were measured using a RINKO DO sensor (JEFF Advantec Co., Ltd.) and a Seapoint chlorophyll fluorometer (Seapoint sensors, Inc.), respectively. The percentage of oxygen saturation (DO%) was calculated at standard air pressure with solubility of Weiss (1970). We also used nutrient data till October 2015, reported in Kubo et al. (2019).

The DIC, TA, temperature (T), salinity (S), and phosphate and silicate concentrations were used to calculate the in situ partial pressure of CO2 (pCO2), pH (total scale), and Ω of the collected samples using the CO2SYS program (Lewis and Wallace, 1998), along with the K1 and K2 constants reported by Mehrbach et al. (1973), refit by Dickson and Millero (1987), and KSO4 constant of Dickson (1990). The phosphate and silicate concentrations of Kubo et al. (2019), who reported data till October 2015, were used. After October 2015, we used the mean of the monthly phosphate and silicate concentrations calculated from 2011 to 2015 at each depth. For Ω, only the saturation state of aragonite (Ωar) is reported. The calcite saturation state is approximately 1.5 times higher than that of Ωar.



RESULTS AND DISCUSSION


Seasonal Variability

Figure 2 shows mean values of physical and biogeochemical parameters for each month and each target depth (0, 5, 10, 15 m, and bottom). In December and January, all observed parameters show relatively uniform values from the surface to the bottom, because of vertical mixing induced by cooling and winds. From January to August, the T increases from 10.7 to 26.8°C in the surface layer and from 12.5 to 21.2°C in bottom layer (Figure 2A). The S below 10 m remains largely unchanged throughout the year, ranging between 33 and 34 at the bottom (Figure 2B). In contrast, there is a large seasonal variability in S at 0 and 5 m, decreases to 26.1 and 29.7, respectively, in September. This indicate that river discharge significantly lowers S in the top 5 m layer at F3. The average T and S for all observations were 17.5°C and 32.0, respectively.
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FIGURE 2. Seasonal variations in (A) T, (B) S, (C) Chl a, (D) DO%, (E) TA, (F) DIC, (G) pCO2, (H) pH, and (I) Ωar at station F3. Black horizontal dashed lines in (D,G,I) indicate the O2 saturation, CO2 saturation (relative to mean atmospheric CO2 for the observation period), and aragonite saturation (Ωar = 1), respectively.


Chl a concentrations in the top 5 m layer also show large seasonal variability (Figure 2C). The highest Chl a concentration of 28 μg L–1 was observed in the surface water in May. Interestingly, the Chl a concentration increased from December to January at all depths (Figure 2C), suggesting the enhancement of primary production during January. In addition, the concurrent decrease in the phosphate and silicate concentrations from December to January (not shown) indicates the occurrence of photosynthesis by diatoms. This finding is consistent with previous studies, which have reported winter photosynthesis by diatoms in Tokyo Bay, stimulated by episodic stratification with favorable light conditions and abundant nutrients (Shibata and Aruga, 1982; Nomura and Yoshida, 1997).

The surface DO was slightly undersaturated in December (94.5 ± 3.9%), but increased to 115.0 ± 15.5% in January due to the production of DO by photosynthesis. Despite continued photosynthesis and warming (lowers gas solubility in seawater), DO% does not largely increase from spring to summer, possibly due to the release of O2 to the atmosphere by an air-sea gas exchange. From spring to summer, the DO in the bottom water at F3 largely decreases because of decomposition of organic matter, reaching as low as 3.3% (7.4 μmol kg–1) in August. Bottom water is in hypoxic condition (≤61 μmol kg–1) from July to September. In August, water at 15 m also reaches hypoxic condition. After September, vertical mixing supplies oxygen from the atmosphere to the bottom waters, increasing the DO levels (Figure 2D).

Carbonate chemistry should be affected by above mentioned seasonal variation in cooling/warming, freshwater mixing, biological activity such as photosynthesis and respiration. Seasonal variations in TA and DIC were similar to those in S, showing low values during summer in the top 5 m layer due to mixing with river water (Figures 2B,E,F). The DIC below 10 m increases from spring to summer due to the accumulation of CO2 from decomposition of organic matter. The seasonal and interannual variations in the carbonate parameters (calculated from TA and DIC) differ from those in TA or DIC (Figures 2G–I). The seasonal variation in pCO2 is much larger in the bottom layer than in the surface layer. Surface water tends to be undersaturated with respect to atmospheric CO2 (∼400 μatm) from January to October, while it is oversaturated with CO2 from November to December (Figure 2G). The bottom water also tends to be undersaturated from January to April and the pCO2 in the bottom water increased as the DO% decreased, reaching 1,134 μatm in August. From September to November, the bottom pCO2 rapidly decreases, indicating the transfer of CO2 to the upper waters and the atmosphere by an enhanced vertical mixing in fall; however, CO2 oversaturation was still observed in December, following which, winter photosynthesis decreases the pCO2 till the water is undersaturated with respect to the atmosphere in January (Figure 2G). The seasonal variations in the pH mirrors that of pCO2 (Figure 2H). Bottom pH is as low as 7.6 in August. Ωar is high in the surface waters during summer (Figure 2I), in spite of freshwater mixing that lowers Ωar (Salisbury et al., 2008; Yamamoto-Kawai et al., 2011). This means that effect of biological activity (i.e., uptake of CO2 by photosynthesis) exceeds the effect of freshening. The bottom Ωar reaches a minimum value of 1.3 in August.



Interannual Variability

Although 7 years of observations are not sufficient to determine the acidification trends in the highly variable Tokyo Bay, the interannual variabilities in the physical and biogeochemical parameters can be investigated. Interannual variability in T is not so large, compared to seasonal variability (Figure 3A). For example, surface T in August ranged only between 25.31°C (in 2015) and 28.86°C (in 2013). In contrast, surface S shows large interannual variability (Figure 3B). Extreme surface freshening was observed in September 2011 (S = 15.87), April 2014 (S = 20.75), June 2014 (S = 22.95), August 2016 (S = 19.49), and October 2016 (S = 16.30), while surface S was greater than 28 throughout 2013 (Figure 2A). In the layer below 10 m depth, S is relatively constant throughout the study period. Accordingly, extreme surface freshening leads to strong stratification at around 5 m.
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FIGURE 3. Time series of (A) T, (B) S, (C) Chl a, (D) DO%, (E) TA, (F) DIC, (G) pCO2, (H) pH, and (I) Ωar at station F3.


Though a seasonal maximum Chl a concentration of 28 μg L–1 was found in May in Figure 2C, greater concentrations were observed during other months too (Figure 3C). According to Nomura (1998), a Chl a concentration > 30 μg L–1 indicates the occurrence of red tide in Tokyo Bay, and such high concentrations were observed every year from 2011 to 2014, with the highest Chl a concentration (92 μg L–1) in June 2014. The observed Chl a concentrations were lower than 30 μg L–1 after 2015. The extent of DO oversaturation was extremely high (>150%) in the surface layers in 2012, 2013, and 2014. These observations along with the high Chl a concentrations suggest that the primary productivity was higher in the earlier years of the observation period (Figures 3C,D). On the contrary, a significant undersaturation of DO in surface water (<80%, down to 47%) was observed in July and August 2015, October 2016, and July 2017, indicating the mixing with waters affected by respiration at the bottom of F3 or somewhere in upstream regions. In October 2016, the low DO% in extremely low S water (S = 16.3) suggests that the respiratory processes took place near the river mouth and then advected to F3.

Bottom hypoxia (DO ≤ 61 μmol kg–1, DO% < 25%) was observed every summer. Anoxic conditions (DO = 0 μmol kg–1) were observed in the bottom layer in August 2013, July 2015, and August 2015, and at a depth of 16 m in July 2014 (Figure 3D). Not anoxia, but very low concentration of DO (<5.0 μmol kg–1, DO% < 2%) were observed in the bottom water in all other years. Although hypoxia and anoxia are induced by the stratification and decomposition of organic matter produced by primary production, the occurrence of anoxia at the bottom does not seem to be directly related to the strength of stratification (stronger in 2011 and 2016 by freshening; Figure 3B) or surface productivity (higher in 2011–2014 than 2015–2017; Figure 3C). This is likely because bottom anoxia was not a special event for 2013, 2014, and 2015, but almost occurs every year, and our observations happened to be made during a short anoxic period in 2013, 2014, and 2015. This is supported by the data of public water quality measurement near our study site (at 9 stations in the area of 35.46–35.53°N, 139.74–139.85°E; data can be downloaded from websites of Tokyo Metropolitan Government Bureau of Environment and Kanagawa prefecture Environment and Agriculture Bureau). The minimum DO values at or below detection limit [<0.5 mg L–1 (Tokyo) or 0.1 mg L–1 (Kanagawa)] were reported every summer at 1–4 of 9 stations, suggesting possible occurrence of localized anoxia. However, such low DO condition was not observed for two consecutive months at each station. These results suggest that anoxia in this region is not uncommon, but is a localized, short-term event. This is consistent with previous studies reporting that bottom DO in Tokyo Bay varies in a short period of time due to the wind-driven intrusion of offshore water (Fujiwara and Yamada, 2002; Sato et al., 2012). The intrusion of offshore water supplies oxygen and also moves hypoxic/anoxic water toward the coast and to the subsurface layer (Fujiwara and Yamada, 2002). This explains the observation of anoxic water at a depth of 16 m, not at the bottom in July 2014.

Interannual variations in TA and DIC are similar to that of S in the upper layer (Figures 3E, 4F). Especially low TA and DIC were observed in September 2011, April 2014, June 2014, and August 2016 when extreme freshening was observed. Although extreme freshening was also observed in October 2016, TA and DIC were relatively high. In the deeper layer, T shows relatively small interannual variability. The bottom DIC in summer is high in 2013, 2014, 2015, and 2017.


[image: image]

FIGURE 4. Relationships between (A) TA and S, colored by T, (B) DIC and S, colored by DO%. Black lines represent the least square linear fits of each plot. Gray area shows the mixing of offshore water (S = 34.82, TA = 2,293 μmol kg− 1, DIC = 1,960∼1,990 μmol kg− 1) with river water (S = 0, TA = 1,013 ± 156 μmol kg− 1, DIC = 1,047∼1,800 μmol kg− 1). Circled data points represent the observations of the water samples collected in October 2016.


Lower pCO2, higher pH and Ωar were observed in the summer surface waters during the first half of the observation period (Figures 3G–I). Extremely high pCO2 (>1,500 μatm), low pH (<7.5) and low Ωar (<1) were observed in the bottom layer in August 2013 and at a depth of 16 m in July 2014, when anoxic condition was also observed. This is the first record of aragonite undersaturation in Tokyo Bay. Although bottom anoxia was observed in July and August 2015, the carbonate parameters did not show extreme values and Ωar was higher than 1 (1.2 and 1.4, respectively). In November and December of 2014, high pCO2, low pH, and low Ωar were observed in the whole water column compared to other years. This should reflect the accumulation of large amounts of CO2 during the preceding summer in the layer below 10 m (Figure 3G), indicating that the properties of summer bottom water later affect the properties in winter. Another process causing interannual variation in the winter carbonate properties is winter photosynthesis (Shibata and Aruga, 1982; Nomura and Yoshida, 1997): relatively low pCO2, high pH and high Ωar were observed in the whole water column in January 2012 and February 2013 when Chl a was relatively high.



Processes Affecting Carbonate Chemistry in Tokyo Bay


Physical Processes Occurring With Air-Sea CO2 Equilibrium

In this section, the processes responsible for the seasonal and interannual variations in the carbonate parameters in Tokyo Bay are quantitatively discussed. As shown in Figure 4, both DIC and TA are linearly correlated with S, indicating the significant influence of mixing of offshore water (high in S, DIC, and TA) with freshwater (low in S, DIC, and TA). The TA and DIC values were higher than expected from S in October 2016 (circled data in Figure 4) when freshening was observed from the surface (S = 16.3) to a depth of 16 m (S = 28.2 at 16 m) in the water column. Although the reason is not completely understood, the low DO% (68% at the surface) suggests that this anomaly arises from the input of local freshwater input with especially high TA and DIC and local respiratory processes in the regions near the coast or the river mouth. Except for the data recorded in October 2016, TA correlated well with S and the regression line of TA is 37.61 (± 0.73) × S + 998.4 (± 23.1) (black line in Figure 4A, r = 0.94, n = 368), which is in good agreement with that obtained by Taguchi et al. (2009) for surface waters in 2008 (TA = 36.77 × S + 1,006, r = 0.99, n = 59), following a mixing line between offshore water [North Pacific Sub-Tropical Mode Water (NPSTW), S = 34.82, TA = 2293 μmol kg–1] and river water (S = 0, TA ∼1,000 μmol kg–1). This indicates that the waters in Tokyo Bay can be expressed as a mixture of these two components. Deviations from the regression line in the low-salinity waters may reflect the variations in TA in the river water and the contribution of precipitation (TA = 0). The correlation between DIC and S, except for data from October 2016, is expressed by DIC = 53.7 (± 1.7) × S + 261.5 (± 54.8) (black line in Figure 4B, r = 0.85, n = 367). Compared to the TA-S plot, there were more data scattering and deviations from the mixing line between the DIC values of offshore waters (DIC = 1,960–1,900 μmol kg–1 at S = 34.82 from Ishii et al., 2011) and river waters (1,047 ± 164 μmol kg–1 in the Tamagawa River and 1,499 ± 222 μmol kg–1 in the Arakawa River from May 2011 to April 2012, Kubo, 2015; ∼1,800 μmol kg–1 in the Tamagawa River in April 1993, Ogawa and Ogura, 1997) in the DIC-S plot. Water samples with high S and low DO% showed an elevated DIC, while surface waters with low S and high DO% showed a lower DIC than that expected from the mixing line, indicating the significant influence of photosynthesis and respiration on the DIC concentrations. The DIC should also have been affected by warming/cooling and air-sea gas exchanges.

To separately and quantitatively assess the effects of the physical processes on the carbonate parameters, we have assumed that the TA and DIC values were affected only by the physical processes, i.e., mixing with freshwater and warming/cooling. Under this assumption, the TA (TAphys) can be predicted from the S values assuming two end-member mixing of offshore water with river water (TAphys = 36.76 × S + 1,013). For the offshore waters, the S and TA values of Taguchi et al. (2009) were used (34.82 and 2293 μmol kg–1, respectively). This TA value was in agreement with that of Ishii et al. (2011), who reported a mean salinity-normalized TA of 2,305 μmol kg–1 at S = 35, corresponding to 2,293 μmol kg–1 at S = 34.82 in the Kuroshio region, southwest of Tokyo Bay. For the river water, a TA of 1,013 μmol kg–1, the mean of monthly observations of four major rivers (the Edogawa, Arakawa, Nakagawa, and Tamagawa rivers, ± 156 μmol kg–1, n = 42), was used (reported in the appendix of the 2018 annual report on water quality by the Bureau of Waterworks Tokyo Metropolitan Government)1. The DIC can be also predicted from the S and end-member DIC values. However, the mixing of river water with offshore water causes an oversaturation of pCO2 in the waters compared with the atmospheric pCO2. Accordingly, the DIC should decrease from the river mouth to the observation site by the outgassing of CO2, as observed in Tokyo Bay (Kubo et al., 2017) and other coastal regions (e.g., Zhao et al., 2020). Therefore, we used pCO2 instead of DIC, by assuming that pCO2 in the physics only case (pCO2phys) is at equilibrium with atmospheric pCO2 at TAphys and observed T and S conditions. For this calculation, the monthly mean dry air CO2 concentration (xCO2) observed at Mauna Loa (NOAA/PMEL) was converted to pCO2 at 100% humidity, standard air pressure, and the observed water T. Then, the DIC, pH and Ω of the waters, under the assumption that only physical processes are taking place, are calculated as:
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where the function f refers to the CO2SYS thermodynamic equations, Tobs and Sobs are observed T and S. DICphys shows relatively large variability (ranging from 1,481 to 2,071 μmol kg–1) under the equilibration with atmospheric pCO2, reflecting significant effects of T, S, and TA on DIC (Figure 5A). Of these, the effect of T can be estimated by comparing DICphys with that calculated by replacing Tobs by mean T of 17.5°C. It is estimated that summer warming to 27°C decreases DIC by ∼70 μmol kg–1 and winter cooling to 11°C increases DIC by ∼50 μmol kg–1. This indicates that the large variability in DICphys is mostly caused by freshening (Figure 5A). Nevertheless, when compared to the observed seasonal and interannual variabilities in the carbonate parameters, those calculated for the physical processes with an air sea CO2 equilibrium were significantly lower (Figures 2F–I, 3F–I, 5A–D, note that the scales of the y-axis in Figures 5B,C are much smaller than those in Figures 2G,H, 3G,H). Figure 5C shows that the pHphys reflects seasonal variations and long-term trend of pCO2phys. In addition, it is apparent that the pHphys is affected by S. However, even under extreme freshening, the pHphys is lowered by only ∼0.03, suggesting that the effects of mixing of seawater with river water and warming/cooling on the pH are small after sufficient air–sea gas exchange has occurred, even in Tokyo Bay with large seasonal variability in T and S. Seasonal variation in the Ωphys values is relatively large (Figure 5D). In general, Ωphys values are high in the summer (∼2.8) and low in winter (∼1.8), and the data are positively correlated with T (r = 0.86), reflecting the effect of T on solubility of aragonite (Mucci, 1983). In addition, surface freshening lowers the Ωphys by ∼1 (for example, the difference between the Ωphys value at 0 m (S = 15.87) and that at 5 m (S = 29.82) in September 2011 is 1.3). Due to the combined effects of T and freshening, the lowest and second lowest Ωphys values (Ωphys = 1.3 and 1.4) were observed in the surface waters in April 2014 (S = 20.75, T = 15°C) and October 2016 (S = 16.3 and T = 22°C), respectively, not in the freshest but warm water in September 2011 (S = 15.9, T = 26°C, Ωphys = 1.6). In terms of interannual variability, freshwater mixing is the major factor affecting the Ωphys values since T has a small interannual variation (Figure 2A). These findings suggest that warming/cooling induces the seasonal variation in Ωphys, whereas fluctuations in freshwater mixing cause the interannual variations in the surface Ωphys in Tokyo Bay.


[image: image]

FIGURE 5. Seasonal and interannual variations in (A) pCO2phys, (B) pHphys, (C) Ωphys, (D) ΔpCO2, (E) ΔpH, and (F) ΔΩ at all observation depths. (B,C) are colored by S and T, respectively. (D–F) are colored by depth.




Other Processes

The net effect of processes other than physical processes on the carbonate parameters can be estimated by the differences between the observed values and those calculated under the physical processes only condition;
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The other processes that affect the carbonate parameters include photosynthesis, remineralization, formation and dissolution of CaCO3, and air-sea CO2 disequilibrium. Uncertainties and fluctuations in the end-member TA values used to estimate the carbonate parameters for the physical processes-only case can affect the ΔDIC, ΔpCO2, ΔpH, and ΔΩar values (Δ values). The seasonal and interannual variations in the Δ values are similar to those in the observed carbonate parameters (Figures 2F–I, 3F–I, 5E–H), indicating the importance of non-physical processes in Tokyo Bay. The average net effects of these processes in the surface (bottom) waters are as follows: DIC = −76 ± 102 μmol kg–2 (+ 50 ± 73 μmol kg–2), pCO2 = −130 ± 127 μatm (+ 192 ± 283 μatm), pH = + 0.17 ± 0.17 (−0.12 ± 0.17), and Ωar = + 1.0 ± 0.9 (−0.4 ± 0.7). The relationships between carbonate parameters (ΔpCO2, ΔpH, and ΔΩar) and the DO% (Figure 6) indicate that photosynthesis and aerobic respiration are the major processes controlling the Δ values. In waters with high DO oversaturation, the effect of non-physical processes is high: maximum values (ΔpCO2: −345 μatm; ΔpH: + 0.6; ΔΩar: + 3.3) were observed in the water with the highest DO% (174%). Relatively low ΔpCO2 along with high ΔpH and ΔΩar values were observed in the surface waters during the first half of the observation period (Figure 5). These findings are consistent with the higher photosynthesis rate in the earlier years, as indicated by the higher Chl a concentration and DO% (Figures 3C,D).
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FIGURE 6. (A) ΔpCO2, (B) ΔpH, and (C) ΔΩ plotted against oxygen saturation %. Color indicates ratio of DIN (nitrate + nitrite + ammonia) over phosphate in (A), and S in (B,C). Gray dots are data after November 2015, when nutrient data are not available. Crosses represent data for samples collected in December. Black circles demonstrate the aragonite undersaturations and anoxic waters observed in August 2013 and July 2014.


During summer, high ΔpCO2 values (>1,000 μatm) were estimated for the anoxic and aragonite undersaturated bottom waters collected on 19 August, 2013 and 04 July, 2014 (Figure 5F). An increase in the pCO2 without a corresponding change in the DO level under anoxic conditions (Figure 6A) suggests the influence of anaerobic processes, such as denitrification and sulfate reduction in the sediment, which are followed by a DIC efflux to the overlying bottom water. Both denitrification and sulfate reduction are known to occur in the sediments of Tokyo Bay (Koike and Hattori, 1978; Nishio et al., 1982; Takii et al., 2002). Significant denitrification in the bottom waters is also expected to occur in summer (Koike, 1993). In our observations, relationship between dissolved inorganic nitrogen (DIN: nitrate + nitrite + ammonia) and dissolved inorganic phosphorous (phosphate) indicates effects of anaerobic processes. As shown in Figure 6, N/P ratio in low oxygen water is much lower than the Redfield ratio of 16 (Redfield et al., 1963), although surface water in the bay has much larger N/P ratio (Kubo et al., 2018). The low N/P ratio can be caused by denitrification (removal of DIN) and/or efflux of phosphate from anoxic sediments (Golterman, 2001). Low N/P values are found in low DO% waters overall, not only in anoxic waters (Figure 6). This indicates that anaerobic remineralization, not only in anoxic bottom waters but also in anoxic bottom sediments, influences bottom water properties in the region. The DIN deficit (DIN – P × 16) in summer hypoxic/anoxic bottom water (DO < 61 μmol kg–1 at 20 m in July, August, and September) was −24.0 μmol kg–1 (−38.4 ∼−9.0 μmol kg–1). If this deficit represent the removal of DIN by denitrification, DIC produced by denitrification is estimated to be 21.2 μmol kg–1 (8.0∼33.9 μmol kg–1; DIN deficit/(104 + 16) × 106; cf. Gruber and Sarmiento, 1997). Without this DIC, carbonate parameters in summer bottom water would change significantly: pCO2 decreases by 136 μatm while pH and Ωar increases by 0.06 and 0.18, respectively. However, given that DIN deficit can be caused by efflux of phosphate from sediments (Golterman, 2001) and that N/P ratios in Tokyo Bay without denitrification should be greater than 16 (Kubot et al., 2018), these estimates could be either underestimates or overestimates. Nevertheless, these results demonstrate the importance of anaerobic remineralization processes on carbonate parameters in Tokyo Bay.

Figures 3, 5 show that aerobic remineralization in the water and sediments increases pCO2 to as high as > 1,500 μatm and ΔpCO2 as high as > 1,000 μatm (Figure 5), leading to sporadic aragonite undersaturation in the bottom waters. Notably, aragonite undersaturation and anoxia were observed at a depth of 16 m, and not in the bottom waters (22 m) in July 2014. The higher Ωar and DO values in the waters above and below 16 m imply that the aragonite undersaturation and anoxia were not developed in situ at station F3, but they initially occurred in the surrounding areas and then advected to station F3. Such advection of low DO water has been reported as a subsurface hypoxic water mass in a previous study focused on Tokyo Bay (Fujiwara and Yamada, 2002). In July and August 2015, when bottom anoxia was also observed, the Ωar values were greater than 1. It seems that ΔDIC in these waters were relatively high (∼175 μmol kg–2) but were not enough to cause aragonite undersaturation. As ΔDIC should reflect total amount of organic matter remineralized through both aerobic and anaerobic oxidation, anoxic water does not necessarily always accompany aragonite undersaturation.

The scatter in Figure 6 reflect the effects of non-physical processes other than photosynthesis and respiration on the carbonate parameters. For example, the waters collected in December tended to have higher ΔpCO2 and lower ΔpH and ΔΩar values than those that were expected from the DO% (Figure 6), possibly due to the occurrence of an air–sea CO2 disequilibrium after vertical mixing. Vertical mixing during fall/winter brings CO2-enriched and DO-depleted bottom water to the surface. An air–sea gas exchange changes the properties to attain a DO% = 100% and Δ = 0. However, as compared to the DO exchange rate, the CO2 exchange rate is considerably lower (e.g., Zeebe and Wolf-Gladrow, 2001), which causes deviations from the expected carbonate parameters, as observed in the data for waters collected in December (Figure 6). The large extent of scattering for the low-salinity waters in the ΔpH-DO% and ΔΩar-DO% plots may also reflect differences in gas exchange rate between the oxygen and CO2. Variability in the TA of freshwater end-members is another possible reason for the scattering. Furthermore, the dissolution of CaCO3 has been suggested by the high TA relative to the S values in low-Ω bottom waters of some coastal regions (e.g., Cross et al., 2013; Wang et al., 2017). In Tokyo Bay, elevated TA values were observed (Figure 4A) in cold waters during winter, and not in the low-Ωar bottom waters during the summer. This elevation from the regression line in Figure 4A was observed every year, by an average of 24 μmol kg–1 (n = 65) and up to 81 μmol kg–1 for waters at T < 13°C. Since the Ωar values of these waters are high (2.8 ± 0.5) and that sedimentary dissolution of CaCO3 is a slow process (time required for complete dissolution of available aragonite solid is 20,000 days at Ω = 0.5, Cross et al., 2013), the elevated TA values are probably not caused by CaCO3 dissolution. An increase in the TA during winter is not evident in offshore subtropical source water (Ishii et al., 2011) and in river water (Bureau of Waterworks Tokyo Metropolitan Government). Since surface water at higher latitudes tends to have higher TA at the same salinity level (Takatani et al., 2014), the observed increase in TA could be explained if water of northern-origin flows into Tokyo Bay every winter. However, to the best of the authors’ knowledge, this has not been reported. Particulate and dissolved organic matter (POM and DOM) are known to affect the TA of coastal water samples (Cai et al., 1998; Kim et al., 2006; Hernández-Ayon et al., 2007; Kim and Lee, 2009). However, the POM and DOM concentrations observed at our study sites are high in summer and low in winter (Kubo et al., 2015, 2017). Therefore, the elevated TA during winter cannot be explained by the organic contributions. Anaerobic remineralization processes such as denitrification and sulfate reduction can also increase the TA (Hu and Cai, 2011; Krumins et al., 2013). Although increase in TA was not evident in the hypoxic/anoxic summer bottom water, sediment denitrification can be stimulated in winter by supplying O2 to promote nitrification or NO3 itself into nitrate-limited sediment (Bonaglia et al., 2014). Quantitative analysis of the TA efflux from the sediment may clarify the reason for the TA elevation in winter waters and its importance in the carbonate system of Tokyo Bay.



Future Progress of Ocean Acidification

In this section, the future changes in the pH and Ωar values of surface and bottom waters at station F3 are estimated. As per the report by Yamamoto-Kawai et al. (2015), the future DIC values are calculated as DIC = DICEQ + ΔDIC, where DICEQ is the DIC of the water that is in equilibrium with atmospheric CO2, and ΔDIC represents an air–sea disequilibrium caused by an insufficient air–sea gas exchange, biological activities, etc. Using the CO2SYS program, the mean DICEQ of the study period with atmospheric xCO2 of 400 ppm is estimated from the monthly mean Tobs, Sobs, and TAphys. Then, ΔDIC is calculated by subtracting DICEQ from the monthly mean of the observed DIC. This is similar to the calculations for the carbonate parameters in the physical processes-only case and the Δ values, with the only difference being that monthly mean values were used instead of each individual observation. Under the assumption that the ΔDIC remains unchanged over time, ΔDIC is added to DICEQ estimated for the water under future xCO2 conditions. Future changes in the pH and Ωar were then estimated using the derived DIC along with Tobs, Sobs, and TAphys values.

Figure 7 shows changes in pH and Ωar with increasing atmospheric xCO2. It is predicted that in future, the decrease in the pH of surface waters will be larger in winter than that in summer (Figure 7C). In contrast, the decrease in the pH of bottom waters will be larger in summer than that in winter, due to the lower buffer capacity of waters with higher pCO2. Aragonite undersaturation in bottom waters will be a common event in August when the atmospheric xCO2 values reach 500 ppm (in the year 2043 and 2057 in RCP 8.5 and RCP6.0 scenario, respectively). When the atmospheric xCO2 is 700 ppm (in the year 2073 in RCP8.5, after the end of this century in RCP6.0), aragonite undersaturation in the bottom waters lasts for ∼3 months from July to September (Figure 7B).
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FIGURE 7. Predicted changes in (A,C) pH and (B,D) Ωar in the surface (solid lines) and the bottom (dashed lines) waters with increasing atmospheric xCO2. (A,B) Show seasonal variations. (C) indicate future progress of ocean acidification in August (black lines) and December (gray lines). aso shoof the surface water, (B) pH of the bottom water, (C) Ωar in the surface water, and (D) Ωar in the bottom water in August (blue lines) and December (orange lines)estimated pH and Ωar values in the absence of eutrophication are indicated as open symbols (A,B) or thin lines (C,D).


Yamamoto-Kawai et al. (2015) have estimated that since 1950/1960s, eutrophication has increased the summer bottom water DIC by 46 μmol kg–1 and decreased summer surface water DIC by 46 μmol kg–1. When we remove these changes in DIC in the calculation of future pH and Ωar for summer months (from June to September), results change significantly (Figure 7). Under the atmospheric xCO2 of 700 ppm, removal of eutrophication effect decreases pH by ∼0.10 and Ωar by ∼0.48 in the surface water (red filled circles and red open squares). In the bottom water, the pH and Ωar values increase by ∼0.14 and 0.30, respectively (red filled squares and red open squares) And aragonite undersaturation occurs only in August. In addition, in the absence of eutrophication, the rate of decrease in pH (for every 100 ppm increase in xCO2) is reduced from 0.076 to 0.067 in December and from 0.102 to 0.096 in August (mean rate for xCO2 range from 400 to 700 ppm; Figure 7). The mean Ωar in August becomes < 1 when the xCO2 value reaches 650 ppm (in the year 2067 and 2095 in the RCP 8.5 and 6.0 scenarios, respectively), indicating that de-eutrophication can postpone the timing of bottom aragonite undersaturation by 24 and 38 years, RCP 8.5 and RCP6.0 scenarios, respectively. Nevertheless, de-eutrophication should be accompanied with an effort to maintain low atmospheric xCO2 values (below 650 ppm) to ensure that the water in Tokyo Bay is oversaturated with respect to aragonite throughout the year.



SUMMARY AND CONCLUSION

Seven years of observations have revealed the seasonal and interannual variations in the carbonate parameters and the processes affecting the carbonate system in Tokyo Bay. In the surface layer, the Ωar increases by ∼1.0 from winter to summer because of warming. The sporadic extreme freshening caused by river water input lowers the Ωar by ∼1.0. These physical processes do not cause large variations in pCO2 and pH when a CO2 equilibrium is achieved by an air-sea gas exchange. In contrast, the active photosynthetic processes in this highly eutrophic bay significantly impact the carbonate parameters. Surface water was undersaturated with respect to atmospheric CO2 for most months, making the bay a strong CO2 sink (Kubo et al., 2017). Quantitative evaluation shows that photosynthesis, together with other non-physical processes, decreases the pCO2 in surface waters by up to 345 μatm, causing both the pH and Ωar of surface waters to increase by up to 0.6 and 3.3, respectively. In the bottom layer, remineralization is the major process controlling the carbonate parameters. Aragonite undersaturation was observed twice during the study period in anoxic waters. The relationship between pCO2 and DO% suggests that anaerobic remineralization under anoxic conditions lowered the Ωar value, causing undersaturation. This suggests that anoxic conditions can enhance ocean acidification at bottom water which can be critical to the benthic marine organisms. In addition, advection of the anoxic and aragonite undersaturated seawater to the upper water column can be detrimental to the planktonic organisms in Tokyo Bay.

If the concentration of atmospheric CO2 continues to increase, aragonite undersaturation of the summer bottom water will be a common event in the Tokyo Bay in the near future. De-eutrophication, resulting from pollution control, can decelerate ocean acidification and postpone the occurrence of prolonged aragonite undersaturation in the bottom waters. De-eutrophication will also improve the oxygen conditions in summer bottom waters, thereby suppressing anoxic remineralization and sporadic aragonite undersaturation. However, if atmospheric CO2 exceeds 650 ppm, aragonite undersaturation will be a common feature in the summer bottom waters, even if hypoxia/anoxia are alleviated by de-eutrophication.
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As the ocean absorbs excessive anthropogenic CO2 and ocean acidification proceeds, it is thought to be harder for marine calcifying organisms, such as shellfish, to form their skeletons and shells made of calcium carbonate. Recent studies have suggested that various marine organisms, both calcifiers and non-calcifiers, will be affected adversely by ocean warming and deoxygenation. However, regardless of their effects on calcifiers, the spatiotemporal variability of parameters affecting ocean acidification and deoxygenation has not been elucidated in the subarctic coasts of Japan. This study conducted the first continuous monitoring and future projection of physical and biogeochemical parameters of the subarctic coast of Hokkaido, Japan. Our results show that the seasonal change in biogeochemical parameters, with higher pH and dissolved oxygen (DO) concentration in winter than in summer, was primarily regulated by water temperature. The daily fluctuations, which were higher in the daytime than at night, were mainly affected by daytime photosynthesis by primary producers and respiration by marine organisms at night. Our projected results suggest that, without ambitious commitment to reducing CO2 and other greenhouse gas emissions, such as by following the Paris Agreement, the impact of ocean warming and acidification on calcifiers along subarctic coasts will become serious, exceeding the critical level of high temperature for 3 months in summer and being close to the critical level of low saturation state of calcium carbonate for 2 months in mid-winter, respectively, by the end of this century. The impact of deoxygenation might often be prominent assuming that the daily fluctuation in DO concentration in the future is similar to that at present. The results also suggest the importance of adaptation strategies by local coastal industries, especially fisheries, such as modifying aquaculture styles.
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INTRODUCTION

Global change-driven global ocean warming, acidification, and deoxygenation are all thought to be caused primarily by excessive anthropogenic CO2 emissions. Various studies have suggested that the rise in water temperature caused by global change will alter habitats and marine ecosystem functions [e.g., Intergovernmental Panel on Climate Change (IPCC), 2014]. However, the impacts of ocean acidification and deoxygenation are difficult to detect directly, and relatively little evidence has been reported.

Ocean acidification leads to lower pH in the surface ocean and the pH has already been lowered by 0.1 globally over the past century (Orr et al., 2005). The global average oceanic pH is currently around 8.1 and is anticipated to decrease to 7.8 by the end of this century (e.g., Feely et al., 2008; Intergovernmental Panel on Climate Change (IPCC), 2014). Recent studies have suggested that ocean acidification will affect marine organisms that form shells or bodies made of calcium carbonate (calcifiers) because these chemicals are more easily dissolved or harder to generate in high-CO2, low-pH environments. The impact of ocean acidification on calcifiers has already been reported, such as the significant mortality of oyster (Crassostrea gigas) larvae (Feely et al., 2008; Barton et al., 2012) and damage to the carapaces of larval Dungeness crabs (Metacarcinus magister; Bednaršek et al., 2020) in the high-CO2 environment of the Pacific northwest coast of the United States of America. Several studies have shown that ocean acidification also affects the life stages of calcifiers differently, and the larvae are more vulnerable to high CO2 (e.g., Kurihara, 2008; Kimura et al., 2011; Waldbusser et al., 2015; Zhan et al., 2016; Onitsuka et al., 2018; Foo et al., 2020). Ocean acidification also affects non-calcifiers, such as by impairing the fertilization of eggs (e.g., Morita et al., 2009) and olfactory discrimination and homing ability (e.g., Munday et al., 2009, 2014; Dixson et al., 2015). Therefore, similar to ocean warming, ocean acidification also affects marine ecosystems widely.

Deoxygenation has long been recognized as a local phenomenon, such as that caused by blooms of red tides and subsequent extremely low dissolved oxygen (DO) concentration environments in the bottom layers. Recently, world-wide deoxygenation has been observed as a result of ocean warming followed by lower oxygen saturation in warmer waters, reduced air-sea oxygen exchange with stratification of the surface layer and increased consumption of DO by enhanced respiration and dissolution of organic matter at higher temperatures (e.g., Turner et al., 2005; Vaquer-Sunyer and Duarte, 2008; Rabalais et al., 2010; Frieder et al., 2012; Marumo and Yokota, 2012; Schmidtko et al., 2017; Christian and Ono, 2019). Deoxygenation affects various marine organisms more directly and acutely than ocean acidification. Moreover, recent studies have suggested combined multi-stressor synergistic effects of ocean acidification and deoxygenation on calcifiers that may magnify the adverse impacts (e.g., Melzner et al., 2013; DePasquale et al., 2015; Gobler and Baumann, 2016; IPCC, 2018).

Recent observational studies have shown that both physical and biogeochemical parameters regulating ocean acidification and deoxygenation vary markedly in space and time. For example, the spatiotemporal variability is generally much larger in coastal oceans than in open oceans (e.g., Wootton et al., 2008; Dai et al., 2009; Rabalais et al., 2010; Hofmann et al., 2011; Frieder et al., 2012; Baumann et al., 2014). The greater temporal variability is characterized by the larger seasonal and daily variation in coastal ocean parameters. Daily minimum saturation state value of aragonite (a polymorph of calcium carbonate; Ωarag) of around 1, which is close to the undersaturated and is unsuitable for calcifiers, have already been recorded at night in some coastal oceans (e.g., Frieder et al., 2012). The daily minimum DO is similarly low in the coastal oceans, where deoxygenation is caused by coexisting drivers of global change and local human impacts, such as additive oxygen utilization stimulated by nutrient inputs from the land and aquaculture (e.g., Melzner et al., 2013; Wallace et al., 2014).

However, fewer studies have examined the effects of ocean acidification and deoxygenation on subarctic coasts compared to tropical and subtropical coasts (e.g., Hofmann et al., 2011), although several have examined the subarctic open ocean (e.g., Wakita et al., 2017). This is mainly because of the difficulty in deploying multi-year monitoring, especially in winter when bad weather often prevents observations. It is important to elucidate the impact of global change, especially ocean acidification, on subarctic coasts for two reasons. First, ocean acidification is considered to affect calcifiers in subarctic oceans more significantly than in tropical, subtropical, and temperate oceans, because high-latitude systems are generally less buffered than low latitude systems and likely experience a higher frequency occurrence of under-saturated conditions. The other is because there is a high local fishery dependence on marine calcifiers. Most of the subarctic coasts in Japan are in Hokkaido Prefecture, which also accounts for one-fourth of the total fish catch, half of the calcifier catch, and 60% of the shellfish catch in Japan (Ministry of Agriculture, Forestry and Fisheries website: https://www.maff.go.jp/e/index.html). Therefore, it is very important to elucidate the current status of ocean acidification and deoxygenation and predict the possible future status from the perspective of local societies and the marine ecosystem of the subarctic coasts.

To assess the impacts of ocean acidification and deoxygenation on coastal organisms properly, we need to make long-term, high-frequency measurements of environmental parameters in subarctic regions. To investigate the diurnal variation in physical and biogeochemical properties related to ocean warming and acidification and deoxygenation in the subarctic region, this study measured physical and biogeochemical parameters to elucidate the temporal variation and its causes in the subarctic coastal region. The results were used for future projection toward the end of this century. Based on the combined results, we hope to develop scientific guidelines to combat the impact of global change on marine ecosystems and relevant local industries along subarctic coasts.



MATERIALS AND METHODS


Monitoring Site

We established a site for monitoring and modeling physical and biogeochemical properties in Oshoro Bay, Hokkaido, Japan, as a representative subarctic coast site in Japan (Figure 1; Christian and Ono, 2019; Yamaka, 2019). The site is in the subarctic region of the Japan Sea and the longitude and latitude is 140.86°E and 43.21°N, respectively. Fisheries are a main local industry, and the target species include sea urchin (Strongylocentrotus intermedius), kelps (Laminaria spp.), Ezo abalone (Haliotis discus hannai), and scallops (Mizuhopecten yessoensis); all are representative subarctic fisheries species (Yamaka, 2019).
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FIGURE 1. (A) Model domains and bathymetry (color: m) of the double-nested Regional Ocean Modeling System (ROMS). The domains of the 1/3- (L1) and 1/15- (L2) degree models are surrounded by the dashed and solid red squares, respectively. (B) The location of the study site (140°51’30”E and 43°12’34”N) is indicated by the dotted red circle in the zoomed-in region of the ROMS-L2 domain.




Monitoring

Since March 30, 2017, we have measured continuously temperature and salinity as physical parameters, and DO and pH (total scale) as biogeochemical parameters. A conductivity and temperature sensor (INFINITY-CTW ACTW-USB; JFE Advantech) was used to measure temperature and salinity hourly, while DO was measured hourly with a RINKO W AROW-USB (JFE Advantech). The accuracy of temperature, conductivity and DO is ±0.01°C, ±0.01 mS cm–1, and non-linearity ± 2% FS (at 1 atm, 25°C), respectively. The range of the DO sensor was 0–20 mg l–1 DO concentration (or 0–200% DO saturation) and data beyond this range were eliminated. Calibration of the DO sensor was carried out by two-point (zero and span) calibration using 0 and 100% (saturated) oxygen waters. The two sensors have mechanical wipers that periodically sweep the sensing surface to keep the initial accuracy, avoiding bio-fouling without chemical materials and frequent maintenances.

To measure pH hourly, glass electrode pH sensors (SP-11 and SPS-14; Kimoto Electric) were used. The reproducibility of pH sensors is ±0.001. The sensors were calibrated against two seawater scale pH standard buffer solutions, 2-amino-2-hydroxymethyl-1, 3-propanediol (TRIS) and 2-aminopyridine (AMP). The sensors were withdrawn for maintenance and calibration at 1- to 3-month intervals to minimize measurement biases caused by bio-fouling and measurement drift. At each calibration, it was confirmed that the sensor kept its Nernst response (ca. 0.05916V/pH at 25°C and 35.0 salinity) within the range of ±0.5%.

Seawater samples were collected when the sensors were calibrated and analyzed using a total alkalinity (TA) titration analyzer (ATT-05; Kimoto Electric) to obtain the TA and a coulometer (MODEL 3000A; Nippon ANS) to determine the dissolved inorganic carbon (DIC) concentration (Wakita et al., 2017, 2021; Yamaka, 2019). The values were calibrated against certified reference material (CRM) provided by Prof. A. G. Dickson (Scripps Institution of Oceanography, University of California San Diego) and KANSO. The precision of the analyses of both the DIC and TA was smaller than ±2 μmol kg–1 based on replicate samples. Then, the pH (total scale) at the in situ temperature were calculated from the carbonate dissociation constants in Lueker et al. (2000) and temperature, salinity, TA, and DIC using CO2SYS (Pierrot et al., 2006). pH at time t [pH(t)] obtained by the sensor was then corrected its drift by the following equation:
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where pHm(t) represents measured value of pH by the sensor at the time t, pHsample(te) and pHm(te) is the pH at the end time of each deployment (te) obtained by the seawater sample and sensor, respectively, and ti is the start time of each deployment.

Equation (1) assumes that drift of the pH sensor increases linearly with time over the whole period of single deployment. However, actual time course of sensor drift is not linear, so this may cause significant error in the pH(t) value after the drift correction. In 2020, we made a 55-days deployment of the same pH sensor (SP-11) that we deployed in this study into the Miyako Bay, a bay in northern Japan having similar feature with that of the Oshoro Bay. At this time, we calculated pH(t) using the same Eq. (1) but with pHsample data obtained by weekly basis [pH1(t)] and those obtained by bi-monthly basis [at the initial and end time of the deployment; pH2(t)], and compared the drift-corrected values (Figure 2). We found that the root mean square of difference between pH1(t) and pH2(t) over the whole deployment period was 0.015. We interpreted this value as the measure of the uncertainty of pH(t) originated from different frequency of the drift correction (10 days and 2 months in this case). Therefore, we evaluate that the uncertainty of pH(t) calculated in this study is in the same order and is small enough for monitoring in the coastal regions with relatively larger daily and seasonal variations.
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FIGURE 2. Time-series of pH values in the Miyako Bay in August through October 2020. Dots in blue denote raw pH values obtained by a pH sensor (SP-11; pHraw). Those in red demote pH values calculated by referring to pH values of water samples (pHsample). Those in light blue and green show pH values after calibration and bias correction by pH values obtained by water samples weekly (pH1; in light blue) and bi-monthly (at the initial and end time of the deployment; pH2; in green).


Ωarag of the seawater samples were calculated from the carbonate dissociation constants in Lueker et al. (2000) and temperature, salinity, TA, and DIC using CO2SYS (Pierrot et al., 2006). Ωarag was also estimated using CO2SYS, with TA, the monitored temperature, and salinity. As no continuous monitoring TA data exist, we used the TA value obtained with a regression equation for north of 30°N in the North Pacific (Lee et al., 2006):
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where the longitude of the study site is 140.86°E (Figure 1B).



Modeling

The current and future states of physical and biogeochemical parameters were simulated using the Regional Ocean Modeling System (ROMS). Of the versions of ROMS, we chose ROMS-Agrif (Penven et al., 2006), which embeds an ecosystem model (Pelagic Interactions Scheme for Carbon and Ecosystem Studies (PISCES); Aumont et al., 2003) in the ROMS. The bathymetry was expressed using the Earth 1 Arc Minute Topography Model (ETOPO1; Amante and Eakins, 2009).

The ROMS was downscaled (nested) twice (Figure 1A; Yamaka, 2019; Akamatsu, 2020). The first ROMS (L1) had a horizontal resolution of 1/3 degree and a temporal resolution of 1 h. To simulate physical and biogeochemical parameters using L1, boundary and initial conditions were needed. For this simulation, the Comprehensive Ocean-Atmosphere Data Set (COADS) 2005 (Da Silva et al., 1994) was used for the atmospheric forcing. For the oceanic physical and biogeochemical forcing, the World Ocean Atlas (WOA) 2009 (Goyet et al., 2000; Aumont and Bopp, 2006; Antonov et al., 2010; Garcia et al., 2010; Locarnini et al., 2010) was used. For future projection, the climate model outputs of the MIROC-EMS (model description and basic results of CMIP5-20c3m; Watanabe et al., 2011). Representative Concentration Pathways (RCP) 2.6 and 8.5 scenarios were used. The outputs of L1 were used as boundary and initial conditions to drive a second ROMS (L2) with a horizontal resolution of 1/15 degree and a temporal resolution of 1 h. The model was spun up for 5 years by driving with the 10-year mean current (1996–2005) and future (2086–2095) boundary conditions and the model outputs for the last 5 years were averaged and analyzed in this study.

When the monthly-averaged model results were compared with the corresponding observed results, the model results still differed from the observed results and the extent of model-observation misfits differs largely among parameters and months (Figure 3). One of the possible reasons for the model-observation misfits is because the spatial resolution of L2 is still a bit too coarse to simulate the Oshoro bay. The other possible reason is because the model does not embed local processes such as inputs of freshwater and terrestrial nutrients to the coast, and primary production by seagrass/seaweeds. For example, as explained in 3.1, substantially low salinity was observed from late winter to early spring (in March and April), which was caused by the inflow of snow-melt water discharged directly to the bay from the surrounding land (Nakata et al., 2001). Such observed processes were not able to be reproduced by the model. Also, as well as phytoplankton bloom, abrupt primary production by seagrass/seaweeds is dominant in spring (in April through June) in the study site, which is not reproduced explicitly by the ecosystem model used in this study in which phytoplankton are assumed to be primary producers. This might lead to relative underestimation of modeled DO in spring even though the modeled temperature is underestimated, too. In this study, the biases between the observed and modeled results were corrected using a procedure adapted by Yara et al. (2011). Hence,
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FIGURE 3. Monthly-mean observed and modeled (A) temperature (°C), (B) salinity, (C) dissolved oxygen (DO; mg l– 1), (D) pH, and (E) Ωarag. The error bars denote one standard deviation of the observed results. Black bars and blue lines denote observed and model results for the current states, respectively.
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where Φf is the future modeled value of a parameter, and Φobs and Φp are the present observed and modeled values of the parameter, respectively.



RESULTS


Physical Parameters

Large seasonal fluctuation in the water temperature was found (Figure 4A). The maximum and minimum temperatures during the monitoring period were 24.3°C in August 2018 and 0.9°C in February 2019, respectively. These were similar to observations at three sites at depths of 0 and 5 m in the same bay in the 1990s (Nakata et al., 2001).
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FIGURE 4. Time series monitoring data for (A) temperature (°C), (B) salinity, (C) dissolved oxygen (DO; mg l–1), (D) pH, (E) pH standardized at 25°C (pH_25°C), and (F) the aragonite saturation state (Ωarag) at the study site, in boreal winter (January through March; in magenta), spring (April through June; in green), summer (July through September; in red), and autumn (October through December; in light blue), from March 30, 2017, to July 22, 2019. Crosses and stars in (A,B) denote the observational data at 0 and 5 m depths at the study site obtained in a previous study (Nakata et al., 2001). Open dots in (D–F) denote in-situ values obtained by water samples. The dotted and solid lines in (C) denote the critical level for deoxygenation in Turner et al. (2005) and Vaquer-Sunyer and Duarte (2008; 2.0 mg l–1), and Marumo and Yokota (2012; 4.29 mg l–1), respectively. Yellow and red domains in (f) denote the marginal and critical level of ocean acidification for calcifiers compiled in previous studies (between 1.1 and 1.5 and below 1.1 for Ωarag, respectively; e.g., Waldbusser et al., 2015; Onitsuka et al., 2018).


The salinity also fluctuated seasonally, but in a more complicated manner (Figure 4B). The maximum and minimum salinity during the monitoring period was 35.9 in July 2017 and 10.8 in November 2017, respectively. The salinity was relatively low from late winter to early spring as a result of the inflow of snow-melt water discharged directly to the bay from the surrounding land, as also mentioned in Nakata et al. (2001). The low salinity that appeared sporadically in November 2017 was first found by the continuous monitoring. This sudden low salinity was thought to be associated with an extreme storm on November 11, 2017.



Biogeochemical Parameters

The DO also showed strong seasonal fluctuation, and was generally high in boreal winter (January – March) and low in boreal summer (July – September; Figure 4C). The maximum and minimum DO during the monitoring period was 19.8 mg l–1 in April 2018 and 7.2 mg l–1 in August 2017, respectively. The seasonal fluctuation was characterized by the difference in oxygen saturation with temperature, and was high in cold water and low in warm water. The DO concentration is negatively correlated with temperature year-round, with a strong annual mean negative correlation of R = –0.86 (Table 1 and Figure 5A).


TABLE 1. Monthly- and annual-mean observed correlation coefficients between (a) temperature (T) and dissolved oxygen (DO),and (b) temperature and pH standardized at 25°C (pH_25°C) at the study site.
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FIGURE 5. (A) Temperature–dissolved oxygen (DO), and (B) temperature–pH standardized at 25°C (pH_25°C) diagrams for the study site, in winter (January through March; in magenta), spring (April through June; in green), summer (July through September; in red), and autumn (October through December; in light blue).


The DO also showed clear daily fluctuation, unlike the physical parameters. A maximum amplitude of 9.5 mg l–1 was recorded in May 2018 during the spring bloom (Figure 4C; Yamaka, 2019). The maximum amplitude was comparable to or larger than reported in other coastal regions (e.g., 220 μmol kg–1 or around 6.9 mg l–1; Frieder et al., 2012). DO is generally higher in the daytime and lower at night (Figure 6A). The daily fluctuation in DO concentration is consistent with DO produced by photosynthesis by primary producers, such as phytoplankton, seaweeds, and seagrasses in the daytime and DO consumption by the respiration of all marine organisms at night. Therefore, the daily amplitude of DO concentration was relatively large in boreal spring (April - June) when photosynthesis was active, and the monthly-mean value was the largest in April (1.6 mg l–1; Figure 7A).
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FIGURE 6. Monthly-mean daily fluctuations in (A) dissolved oxygen (DO; mg l– 1), (B) pH, (C) pH_25°C, and (D) Ωarag from 0 am to 11 pm.
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FIGURE 7. Monthly-mean daily amplitude of (A) dissolved oxygen (DO; mg l– 1), (B) pH, (C) pH_25°C, and (D) Ωarag.


Accordingly, pH showed similar seasonal and daily fluctuations (Figures 4D,E, 6B,C). The maximum and minimum pH during the monitoring period was 8.72 (pH_25°C = 8.35) in February 2019 and 7.86 (pH_25°C = 7.71) in June 2018, respectively. Similar to DO, the seasonal and daily fluctuations were primarily characterized by physical and biogeochemical processes, respectively. The pH is dependent on temperature and is high in cold water and low in warm water, which contributes to the seasonal fluctuation in pH. The monitored pH_25°C had a positive correlation with the temperature (an annual-mean correlation coefficient of R = 0.60; Table 1 and Figure 5B), although the correlation varied seasonally.

Similar to the DO concentration, there was a daily fluctuation in pH, which was high in the daytime and low at night, due to photosynthesis by primary producers in the daytime and respiration by marine organisms at night (Figures 6B,C). The daily amplitude was relatively large in April, when photosynthesis is predominant, and the monthly-mean was the largest in April (0.11; Figure 7B), similar to that of the DO concentration. The pH also fluctuated sporadically. The maximum diurnal fluctuation in the study period was 0.64 (0.42 for pH_25°C), which occurred in January 2019 (Figures 6C, 7C), and was comparable to fluctuations in estuarine (0.99), near-shore (0.49), and kelp forest (0.36-0.54) sites in other coastal regions (Hofmann et al., 2011; Frieder et al., 2012). These results indicate that coastal marine species in Oshoro Bay temporarily experienced low pH resulting from the wide diurnal variation in pH, similar to other coastal regions.

The Ωarag, another ocean acidification metric, also showed significant seasonal and daily fluctuations, but in a more complicated way (Figure 4F). The maximum and minimum Ωarag was 4.7 in August 2017 and 1.3 in November 2017, respectively. The extremely low Ωarag in November 2017 is thought to be associated with an extreme storm on November 11, 2017, which caused low temperature and salinity. The sporadic lowering of Ωarag, which is close to the critical level of ocean acidification (Ωarag = 1.1; Onitsuka et al., 2018) was first found by multi-year monitoring. No Ωarag values were available when either the salinity or pH data were not obtained. Therefore, it is likely that we failed to capture the annual minimum value of Ωarag in this study. However, referring to observed seasonal fluctuations in Ωarag (e.g., Ishii et al., 2011; Wakita et al., 2017, 2021), the annual minimum should appear in winter when the water temperature is low and the value may have already reached close to the critical level of acidification.

Similar to the DO concentration and pH, the daily fluctuation in Ωarag was also prominent and it was high in the daytime and low at night, driven by daily fluctuation of carbon and oxygen dynamics through photosynthesis by primary producers in the daytime and respiration by marine organisms at night (Figure 6D). Although we did not cover the overall temporal fluctuation of Ωarag because of missing data necessary for calculating the value (Figure 4F), the observed maximum daily fluctuation during the study period was 2.3 in April 2018, when the spring bloom was dominant. The monthly-mean daily amplitude was as large as 0.6 in spring and summer (Figure 7D).



Future Projections

The annual-mean projected rise in water temperature from the present to the end of this century was 2.2°C for the RCP 2.6 scenario and 5.5°C for the RCP 8.5 scenario (Figure 8A). The rise in temperature was followed by significant lowering of the DO concentration, pH, and Ωarag in the future (Figures 8B–D). However, the extent differed between the RCP scenarios: compared to their present states both physical and biogeochemical parameters are anticipated to change significantly for RCP 8.5, but much more moderately for RCP 2.6. The estimated extent of the projected results for RCP 2.6 is closer to the present values than those for RCP 8.5, which concurred with other future projections (e.g., Takao et al., 2015).
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FIGURE 8. Monthly-mean observed and modeled (A) temperature (°C), (B) dissolved oxygen (DO; mg l– 1), (C) pH, and (D) Ωarag. The error bars denote one standard deviation of the observed results. Green and red lines denote model results for the 2090s with the RCP 2.6 and 8.5 scenarios, respectively. The red domain in (A) denotes the critical level of ocean warming for sea urchins and scallops (over 23°C; Hoshikawa, 2006; Shibano et al., 2014), both of which are main fisheries targets of the subarctic coast. Yellow and red domains in (D) denote the marginal and critical level of ocean acidification for calcifiers compiled in previous studies (between 1.1 and 1.5 and below 1.1 for Ωarag, respectively; e.g., Waldbusser et al., 2015; Onitsuka et al., 2018).


The projected annual-mean DO concentration decreased by 0.43 mg l–1 for RCP 2.6 and 1.02 mg l–1 for RCP 8.5, from the present (Figure 8B). Similarly, the projected annual-mean pH decreased by 0.06 for RCP 2.6 and 0.38 for RCP 8.5, from the present (Figure 8C). The projected pH reduction for RCP 2.6 and RCP 8.5 is comparable to that projected globally in previous studies (0.06–0.07 and 0.30–0.33, respectively; e.g., IPCC AR5, Jiang et al., 2019). The projected annual-mean Ωarag decreased by 0.1 for RCP, 2.6 and 1.1 for RCP 8.5, from the present (Figure 8D).



DISCUSSION


Criteria for Ocean Warming, Acidification, and Deoxygenation

Several studies have reported marginal levels for calcifiers for ocean acidification of Ωarag = ca. 1.1–1.5 [e.g., Waldbusser et al., 2015 for bivalve larvae, Zhan et al., 2016 for sea urchin (S. intermedius), and Onitsuka et al., 2018 for Ezo abalone larvae]. The marine environment is suitable for calcifiers above the marginal levels and unsuitable (critical) below them, while the levels differ with species abundance, life stages and locations.

The monitoring showed that the Ωarag did not reach the critical level in the study period, but was sometimes marginal (Figure 4F). For the RCP 8.5 scenario, the monthly-mean Ωarag is very often marginal in the 2090s. Considering that the future daily fluctuations of the biogeochemical parameters presumably magnify as the buffer capacity weakens, the daily minimum values will more often reach critical levels for calcifiers (<1.1 for Ωarg). Previous experimental results showed that the growth and malformation rates of larval Ezo abalone decreased and increased greatly, respectively, when the larvae were exposed in experimental seawater in which the Ωarag was about 1.1, even for only 2–3 days (Onitsuka et al., 2018). This implies that more frequent future critical levels may severely damage calcifiers, especially during their early stages when they are relatively vulnerable to high CO2. This will also affect local industries, especially shellfisheries. Because around 60% of the shellfish and half of the calcifiers in Japan are caught in subarctic seas in which the Ωarag is relatively low, ocean acidification is of great concern and the social demand for adaptive fisheries, such as changing the aquaculture style as mentioned in section “Suggestion for future adaptation,” in response to global change is high.

Similarly, several studies have reported various critical levels for deoxygenation in which the DO concentration is <2.0 mg l–1 (Turner et al., 2005; Vaquer-Sunyer and Duarte, 2008) or 4.29 mg l–1 (Marumo and Yokota, 2012). Our monitoring results show that the minimum DO concentration during the study period (7.2 mg l–1 in August 2017) was still above the critical level (Figure 4C). However, similar to pH and Ωarag, if we assume that the daily fluctuation in DO concentration in the future is similar to that at present, i.e., the maximum daily fluctuation is as large as 9.5 mg l–1, the daily minimum DO concentration might often reach critical levels of less than 2.0 mg l–1 in the future.

Along with ocean acidification and deoxygenation, concurrent ocean warming may also affect marine organisms, including calcifiers. For example, the main fisheries targets in the study site are vulnerable to warm temperatures. A representative critical temperature level was reported to be 23°C for sea urchins and scallops (Hoshikawa, 2006; Shibano et al., 2014). Temperatures over 23°C are not common at the study site now, but are projected to appear for 2 months for the RCP 2.6 scenario and 3 months for the RCP 8.5 scenario in summer (Figure 8A). This means that calcifiers along the subarctic coast will suffer from ocean acidification in winter and ocean warming in summer in the future.



Suggestion for Future Adaptation

The large difference in the future projections between the RCP 2.6 and 8.5 scenarios clearly shows the need to reduce anthropogenic CO2 and other greenhouse gas emissions as per the Paris Agreement, which has a target similar to the RCP 2.6 pathway, to alleviate fatal impacts of global change on marine organisms along subarctic coasts. It is also important to adapt to the upcoming impacts of global change. Adaptation strategies include modifying local industries in subarctic coastal regions, such as fisheries, and tourism such as eating around seafoods and recreational scuba diving. Because of overused fisheries resources, aquaculture plays a greater role in maintaining a steady supply of fisheries resources. Shellfish such as scallops, oysters, and abalone, and sea urchins are all calcifiers, and therefore, are concerned to be more or less affected by ocean acidification. However, the vulnerability to low pH and Ωarag differs with various aspects such as the species abundance, life stage and habitats. For example, possible adaptation strategies to upcoming ocean acidification include changing the aquaculture style, such as raising larval calcifiers in low CO2 conditions manipulated artificially, such as on-land aquaculture (e.g., Fujii, 2020), following the scientific insights that early larvae are relatively vulnerable to high CO2 (e.g., Kurihara, 2008; Kimura et al., 2011; Waldbusser et al., 2015; Onitsuka et al., 2018; Foo et al., 2020). Combined impacts of global warming and ocean acidification are generally concerned to magnify the adverse effects on calcifiers, while global warming may partly and temporally alleviate the impacts of ocean acidification by rise in alkalinity from the land, as already evidenced in some other subarctic regions (e.g., Watanabe et al., 2009; Salisbury and Jönsson, 2018).

Regarding deoxygenation, low oxygen conditions are due to local human impacts, as well as global change and subsequent ocean warming. As local human impacts such as nutrification from the land are easier to alleviate than global change, further regulation of nutrient discharge to the coasts should delay the serious impacts of deoxygenation on marine organisms (e.g., Rabalais et al., 2010). However, the extent of regulation of nutrient discharge has not yet been quantified and further analytical studies are required.



CONCLUSION

This study was the first multi-year in-situ monitoring study of a subarctic coast and produced future projections of physical and biogeochemical parameters related to global change-driven ocean warming, acidification, and deoxygenation. The monitoring identified new characteristics of physical and biogeochemical parameters at the study site, such as sporadic changes in salinity and DO, which revealed that marine creatures sometimes experience marginal levels of ocean acidification. Our future projection results suggest that in the future high CO2 world, calcifiers that are accustomed to current subarctic environments may be seriously damaged by ocean warming in summer and ocean acidification in mid-winter, and possibly by deoxygenation assuming that the daily fluctuation in DO concentration in the future is similar to that at present. Therefore, the mitigation of global change by following the Paris Agreement is of great importance for saving marine ecosystems and local industries, although local adaptation strategies are also required, such as adjusting aquaculture styles.
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Netarts Bay is a shallow, temperate, tidal lagoon located on the northern coast of Oregon and the site of the Whiskey Creek Shellfish Hatchery (WCSH). Data collected with an autonomous continuous flow-through system installed at WCSH capable of high-resolution (1 Hz) partial pressure of aqueous CO2 (pCO2) and hourly total dissolved inorganic carbon (TCO2) measurements, with combined measurement uncertainties of < 2.0% and 0.5%, respectively, is analyzed over the 2014–2019 interval. Summer upwelling, wintertime downwelling, and in situ bay biogeochemistry represent significant modes of the observed variability in carbonate system dynamics. Summer upwelling is associated with large amplitude diel pCO2 variability, elevated TCO2 and alkalinity, but weak variability in salinity. Wintertime downwelling is associated with bay freshening by both local and remote sources, a strong tidal signature in salinity, TCO2, and alkalinity, with diel pCO2 variability much less amplified when compared to summer. Further, analysis of alkalinity-salinity relationships suggests multiple water masses inhabiting the bay during 1 year: mixing of end-members associated with direct precipitation, coastal rivers, southward displacement of the Columbia River plume, California Current surface and deep upwelled waters. The importance of in-bay processes such as net community metabolism during intervals of high productivity are apparent. These direct measurements of pCO2 and TCO2 have been useful to local hatchery owners who have monitored intake waters following historic seed-production failures related to high-CO2 conditions exacerbated by ocean acidification.

Keywords: ocean acidification, estuarine biogeochemistry, time-series, coastal oceanography, carbonate chemistry, Netarts Bay, Oregon


INTRODUCTION

Shallow coastal ecosystems, coral reefs, and temperate estuaries are among the most vulnerable oceanographic regimes currently threatened by exposure to elevated atmospheric CO2 and related anthropogenic forcings (Peirson et al., 2015). Enhanced nutrient loading from anthropogenically modified runoff, habitat loss, introduction of invasive species, altered freshwater flow, dredging, expanding ‘dead zones’ characterized by prolonged hypoxic episodes, and trace metal contamination represent some of the many stressors facing modern estuarine systems (Kennish, 2002; Diaz and Rosenberg, 2008). Additionally, rising sea levels, ocean acidification, and loss of global marine biomass further complicate these vital ecosystems’ health and stability and the goods and services they provide (Rabalais et al., 2009).

Near-shore monitoring studies of oceanic CO2 in the Pacific Northwest have primarily been limited to shipboard measurements in tandem with buoy observations during upwelling intervals (van Geen et al., 2000; Ianson et al., 2003; Hales et al., 2005; Feely et al., 2008; Nemcek et al., 2008; Evans et al., 2011) while more recent work in the Columbia River, Puget Sound, and Salish Sea have introduced CO2 data at higher spatiotemporal resolution (Evans et al., 2013, 2019; Fassbender et al., 2018). The lack of extensive spatiotemporal sampling represents a hurdle in understanding how the dynamic coastal ocean and estuarine environments are interacting with and responding to the cascading and complex problems associated with ongoing climate change. Biophysical processes within shallow coastal shelves and estuarine bodies occur across variable time and space scales (Waldbusser and Salisbury, 2014), from hours to interannual, and forecasting how these environments will respond to climate change continues to be challenging, requiring more expansive and higher resolution coastal monitoring networks.

Despite poor data coverage, our understanding of ocean acidification’s impact on organismal life cycles, specifically for larval and juvenile bivalves, shows these organisms experiencing physiological stress across varying levels of pCO2, pH, and/or saturation state at levels currently observed during various periods of the year (Waldbusser et al., 2011, 2015a; Barton et al., 2012; White et al., 2013). Ocean acidification-related symptoms include, but are not limited to, compromised shell integrity, increased mortality, and reduced recruitment success. Crassostrea gigas, for example, shows enhanced sensitivity to water conditions during the first 48 h of calcification (Barton et al., 2012). An under sampling of the coastal ocean in both time and space in assessment of coastal water chemistry may result in these bivalve-poor water conditions to be overlooked entirely.

However, high-resolution carbonate sampling is not mission-critical to understand in real-time how ocean acidification is threatening habitat stability, organismal life cycles, and even fisheries economies. During the summer of 2009, Whiskey Creek Shellfish Hatchery in Netarts Bay, OR, sustained significant and prolonged larval oyster mortality in response to intake water which was corrosive and fatal to their broodstock (Barton et al., 2012). A liquid flow-through pCO2/TCO2 instrument was installed in 2011 to monitor in-take water conditions in real time (Vance, 2012). Coincident with water chemistry monitoring, hatchery operators moved the growing season to earlier in the year and began conditioning incoming seawater with sodium carbonate to elevate saturation states to optimal shellfish growing levels. In an industry worth $270 million regionally and one which employs 3000 + people (Barton et al., 2015), implementation of this strategy to mitigate the severe effects of ocean acidification on bivalve mortality continues to be beneficia for hatchery operators at Whiskey Creek. Recreational shellfishing, on the other hand, will be more directly impacted by changing ocean carbonate chemistry since the intertidal zone and shallow estuarine shellfish habitats are directly exposed to dynamic carbonate conditions.

Netarts Bay is a temperate, well-mixed, tidal lagoon located 90 km south of the Columbia River mouth on the Oregon Pacific coast (Figure 1). Draining only a 4100 Ha watershed, the bay is marine-dominated, receiving freshwater input only from about a dozen very small streams, primarily during the winter storm seasons (McCallum, 1977). A 6 km-long sandspit stretching north-to-south forms the seaward boundary of the estuary and the primary exchange of water occurs at the ∼100 m wide tidal channel located at the northern end of the spit. The net effect of bay hydrology and tidal dynamics results in rapid flushing and water residence times < 12 h (Glanzman, 1971); a single ebb-flood cycle can replace approximately 2/3 of the bay’s water during intervals of spring tides.
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FIGURE 1. Oregon state map (Right) and satellite imagery of Netarts Bay (Left). Red X marks site of Whiskey Creek Shellfish Hatchery (WCSH). Images courtesy of Google Earth.


For this study, we analyzed 6-year time series of high-resolution carbonate chemistry measurements taken from Netarts Bay, OR, with the goal to analyze hydrographic and carbonate trends, establish modern baselines, and examine scales of variability that are not often resolved from discrete sampling methods.



MATERIALS AND METHODS

Whiskey Creek Shellfish Hatchery (WCSH; 45.403°N, 123.944°W) is located on the eastern bank of Netarts Bay, approximately 2 km south of the bay’s mouth. During the 2007–2008 growing season, hatcheries up and down the Pacific Northwest coast, including WCSH, experienced intermittent but significant mass larval mortality, which was later directly linked to high-CO2 content in intake waters (Barton et al., 2012, 2015). Beginning in 2011, Vance (2012) installed an automated system that combined pCO2 and TCO2 measurements, following the TCO2 system as described by Bandstra et al. (2006) combined with the pCO2 system described by Hales et al. (2004) modified to use a showerhead-style equilibrator. This precursor system was redesigned prior to 2014 and has been in operation more or less continuously in its current configuration since then.

Briefly, hatchery seawater is branched into an adjacent side-laboratory, passing through a SeaBird Electronics 45 MicroTSG (SBE45) which continuously measures in situ temperature and conductivity, allowing determination of salinity. The intake pipe remains submerged 0.5 m above the seafloor at an average depth 2 m. Downstream of the TSG is an enclosed-headspace shower-head equilibrator in which the seawater flows over a porous bubbler tube where the recirculated headspace gas is introduced to the equilibration chamber. High water flow rates and vigorous bubbling ensures complete equilibration of the headspace gas CO2 with the dissolved CO2 in the sample stream. The headspace gas is recirculated in a closed loop, passing through a detector unit (LI-840A1), where the CO2 content of the gas is measured via infrared spectrometry.

Once an hour, the instrument performs a TCO2 sequence closely following the method of Bandstra et al. (2006). Water is drawn from the main seawater flow through a custom 40-micron tangential-flow filter at a pump-controlled 20 mL/min and acidified with a 0.1 mL/min flow of a solution of 30% concentrated HCl in distilled water. The acidified liquid sample stream flows through the lumen-side of a hydrophobic microporous membrane contactor (Liquicell G543), while a CO2-free gas stream controlled at 900 ml/min by a molecular mass-flow controller (Alicat Scientific) flows counter to the liquid stream on the shell-side of the contactor. A steady-state mass balance governs the CO2 composition of the outlet gas stream. With precisely controlled gas and liquid flows, the xCO2 of the effluent gas stream, measured by the LI-840A, is proportional to the TCO2 of the sample water.

The instrument is controlled by a computer and a custom acquisition and control program developed in LabView. Data (LI-840A, mass flow, and SBE45 output, and several operational analog sensors) are sampled and stored at 1-Hz frequency. At user-specified intervals (30 s here), the program calculates medians of the continuous data (pCO2, salinity, and temperature), applies calibrations and corrections, and performs carbonate-system calculations to give real-time estimates of water alkalinity, pHt (presented here on the total hydrogen ion scale), and CaCO3 mineral saturation states.


Calibrations and Standards

Both gas and liquid-phase standards are run automatically at user-specified intervals (6 h for this work) to verify detector accuracy and the relationship between TCO2 outlet strip gas and inlet-water TCO2 concentration. Gas standards are a set of three cylinders of gravimetrically prepared mixtures of CO2 in ultrapure air, typically spanning the range of 200–2000 ppm, but there were variations over the course of this study. The LI-840A is factory-linearized over a range of 0–20000 ppm, and we have verified this linearity up to 7000 ppm in the laboratory. In the instances where the natural dynamic range exceeds the calibration range, we are confident that our linear regression (R2 typically > 0.999, n ≥ 3) can be extended to any CO2 level observed here. Liquid standards are three solutions of NaHCO3 and Na2CO3 in deionized water, in proportions selected to maintain near-ambient solution pCO2 at TCO2 concentrations of 1200, 1800, and 2400 μmol/kg. The liquid calibration is likewise highly linear (R2 typically > 0.999, n ≥ 3). Calibration sequences are processed, and regressions performed in real time. At each calibration interval, measurements of outside air xCO2 and barometric pressure are made.

Raw LI-840A xCO2 measurements are corrected using linear regressions performed from bracketing gas standard sequences using gases of known CO2 mixing ratio. A drift correction is applied to the converted data using a linear interpolation in time between adjacent standard sequences. Calibrated xCO2 during pCO2 operations are converted to pCO2 using the total headspace pressure, which is undetectably different from ambient atmospheric pressure. Calibrated xCO2 data during TCO2 operations are converted to TCO2 in μM using the set of liquid standard sequences which bookend any given TCO2 measurement, and subsequently converted to μmol/kg using sample density calculated from the SBE45 temperature and salinity. A density and CRM correction are applied post-conversion to arrive at units of μmol/kg. Synchronizing hourly TCO2 measurements with temperature, salinity, and time-weighted interpolated pCO2 value allows for calculation of hourly alkalinity (Eq. 1), pHt, and mineral saturation with use of a program such as CO2Sys or CO2Calc, though we use our own calculation program here (CarbCalc; developed by B. Hales). For the custom CarbCalc function, we use the dissociation constants of water provided by Millero (2010), calcite and aragonite solubility constants from Mucci (1983), and constants for equilibrium of carbonic acid from Millero (2010) and boric acid by Dickson (1990).
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To cross-check the accuracy of the instrument’s TCO2 response, certified reference materials (CRM) provided by Scripps Institute of Oceanography (Dickson laboratory) were run roughly every other month throughout the study. These CRMs contain highly accurate and precisely known concentrations of TCO2 and alkalinity. On-site TCO2 measurements of these CRM’s consistently produce correction factors 0.985 ± 0.005 (n = 14), so we applied a single correction of 0.985 to our TCO2 data over the duration of the study. This implies an uncertainty of ± 0.5% (∼10 μmol/kg) in TCO2, which exceeds that achievable in a more controlled operation (Bandstra et al., 2006), but is quite small in the context of this dynamic setting where TCO2 ranges from 1200 to 2300 μmol/kg during the year.

On a weekly basis, discrete check samples were collected in 350 ml amber glass bottles downstream of the equilibration chamber, poisoned with mercuric chloride, and capped with metal bottle caps. These samples were analyzed in the Hales’ laboratory at Oregon State University using combined pCO2/TCO2 measurements as described above but modified for discrete samples. Check samples (n = 237) reveal that pCO2 measurements at WCSH are within ± 5% of the discrete-sampler system, while TCO2 measurements are within ± 1%. Discrepancies between the two measurements can arise from human error such as inconsistent sampling procedure, failure to adequately poison the discrete sample bottle, and occasional transcription errors. We believe these disagreements represent extreme bounds on the uncertainty of the system, particularly for pCO2 which is more robust in the continuous equilibration than in discrete bottle samples. For example, the equilibration of a discrete liquid sample containing headspace gas, albeit relatively small in volume, inherently and unpreventably alters the exact chemistry of the sample. The asymptote of an infinitesimal headspace and an infinite water sample is more closely approached by a fixed, recirculated gaseous headspace equilibrated with a continuous flow of seawater than by the discrete liquid sample in a bottle.

Full data processing, including a suite of statistical analyses, was performed using compiled language and programs written in RStudio (version 1.2.5033). Complete annual data coverage proved challenging due to several internal and external circumstances. Such instances included times of seawater flow stoppage, either in the main hatchery supply—specifically during late September when hatchery operations slow down and pipes are cleaned or replaced—or in the branch to the laboratory, clogs in the headspace recirculation airflow, LI-840A detector failures, HCl depletion, etc. These failures were recognizable from anomalous system variables, such as flow or pressure readings, atypical temperature and salinity readings (i.e., negative salinities), among others. QA/QC was applied manually to remove instances of system malfunction. Despite various setbacks, we were able to process and analyze ∼75% of measurements taken from 2014 to 2019.



RESULTS

The time series data presented below represent a highly dynamic system, with multiple timescales of variability. Our examination of the data revealed four key timescales of variability: diel, which persists throughout the year; seasonal, reflecting the transition between predominantly upwelling summer and predominantly downwelling winter conditions; summer-event variability associated with upwelling/relaxation cycles; and winter-event variability associated with storms and precipitation events. There are other scales of variability present, such as sub-hourly, but our discussion will focus on elucidating those listed above, using the data from 2017 as exemplary in terms of data coverage before presenting the 2014–2019 composite.


Summer and Winter 7-Day Direct Observations

Plots of the measurements of temperature, salinity, and pCO2 at 30-s resolution, and TCO2 at hourly resolution for two 7-day periods in February and June of 2017 are shown in Figure 2. Modeled tide height, relative to Crescent City, CA (NOAA reference station ID: 9419750) is shown as a spline-fit of daily high-and-low tides (data courtesy of https://tidesandcurrents.noaa.gov/), and shading represents local day- and night-time, yellow and blue, respectively.
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FIGURE 2. 7-day period winter (Left) and summer (Right) 2017 for Netarts Bay, OR, time in day of year UTC. Temperature (red line), salinity (teal line), pCO2 (cyan line), TCO2 (orange dots connected by dashed line), and estimated tide height (black line). Blue shading indicates local nighttime and yellow shading indicates local daytime.


Plots of a 7-day interval in February of 2017 (day-of-year 48–55) are shown in Figure 2 (left). Temperature varies weakly between 9.4 and 11.2°C without obvious diel or tidal character. Salinity varies strongly between 26 and 31, with a clear tidal covariance. pCO2 ranges between 325 and 420 μatm with evident diel amplitude, but with a dramatically smaller dynamic range than seen in the summer. The overall trend of decreasing pCO2 throughout the afternoon and build-up throughout nighttime persists in winter. TCO2 ranges from 1620 to 2000 μmol/kg, which is large compared to the summer observations. That variability is largely positively correlated to salinity for this period (r2 = 0.91, n = 153), with diel variability and pCO2 co-variance less evident than seen in summer.

A weekly snapshot of summertime in June of 2017 is detailed in Figure 2 (right). In-bay temperature ranges between 14 and 17.5°C with little systematic variability from day-of-year 169–173 until decreasing in temperature but growing in tidal variability from day 173 to 176. Salinity experiences variability more closely synchronized with the local tide stage, initially varying between 26.2 and 28 until day 173, when salinity increases to 33.5 and remains high through day 176. pCO2 shows strong diel variability from < 200 to > 800 μatm in this interval. pCO2 tends to increase during the night hours, peaking either immediately before or shortly after sunrise, and then rapidly falls throughout the day, reaching daily minima in late afternoon or early evening. Early in the observation period, TCO2 shows clear pCO2-synchronous diel variability with dawn maxima around 1900 μmol/kg and late afternoon minima around 1700 μmol/kg, until late in day 173, when TCO2 shows a large increase (∼150 μmol/kg) coinciding with the step up in salinity. Following day 173, TCO2 continues to show pCO2-synchronous diel variability with morning maxima slightly over 2100 μmol/kg and evening minima slightly under 2000 μmol/kg.



Summer and Winter 7-Day Derived Observations

As discussed in the methods section, hourly TCO2 measurements are combined with a synchronized, time-interpolated pCO2 value to calculate hourly alkalinity, pHt, saturation state, and a series of other carbonate variables including individual inorganic carbon species as determined through thermodynamic relationships. Figure 3 plots alkalinity, pHt, and the saturation state of aragonite (Ωa) for the same two 7-day intervals of Figure 2. Figure 3 (left) shows the corresponding wintertime-interval alkalinity, pHt, and Ωa. Alkalinity varies by a large range compared to the summer interval, from 1700 to 2100 μeq/kg; however, the variability is more strongly coupled to salinity variability than to any diel pattern. Ωa varies between ∼1 and 1.5, with an apparent mixture of covariance between salinity and pCO2. pHt varies between ∼7.9 and 8.1, and, while late-day maxima correspond to late-day pCO2 minima, there are additional variations that hint at a relation to salinity.
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FIGURE 3. 7-day period winter (Left) and summer (Right) 2017 for Netarts Bay, OR. Calculated alkalinity (purple dots connected by dashed line), saturation state of aragonite (Ωa, blue squares connected by dashed line), and pH (pink stars diamonds connected by dashed line). Blue shading indicates local nighttime and yellow shading indicates daytime.


For the summer interval (right), alkalinity is largely covariant with the TCO2 data in the first 4 days of the interval, varying from 1900 to 2100 μmol/kg. In the final 3 days, alkalinity increases with the step up in salinity, and then experiences minimal variability between 2100 and 2150 μmol/kg for the remainder of the record. The saturation state ranges from 1.0 to over 4.6 in similar diel cycling as the pHt values, and thus anti-correlated with in situ pCO2, with lowest saturation states in late-evening or early morning, and highest values in late afternoon. pHt behavior is primarily anti-correlated with the pCO2 observations (r2 = −0.93, n = 31), showing the diel pattern of lowest values ∼7.8 in the early morning, and highest values, ∼8.1 or higher, in late afternoon or early evening.



Single Year Direct Observations

Annual patterns for the direct measurements taken during the representative year 2017 are shown in Figures 4A–F. The leading inferred drivers at the seasonal timescale are the upwelling/downwelling forcing and the related precipitation. In winter, winds are predominantly poleward and lead to onshore convergence and downwelling. Frequently accompanying poleward wind forcing are storm events that bring instances of high precipitation to the bay. In summer, the winds reverse to become primarily equatorward, causing coastal divergence and upwelling. Little precipitation occurs throughout these summer months. Not shown for the location is the annual photoperiod variation from ∼8.5 to 15.5 h between winter and summer solstices. Separating the winter and summer seasons are spring and fall transition periods, where the character of the dominant season fades and that of the forthcoming season grows.
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FIGURE 4. Full 2017-year observations for Netarts Bay, OR. (A) Poleward wind stress, (B) daily precipitation in inches, (C) salinity (teal line), (D) temperature (red line), (E) pCO2 (cyan line), (F) TCO2 (orange dots), (G) calculated alkalinity (purple dots), (H) aragonite saturation state (Ωa, blue dots), and (I) pH (pink dots), for the full 2017 timeseries. Wind stress data courtesy of http://damp.coas.oregonstate.edu/windstress/; Precipitation data courtesy of https://www.ncdc.noaa.gov/cdo-web/.


The influence of these seasonal forcings are evident in the temperature and salinity time series. While the coldest temperatures are seen in winter, summertime minimum temperatures are nearly as low (∼8°C), corresponding to the highest bay salinities and reflecting the influence of deep upwelling-source water. However, winter-time temperatures show relatively little variability (8–12°C), with maxima rarely > 12°C, while summer maximum temperatures are routinely > 15°C. Salinity shows nearly opposite character. The highest values approach 34 in summer, when there is relatively little variability. In contrast, winter salinity is rarely above 32, and minimum values corresponding to high-precipitation events fall as low as 16. The seasonality is perhaps most evident in the dramatic change in the pCO2 variability. In winter, pCO2 values rarely exceed 500 μatm, and rarely fall below 300 μatm. In contrast, summer pCO2 ranges between minima ∼190 μatm and maxima ∼1600 μatm.

TCO2 variability show distinctly different behavior from pCO2 when examined in the composite year as compared to the weekly snapshots. In winter, when pCO2 variability is minimal, TCO2 dynamic range is greatest. Winter TCO2 maxima are only ∼2050 μmol/kg, and the lowest annual values, ∼1400 μmol/kg are seen then. These low TCO2 events correspond with freshening events that dilute ocean-source water TCO2, while having little effect on pCO2. During summer, the TCO2 values are overall higher (∼2000 – 2250 μmol/kg). and show less dynamic range than winter.



Single Year Derived Observations

The full 2017-year observations the derived terms alkalinity, Ωa, and pHt, are shown in Figures 4G–I. Alkalinity shows similar wintertime variability to TCO2, with lower maximum concentrations (compared to summer) and strong salinity- and TCO2-covariance leading to a dynamic range of ∼1400 – 2200 μmol/kg. During summer, alkalinity reaches its highest values near 2300 μmol/kg, while variability is low with minimum values rarely falling below 2200 μmol/kg. Wintertime Ωa generally falls in the range of 1–2, except for some values ∼0.5 corresponding to the lowest observed salinities. Summertime dynamics show extreme ranges from ∼0.7 to 5, coinciding with the similarly maximal dynamic range in pCO2 and pHt. Winter pHt shows little variability, mostly captured with the range 7.9–8.1. Springtime pHt values are amplified relative to winter, ranging from 7.6 to 8.5, meanwhile summer pHt shows strong variability between 7.5 and 8.4. The spring transition out of the dominant wintertime regime shows elevated values of pHt and Ωa, with maxima of 8.5 and 5.0, respectively. Similarly, alkalinity and TCO2 values become elevated in tandem with intermittent equatorward wind and spring-transition upwelling related events. The reverse occurs during the fall transition as poleward winds become dominant and downwelling prevails.



Composite Year Direct Observations

Compositing all years’ wind stress, precipitation, salinity, temperature, TCO2, and pCO2 data provides the full range of variability in the basic carbonate measurements taken at Netarts Bay from 2014 to 2019 (Figures 5A–F). Over all 6 years, temperature ranges from ∼5–20°C, salinity from ∼15 to 34, pCO2 from ∼100 to 2500 μatm, and TCO2 from ∼1400 to 2250 μmol/kg. The 2017-year discussed previously falls within the 6-year composite, and the general patterns hold: winter is dominated by poleward winds and high precipitation, while summer is dominated by equatorward winds and nearly absent precipitation. Wintertime pCO2 and temperature exhibit lower variability while summer values show dynamic ranges that nearly encompass the full data-set dynamic range. Wintertime salinity and TCO2 show lower maxima than seen in summer, and the lowest minima seen all year, while values are higher and less variant in summer.
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FIGURE 5. Composite observations for Netarts Bay 2014–2019. (A) Poleward wind stress, (B) daily precipitation in inches, (C) salinity (teal line), (D) temperature (red line), (E) pCO2 (cyan line), (F) TCO2 (orange dots), (G) calculated alkalinity (purple dots), (H) aragonite saturation state (Ωa,blue dots), and (I) pH (pink dots). Dark gray shading of each parameter represents the 2017 data set. Wind stress data available at: http://damp.coas.oregonstate.edu/windstress/Precipitation data courtesy of https://www.ncdc.noaa.gov/cdo-web/.




Composite-Year Derived Observations

Figures 5G–I adds all years’ calculated alkalinity, pHt, and Ωa observations to the previously discussed pCO2 and TCO2. Alkalinity ranges from ∼1150 to 2400 μeq/kg, Ωa from ∼0.3 to 5.0, and pHt from ∼7.5 to 8.6. As above, the general patterns seen for the 2017-year persist: alkalinity is overall lower in winter but experiences the largest variability with extreme minima that correspond to the lowest salinity events, while summer alkalinity experiences its highest values and lower variability. Ωa shows low variability mostly captured in the range 1–2 in winter, with instances of very low Ωa associated with the lowest-salinity events, while summer conditions show large variability, ranging from 0.7 to 5.0. pHt variability is low in winter months and exceeds 1 pH unit in summer, coincident with the large observed range in pCO2.



DISCUSSION


Timescales and Drivers of Variability

Netarts Bay experiences dynamic variability across multiple hydrographic and carbonate parameters at timescales from diel to tidal to several days to seasonal. This variability occurs in response to a variety of factors, namely in-bay metabolic processes, advection of various water masses into the bay, adjacent coastal wind forcing, and daytime insolation. In this section we examine and hypothesize certain factors driving the observed variability at multiple timescales.


Diel Synchrony and Tide Phasing

The previously described diel variability of in-bay pCO2 is characterized by a gradual decline throughout the afternoon until a diel minimum is reached in late afternoon or early evening, followed by a gradual build up overnight until an early morning maximum is reached. This pattern is evident in both summer and winter, though with lower amplitude in winter (Figure 2). Coincident with the diel variability, however, is a strong tidal forcing that cannot be clearly separated from the diel forcing in the 1-week snapshots presented earlier. With relatively short water residence times (∼12 h), tidal forcing is evident in salinity, and to some degree TCO2 and alkalinity variability, particularly in winter. The semi-diurnal tides are not perfectly in phase with the diel variability, however, but shift forward nearly 40 min each day. Therefore, if tidal forcing were the dominant control, we would see the pCO2 variability reverse phase with respect to the day on ∼fortnightly intervals. Figures 6A,B shows pCO2 and TCO2 variability across two 5-day periods in summer 2017 with tide phasing shifted roughly 90 degrees between the top and bottom graph. In each representation, pCO2 trends down during daylight hours to reach a late-day minimum and increases overnight to an early morning maximum. Similarly, wintertime conditions show diel pCO2 behavior which trend down in response to daytime insolation and rise slightly overnight (Figures 6C,D) even when comparing periods of orthogonal tide heights.


[image: image]

FIGURE 6. pCO2 (blue line), TCO2 (orange dots connected by a line), Alk:TCO2 ratio (red starts connected by a line), and estimated tide height (black line) for two 7-day periods during summer (A,B) and winter (C,D) of 2017 with tide-phasing ∼90° between top and bottom. Blue shading indicates local nighttime and yellow shading indicates daytime.


The apparent driver of this diel variability is the net metabolism driven by a composite of processes in the bay. The balance between primary production, which consumes CO2 in the presence of sunlight and nutrients to create organic matter, and respiration, which releases CO2 during the degradation of organic matter, drives diel pCO2 variability. During summer, when the photoperiod is extended due to higher incident solar angle and prolonged daylight, insolation is at its maxima; coincidentally, upwelling supplies the bay and coastal ocean with elevated nutrients (Oregon coast upwelled-water NO3– > 35 μM; Hales et al., 2005). The abundant epibenthic primary producers and the high surface-area:volume ratio of the bay-floor relative to the water column leads to extensive modification of the overlying water, despite rapid tidal flushing. Broadly, the reverse occurs once the lights turn off and heterotrophic metabolism tips the scales, producing an abundance of TCO2. This addition of dissolved carbon dioxide shifts the carbonate chemistry such that pCO2 at times passes 2000 μatm as seen in the early morning spring months of 2019 (data not shown) in response to strong and sustained equatorward winds and subsequent offshore upwelling.

This mechanism is supported further by the close coherence of pCO2 and TCO2 during the productive summer season, while alkalinity variability remains small. Aerobic net community metabolism impacts primarily TCO2, with much smaller impact on alkalinity, and thus carries an implied pCO2 and TCO2 covariance. For T ∼ 12°C, S ∼ 33, the relative change in pCO2 is 12 times the relative change of TCO2 [Revelle Factor of 12 (Revelle and Suess, 1957; Broecker et al., 1979; Sundquist et al., 1979)], for all other variables constant. Relative variability in pCO2 daily minimum and maximum for the intervals depicted ranges 10–20 times that for TCO2, adding support to the idea that net metabolism, modulated by diel insolation cycles, is the primary driver of summertime bay carbonate-system variability.

Nested within the day-night variability is an apparent tidal signature, most evident in the “dual-peaks” signature in the pCO2 behavior in Figure 6B. This tidal signal is complicated, however, by the variable synchronicity between ocean upwelling and relaxation, the tide state, and insolation. For example, during strong upwelling, high-pCO2 freshly upwelled water will be present adjacent to the bay-mouth. If this water flows into the bay in the evening following a sunny day when in-bay productivity has reduced the pCO2 of bay waters, the rising tide will coincide with rising bay pCO2. Conversely, if relaxation has allowed productive ocean waters with depleted pCO2 to be pushed against the shore and these waters enter the bay early in the morning after in-bay respiration has increased bay-water pCO2, the rising tide will correspond with falling bay pCO2. The persistent diel insolation-coupled periodicity in summertime, despite the range of ocean conditions and tide/insolation phasing emphasizes the dominance of in-bay metabolism.

The wintertime conditions are somewhat more challenging to explain, as the diel variability in pCO2 is muted but persists in the face of clearly tidally modulated alkalinity and TCO2. Even within broad ranges of TCO2 and alkalinity, pCO2 is largely driven by changes in the ratio of TCO2:alkalinity (Figures 6C,D). Although there are important variations in the salinity-alkalinity relationships, discussed below, the leading factor is freshwater dilution of ocean water, which largely preserves the oceanic TCO2:alkalinity ratio. The large tidally driven salinity-covariant TCO2 variability is thus compensated by covarying alkalinity. The responding factors like pCO2 and pHt show distinct patterns of variability, with the diel character persisting. The metabolic signature is expected to be suppressed relative to summer. Lower insolation angle, shorter photoperiod, and increased cloudiness limit the potential maximum photosynthetic rate, and wintertime coastal waters carry significantly lower nutrient concentrations than upwelled source waters (Wetz et al., 2006). This reduced metabolic signature is consistent with observed reductions in in-bay biomass during winter, when the extensive seagrass beds seen in summer have vanished.



Event-Scale Variability

Imposed onto the observed carbonate dynamics are event-scale processes which act on timescales of days to weeks. The predominantly summertime equatorward winds which drive offshore Ekman transport and upwelling occur in cycles of strong wind-forcing/relaxation periods. The duration, timing of onset, and intensity of these cycles are governed by synoptic-scale high-pressure systems and occur on variable time and space scales along the West Coast (Pringle and Dever, 2009; Aristizábal et al., 2017). One such transition from wind relaxation to upwelling is captured in the 2017 summer interval (Figures 2, 3), which show a clear hydrographic and carbonate-variable influence of high-salinity, -TCO2 and -alkalinity deep-upwelled-source water entering the bay coincident with a strengthening of equatorward wind. The wind-relaxation event which occurred prior, days 169–173, was concurrent with salinity, TCO2 and alkalinity below 32, 2000 μmol/kg, and 2100 μeq/kg, respectively. The wind-stress time-series for the full year 2017 (Figure 4) shows days to weeks of prevailing equatorward winds followed by instances of brief relaxation periods and/or light poleward winds. These relaxation cycles coincide with warmer water temperatures, lower and more tidally synchronized salinity and alkalinity, and a slight dampening of diel pCO2 dynamics in response to reduced input of dissolved nutrients as the bay’s primary water source shifts from deep upwelled water to open Pacific Ocean surface water.

Event-scale variability occurs throughout the downwelling-wintertime regime as well as when the influence of predominantly California current water (S ∼ 32.5) is interrupted by brief but intense storm-dominated conditions. During the winter of 2017, multiple low-pressure fronts moved over the Oregon coast (Figure 4), depositing several inches of rain over brief (∼48-h, days 361–363) windows. The combination of direct dilution and mixing of local coastal freshwater endmembers represented by discharge from small mountainous rivers resulted in large negative salinity, alkalinity, and TCO2 departures from the overall background downwelling conditions. Rapid tidal flushing and a return to precipitation-free downwelling in the days following storm conditions quickly returned the bay to normal wintertime variability.



Seasonal Upwelling and Downwelling

At seasonal timescales, we observe large differences in character and variability of nearly all hydrographic and carbonate parameters between the summer and winter. The clear driver of these stark summer-winter differences is the regional transition from upwelling-dominated high-insolation summer conditions with equatorward winds and low precipitation, to downwelling-dominated low-insolation winter conditions with frequent intense precipitation events. These background seasonal differences set the stage for the distinct behavior and variability timescales seen in the different seasons.

Interceding these two states are transition seasons where the character of the dominant season fades and the impending season emerges. In the fall transition, upwelling favorable winds wane in the September-October timeframe, while the winter storms build in October-November. In the spring transition, intervals between winter storm events have building upwelling character. The bay’s seasons are thus driven largely by the initiation and termination of coastal upwelling and downwelling. There have been detailed studies regarding the variability of the onset of upwelling in this region (Pierce et al., 2006); similarly wintertime precipitation events are highly variable interannually.



Behavior of Alkalinity

For much of the open surface ocean, alkalinity is affected primarily by local removal (by evaporation and/or ice formation) and addition (by precipitation and/or ice-melt) of near zero-alkalinity fresh water (Brewer et al., 1986; Lee et al., 2006). Mixing of water masses results in single, conservative (linear) alkalinity-salinity relationships that can be applied within large oceanic sub-regions (Takahashi et al., 2014). We have compared regionally published alkalinity-salinity relationships for North Pacific subregion (Takahashi et al., 2014, Eq. 2; Cullison Gray et al., 2011, Eq. 3, adapted from the published form for consistency) to that acquired from the comprehensive 2014 –2019 WCSH measurements (Figure 7; Eq. 4):
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FIGURE 7. Composite alkalinity-salinity regression for all years 2014–2019 and associated correlation statistics. Purple dots represent hourly calculated alkalinity data and black dashed line represents a simple linear-fit. Published regional alkalinity-salinity relationships from from Cullison Gray et al. (2011; orange), and Takahashi et al. (2014; green) are overlain.


While the WCSH results are broadly consistent with the other regional regressions, particularly at salinities approaching open Pacific Ocean surface waters (S > 32, average salinity-based alkalinity predictions deviated ± 15 upmueq/kg when compared to observed), there are multiple and discrete trends which depart from both the regional relationships and the comprehensive WCSH alkalinity/salinity relationship. These differences appear to be real and mechanistic. Although the Takahashi et al. (2014) relationship is based on a nitrate-corrected ‘potential alkalinity’ and the Cullison Gray et al. (2011) results are not, the difference between their mostly open-ocean products is likely to be only a few μeq/kg. Our results are also uncorrected for nitrate, and while the corrections for our data are likely to be higher, they are still expected to be less than ∼35 μeq/kg (given the NO3– levels in upwelled source water; Hales et al., 2005) and without clear salinity dependence. While all three relationships are broadly consistent with each other at the highest salinities, there is a clear tendency toward higher salinity dependence (slope) and lower apparent freshwater endmember (intercept) in the WCSH data, as well as deviation of the direct alkalinity determinations from the regression of the full WCSH dataset that exceed the analytical uncertainty.

The existence of regional predictive relationships for alkalinity from the relatively more-easily measured salinity, as well as the large-scale coherence between salinity and alkalinity seen in our data, offers potential for assessing ocean acidification-relevant parameters using measurement of a single parameter, such as pCO2, and a salinity-based estimate of alkalinity. Our direct determinations of alkalinity, however, show several systematic departures from all three ‘regional’ predictions that exceed our analytical uncertainty. These cause significant error in calculation of un-measured parameters, and can be broadly divided into two categories: conservative mixing with multiple end-members; and non-conservative behavior driven by in-bay metabolic-processes.


Identifying Multiple End-Members

From late fall to early spring, metabolic activity in the bay is suppressed and salinity variability is comparatively high relative to summer conditions. During these intervals, there is strong linear covariance between alkalinity and salinity over a variety of timescales with R2 values frequently exceeding 0.9. During these months, WCSH alkalinity is well-predicted by the full-dataset, Cullison Gray et al. (2011), and Takahashi et al. (2014) relationships when the salinity is relatively high and the variability is moderate (Figure 8A, days 72–74; Figure 8B, days 128–131). This likely reflects mixing of California Current surface waters with mixed winter-time Oregon shelf waters (Wetz et al., 2006; Whitney and Garvine, 2006; Banas et al., 2009; Pfeiffer-Herbert et al., 2016). More extreme freshening, however, causes systematic deviation from the regional predictions, in both the positive and negative sense. Figure 8A, day 74 shows a strong alkalinity decrease coinciding with freshening driven by a 24-h period of intense local rainfall and watershed runoff. In this case, the directly determined alkalinity is 200–280 μeq/kg lower than the regional predictions, reflecting the very-low alkalinity of precipitation and event-driven runoff from Netarts Bay’s small watershed. Regression of alkalinity vs. salinity in these events (inset) suggests a freshwater endmember of 115 μeq/kg, low even in comparison to coast range river water (∼300 μeq/kg; Pfeiffer-Herbert et al., 2016; Hales, unpublished) and indicative of the importance of direct precipitation on the bay. For this precipitation event, the WCSH-regression alkalinity (Eq. 4) combined with the directly measured pCO2 resulted in overestimates of the actual TCO2 by 164 ± 28 μmol/kg, pHt by 0.06 ± 0.01, and Ωa by 0.10 ± 0.02. In comparison, the Cullison Gray et al. (2011) alkalinity model would overestimate TCO2 by 192 ± 33 μmol/kg, pHt by 0.07 ± 0.01 and Ωa by 0.10 ± 0.02. Likewise, the Takahashi et al. (2014) alkalinity model would overestimate TCO2, pHt, and Ωa as much as 257 ± 48 μmol/kg, 0.09 ± 0.02, and 0.14 ± 0.03, respectively.
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FIGURE 8. Reconstruction and comparison of directly determined WCSH alkalinity (purple dots connected by a dashed line) and WCSH-composite regression determined alkalinity (black line) against two published regional alkalinity-salinity relationships from Cullison Gray et al. (2011) (orange), and Takahashi et al. (2014) (green). Three intervals are depicted: downwelling interceded by a precipitation event on day 74 (A), apparent Columbia River plume intrusion days 132–135 (B), and persistently high salinity during an upwelling interval (C). Associated alkalinity-salinity regression insets for (A–C) are displayed in gray.


Other low-salinity deviations show the opposite effect. Figure 8B, days 132–135 shows low-alkalinity conditions, also driven by strong freshening of bay-water. Rather than falling below the regionally predicted alkalinity, observations exceed the regional salinity-based predictions, by 64–134 μeq/kg. In this case, oscillating upwelling/downwelling forcing as the spring transition is approached is thought to introduce Columbia River plume waters into the bay. Under downwelling forcing, coastal flow is poleward and onshore, typically trapping the plume along the Washington coastline. Under the opposite flow of upwelling forcing, the plume is pushed equatorward, 100 km or more south of the river mouth, but typically sits offshore near the shelf break (Banas et al., 2009). Periods of upwelling, followed by reversals to downwelling are thought to push the southward-displaced plume onshore (Mazzini et al., 2015), thus bringing Columbia-induced freshening to the bay mouth. In this case, regressions (Figure 8B, inset) indicate a freshwater endmember of 832 μeq/kg, higher than any of the regional relationships and consistent with the composition of Columbia River water (USGS National Stream Quality Accounting Network2; Evans et al., 2013). These deviations are significant not just in alkalinity, but in the parameters that might be calculated from a predicted alkalinity and WCSH-measured pCO2. For Cullison Gray et al. (2011) TCO2 estimates would be underpredicted by as much as 188 ±37 μmol/kg; pH by 0.04 ± 0.01 and Ωa by 0.52 ± 0.08. Similarly, Takahashi et al. (2014) at times would underpredict TCO2 by 182 ± 34 μmol/kg; pH by 0.05 ± 0.01 and Ωa by 0.44 ± 0.08. WCSH-regression alkalinity resulted in the largest observed underestimations in TCO2, pHt, and Ωa of 224 ± 41 μmol/kg, 0.06 ± 0.01, and 0.56 ± 0.12, respectively.



Metabolic-Process Dominance

The strong alkalinity-salinity coupling observed during downwelling-favorable conditions tends to break down during persistent upwelling intervals. During these summertime conditions, precipitation and local-river discharge is effectively absent, the Columbia River plume is far offshore, and the in-bay salinity variability is minimal. In spite of this, alkalinity variability is high and significantly in excess of our analytical uncertainty. Even when regressions were statistically significant with high linearity, the coefficients were geochemically unrealistic: slopes with magnitudes many times any reported values and with both positive and negative sign. Similarly, observed alkalinity was as much as 58 μeq/kg different from the regional relationships (Figure 8C), in both positive and negative senses. These results suggested that any alkalinity-salinity covariance was fortuitous, and that the alkalinity variability was driven by processes other than mixing or dilution/concentration. Regression of these data (Figure 8C, inset) generates low predictive power (R2 = 0.25) and geochemically unrealistic slope and intercept values. Parameters calculated from WCSH-regression alkalinity and those provided by Cullison Gray et al. (2011) and Takahashi et al. (2014) were all similarly in error: TCO2 overestimated at times by 108 ± 21μmol/kg, pHt by 0.02 ± 0.01, Ωa by 0.14 ± 0.02.

Non-physical processes that can change bay alkalinity include the consumption/release of protons in proportion to nitrate uptake/regeneration during oxic photosynthesis/respiration; CaCO3 formation and dissolution; and suboxic respiration such as sulfate reduction and pyrite formation (Brewer and Goldman, 1976; Hu and Cai, 2011; Cai et al., 2017). While any of these processes are probably occurring, net calcification seems most likely to have the greatest effect. Aerobic nitrate cycling should result in anti-correlated alkalinity:TCO2 with a ∼1:7 ratio (Dickson, 1981; Wolf-Gladrow et al., 2007), and this is not evident. Further, net autotrophy within the bay, as suggested by the seasonal buildup of seagrass beds, would seemingly result in a growing alkalinity over the course of the summer season, which is also not observed. In contrast, summer alkalinity frequently departs negatively from expected salinity dependences. The only process that can drive these negative departures in the face of strong biological pCO2 depletion is net precipitation of CaCO3. It is hard to quantify the net CaCO3 precipitation independently, but the bay is a location of abundant and resilient shellfish communities.



Implications for Ocean Acidification

Whiskey Creek Shellfish Hatchery experienced the immediate impacts of ocean acidification during the 2008 growing season when intake water containing naturally elevated CO2 –further enhanced by anthropogenic CO2—killed off millions of larval shellfish, placing the hatchery in danger of permanent shutdown (Barton et al., 2012, 2015). Along the adjacent coastal shelf, water influenced by anthropogenic carbon has been documented upwelling onto the shelf (Feely et al., 2008), creating potentially corrosive conditions for marine calcifiers and threatening to fundamentally alter the marine food-web. Instances of ocean acidification-related shellfish mortality and various other implications of changing carbonate chemistry are expected to continue worsening through the end of century (IPCC, 2014), and the work of coastal monitoring and public communication and engagement will be essential toward developing potential mitigation strategies.

In the coastal environment with dramatically variable carbonate chemistry within relatively small spatial scales, monitoring ocean acidification requires a broad network of buoys, field scientists, and volunteers (Hofmann et al., 2011; Takeshita et al., 2015). These operations are often times many millions of dollars (Strong et al., 2014) and the commercial fisheries and shellfish industries rely on accurate, reliable assessment of coastal water quality as it relates to specific organisms. Frequently, pH probes are used to measure pH because they are relatively easy tools to use. However, pH measurements come with inherent measurement uncertainties and often are unreliable predictors of more relevant ocean acidification parameters for marine calcifiers such as Ωa (Gimenez et al., 2019), specifically in salinity-variable settings such as estuaries. Similarly, coastal mooring sites reveal that low pH and low Ωa do not necessarily overlap (Sutton et al., 2016). A 3-year study of Willapa Bay carbonate chemistry revealed that for a nominal pHt value of 7.7, Ωa ranged from < 0.5 to 1.5 (Hales et al., 2017) suggesting that reliance on pH probes alone, without consideration of other carbonate variables, may over- or underestimate optimal seawater growing conditions for hatchery owners. For a nominal pH of 7.7 across all years at WCSH, Ωa ranged from 0.9 to 1.8.

Understanding and predicting organismal response to ocean acidification represents a primary challenge in determining the fate of marine calcifiers in the face of an increasingly corrosive marine environment. For example, laboratory studies suggest that Crassostrea gigas (Pacific oyster) larvae begin to experience acute physiological stress in seawater with Ωa < 1.7; below 1.4 significant developmental stunting and potential larval shellfish mortality can occur (Barton et al., 2012; Waldbusser et al., 2015b); while Ωa < 1.0 and the system thermodynamically favors dissolution of mineral calcium carbonate back into solution. In the context of WCSH, which primarily raise C. gigas larvae, monitoring and adjusting intake water Ωa (Waldbusser et al., 2015a) have led to increased hatchery success (Barton et al., 2015), and far fewer instances of mass larval mortality.

Utilizing hourly calculated Ωa at WCSH for all years of this study, Ωa measured less than 1.7 during 58% of instances, < 1.4 for 31% of instances, and < 1.0 6% of the time, with the most frequent events < 1.4 occur during the late-summer months (Figure 5H). While the ecological thresholds for optimal and suboptimal shellfish spawning are well known for C. gigas, the exact timing of natural larval shellfish spawning remains an ongoing research question. For WCSH, few native oyster populations are found within the bay owing in part to lack of suitable substrate, while mussels are found inhabiting the rocky tidal shores near the mouth of the bay. Clams represent the dominant native shellfish population of Netarts Bay. The success of any native shellfish population which may inhabit the bay is critically dependent on overlapping spawning times with optimal carbonate conditions—particularly within the first 48-h when shellfish are at the highest risk of mortality in corrosive conditions (Waldbusser et al., 2015a).



The Impact of Anthropogenic CO2

The Pacific ocean inventory of CO2 is increasing at a rate of approximately 0.41 ± 0.13 mol C/m2/yr (0.82 ± 0.26 Pg C/yr) (Quay et al., 2017) primarily by means of ocean surface gas exchange with the atmosphere. Estimates place the total increase in concentration of TCO2 in upper surface ocean layers along the west coast of North America on the order of 37–63 μmol/kg, although these values vary spatially (Khatiwala et al., 2013; Feely et al., 2016). Using a conservative nominal value of 37 μmol/kg (ΔTCO2,anth) added to this region of the ocean since 1850, we estimated what conditions would have been like for WCSH without any added anthropogenic carbon by subtracting 37 μmol/kg from the TCO2 observations and recalculating pHt and Ωa.

On average, the addition of 37 μmol/kg TCO2 to the oceans has resulted in average WCSH pHt and Ωa values approximately 0.1 and 0.30 units lower, respectively, when compared to pre-industrial estimates. This is in line with global evaluations that surface ocean pHt has declined 0.1 units since the start of the Industrial Revolution (Feely et al., 2004) and that surface ocean saturation state is in a current state of global decline (Friedrich et al., 2012; Jiang et al., 2015). Applying a conservative fixed anthropogenic TCO2 addition of 37 μmol/kg for all years 2014–2019 (Figure 9), we find the relative impact of anthropogenic carbon on pHt and Ωa is variable throughout upwelling and downwelling events, with no statistically significant interannual variation from 2014 to 2019. Astoundingly, when Ωa conditions are elevated during the late-spring/early-summer months (Figure 5H), the apparent contribution of anthropogenic carbon to reduced Ωa is at its greatest (Figure 9, top). Moreover, the contribution of ΔTCO2,anth to pHt appears to be at its annual minimum during this period, suggesting a decoupling mechanism between pHt and Ωa. While our evaluation likely underestimates the true value of ΔTCO2,anth for Oregon coast source water and assumes ΔTCO2,anth remains fixed between 2014 and 2019, we find the results useful in demonstrating the way in which Netarts Bay is effected by ocean acidification. Implementing a fixed ΔTCO2,anth reveals both a decline in the mean pHt and saturation state, as well as more frequent low- pHt, low-saturation state events (Figure 10). Using this estimate, the frequency of low saturation state events (Ωa < 1.5) has increased nearly 240% while that of undersaturation (Ωa < 1.0) events has increased sevenfold. Continued oceanic uptake of carbon will continue to push pHt and Ωa below their modern values, with high-latitude surface waters expected to be fully undersaturated by the end of century (Feely et al., 2009).
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FIGURE 9. ΔΩa (top) and ΔpHt (bottom) calculated for all years 2014–2019 at WCSH using a conservative nominal value of 37 μmol/kg TCO2 added to west coast of United States surface water since 1850. Values represent approximate negative departures due to anthropogenic CO2.
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FIGURE 10. Histogram plot of all hourly calculated Ωa (Left) and pHt (Right) for the 2014–2019 WCSH timeseries.




CONCLUSION

Netarts Bay is a metabolically dynamic, ocean-dominated estuarine environment with hydrographic and carbonate-system variability occurring on multiple timescales. Summer upwelling, wintertime downwelling, and in situ bay biogeochemistry represent significant drivers of the observed variability in carbonate dynamics. Data presented here show the seasonality, intensity, and duration of high-pCO2 events while illuminating diel, seasonal, and annual patterns of carbonate-system dynamics. Direct estimates of total alkalinity from paired pCO2 and TCO2 measurements suggest local biogeochemical processes not captured by regional, open-ocean alkalinity-salinity relationships. Additionally, in line with global estimates of global surface ocean pHt and calcium carbonate saturation decline, we find that WCSH has experienced an approximate decline in pHt and Ωa of ∼0.1 and ∼0.30 units, respectively, since 1850.
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The United States Department of Energy (DOE)’s Ocean Margins Program (OMP) cruise EN279 in March 1996 provides an important baseline for assessing long-term changes in the carbon cycle and biogeochemistry in the Mid-Atlantic Bight (MAB) as climate and anthropogenic changes have been substantial in this region over the past two decades. The distributions of O2, nutrients, and marine inorganic carbon system parameters are influenced by coastal currents, temperature gradients, and biological production and respiration. On the cross-shelf direction, pH decreases seaward, but carbonate saturation state (ΩArag) does not exhibit a clear trend. In contrast, ΩArag increases from north to south, while pH has no clear spatial patterns in the along-shelf direction. In order to distinguish between the effects of physical mixing of various water masses and those of biological activities on the marine inorganic carbon system, we use the potential temperature-salinity diagram to identify water masses, and differences between observations and theoretical mixing concentrations to measure the non-conservative (primarily biological) effects. Our analysis clearly shows the degree to which ocean margin pH and ΩArag are regulated by biological activities in addition to water mass mixing, gas exchange, and temperature. The correlations among anomalies in dissolved inorganic carbon, phosphate, nitrate, and apparent oxygen utilization agree with known biological stoichiometry. Biological uptake is substantial in nearshore waters and in shelf-slope mixing areas. This work provides valuable baseline information to assess the more recent changes in the marine inorganic carbon system and the status of coastal ocean acidification.
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INTRODUCTION

Coastal waters link the three main carbon reservoirs: land, ocean, and atmosphere, and are recognized as a major component of the global carbon cycle and budget. Although the surface area of continental margins amounts to only 7–8% of that of the ocean as a whole, the margins contribute 10–30% of global oceanic primary production (Liu et al., 2000, 2010; Vlahos et al., 2002; Jahnke, 2010; Chavez et al., 2011; Chen et al., 2013). Terrestrial materials flow into the continental shelf through river plumes and groundwater discharge. Coastal ocean processes such as tides, upwelling, onwelling, and net advective transport are the main physical pathways for terrestrial material exchange with oceanic water. In addition, gas exchange and deposition provide the main interactions between the atmosphere and coastal water. Besides mediating the exchange of carbon among the three main carbon reservoirs, biogeochemical processes, and anthropogenic impacts further compound the complexity of the marine inorganic carbon system in continental margins (Mackenzie et al., 2005; Muller-Karger et al., 2005; Jahnke, 2010; Cai, 2011; Bauer et al., 2013).

The Mid-Atlantic Bight (MAB) is a hydrographically and geochemically complex continental margin ecosystem that has been investigated intensively over the past 30 years (Csanady and Hamilton, 1988; Walsh, 1988; Biscaye et al., 1994; Wang et al., 2013; Wanninkhof et al., 2015; Cai et al., 2020; Xu et al., 2020). The slope water, coastal river plume water, southward-flowing Labrador Current, and northeastward-flowing Gulf Stream constitute the multiple and varied components of the shelf water in the MAB. Air temperature differences, buoyancy effects, tidal mixing, wind force, eddies, and shelf break jets all contribute to the physical exchange processes of water masses. Furthermore, biological processes such as photosynthesis, remineralization, bacterial motility, and denitrification also affect the marine inorganic carbon cycle in the MAB (Beardsley et al., 1976; Chapman and Beardsley, 1989; Linder and Gawarkiewicz, 1998; Gawarkiewicz et al., 2001; Aluwihare et al., 2002; Fennel et al., 2006; Lentz, 2008).

To improve the knowledge of biogeochemical processes in the continental shelf to the slope region, the United States Department of Energy (DOE) supported several research projects including the Ocean Margins Program (OMP), whose goal was to estimate the carbon and biogenic elemental storage, biogeochemical transformations, and fluxes across different interfaces (Jahnke and Verity, 1994). Hydrographic data were collected in the course of eight cruises between 1993 and 1996, and physical and biological parameters have been studied extensively according to these results. The reported results indicate that the MAB ecosystem is net autotrophic, and phytoplankton absorbs the inorganic carbon and generates organic matter that would otherwise be chemically altered and exported to the open ocean (Bauer et al., 2002; DeGrandpre et al., 2002; Hopkinson et al., 2002; Vlahos et al., 2002). However, the dissolved inorganic carbon (DIC) and total alkalinity (TA) data collected during this program have not been previously reported. A thorough analysis of the OMP inorganic carbon dataset will not only improve our understanding of how inorganic carbon system parameters are regulated by complex coastal ocean physical and biological processes but also will provide a valuable baseline to examine how climate and anthropogenic changes have modified inorganic carbon system parameters since the 1990s. This exercise is particularly relevant to current community efforts to determine and understand coastal ocean acidification with ongoing regional field observations every 3 to 5 years (Wang et al., 2013; Wanninkhof et al., 2015; Xu et al., 2017; Cai et al., 2020).

This study focuses on spatial distributions of the inorganic carbon system parameters, water mass mixing, and biological activities in the MAB in March 1996. More specifically, it focuses on the exchange between nearshore and shelf water, and between shelf and slope water (or Gulf Stream), and the mixing of these water masses that takes place largely along isopycnals or via mixing in the benthic boundary layer over the shelf and shelf-break. In subsequent papers, we will compare this wintertime and baseline analysis with summer data from OMP to assess seasonal variations and with more recent observations to assess the carbon cycle, anthropogenic carbon accumulation, and biogeochemical changes in this region.



STUDY AREA, ANALYTICAL METHODS, AND MIXING MODE


Cruise Description and Regional Hydrographic Background

The MAB is commonly defined by boundaries at the coast, the shelf/slope front, and two imaginary lines across the shelf: one south of Nantucket Shoals and one east of Cape Hatteras (Mountain, 1991; Figure 1). The cruise data were collected throughout the entire MAB from March 1–10, 1996. The timing of the cruise was chosen to capture late winter conditions when shelf water temperatures are at their annual minimum (e.g., Mountain, 2003). The six transects (Figures 1A,B) sampled from north to south are the Nantucket Shoals (NS), Long Island (LI), New Jersey (NJ), Delaware (DE), Chesapeake Bay (CB), and Cape Hatteras (CH), and each transect traversed from the shelf to the upper slope, with the bottom depth reaching 1,000 m at the most offshore stations, except in the NS transect. However, water samples for inorganic carbon measurements were generally collected only in the upper 200 m to allow for high vertical sample resolution within the depth and density ranges of slope waters that could exchange directly with shelf waters. In addition, there is no significant exchange between the shelf water and the slope water below 200 m (Csanady and Hamilton, 1988; Supplementary Figure 1).
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FIGURE 1. (A) Schematic representation of the Gulf Stream, Labrador Current, and Slope Sea modified from Saba et al. (2015) and Townsend et al. (2006). (B) The location of sampled sites. (C) Potential temperature and salinity diagram. The different symbols correspond to different transects. Although symbols are not differentiated for depths, red, and blue colors are used to represent the most nearshore stations and offshore stations, respectively, while the light shaded symbols are the stations in-between. The six transects from north to south are: Nantucket Shoals (NS), Long Island (LI), New Jersey (NJ), Delaware (DE), Chesapeake Bay (CB), and Cape Hatteras (CH).


In the vicinity of the MAB, the main alongshore currents are an equatorward-flowing, cold, and fresh coastal current (Chapman and Beardsley, 1989) supplied by the Labrador Current, and the northward-flowing, warm, and salty Gulf Stream (Figure 1A). The Slope Sea separates the shelf waters from the Gulf Stream as far south as Cape Hatteras, with the western Slope Sea (within the MAB) being a closed cyclonic gyre, and the eastern Slope Sea having a more open cyclonic circulation. The Labrador Current flows out of the Canadian Arctic and mixes with the Gulf Stream and its extension, the North Atlantic Current, at the Grand Banks. Further south, the Labrador Current water exchanges with fresher water from the Gulf of St. Lawrence, and flows along the Scotian Shelf, and through the Gulf of Maine where mixing with a cross-isobath, onshore flow of warmer and saltier slope waters creates the characteristic shelf water mass of the MAB (Csanady and Hamilton, 1988; Chapman and Beardsley, 1989; Dong and Kelly, 2003; Townsend et al., 2006; Figure 1A). Within the MAB, there is additional local freshwater supply from rivers via several large bays, but the major freshwater sources for the MAB are the Chesapeake Bay, Labrador Current, and St. Lawrence River. A shelf-slope front that separates shelf waters from the Slope Sea has a variable location but lies typically over the 80-m isobath and is characterized by a salinity around ca. 34 and a sigma theta around 26.5 (Supplementary Figure 1).



Analytical Methods and Study Area

The shipboard salinity and temperature data were collected with a Neil Brown Mark III (NBIS) conductivity temperature depth (CTD) device (Flagg et al., 2002). Nitrate (NO3–) and phosphate (PO4–) concentrations were determined by using a Technicon Autoanalyzer (Technicon AA-II, SEAL Analytical, Inc.) with spectrophotometric methods similar to those described in Wilson et al. (1989). The precision of these methods was around ± 2% (Atlas et al., 1971; Hager et al., 1972; Knap et al., 1996). The DIC concentrations were measured using a single operator multi-parameter metabolic analyzer (SOMMA) with a precision of ± 0.06% and an accuracy of ca. ± 2 μmol kg–1, with values checked against Certified Reference Materials (CRM) (Dickson, 2010), and TA concentrations were determined with a Metrohm 665 Dosimat titrator and an Orion 720A pH meter with a ROSS glass pH electrode and an Orion double junction Ag, AgCl reference electrode through a nonlinear least squares approach with ±2 μmol kg–1 precision and were corrected with the difference between the CRM stated and analyzed values (Johnson, 1992; Johnson et al., 1993; DOE, 1994; Jahnke and Verity, 1994; Knap et al., 1996). The apparent oxygen utilization (AOU) values were calculated from the difference between the theoretical oxygen (O2) saturation values and O2 concentrations determined by Winkler titrations (Chen, 1981; Garcia and Gordon, 1992); positive values of AOU represent O2 undersaturation, and negative values reflect O2 oversaturation. Most samples were analyzed on board during the cruise.

Carbonate chemistry calculations require any two of the four commonly measured parameters—TA, DIC, pH, and fCO2 (fugacity of CO2) or pCO2 (partial pressure of carbon dioxide)—to determine the other two. The CO2SYS program (Lewis and Wallace, 1998; Pierrot et al., 2006) used measured DIC and TA concentrations to calculate values of pH on the total scale, using carbonic acid dissociation constants (K1, K2) of Lueker et al. (2000). Also calculated using the CO2SYS was the aragonite saturation, ΩArag, defined as [Ca2+][CO32–]/KArag, where KArag is the solubility constant (Mucci, 1983), and the calcium concentration was determined from salinity (Millero, 1995). Finally, pHin situ and ΩArag were calculated at in situ temperature and pressure.



Water Mass Mixing Model

Potential temperature–salinity (θ-S) diagrams (Figure 1C) are widely utilized to represent and quantify mixing of different water masses (Helland-Hansen, 1916; Mamayev, 1975). The geometry of the θ-S diagram, together with the assumption of no heat or gas exchange with the atmosphere, yields a set of closed system equations that allow quantitative water mass analysis (Tomczak, 1981). The source water types (known as endmembers) were identified for each transect in the MAB based on the bounding extremes and inflection points in the potential θ-S diagrams (Table 1 and Supplementary Figures 1, 2). The nearshore water endmembers were the points with the lowest salinity at each transect. The shelf water endmembers were the inflection points within the salinity range around 33–34, where the water column generally showed stratification. If there was another inflection point between the nearshore water and the shelf water, it would be identified as the nearshore water endmember 2, which reflects the mixing situation in shallow waters. The slope water was determined as the highest salinity point on the θ-S plot and was generally located around the isopycnal of 27 (Supplementary Figure 1). In the southern MAB, the Gulf Stream rather than the slope water served as the highest salinity endmembers for the CB and CH transects.


TABLE 1. Comparisons among nearshore water, shelf water, and slope water in temperature, salinity, phosphate, nitrate, DIC, and AOU in the NS, LI, NJ, DE, CB, and CH transects.

[image: Table 1]
In this work, each transect was divided into two mixing regimes: a mixing between nearshore and shelf water, and a mixing between shelf and slope water (or the Gulf Stream for the two southern transects). The fraction of each water mass was estimated by a two-endmember mixing or a three-endmember mixing (when there were two nearshore water endmembers). The mass balance equations of a water sample (j) that is a mixture of various source water types (i) are:
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where the subscript i refers to an individual seawater endmember or water type, and Xij is the fractional contribution of the endmember (i) to a water sample (j). Tj and Sj are the temperatures and salinities of the samples, and Ti and Si are the temperatures and salinities of the individual endmembers. Equation 1 is the mass balance of water and Equation 3 that of salt, both of which must be conserved. Salinity can vary due not only to mixing of different water types but also to precipitation and evaporation, but it is assumed that the latter processes have little influences on the water and salt masses during the sampling period. Strictly speaking, temperature (Equation 2) is not a conserved quantity, but it is nearly directly proportional to heat content, which is conserved. Water temperatures can also be affected by heat exchange with the atmosphere, but this is not considered in the mixing model. In the calculation of mixing model, the estimated salinities are consistent with corresponding data points, but temperature differences between estimated and measured values range from –1.3 to 0.9°C.

Theoretical mixing concentrations of biogeochemical parameters can be viewed as conservative and predicted based on the proportions and concentrations of different source water types as follows:
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where A°j refers to the theoretical, or conservative, mixing concentration in sample j, of a biogeochemical parameter such as AOU, phosphate, nitrate, or DIC, and Ai represents the concentrations of that biogeochemical parameter in the endmembers. The differences
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between the observed sample concentrations Aj and theoretical concentrations predicted on the basis of conservative mixing reflect anomalies mainly resulting from biological processes such as production and remineralization.




RESULTS AND DISCUSSION


Surface Distributions of Current, Physical, Chemical, and Biological Parameters

Consistent with regional circulation (see the Cruise description and regional hydrographic background section), surface temperature, salinity, nitrate, DIC, and TA in the MAB increase across the shelf from the shore to the Slope Sea (Figure 2). The lower temperatures occur in the most nearshore stations of NS, LI, and NJ because of the more important role of heat loss in shallow water to the atmosphere during winter, Labrador Current input, and coastal river inputs. The temperature of nearshore water also slightly increases with decreasing latitude due to the increased solar radiation and decreased influence of the Labrador Current. The highest temperature is at the most offshore station of CH due to the influence of the Gulf Stream (Figure 2A). The distribution of salinity is slightly different from that of temperature, with river discharge diminishing the salinity in the nearshore region, and more Labrador Current dominance leading to low salinity in the northern part of the shelf. The greatest onshore–offshore salinity contrast occurs in the CB and CH transects due to the large amount of freshwater input from the Chesapeake Bay and the greater influences of the Gulf Stream and slope water at the most offshore stations (Figure 2B).
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FIGURE 2. Surface distribution of (A) temperature, (B) salinity, (C) nitrate, (D) chlorophyll a (Chl-a), (E) dissolved inorganic carbon (DIC), (F) total alkalinity (TA), (G) pHin situ, (H) pH25C, and (I) aragonite saturation state (ΩArag) in the Mid-Atlantic Bight (MAB). The color dots from red to purple depicts the value from high to low. pHin situ was calculated on the total scale at in situ temperature and pressure, and pH25C was calculated in 25°C and zero pressure. ΩArag was calculated at the in situ temperature and pressure.


In general, river discharges bring nitrate to the nearshore regions, as does mixing with slope water. However, in the MAB region, major river inputs are processed within large estuaries such as the Chesapeake and Delaware Bays with relatively long water residence times (Boynton et al., 1995; Kemp et al., 1997; Sharp et al., 2009). As a result, riverine nitrate and DIC are consumed, and pCO2 is reduced in lower estuaries before reaching the shelf (Joesoef et al., 2015; Cai et al., 2017; Chen et al., 2020). Nutrients and DIC are also used for biological production in the MAB inner shelf, even during the late winter, as evidenced by relatively high Chlorophyll a (Chl-a) concentrations (Figures 2C–E). As river water is characterized by much lower DIC and TA concentrations than seawater, the surface DIC and TA distributions largely reflect the salinity distribution (Figures 2B,E,F). On the contrary, pHin situ values decrease seaward with increasing salinity (Figure 2G). This pattern is a combined result of water mass mixing with an increasing temperature to the offshore direction and a stronger biological production (which increases pH) in nearshore waters. In the northern transects, it appears that strong biological activities play a more important role as pH normalized to 25°C has a similar pattern to the pHin situ and as Chl-a values are clearly higher at nearshore stations (Figures 2G–I). In the southernmost transect (CH), however, once the temperature is scaled or normalized to a common temperature of 25°C, pH25C increases toward the Gulf Stream endmember. Biological CO2 could have a stronger impact in increasing pH in cold waters than in warm waters (Cai et al., 2020). The distribution of ΩArag is less consistent in the cross-shelf direction, decreasing seaward along the NS transect but increasing seaward in other transects.



Vertical Distributions of Physical, Chemical, and Biological Parameters

Shallow inner shelf waters are vertically well mixed because of strong winds and cooling, as indicated by an overlap of symbols in the θ-S diagram from the same station (blue symbols in Figure 1C). The salinity maximum (S = 35.82) at offshore regions likely results from the subtropical subsurface water, reflecting the influence of the Gulf Stream (Gawarkiewicz et al., 1992; Marchese and Gordon, 1996), and this impact is particularly noticeable across the entire CH transect from coast to the shelf break (Figure 1C and Supplementary Figure 1), which is close to where the Gulf Stream leaves the coast. This vertical mixing results in a hook shape in the θ-S diagram for the CH transect at the highest salinity (S ≈ 34.5–35.8) and temperature (T ≈ 13.7–16.2°C), where the subtropical subsurface water mixes with coastal river plume water from the Chesapeake Bay (triangle symbols in Figure 1C). The most offshore stations (red symbols in Figure 1C) from the NS to the CB sections reflect the influence of the slope water (S ≈ 35.6), and the waters in the layer of σT ≈ 26.5–27 cluster in a small salinity and temperature range (Figure 1C). Excluding the lowest and highest salinity areas, the main trend shown in Figure 1C is nearly a linear relation between θ and S (S ≈ 33.0–35.6, T ≈ 4.7–12.2°C), reflecting the mixing between the low-salinity inner shelf water (S ≈ 32–33.5) and the higher-salinity slope water (S ≈ 35.6).

The cross-shelf sections of temperature, salinity, nitrate, Chl-a, DIC, TA, pHin situ, and ΩArag for each transect are presented in Figures 3, 4. Cold and freshwater occupies the shelf, whereas warm and salty water sits over the slope, with the boundary between these two water masses marked by the persistent shelf-break front (green area in Figures 3A–F, yellow area in Figures 3G–L). The colder and fresher shelf water extends seaward in the upper layer, while the warmer and saltier slope water onwells shoreward in the bottom layer from the NS to the CB transects (Figures 3A–L). In the alongshore direction, the northern MAB region (NS-NJ) is colder, fresher, and has a larger extent of vertical mixing on the shelf than in the southern region (DE–CH), reflecting a north-to-south change in the volume of the shelf water (Mountain, 1991). At the nearshore end of CB transect, the water from the Chesapeake Bay greatly reduces both salinity and temperature. The highest temperature and salinity waters occupy the shelf break edge of the CH transect (Figures 3F,L), consistent with its proximity to the Gulf Stream, which turns northeastward around Cape Hatteras (Rossby and Benway, 2000).
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FIGURE 3. Cross section of temperature (A–F), salinity (G–L), nitrate (M–R), and Chl-a (S–X) in the NS, LI, NJ, DE, CB, and CH transects (Figure 1) corresponding to panels ordered from left to right. The black dots represent sampled locations and depths.
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FIGURE 4. Cross section of DIC (A–F), TA (G–L), pHin situ (M–R), and ΩArag (S–X) in the NS, LI, NJ, DE, CB, and CH transects (Figure 1) corresponding to panels ordered from left to right. The black dots represent sampled locations and depths.


As noted in the Surface distributions of current, physical, chemical, and biological parameters section, inner shelf waters tend to have low nitrate concentrations, which increase seaward due to wintertime mixing with deeper, subsurface waters with high nutrient concentrations that occur in the Slope Sea (Figures 3M–R). However, nitrate concentrations are also high inside the shelf-break at about the 50-m depth in the CB transect due to bottom recycling driven by high biological production in the surface water (Figure 3Q; Fisher et al., 1988). Generally, concentrations of Chl-a are high along the coastal shelf and decrease with distance from shore, and at some shallow stations, (e.g., those <50 m, Figure 3S) concentrations are highest near the bottom due to either wind-enhanced mixing or bottom shoreward nutrient supply (Figures 3S–X; Makinen and Moisan, 2012).

Dissolved inorganic carbon and TA values on the shelf are between 1,850 and 2,050 and 2,050 and 2,250 μmol kg–1, respectively, whereas the slope water is characterized by DIC and TA that are higher than 2,100 and 2,300 μmol kg–1, respectively (Figures 4A–L). The lowest DIC and TA are found at the most nearshore station in the CB transect (Figures 4E,K), consistent with the lowest salinity found there because of river plume water influences (Figure 3K). The highest DIC and TA originate from the subsurface water of the Slope Sea that partially onwells to the edge of the shelf (Figures 4A–L). Similar to the surface distributions, pHin situ values are consistently higher in the nearshore water columns and decrease seaward (Figures 4M–R), whereas ΩArag distributions are variable (Figures 4S–X). The lower pHin situ values are also present near the bottom or in the subsurface water.



Latitudinal Distribution of Aragonite Saturation State

ΩArag increases from north to south with the increase in TA/DIC ratio and temperature (Figure 2). This trend is largely determined by the temperature dependences of CO2 solubility, the solubility of aragonite, and the dissociation constants of carbonic acid (Millero et al., 2006; Cai et al., 2020). Jiang et al. (2015) have derived a regional empirical formula based on the data collected from 1970 to 2010 to predict the surface water ΩArag in the Atlantic Ocean from sea surface temperature (SST) and concluded that the tight correlation between ΩArag and temperature is mainly a result of the different air–sea CO2 exchange fluxes induced by the north–south temperature gradient rather than a direct thermodynamic effect of temperature. In other words, more CO2 is taken up by cold water in the north, thus, converting more CO32– to HCO3– and leading to a higher DIC and a lower TA/DIC ratio than in the warmer water in the south (Takahashi et al., 2014; Xu et al., 2017; Cai et al., 2020). A similar correlation exists for the MAB shelf water (the dotted line in Figure 5), likely for the same reason, even though TA and environmental conditions change greatly and are often patchy in these coastal waters. The average ΩArag in the MAB surface waters is generally lower than the value predicted using Jiang’s formula because the TA/DIC ratio in nearshore water is generally lower than the open ocean surface waters (note that the TA/DIC ratio is ≤ 1.0 in most rivers and typically near 1.15 in open ocean waters). Such latitudinal pattern does not exist in the surface pHin situ distribution as it is more controlled by the local biological activities. The closely linked, but somewhat different, responses of pHin situ and ΩArag to temperature, mixing, and biological production observed here are consistent with those reported in Cai et al. (2021) at a large, though less fine, spatial scale in the waters off the northern American eastern coast.


[image: image]

FIGURE 5. Aragonite saturation state (ΩArag) as a function of sea surface temperature (SST), with least-squares fit, ΩArag = 0.056 × SST + 1.70 (dotted line). Circles represent samples between the shelf water and the slope water/Gulf Stream, and crosses represent samples between the nearshore and the shelf waters. Symbols with different colors represent different levels of Chl-a concentration. The black line represents the empirical formula from Jiang et al. (2015): ΩArag = 0.0855 × SST + 1.59.




Correlations Among Apparent Oxygen Utilization, Dissolved Inorganic Carbon, Nutrients, and Total Alkalinity

Property–property plots such as those presented in Figure 6 can reveal whether associated variables follow the same physical mixing process or are altered by biological processes. Here, we have categorized data into two groups: (i) mixture of shelf water with slope water or Gulf Stream water (gray circles) and (ii) mixture of nearshore water with shelf water (black cross symbols). For DIC-TA plot, the slope of the black symbols, located near the shore, is consistent with linear mixing (two black solid lines) between seawater and riverine (nearshore) endmembers based on the riverine TA data from the United States Geological Survey (USGS) for the same period and assuming TA ≈ DIC (Cai et al., 2010). As noted earlier, as riverine concentrations of DIC are subject to modification by net biological production in large estuaries and low-salinity inner shelf waters (Figure 6A), it may therefore be more appropriate to use nearshore endmembers instead of river endmembers to examine mixing and biological effects. The black crosses with high DIC concentrations (a few symbols above the solid lines) on the northern shelf indicate another low-salinity endmember (Figure 6A; Table 1).
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FIGURE 6. (A) DIC vs. TA, (B) DIC vs. phosphate, (C) nitrate vs. phosphate, and (D) apparent oxygen utilization (AOU) vs. DIC. Gray circles represent samples between the shelf water and the slope water/Gulf Stream, and black crosses represent the seasonal samples between the plume nearshore and the shelf water. The gray and black dot lines are linear regression lines for data represented by gray circles and black crosses. The two black lines in (A) denote the theoretical mixing between riverine endmember and shelf water (A), and the lines in other plots are the Redfield ratios. For the theoretical mixing line, two river concentrations (DIC ≈ TA = 400 or 1,000 μmol kg–1) are used to bracket a range of river endmembers in this region.


Graphs of DIC vs phosphate, nitrate vs phosphate, and AOU vs DIC, are shown in Figures 6B–D, respectively. Overall, most of the slopes in these plots differ from the stoichiometry given by the Redfield ratios (Redfield, 1958), which are expected from biological processing alone (C:P = 106:1; N:P = 16:1; O:C = 138:106), due to the mentioned physical mixing. For biological activities, the low nitrate makes nitrogen, rather than phosphate, the limiting nutrient (black cross symbols in Figure 6C), and similar distributions also exists in Georges Bank and the Gulf of Maine (Townsend and Thomas, 2002). In most of the inner shelf water (black cross in Figure 6C), nitrate falls below the expected Redfield ratio and may be the result of a more rapid regeneration for phosphate than nitrate (Paytan and McLaughlin, 2007). Denitrification and gas exchange can also affect the relations (see discussion in the Separation of water mixing and biological effects section). Because of a combination of complex mixing and biological activities operating in different regions of the MAB, a simple interpretation of water column processes based on observed property–property relations is unlikely, and a more rigorous treatment of mixing is needed to elucidate the influences of biological processes on nutrient and inorganic carbon distributions.



Separation of Water Mixing and Biological Effects

In order to distinguish biological effects from water mass mixing on the property distributions and to examine stoichiometric ratios during biological processes, we use the mixing model to separate the effects of these two processes. We first use the results of linear programming optimization (Goodarzi et al., 2014)—that is, Equations 1–3—to calculate the fractions of various water masses that contribute at each location. Then, the estimated fractions of identified water masses are used to calculate the theoretical concentrations of biochemical parameters. Finally, the difference between the observed property and the mixing predicted value is defined as the anomaly, which is attributed to non-conservative biological processes (atmospheric exchange is neglected here). The source water types are determined from the θ-S diagram as detailed earlier (Figure 1C), and nutrient and DIC concentrations are then used to distinguish the water masses with similar θ-S values (Table 1). Although the identified endmembers may vary both spatially and temporally, the concept and procedure proposed here, nonetheless, allow us to effectively separate biological processes from physical mixing. However, it must be noted that this approach does not provide a measure on the biological activities in the endmembers, such as that in the highly productive nearshore waters.

The adopted endmember values differ between different transects (Table 1). The phosphate concentration of nearshore water at the CB transect is zero, consistent with reports that phosphate is limited in the Chesapeake Bay during winter (Prasad et al., 2010). The low nitrate concentration of nearshore waters at the NS transect may result from the near-zero nitrate of the Gulf of Maine surface water (Townsend et al., 2010). The AOU of nearshore water increases from the NJ to the CH transect, and the DIC concentration either decreases or remains nearly constant. It is worth noting that nearshore or coastal river plume water is most heterogeneous and variable, and can be divided into two sub-types (nearshore water-1 and nearshore water-2) in the northern transects (NS-NJ), where nearshore water-1 is slightly colder and fresher than nearshore water-2. Surface cooling and vertical mixing in nearshore areas may contribute to the lower temperature there, and cause the winter-only mid-shelf front in the northern MAB (Ullman and Cornillon, 2001). The nitrate concentration of shelf water in the NS and LI are similar to the reported values for the Georges Bank (Table 1; Townsend and Thomas, 2001; Bisagni, 2003). For the shelf water endmember, the nutrient and DIC concentrations decrease southward from the NS to the CB, but the salinity increases consistent with the water flow direction, showing a reduced Labrador Current influence (Table 1).

Using the water mass endmembers identified above and the mixing model presented in the Water mass mixing model section, we are able to separate the effects of biological processes from the water mass mixing using correlations among the biogeochemical anomalies, dDIC, dP, dN, and dAOU presented in Figure 7, calculated using Equations 1–5. Each plot is divided into four quadrants based on the sign of the anomalies, with positive and negative values representing addition to or removal from the theoretical mixing values, respectively. In particular, the anomalies in quadrant I denote the addition of DIC and inorganic nutrients and consumption of O2 due to organic matter decomposition, and those in quadrant III represents removal of DIC and inorganic nutrients and production of O2 by biological production and other processes (see discussion below).
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FIGURE 7. (A) dDIC vs. dP, (B) dDIC vs. dN, (C) dN vs. dP, and (D) dAOU vs. dDIC in the MAB. Gray circles represent samples between the shelf water and the slope water/Gulf Stream, and black crosses represent the samples between the nearshore and the shelf water. Black lines denote least squares fits calculated with a model II regression (Laws and Archie, 1981; Sokal and Rohlf, 2012), and the red dot lines are the Redfield ratios.


Most anomalies from the mid and outer shelves (gray circles in Figure 7) occur in quadrants I and III, and those on the inner shelf (black crosses in Figure 7) cluster near the origin. dDIC, dP, dN, and dAOU anomalies in the mixed shelf and slope (Gulf Stream) waters (gray circles in Figure 7) are negative in quadrant III, meaning that these concentrations are removed by biogeochemical activities. Thus, the MAB ecosystem tends to be autotrophic during late winter, a result consistent with a recent numerical model study (Friedrichs et al., 2019). In the mixed nearshore-shelf waters, most of the dissolved oxygen is oversaturated (black crosses in Figure 7D, AOU < 0 in Figure 6D), and the excess oxygen escapes to the atmosphere (dAOU ∼ 0), while the DIC is consumed by phytoplankton (dDIC < 0). While both O2 supersaturation and CO2 deficit are compensated by gas exchange in the surface or shallow waters, the impacts on the dAOU and dDIC are different. This is because air–sea exchange is more rapid for O2 than for CO2, and more importantly, the impact of the carbonate buffering system, i.e., the gas exchange-induced changes in aquatic CO2 are buffered by a much larger carbon pool of HCO3–-CO32– (Wallace and Wirick, 1992; DeGrandpre et al., 1998; Carrillo et al., 2004; Zhai et al., 2009).

The extent to which biological processes determine the anomalies of various parameters can be examined by comparing ratios of the anomalies to the Redfield ratios, as noted above. The dDIC/dP ratio of 96.8 ± 4.8 is slightly lower than the Redfield ratio of C:P = 106, likely because of the decrease of processes that compensate dDIC, such as an increase due to absorbing atmospheric CO2 (Figure 7A). The surface seawater in the MAB was a moderately strong atmospheric CO2 sink during late winter in 1996 (DeGrandpre et al., 2002; Signorini et al., 2013). The air–sea CO2 flux will tend to compensate biological DIC removal or addition; that is, to reduce dDIC in the third quadrant and to reduce oversaturated CO2 in the first quadrant (Figure 7A). Another reason for the dDIC/dP ratio being lower than the Redfield ratio is that it does not adequately account for recycled phosphate. The dDIC/dN ratio of 5.85 ± 0.21 is similar to the Redfield ratio C:N = 6.625 and to that reported by Hedges et al. (2002), C:N = 6.23 (Figure 7B), yet lower than that reported by Chen et al. (1996), C:N = 7.69. Denitrification will also diminish nitrate, and substantial denitrification may occur on the seafloor (Seitzinger and Giblin, 1996; Fennel, 2010). However, as the dN/dP ratio of 16.96 ± 0.42 is similar to the Redfield ratio of N:P = 16 (Figure 7C), we conclude that the impact of benthic denitrification on water column N is quite limited in winter, probably because of the diminished denitrification under low temperature (Brin et al., 2014) and high oxygen concentration due to a well-mixed condition during wintertime. Finally, the dAOU/dDIC ratio of 1.44 ± 0.01 is also similar to the Redfield ratio for these quantities, O:C = 1.30, as well as with those reported by Chen et al. (1996), O:C = 1.27, and Hedges et al. (2002), O:C = 1.45 (Figure 7D). Slight differences in ratios may be actual differences across sampled areas or may result from deviations in endmembers. Overall, the results capture biological effects well and support the validity of a water mass mixing approach.



Biological Control on pH and Aragonite Saturation State

As suggested in the Surface distributions of current, physical, chemical, and biological parameters section, pHin situ indicates a biological control mechanism. After removing the influence of physical mixing, strong correlations remain between positive dpHin situ and negative dAOU, dDIC, dP, and dN (Figures 8A,C,E,G), indicating that the increase in pHin situ and the decreases in AOU, DIC, and nutrient concentrations are controlled by the same biological process. The same strong correlation occurs between positive dΩArag and negative dAOU, dDIC, dP, and dN (Figures 8B,D,F,H). Biological production releases oxygen (negative AOU) and consumes DIC, hydrogen ions (increases pH), and nutrient concentrations, which are represented by anomalies in the second quadrant of Figure 8 (corresponding to quadrant III in Figure 7). In contrast, the anomalies in the fourth quadrant of Figure 8 result from organic matter decomposition (corresponding to quadrant I in Figure 7), which increases the AOU, DIC, hydrogen ions (decreases pH), and nutrient anomalies. Regression lines of dDIC, dpHin situ, dN, dP, and dΩArag all pass through the origin, indicating that these quantities are influenced by the same biological processes, and supporting the overall validity of the mixing and mass balance model and our choices of the endmember values (circles in Figures 7, 8).
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FIGURE 8. (A) dpHin situ vs. dAOU, (B) dΩArag vs. dAOU, (C) dpHin situ vs. dDIC, (D) dΩArag vs. dDIC, (E) dpHin situ vs. dP, (F) dΩArag vs. dP, (G) dpHin situ vs. dN, and (H) dΩArag vs. dN in the MAB. Circles represent samples collected between the shelf water and the slope water/Gulf Stream, and crosses represent samples collected between the nearshore water and the shelf water. Black lines denote least-squares fits calculated with a model II regression.


In contrast, consistently in all anomaly plots, at dDIC = 0 or dpH = 0 or dΩArag = 0, dAOU values scatter from –20 to 0 μmol kg–1 in the mixed shelf-slope waters (gray circles in Figures 7D, 8A,B). While we have no independent supporting evidence (for example, information from an inert gas such as argon), we suggest this negative shift in dAOU is caused by air bubble-induced O2 supersaturation (Craig and Hayward, 1987; Wallace and Wirick, 1992; Cassar et al., 2009; Emerson and Bushinsky, 2016). During wintertime, strong winds and deep mixed layer depth could facilitate increased O2 solubility at high hydrological pressure in the offshore water. A changing O2 gas solubility due to bubbling effect is a physical process that is not considered in our water mass mixing model and is, thus, a non-conservative term as far as the mixing is concerned, although it is non-biological either. This process would have little effect on the CO2 system as it is buffered by the HCO3– and CO32–.




SUMMARY

Using the late wintertime dataset collected under the Ocean Margins Program in March 1996, we have characterized four main biogeochemically distinguishable water masses distributed within the MAB: the nearshore, shelf, slope, and Gulf Stream waters. Generally, the nearshore (or coastal river plume) and shelf waters occupy the inner shelf and have high Chl-a concentration and stronger biological production, whereas the slope and the Gulf Stream waters occupy the outer shelf and the slope area. Among these water masses, the nearshore water is colder and fresher, with lower AOU, DIC, nitrate, and TA concentrations than the slope water. On the cross-shelf direction, pHin situ decreases seaward reflecting a strong biological control in addition to water mass mixing, gas exchange, and temperature, but ΩArag is more variable and does not exhibit a clear trend. However, pHin situ has no clear spatial patterns on the along-shelf direction, whereas ΩArag increases from north to south, reflecting the strong influence of the CO2 solubility on carbonate saturation state.

The hydrography of the MAB is complex because of the current patterns compounded with other effects, such as tidal and cross-frontal mixing. To distinguish between physical and biological effects, we adopted a water mass mixing model, using endmembers derived from θ-S diagrams. By accounting for physical effects through the mixing model, anomalies due to biological effects could be isolated and were shown to be consistent with the Redfield ratios. Moreover, the intrusion of the slope water onto the outer shelf is found to further support biological production, even during late winter conditions providing further information to support across-front organic carbon flux for the MAB study.
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Changes in photosynthetic and respiration rates in coastal marine habitats cause considerable variability in ecosystem metabolism on timescales ranging from diel to tidal to seasonal. Here, temporal and spatial dynamics of dissolved oxygen (DO), carbonate chemistry, and net ecosystem metabolism (NEM) were quantified from spring through fall in multiple, distinct, temperate estuarine habitats: seagrass meadows, salt marshes, an open water estuary, and a shallow water habitat dominated by benthic macroalgae. DO and pHT (total scale) measurements were made via high frequency sensor arrays coupled with discrete measurements of dissolved inorganic carbon (DIC) and high-resolution spatial mapping was used to document intra-habitat spatial variability. All habitats displayed clear diurnal patterns of pHT and DO that were stronger than tidal signals, with minimums and maximums observed during early morning and afternoon, respectively. Diel ranges in pHT and DO varied by site. In seagrass meadows and the open estuarine site, pHT ranged 7.8–8.4 and 7.5–8.2, respectively, while DO exceeded hypoxic thresholds and aragonite was typically saturated (ΩAr > 1). Conversely, pHT in a shallow macroalgal and salt marsh dominated habitats exhibited strong diel oscillations in pHT (6.9–8.4) with diel acidic (pHT < 7) and hypoxic (DO < 3 mg L–1) conditions often observed during summer along with extended periods of aragonite undersaturation (ΩAr < 1). The partial pressure of carbon dioxide (pCO2) exceeded 3000 and 2000 μatm in the salt marsh and macroalgal bed, respectively, while pCO2 never exceeded 1000 μatm in the seagrass and open estuarine site. Mesoscale (50–100 m) spatial variability was observed across sites with the lowest pHT and DO found within regions of more restricted flow. NEM across habitats ranged from net autotrophic (macroalgae and seagrass) to metabolically balanced (open water) and net heterotrophic (salt marsh). Each habitat exhibited distinct buffering capacities, varying seasonally, and modulated by adjacent biological activity and variations in total alkalinity (TA) and DIC. As future predicted declines in pH and DO are likely to shrink the spatial extent of estuarine refuges from acidification and hypoxia, efforts are required to expand seagrass meadows and the aquaculture of macroalgae to maximize their ecosystem benefits and maintain these estuarine refuges.
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INTRODUCTION

Estuaries are among the most biologically productive ecosystems on the planet and serve as critical habitats for early life stage finfish and shellfish (Baird et al., 1991; Sogard and Able, 1991; Able, 2005; Barbier et al., 2010). Estuaries play a vital role by providing important ecosystem services including acting as filtration barriers between terrestrial and marine environments as well as buffer zones, protecting coastal regions and stabilizing shorelines (Valiela, 2006). The habitats within estuaries are biologically and metabolically diverse, ranging from highly productive salt marsh ecosystems to mesotrophic-to-oligotrophic open water estuaries (Caffrey, 2004). Primary production is essential to the functioning of these aquatic ecosystems and, depending on estuarine habitat, can be generated from a variety of sources including macroalgae, seagrasses, salt marsh grasses, benthic microalgae, and phytoplankton. Although primary production (and thus O2 production) within estuarine environments can be elevated on short timescales (hours to days), respiration within these systems catalyzes energy production sourced from allochthonous and autochthonous carbon, making estuaries predominantly net heterotrophic ecosystems (Smith and Mackenzie, 1987; Caffrey, 2004; Cloern et al., 2014). However, there are many examples of net autotrophy where shallow, macrophyte dominated estuaries with minimal organic matter loading can be considered a net CO2 sink (Maher and Eyre, 2012). Microbial metabolic rates driving ecosystem metabolism can vary on hourly time scales in estuarine environments causing rapid changes in dissolved gases (O2, CO2), and changes in estuarine pH over short temporal and spatial scales (Baumann and Smith, 2018).

Salt marshes are highly productive ecosystems well-known for high rates of metabolic activity that increase dramatically from winter to summer months (Nixon and Oviatt, 1973). Tidal fluctuations can also have strong influences on shallow salt marshes with high tides often transporting more oxygenated waters into marshes (O’Boyle et al., 2013; Baumann et al., 2015). Salt marsh-dominated estuaries generally have a detritus-based food web (Odum, 1971) and respiration rates that are highly accelerated, facilitating the net consumption of DO (Nixon and Oviatt, 1973). In contrast to DO, substantially less is known regarding the dynamics of carbonate chemistry in salt marshes (Wang et al., 2016; Wang et al., 2018).

Seagrass meadows are found in the shallow waters of every continent except Antarctica (Duarte et al., 2010) and provide food, habitat, and nursery areas for a variety of invertebrate and vertebrate species (Beck et al., 2001; Heck et al., 2003; Orth et al., 2006). Seagrass beds can be important sources of organic production, sequestering carbon within the surrounding sediment and exporting detritus (Suchanek et al., 1985; Duarte et al., 2005; Orth et al., 2006). Previous studies have shown that low pH can also occur in seagrass beds at night, where periods of undersaturation can cause carbonate-sediment dissolution (Camp et al., 2016; Cyronak et al., 2018). In addition, organic material within seagrass beds can degrade, increasing DIC and enhancing carbonate dissolution in these shallow water habitats (Unsworth et al., 2012). Photosynthetic rates in seagrass beds can also be limited by carbon availability, specifically in the form of CO2 (Beer and Koch, 1996) and this may be especially evident in many northeast United States estuaries as much of the remaining seagrass beds are now restricted to low turbidity areas (Dennison et al., 1993) with minimal shoreline development (Roman et al., 2000; Short et al., 2006; Blake et al., 2014), but also higher salinity and lower CO2 (Wallace et al., 2014). The species of seagrass indigenous to the Northeast United States (Zostera marina) has been well-studied and much of the oxygen produced by this species is released into the surrounding water column (Sand-Jensen and Borum, 1983; Caffrey and Kemp, 1991). Conversely, as a significant carbon sink (Orth et al., 2006) these highly productive seagrass meadows rapidly assimilate CO2 and may provide zones of elevated aragonite saturation (ΩAr), even within eutrophic estuaries (Hendriks et al., 2014; Pacella et al., 2018).

Macroalgae-dominated estuarine regions are common in both tropical and temperate regions around the world and are often dominated by chlorophytes such as Ulva spp. that can form dense blooms referred to as “green tides” (Smetacek and Zingone, 2013). Regions commonly impacted by the accumulation of green macroalgal biomass include the east coast of North America (Ye et al., 2011), the Bohai Sea in China (Liu et al., 2009; Liu et al., 2010), and Brittany, France (Ménesguen and Piriou, 1995) where blooms are often dominated by morphologically indistinguishable species of the genus Ulva (Blomster et al., 2002). Ulva-dominated ecosystems can drive large fluctuations in DO on both diurnal and seasonal timescales via photosynthesis and respiration. Middelboe and Hansen (2007a) found that in a macroalgae-dominated, wave exposed area, DO was supersaturated during the day (125% saturation) and near saturated conditions at night (91% saturation). In more poorly flushed, temperate regions, dense stands of macroalgae and Ulva spp. blooms can promote diurnal and seasonal hypoxia and anoxia (Valiela et al., 1992; Wallace and Gobler, 2015). Despite the well-documented occurrence of hypoxia within macroalgal-dominated communities (Valiela et al., 1992; Valiela, 2006), no study to date has co-currently assessed DO dynamics and carbonate chemistry within such temperate ecosystems, despite previous studies that have shown that Ulva spp. can have negative impacts on multiple calcifying animals (Magre, 1974; Johnson and Welsh, 1985).

Tidal and metabolic variability can drive intense temperature, pH, and DO fluctuations in coastal environments occurring over short time scales (Wootton et al., 2008; Cai et al., 2011; Riche et al., 2014). With recent advances in high frequency in situ sensors (Bergveld, 2003; Hofmann et al., 2011; Fietzek et al., 2014), biogeochemical cycles can be monitored with high temporal resolution. Net metabolism in coastal ecosystems has been studied for decades (Smith and Mackenzie, 1987; Gattuso et al., 1998; Caffrey, 2004; Borges et al., 2008), although most of these efforts lacked the high frequency, high resolution data needed to resolve the temporal and spatial dynamics of rate processes within these systems (Borges et al., 2008). In addition, most studies of ecosystem metabolism in estuaries have focused either on high frequency O2 measurements or less frequent, lower resolution pH or carbon measurements. There has been little focus on high frequency and high-resolution measurements of both O2 and pH (Rosenau et al., 2021) coupled with measurements of carbonate chemistry. Studies that have focused on the monitoring of high frequency carbonate chemistry in coastal environments (Baumann et al., 2015; Saderne et al., 2015; Wang et al., 2015), have lacked simultaneous comparisons of distinct habitats. Such approaches would permit an evaluation of the relative strength and direction (net autotrophic vs. net heterotrophic) of ecosystem metabolism as well as their comparative suitability as habitats for calcifying and other marine organisms.

Therefore, this study was undertaken to compare four common northeast United States coastal habitats within the same general estuarine system, with respect to the dynamics of net ecosystem metabolism (NEM), carbonate chemistry, DO, and pHT. Questions addressed in this study included: How do rates of NEM compare across estuarine habitat types? What are the fine temporal and spatial scales of carbonate chemistry across estuarine habitats? How do specific estuarine habitats compare as refugia from coastal acidification? Continuous measurements were specifically made within multiple salt marshes and seagrass beds, as well as in macroalgae beds and open-water estuarine regions over a 5-year period. Continuous measurements of DO and pHT were complemented with discrete measurements of carbonate chemistry, allowing for a comprehensive assessment of the suitability of the various habitats for calcifying and other marine organisms.



MATERIALS AND METHODS


Site Description

Four distinct coastal habitat types within a ∼200 km2 region on eastern Long Island were examined for this study; two seagrass meadows in eastern Shinnecock Bay (SG-1; 40.85849, −72.45107 and SG-2; 40.86001, −72.49834; Figure 1), one salt marsh in western Shinnecock Bay (SM-1; 40.81992, −72.56497; Figure 1), two salt marshes in the Peconic Estuary (SM-2; 40.90555, −72.59280 and SM-3; 40.92970, −72.42583; Figure 1), an open water location in the Peconic Estuary (OW-1; 40.97672, −72.46638; Figure 1), and a shallow water ecosystem dominated by benthic macroalgae (Ulva spp.) in the Peconic Estuary (MA-1; 41.01861, −72.47134; Figure 1). In addition, cruises were performed across the Peconic Estuary and Shinnecock Bay to place habitat-specific observations in a larger, estuary-wide perspective.
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FIGURE 1. (A) Map of Northeastern United States with (B) Long Island, (C) Shinnecock Bay, and Great Peconic Bay inset. Black shapes indicate sampling locations and shapes correspond to distinct habitats sampled.


The seagrass sites were located at the southeastern extent of Long Island’s South Shore Estuary Reserve, which hosts some of the most expansive seagrass (Z. marina) stands remaining on Long Island (∼81 km2; Carlson et al., 2009). Z. marina shoot density at site SG-1 was 827 shoots m–2 (SD ± 148.3, n = 30) and was 224 shoots m–2 (SD ± 27.9, n = 18) at site SG-2, a density range considered typical of healthy stands (Olesen and Sand-Jensen, 1994). Site SG-1 is a ∼2 km2 seagrass bed located ∼2.6 km ENE of Shinnecock Inlet where water is exchanging with the Atlantic Ocean and SG-2 is a ∼1 km2 bed that runs along the western shoreline located ∼2.5 km NNW of Shinnecock Inlet and has extensive macroalgae interspersed within the seagrass bed. The mean depth at SG-1 was 1.26 m with a mean daily range of 1.02 m and the mean depth at SG-2 was 1.09 m with a mean daily range of 1.06 m. Salt marsh site SM-1 was located along the southwest shore of Shinnecock Bay, where there are dense stands of salt marsh islands and tidal creeks stretching for ∼ 6 km and extending up to 0.8 km wide. The mean depth at SM-1 was 0.59 m with a mean daily range of 0.75 m. The two additional salt marsh sites lie at opposite ends of the Peconic Estuary. Site SM-2 lies along the south shore of Flanders Bay and represents the northern boundary of a 3.23 km2 protected salt marsh known as Hubbard County Park. The mean depth at SM-2 was 0.94 m with a mean daily range of 0.84 m. Site SM-3 is located in the Scallop Pond Preserve, one of Long Island’s least developed coastal wetlands encompassing an area of ∼2 km2. Site SM-3 was slightly deeper than the other two marsh sites with a mean depth of 1.68 and a 1.01 m mean daily range. The open water location is in the north shore of Robin’s Island in a mesotrophic to oligotrophic section of the Peconic Estuary, strongly flushed by tides (Hardy, 1976) and known to host robust bay scallop (Argopecten irradians) populations (Tettelbach et al., 2013). The mean depth at this location was 2 m with a mean daily range of 0.92 m. The macroalgae-dominated site was located in the Haywater Cove, Cutchogue, NY, which receives extensive nutrient loads from adjacent residential and agricultural areas. The study area exhibited 100% benthic coverage with Ulva spp. at 101 ± 13 g–1 DW m–2 during this study and the mean depth was 1.08 m with a mean daily range of 0.84 m.



Time Series

At all locations a Satlantic SeaFET Ocean pH sensor and a YSI EXO2 multiparameter sonde were affixed horizontally atop a 0.3 m polycarbonate cage that permitted complete flow of water and prevented interaction with sediments. The sensor array at the open water location (site OW-1; Figure 1) was suspended from a fixed bulkhead ∼1 m (low tide) above the sediment surface. The EXO2 multiparameter platform had sensors for temperature (°C), conductivity (μS cm–1), DO (optical; mg L–1 and % saturation), pHNBS (National Bureau of Standards), and chlorophyll a fluorescence (RFU) that made measurements at 10 min intervals from ∼May through ∼October, over multiple years, 2014–2018. Copper mesh was fitted over all sensors and a central wiping mechanism was attached to the multiparameter sondes (180 min. wipe interval) to minimize biofouling. The SeaFET pH sensor measured pHT (total H+ scale), is designed specifically for long term field deployments (e.g., Martz et al., 2010; Hofmann et al., 2011) and, like the multiparameter sensors, logged pHT levels every 10 min from ∼May through ∼October. The NBS scale measures H+ activity and the total H+ scale measures H+ concentration where converting between scales can introduce significant error. The differences between scales can range from hundredths to tenths of a pH unit where the total H+ scale is generally considered to be the most appropriate for estuarine and coastal systems (Pimenta and Grear, 2018). Maintenance and data transfer on each sensor array were performed on a weekly to bi-weekly basis during which sensors and brackets were removed, cleaned, and tested. Additionally, discrete sampling and field calibrations were performed on a weekly to bi-weekly basis. Discrete measurements were made using a YSI 600QS fitted with a temperature/conductivity sensor, a rapid pulse polarographic DO sensor, and a pH electrode/Ag/Ag-Cl reference probe that provided pH measurements on the NBS scale. The handheld DO sensor was calibrated on a weekly to bi-weekly basis using a 2-point calibration technique in which the sensor was inserted into a 100% air saturated chamber until the sensor reached temperature equilibrium. Following the air-saturated calibration, the sensor was submersed in a saturated sodium sulfite solution (O2 scavenger) to achieve a zero-point calibration. This two-point calibration technique improves accuracy of DO measurements in estuarine systems that are prone to intense diurnal fluctuations (Baumann et al., 2015). Conductivity sensors were calibrated at the beginning of the field season using a 50,000 μS cm–1 conductivity solution and only calibrated again if significant drift was observed in the data (>0.2 psu). The pH sensor affixed to the EXO2 was calibrated at 25°C on a weekly to bi-weekly basis using a 3-point calibration procedure in which sensors were submerged in three NIST certified pH buffer solutions (4, 7, and 10: ±0.02). In addition, discrete measurements of pHT were made using a Honeywell DuraFET III pH electrode (Ion Selective Field Effect Transistor; ISFET) integrated to a Honeywell Analytical Process Analyzer (APT) 4000PH series. The DuraFET was calibrated seasonally and when significant drift was observed (±0.02) by submersion in a 25°C equimolal Tris buffer in synthetic seawater of salinity 35 prepared by Dr. Andrew Dickson’s lab (University of California San Diego, Scripps Institution of Oceanography; Batch 26). The pHT of field samples were corrected for temperature and salinity as per Martz et al. (2010). Post-processing of data was conducted to account for fouling errors and/or sensor calibration drift. In order to adjust for potential data inconsistencies, data corrections were applied when combined absolute values due to errors exceeded water quality data correction criteria as described by USGS (see Supplementary Table 2; Wagner et al., 2006). Data errors resulting from biofouling were assessed by determining differences between pre- and post-cleaning measurements and a sensor fouling error would then be applied to the data as necessary (Wagner et al., 2006). Similarly, calibration drift was assessed pre- and post-calibration by determining a drift error based on the sensor measurements in standard/buffer solutions and the temperature-compensated value of the standard/buffer solution (Wagner et al., 2006). Data corrections were applied between maintenance intervals where drift corrections are assumed to occur at a constant rate and therefore linearly interpolated between maintenance intervals (Bartholoma, 2003). Generally, a single variable data correction was applied unless the data range was significant relative to the maintenance interval, in which case a second data correction based on percent error was applied (see Supplementary Table 2 descriptions for formulas applied; Wagner et al., 2006). There were a few occasions during this study in which sensors failed due to fouling and other issues in which case data was removed. Spatial and temporal trends in chemical sensor data was assessed using a Spearman rank order correlation.



Discrete Samples

Discrete water samples were collected using a 2-L handheld WildCo® Van Dorn horizontal water sampler and/or peristaltic pump during daylight hours. Dissolved inorganic carbon (DIC) samples were obtained by inserting Tygon® tubing from the Van Dorn bottle into 330 mL borosilicate glass BOD bottles and allowing sample water to overflow with two full volumes of water. All samples were preserved on site by adding 100 μL of saturated HgCl2 solution and were sealed with a glass stopper using Apiezon L ultra-high vacuum grease. Poisoned DIC samples were analyzed by coulometric titration using a UIC Inc. CM5017O coulometer interfaced to a VINDTA 3D delivery system. As a quality assurance measure, certified reference material generated by Dr. Andrew Dickson’s lab (University of California San Diego, Scripps Institution of Oceanography) was analyzed immediately before and after sample titration and yielded full recovery during this entire study (99.99% ± 0.05). Carbonate chemistry parameters were calculated from measured levels of DIC, pHT, temperature, salinity, phosphate, silicate, concentrations of boron (Lee et al., 2010), sulfate (Morris and Riley, 1966), fluorine (Riley, 1965), the dissociation constant of potassium fluoride (Dickson and Riley, 1979), the dissociation constant of potassium sulfate (Dickson, 1990), the solubility coefficient of CO2 (Weiss, 1974), the vapour pressure of H2O above seawater (Weiss and Price, 1980), and the first and second dissociation constants of carbonic acid in seawater (Millero, 2010) using the program CO2SYS.1 Additional water samples were collected for analysis of chlorophyll a, nitrate/nitrite, ammonium, orthophosphate, particulate organic carbon (POC), and particulate organic nitrogen (PON). Chlorophyll a samples were filtered in triplicate through 0.2 μm polycarbonate filters and were extracted via organic solvent (acetone) and quantified using a Turner Designs© Trilogy Laboratory Fluorometer with an excitation wavelength of 485 nm and an emission wavelength of 685/10 nm. Water collected for dissolved inorganic nutrient analyses was filtered on site through pre-combusted (2 h at 450°C) glass fiber filters (GF/F) and filtrate was colorimetrically analyzed via a Hach QuikChem 8500 Flow Injection Analysis system. Water collected for POC/N were processed by collecting particles onto pre-combusted, GF/F and were analyzed using a CE instruments Flash 1112 elemental analyzer (Sharp, 1974). Differences in the chemical characteristics of sites were compared by means of one-way ANOVAs with Bonferroni tests used to assess difference among groups. Non-normal data was transformed prior to statistical tests.



Spatial Mapping

Surface water DO, pHNBS, and pCO2 levels were horizontally profiled across several systems and estuaries during the day to characterize spatial patterns within each distinct habitat. In situ pCO2 levels were measured using a Contros HydroC CO2 sensor. The HydroC measures pCO2 levels via non-dispersive infrared spectrometry (NDIR) after dissolved gasses within seawater permeate a hydrophobic membrane and equilibrate with the inner pumped gas circuit (Fiedler et al., 2012; Fietzek et al., 2014). Surface water mapping cruises encompassed the Peconic Estuary in its entirety, with additional secondary cruises conducted in the Haywater Cove region (site MA-1), and the Scallop Pond region (site SM-3) using a 1″ diameter rigid ram intake (Madden and Day, 1992) affixed to the rear transom of a small vessel, extending 0.5 m below the air-sea interface with 3–4 flow chambers customized to specific sensor arrays. A debubbler was installed in-line where the system was first primed to generate laminar flow. If significant bubbling was detected via pressure sensor, data was removed. In order to examine fine scale variations within the seagrass meadow, a rigid intake was developed for the seagrass sampling location (SG-1) in which water was sampled continuously from 10 cm above the sediment water interface using a laminar flow pump. All sampling locations were geo-referenced using a GPS receiver (GlobalSat BU-353S4; SiRFstar IV) transmitting at 1 Hz. Horizontal survey data was interpolated using the simple kriging method and the semivariogram function was used to relate semivariance to sampling lag (Curran, 1988). Additional point data was interpolated using a diffusion kernel technique with an additive raster barrier. This diffusion interpolation was useful as high resolution data warranted an interpolation that uses a distance metric (optimally varying kernel) that calculates the cost of travel from one cell of a raster to the next (Krivoruchko and Gribov, 2004). This technique yielded predictions based on a grid matrix and accounted for any region with insufficient data or areas that have non-transparent barriers (i.e., coastlines) for chemical propagation (Gribov and Krivoruchko, 2011).



Habitat Metabolism

Ecosystem metabolism was calculated at five sampling locations (SG-1, SG-2, SM-3, MA-1, and OW-1), enabling comparison of distinct metabolic rates throughout the entire field season. Diffusion of oxygen (O2d) across the air-sea interface (kg s–1) was calculated at 10 min intervals using a bulk liquid-phase mass transfer coefficient (Eq. 1) as described in Ro et al. (2007), where DOA is the DO concentration at equilibrium with the atmosphere (kg m–3), DOw is the DO concentration in the water (kg m–3), A is the mass transfer area (m2), and kL is the bulk liquid-phase oxygen mass transfer coefficient (m/s). kL was derived using Eq. 2 as described by Ro et al. (2007) where Sc is the Schmidt number, defined as the kinematic viscosity of water divided by the diffusion coefficient of O2 gas (Wanninkhof, 1992). U10 is the wind speed at a reference height of 10 m (m/s), which was derived from continuous data collected at the Stony Brook Southampton Marine Sciences Center, Southampton, NY, United States which is <15 km from all study sites,2 ρA indicates the density of air, and ρW indicates the density of water.
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For each 10 min interval, O2 diffusion (O2d) was subtracted from the change in DO concentrations (g m–3) multiplied by depth (z) of measurement (m), resulting in time-integrated oxygen flux (O2f g m–2) as described in Caffrey (2004) (Eq. 3).
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Estimates of daily metabolic rates were calculated by subtracting total respiration from gross production. Oxygen fluxes during daylight hours (net production) were calculated and summed oxygen fluxes at night were multiplied by −1 to determine evening respiration rates (Caffrey, 2004). Gross production and total respiration rates were estimated using net production and evening respiration values (Caffrey, 2004). Day and evening hours for all calculations were determined using daily civil twilight times (Sun is 6° below azimuth; EDT) at each sampling location.

Calculated metabolic rates based on fixed sensor deployments may be susceptible to error due to tidal advection where water masses with distinct DO histories may influence observed DO sensor measurements (Beck et al., 2015). In order to address this issue, we calculated an NEM error range for each site based on the distance between sites sampled and adjacent monitoring arrays (Van Dam et al., 2019). Mean spatial concentration gradients were estimated for each site by dividing the mean DO concentration by the distance between sites in km (x), multiplied by water velocity (v; Van Dam et al., 2019). We used a mean water velocity of 2.5 cm/s for all stations, which was the mean velocity over a tidal cycle at station SG-2. This error range, [image: image], was then calculated for each 10 min interval and the summation per day was incorporated into our NEM calculations (Van Dam et al., 2019). Due to the shallow depth at most sites, the impact of gas transfer on water column DO concentrations may also be significant and therefore NEM is subject to additional error related to O2 re-aeration. To account for this re-aeration adjustment, the calculated gas transfer velocity (Eq. 2) was added to the error range and the summation per day was further incorporated into the NEM calculations. Therefore, the resulting uncertainty bounds presented in Figure 5 represent the combined effects of lateral mixing and variability in gas transfer velocities.




RESULTS


Continuous, Multi-Day Deployments in Salt Marshes and Seagrass Beds

During the summer and fall of 2014, high frequency measurements of DO and pHT were made over short temporal scales at seagrass station 1 and salt marsh stations 1 and 2 (SG-1, SM-1, and SM-2; Figures 1, 2). During the mid-summer seagrass deployment, salinity ranged from 27 to 30, DO ranged from 6 to 10 mg L–1, and pHT ranged from 7.7 to 8.1, with minimum DO and pHT values occurring in the early morning (Figure 2A) while maximum values were recorded during the early evening and coincided with a high tide on August 6 (Figure 2A). During the same time period, sensors at the salt marsh detected values that were lower and more dynamic, with DO ranging from 2 to 10 mg L–1, pHT ranging from 7.0 to 8.2 (Figure 2B), with both parameters being tightly coupled with each other (ρ = 0.67; p < 0.0001) and tidal height (ρ = 0.36 and 0.24 for DO and pHT, respectively, p < 0.0001 for both; Figure 2B). During fall, the seagrass meadow displayed a slightly larger pHT and DO range, 7.6–8.1 and 6–11 mg L–1 relative to summer, with similar diurnal patterns (Figure 2C). The fall salt marsh deployment revealed weaker diurnal patterns, higher minimum DO concentrations (min. DO 4–5 mg L–1), but continued low pHT conditions, within a minima of 7.0 and maximum pHT values never exceeding 8.0 (Figure 2D).
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FIGURE 2. High frequency diurnal measurements of pHT (Black lines; total H+ scale) and dissolved oxygen (Blue lines; DO mg L–1) in (A) a seagrass bed (SG-1) in August, (B) a salt marsh (SM-1) in August, (C) a seagrass bed (SG-1) in September, and (D) a salt marsh (SM-2) in October of 2014.




Continuous, Seasonal Deployments Across Four Habitat Types

In 2015, a multi-habitat study was established from May to early October for three locations: salt marsh station 3 (SM-3), seagrass station 1 (SG-1), and a macroalgae station (MA-1), with an open water station studied from late June to mid-November (OW-1; Figure 1). Analysis of high-frequency DO and pHT data revealed substantial differences in means and variances between sites (Table 1 and Figure 3). Within the salt marsh habitat, DO steadily decreased from ∼7 to ∼5 mg L–1 throughout the summer, before increasing slightly in fall (Figure 3A) while mean pHT values were dynamic but low, ranging from 7.0 to 7.7 from May through October (Figure 3B). Mean DO over the entire sampling season in the salt marsh was 5.3 mg L–1 and mean pHT was 7.4 (Table 1 and Figures 3A,B). Within the macroalgae-dominated system, pHT and DO were highly dynamic over diurnal time scales (Figures 3C,D) with DO supersaturated (DO > 8 mg L–1) and pHT ranging from 7.5 to 8.4 during much of May and June (Figure 3C). During late June and July, this site began to experience nocturnal hypoxia (<3 mg DO L–1; Figure 3C) and acidified conditions (pHT < 7.5; Figure 3D). In September, DO and pHT levels within the macroalgae-dominated site were slightly higher than late summer conditions as mean DO ranged from 4 to 10 mg L–1 and mean pHT ranged from 7.6 to 8.2 (Figure 3D). For the sampling season, the macroalgae station had a mean DO of 8.53 mg L–1 and a pHT of 7.81 (Table 1 and Figures 3C,D). Within the seagrass bed, DO and pHT levels were consistently higher than the salt marsh site and displayed little seasonal variance compared to the macroalgae site. Mean DO throughout the entire season was 7.85 mg L–1 and the mean daily range was 4.5 mg L–1 while the mean pHT was 8.01 with a mean daily range of 0.34 (Table 1 and Figures 3E,F). The open water location exhibited the lowest seasonal variance among the sites with mean values of DO and pHT of 7.34 ± 0.56 mg L–1 and 7.87 ± 0.06, respectively, and mean ranges of 2.19 mg L–1 and 0.25, respectively (Table 1 and Figures 3G,H).
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FIGURE 3. Time series plots representing mean (A) DO mg L–1d–1 ± SD and (B) pHT d–1 ± SD (black lines and error bars) in a salt marsh (SM-3), (C) DO mg L–1d–1 ± SD and (D) pHT d–1 ± SD (black lines and error bars) in a macroalgae-dominated creek (MA-1), (E) DO mg L–1d–1 ± SD and (F) pHT d–1 ± SD (black lines and error bars) in a seagrass bed (SG-1), and (G) DO mg L–1d–1 ± SD and (H) pHT d–1 ± SD (black lines and error bars) in an open water estuary (OW-1). The gray shaded area represents the maximum daily range each day.



TABLE 1. Daily mean ± SD, maximum, minimum, variance, and range in four distinct coastal habitats.

[image: Table 1]
All four habitats exhibited similar diurnal patterns in pHT and DO, being lowest during the morning hours (Figure 4; 4:00–8:00 EDT), and highest in the afternoon (Figure 4; 12:00–21:00 EDT). In the salt marsh, acidic (pHT < 7) and hypoxic conditions (DO < 3 mg L–1) were common in the morning hours, with a maximum pHT of up to 7.8 in the evening when DO often exceeded 7 mg L–1 (Figure 4A). The macroalgal dominated ecosystem had the largest pHT and DO range with the pHT ranging from 6.9 to 8.8 and DO ranging from 0 to 20 mg L–1 (Figure 4B). Hypoxic / anoxic events were most commonly observed from 04:00 to 09:00 EDT when pHT values were usually 7.0–7.5 (Figure 4B). In contrast, pHT and DO within the macroalgae site rarely decreased below 7.6 and 7 mg L–1, respectively, from 15:00 to 20:00 EDT, and was often supersaturated with respect to DO at this time (Figure 4B). The seagrass site was less dynamic than the salt marsh and macroalgae-dominated sites with pHT values exceeding 8 and supersaturated DO values commonly observed between 13:00 and 20:00 EDT (Figure 4C). In contrast to the salt marsh and macroalgae site, neither hypoxic nor acidic conditions were observed within the seagrass meadow throughout this study (Figure 4C). The open water location exhibited the lowest diurnal variability as pHT ranged from 7.5 to 8.2 and DO ranged from 5 to 10 mg L–1 with mild afternoon increases in pHT and DO (Figure 4D).
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FIGURE 4. Diurnal patterns of pHT (y-axis) and DO (mg L–1; color) in an (A) salt marsh, (B) macroalgal dominated (Ulva sp.) region, (C) seagrass meadow, and (D) open water estuary, May–October, 2015. Sites identical to Figure 3.


Daily ecosystem metabolism rates further highlighted differences between habitats. The salt marsh was predominantly net heterotrophic (NEM < 0) with production exceeding respiration on only a handful of days over the deployment (Figure 5A). NEM averaged −2.22 ± 3.54 g O2 m–2d–1 within the salt marsh over the entire sampling season (Figure 5A). In contrast, the macroalgae station was primarily autotrophic (NEM > 0), but highly variable, ranging from >20 to −7 g O2 m–2d–1 (Figure 5B). The highest rates of net productivity were observed in June and July before decreasing and becoming slightly net heterotrophic by September (Figure 5B). The seagrass sites exhibited lesser variability than the macroalgae and salt marsh sites and was a more metabolically balanced ecosystem averaging 0.65 ± 1.73 g O2 m–2d–1 through the sampling season (Figure 5C). NEM increased and became slightly more variable during late summer, as the mean NEM before July 15 was 0.40 ± 1.11 and nearly doubled to 0.76 ± 1.93 g O2 m–2d–1 from mid-July through August (Figure 5C). By October, NEM within the seagrass meadow was consistently positive and less variable (Figure 5C). NEM was the least dynamic within the open water site, being slightly net heterotrophic, −0.13 ± 0.85 g O2 m–2d–1 (Figure 5D).
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FIGURE 5. Daily net ecosystem metabolism (NEM; g O2 m−2 d−1) in a (A) salt marsh (SM-3), (B) a macroalgae bed (MA-1), (C) a seagrass bed (SG-1), and (D) an open water estuary (OW-1), May – October, 2015. Sites identical to Figures 3, 4. Shaded region bound by dashed lines indicates the calculated uncertainty due to the combined effects of lateral mixing and variability in gas transfer velocity.


Inter-annual, inter-month, and intra-habitat variability of seagrass metabolism was assessed by comparing month-by-month, diurnal dynamics of DO and pHT in two seagrass meadows (SG-1 in 2015 and SG-2 in 2016; Figure 1). At both sites, DO and pHT showed consistent diurnal patterns that intensified through summer, with site two displaying a larger degree of diel variation during the sampling period (Figure 6). Through the summer, the second seagrass site displayed stronger daytime super-saturation of DO (>10 mg L–1) and during August and September, this site frequently displayed pHT and DO values below 7.7 and 5 mg L–1 in the early morning hours (Figure 6).
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FIGURE 6. Diurnal patterns of pHT (y-axis) and DO (mg L–1; colormap) in two seagrass meadows (SG-1 and SG-2), May–September, 2015 and 2016, respectively.




Dynamics of Carbonate Chemistry

Distinct differences in the carbonate system and total alkalinity (TA) were apparent across habitats (Figure 7). The salt marsh (n = 15) and seagrass (n = 25) sites had similar medians with respect to TA (∼2150 μmol kg–1 SW) and a large seasonal range (Figure 7A and Supplementary Table 3; 600 and 550 μmol kg–1 SW, respectively) where the seagrass site had a greater salinity range and higher peak salinity (Supplementary Table 3). TA at the macroalgae station was significantly lower (p < 0.001; Supplementary Table 3; Figure 7A; median ∼1850 μmol kg–1 SW, n = 9) and reached a minimum of ∼1600 μmol kg–1 SW (Figure 7A). The macroalgae station also had the lowest salinity compared to all other sites sampled, decreasing to 24 during periods of intense precipitation (Supplementary Table 3). TA at the open water site was more consistent, remaining between ∼1900 and ∼2000 μmol kg–1 SW (Figure 7A; n = 19) and was also significantly lower than the salt marsh and seagrass habitats (p < 0.001; Supplementary Table 3), but the mean was not statistically distinguishable from the macroalgae site (p > 0.05; ANOVA; Bonferroni test; Supplementary Table 3). DIC exhibited patterns similar to TA although the salt marsh had a significantly larger range and higher median than the other three sites (p < 0.0001; Supplementary Table 3; Figure 7B; range ∼700 μmol kg–1 SW, median ∼ 2100 μmol kg–1 SW). The larger DIC range and higher values at the salt marsh site were, at least in part, due to greater metabolic CO2 fluxes emanating from the salt marsh (Figure 7C). Mean pCO2 levels in the salt marsh were 2,315 ± 1,228 μatm, significantly higher than all other sites (p < 0.0001; Supplementary Table 3; Figure 7C). The pCO2 levels displayed large variation at the macroalgae location, fluctuating from <200 to 2,000 μatm (mean = 1,060 ± 637 μatm) and were lowest at the open water and seagrass sites (mean = 500 ± 140 μatm and 498 ± 184 μatm, respectively; Figure 7C). Although the macroalgae site was often undersaturated with respect to aragonite (ΩAr < 1), it also exhibited the largest range (<0.5–>4.5), whereas the seagrass bed was always saturated (ΩAr 1–3.5) and had the highest ΩAr while the site was almost always undersaturated (ΩAr < 1; Figure 7D). Mean ΩAr levels within the seagrass beds and open water sites were significantly higher than the salt marsh site (p < 0.001; Supplementary Table 3) and ΩAr within the seagrass beds was also significantly higher than the macroalgae site (p < 0.01; Supplementary Table 3). The Revelle factor (Rf) can be useful for assessing an environment’s ability to buffer against increasing CO2 with a higher Rf yielding a lower buffering capacity. Increases in Rf indicate a decreased buffer capacity allowing for the fractional change in pCO2 in relation to the fractional change in DIC to increase (Revelle and Suess, 1957; Egleston et al., 2010). The Rf exhibited by the salt marsh and macroalgae-dominated sites were significantly higher than those of seagrass and open water sites (p < 0.05; Supplementary Table 4; Figure 7E). The macroalgae station had a much larger range in which the Rf decreased to <8 and exceeded 18 (Figure 7E). In contrast, the seagrass and open water location were between 10 and 16 (Figure 7E).
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FIGURE 7. Box and whisker plots of (A) TA (μmol kg–1 SW), (B) DIC (μmol kg–1 SW), (C) pCO2 (μatm), (D) ΩAr, and (E) Revelle factor for four habitat types (SM-3, MA-1, SG-1, OW-1). On each box, the central mark indicates the median, and the bottom and top edges of the box indicate the 25th and 75th percentiles, respectively. The whiskers extend to the most extreme data points not considered outliers, and the outliers are plotted individually using the “+” symbol.




High-Resolution Mapping of Coastal Habitats

The spatial variability within each habitat was examined via high-resolution, horizontal mapping. Across the open waters of the Peconic Estuary (Great Peconic Bay) in August, DO ranged from 6.5 to 8.7 mg L–1, while pHNBS ranged from 7.82 to 7.98 (Figure 8) with values generally increasing from west to east toward the mouth of the estuary. Levels of pCO2 ranged from 580 to 700 μatm (Wallace, unpublished data). In contrast, the macroalgae and salt marsh along the northern and southern shores in the same estuary, respectively, were more spatially heterogeneous. Daytime DO within the macroalgae region ranged from >6.5 mg L–1 at the mouth of the cove to <5 mg L–1 toward the head while daytime pHNBS ranged from 7.48 within the cove to 7.82 at the mouth (Figure 8). Within the salt marsh region, similar spatial differences were detected as daytime DO ranged between 5.6 and 6.2 mg L–1 within the marsh to >7 mg L–1 in the tributary exchanging with the Peconic Estuary, a total distance of only ∼400 m (Figure 8). The pHNBS trends were similar with daytime pHNBS ranging from 7.6 to 7.7 within the marsh and exceeding 7.8 within the deeper navigational channel toward the estuary (Figure 8). The salt marsh pHNBS and DO values during the cruise were slightly elevated compared to the continuous measurements in this system as the salt marsh cruise was conducted during the late afternoon when DO and pHNBS values are generally at their peak (Figure 4A; O’Boyle et al., 2013; Baumann et al., 2015; Wang et al., 2016). In addition, sampling was conducted during a flood tide, two conditions that increase both pHNBS and DO.
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FIGURE 8. High resolution surveys of (A) DO (mg L–1) within the macroalgae (MA-1) sampling region, (B) pH within the macroalgae (MA-1) sampling region, (C) DO (mg L–1) in the Peconic Estuary (OW-1), (D) pH in the Peconic Estuary (OW-1), (E) DO (mg L–1) within a salt marsh habitat (SM-3), and (F) pH within a salt marsh habitat (SM-3). All cruises were conducted in August.


The seagrass bed (SG-1) in Shinnecock Bay displayed sharp spatial differences in pCO2 (Figure 9). Surface waters of Shinnecock Bay in August had pCO2 levels that ranged from 550 to 600 μatm (Figure 9). Within the seagrass bed, regions with a depth <1 m and dense patches of seagrass had pCO2 levels as low as 400 μatm whereas deeper regions with no seagrass had pCO2 exceeding 700 μatm (Figure 9).
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FIGURE 9. (A) High resolution survey of pCO2 in eastern Shinnecock Bay. (B) High resolution depth measurements (3 m horizontal resolution), (C) high resolution drone imagery, and (D) pCO2 measurements sampled at 10 cm above the sediment-water interface encompassing a 6300 m2 region surrounding seagrass site SG-1.





DISCUSSION

High frequency pHT and DO measurements coupled with discrete sampling across four distinct coastal habitats revealed stark differences in carbonate chemistry and ecosystem metabolism during this study. High-resolution sampling conducted across each habitat highlighted acute spatial variability present within each environment. While each habitat displayed similar relative diurnal patterns of pHT and DO, the intensity of variance of these conditions differed significantly among habitats. Spring through fall is a period of maximal metabolic rates in estuaries (D’Avanzo et al., 1996; Caffrey, 2004; Middelboe and Hansen, 2007b; Baumann et al., 2015). Such rates will interact with other factors such as volume of estuarine waters, residence time, and tidal forcing to shape differing local extrema of DO and pHT. The coastal habitats examined here are representative of many temperate estuaries that harbor juvenile finfish and shellfish (Nixon and Oviatt, 1973; Sogard and Able, 1991; Roman et al., 2000; Beck et al., 2001; Duffy, 2006), making an understanding of the DO and carbonate chemistry dynamics within these systems important for fisheries management and aquaculture practices (Wallace et al., 2014; Tomasetti and Gobler, 2020).


Seasonal Inter-Habitat Variability in Net Ecosystem Metabolism and Carbonate Chemistry

The open water habitat of this study was the most metabolically balanced region (Figure 5D) and displayed temporal stability (Figures 3G,H, 4D) and spatial homogeneity (Figure 8) representative of tidally dominated estuaries where vertical mixing prevents stratification of the water column (Hardy, 1976; Fischer et al., 2013). This system was slightly net heterotrophic over the course of this study (mean NEM = −0.14 ± 0.9) as sampling was conducted primarily during summer months when respiration rates are maximal in temperate coastal systems (D’Avanzo et al., 1996; Iriarte et al., 1997; Tait and Schiel, 2013) and the spring phytoplankton bloom has since subsided in Long Island coastal waters (Riley and Conover, 1967; George et al., 2015). Both pHT and DO ranges were consistent with other estuarine or near-shore environments that have been examined on both the east and west coast of the United States (Caffrey, 2004; Hofmann et al., 2011; Baumann and Smith, 2018), but certainly was greater than open ocean environments (Hofmann et al., 2011; Sutton et al., 2019). Correspondingly, the Rf is in the range expected for this class of environments (Feely et al., 2018).

The seagrass meadows examined here exhibited slightly larger diurnal ranges of both pHT (0.34 vs. 0.25) and DO (4.51 vs. 2.19 mg L–1) compared to the open water site (Table 1 and Figures 4C,D) and were generally net autotrophic over diel timescales from the late spring through the early fall (Table 1 and Figures 5C, 6). The seagrass systems were also distinctive in hosting the lowest levels of pCO2 (<400 μatm) and the highest ΩAr (ΩAr > 3), conditions that would make them localized refuges against coastal ocean acidification (Hendriks et al., 2014; Wallace et al., 2014; Camp et al., 2016; Pacella et al., 2018). During warm and calm conditions, seagrass meadow photosynthesis will locally increase DO and decrease pCO2 levels above and below the solubility in the water column, respectively (Dennison, 2009). This would account for the higher increase in DO and pHT at seagrass bed 2, as this region is more sheltered from prevailing southwesterly winds that are common on Long Island during the summer months (Blumberg and Galperin, 1990). In addition, while both seagrass meadows were the same species (Z. marina), a greater macroalgal biomass at seagrass bed 2 resulted in more elevated community photosynthetic rates thus resulting in higher DO and pHT levels (Jackson, 1987; Beer and Koch, 1996; Chung et al., 2011). Furthermore, the calmer conditions coupled with the seasonal decomposition of this mixed macrophyte community contributed toward the lower DO and pHT levels during the late summer months.



Diel Inter-Habitat Variability in Net Ecosystem Metabolism and Carbonate Chemistry

In contrast to the open water and seagrass sites, the salt marshes and the macroalgae sites exhibited significantly larger diel ranges in both pHT and DO throughout the season (Table 1 and Figures 5A,B) with these parameters being tightly coupled at both sites (ρ = 0.674 and 0.837, p < 0.0001). Although both locations tidally exchange with the adjacent Peconic Estuary, strong metabolic processes within these habitats drove significant variation on diel timescales (Wootton et al., 2008). In addition to rapid rates of photosynthesis and respiration, restricted exchange with the larger Peconic Estuary maximizes the influence of these metabolic processes on water column chemistry (Wallace et al., 2014).

During peak daylight hours, both pHT and DO were consistently depressed within the salt marsh (pHT < 7.8, DO < 8 mg L–1), resulting from the cumulative effects of both biological respiration (Turner, 1978; Burnett, 1997) and tidal exchange (Gardner and Gorman, 1984; Baumann et al., 2015). While the signature of diurnal metabolism was clear, tidal exchange played a lesser, but significant role as pHT and DO tended to increase during increasing tidal height (ρ = 0.242 and ρ = 0.357, p < 0.0001 for both). Similarly, Baumann et al. (2015) reported that during the summer months in a Long Island salt marsh, pHT and DO declined during the ebbing tide whereas the flooding tide increased pHT and DO due to lower biological activity within an adjacent open water estuarine system (Long Island Sound). In addition, hypoxic and acidified conditions are maximized when low tides occur during peak hours of net heterotrophy (Figure 4C; ∼4:00–8:00 EDT). Although photosynthetic rates of Spartina in salt marshes are high, most oxygen within blades is lost to the atmosphere and oxygen produced from the root system is rapidly reduced within the sediment (Gleason et al., 1982). Hence, the net transport of oxygen from the marsh to the water column is small and confined to higher tidal cycles which is distinct from other estuarine submerged aquatic vegetation studied here.

In contrast to salt marshes, the shallow macroalgae-dominated system was net autotrophic throughout most of the season, although periods of net heterotrophy became more common late in the season and under extreme tides. The tidal range at the macroalgae site was ∼2 m (0.4–2.4 m) and as water depth decreased below 1.4 m, both pHT and DO reached extreme values. For example, DO only exceeded 200% saturation and only decreased below 50% saturation when tidal height was <1.4 m (Figure 10). In addition, these lower tidal periods were the only periods in which pHT exceeded 8.4 and when both hypoxic and acidified conditions were observed (DO < 3 mg L–1 and pHT < 7.4; Figure 10). Super saturated O2 conditions and elevated pHNBS (pHNBS > 9) have been synchronously observed in other shallow macroalgal dominated marine ecosystems (Howland et al., 2000; Menéndez et al., 2001; Middelboe and Hansen, 2007b), but such shallow, highly productive habitats are not ordinarily associated with acidification and hypoxia. Coastal macroalgal habitats have long been considered nutrient buffer zones that can alter shallow water biogeochemistry and exchange solutes at the sediment-water interface (Duarte et al., 2013; Sundbäck and McGlathery, 2013). In shallow tidal systems, such as described here, large macroalgal aggregations can intensify water column DO and pHT extremes during lower tide cycles on diel and seasonal timescales. During summer months when macroalgal biomass accumulates in calm, shallow water habitats, DO fluctuations can be large and DO concentrations are high (Middelboe and Hansen, 2007b). At the end of the summer and/or during extreme heat waves, macroalgal communities decay, creating the potential for hypoxia, anoxia, and acidification via respiration (Apinis et al., 1956; Han and Liu, 2014; Lenzi, 2014).
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FIGURE 10. Comparison of (A) depth (y-axis), pHT (x-axis), and DO (mg L–1; color) in a macroalgal dominated (Ulva sp.) region (MA-1), May–October, 2015. Blue dashed box indicates low pHT and DO during low tides and red dashed box indicates high pHT and DO during low tides. Frequency distribution of (B) depth and (C) pHT samples are indicated by adjacent histograms.




Buffer Capacity in Distinct Coastal Habitats

As CO2 concentrations increase seasonally in coastal zones (Wallace et al., 2014), buffering capacity has become an important ecosystem service in estuaries. Each habitat examined here differed in their buffering capacities that changed seasonally and were modified through biological activity, salinity, and variations in TA and DIC. TA was highest within the salt marsh and seagrass locations (TA > 2400 μmol kg–1 SW; Figures 7A,B) with seagrass having significantly lower DIC (DIC < 1700 μmol kg–1 SW) and pCO2 (<400 μatm) due to increased carbon uptake and its closer proximity to ocean water with higher salinity (and thus TA) and lower CO2 concentrations. All sites examined during this study, with the exception of the open water site, had large ranges in Rf likely associated with biologically mediated CO2 uptake and drawdown. The Rf in ocean surface waters generally ranges from 8 to 18 (Feely et al., 2018) and these values can provide valuable insight into the discrete responsiveness of pHT, TA, DIC, and ΩAr when considering future changes in pCO2 (Egleston et al., 2010). Although the mean Rf at the open water site (mean Rf = 13) was lower than both the salt marsh (mean Rf = 17) and macroalgae site (mean Rf = 16.5; p < 0.0001 and p < 0.05, respectively), the open water site never decreased below 11 and exhibited a narrow range (11–14; Figure 7). Considering the lower buffer capacity of the Peconic Estuary and the limited influence of biological activity, increases in CO2 uptake will both accelerate and intensify acidification within this larger, open water system. In addition to the potential for increased CO2 uptake via the atmosphere, further increases in CO2 could emanate via transport of carbon from wetlands and/or areas with dense stands of macrophytes (Cai, 2011; Najjar et al., 2018) and with a lower buffer capacity, as pCO2 increases, Rf would also increase, increasing the likelihood of this estuary being inhospitable for bivalve populations (Grear et al., 2020).

While TA and DIC are key indicators of buffering capacity and are often intimately linked in estuaries (Hagens et al., 2015), intense metabolic activity can decouple these pools, altering habitat buffering and suitability for calcifying organisms. For example, TA and DIC within the salt marshes became decoupled in the late summer (Supplementary Tables 2, 3), likely associated with increased anaerobic activity. Higher TA was observed when samples were collected at lower tidal levels suggesting TA production via anaerobic processes (Wang and Cai, 2004) such as the net production of bicarbonate (HCO3–) by sulfate reducing microorganisms (Berner et al., 1970; Hu and Cai, 2011) and TA generation via denitrification (Hu and Cai, 2011). Although ebbing tides from salt marshes yielded low pHT water, this water will also have a higher buffering capacity compared to higher pHT waters observed during flood tides (Wang et al., 2016). This increased buffering capacity during lower tidal states coupled with increased oxygen production during higher tides when marsh grasses were submerged, resulted in occasional late summer net autotrophy (Figure 5A) and may further buffer against increased acidified conditions commonly observed in Northeast United States estuaries during the late summer (Wallace et al., 2014). A decoupling of DIC and TA was also observed in the late summer/early fall at the macroalgal dominated site during periods of pCO2 undersaturation and decreasing HCO3– concentrations, as CO32– concentrations increased, resulting in a transformed DIC speciation (Supplementary Table 3). When pCO2 levels reached a minimum (<200 μatm), a drawdown in HCO3– was also evident, indicating the potential utilization of HCO3– when pCO2 levels were low to support increased photosynthetic rates (Axelsson et al., 1995; Rautenberger et al., 2015). This seemed to be further enhanced during periods of increased solar radiation when DIC concentrations decreased as light intensity increased, indicating increased photosynthetic rates (Nejrup et al., 2013). TA was consistently lower at the macroalgal location and this was primarily due to the close proximity to the head of the creek where freshwater input decreased both salinity and TA (Supplementary Table 2), especially after heavy precipitation events where TA variations associated with freshwater addition can account for up to 80% of TA variability (Lee et al., 2006). Additionally, increased HCO3– uptake by macroalgae may have contributed to decreased TA via release of H+ by macroalgae via active extrusion pump as pHT in the surrounding water column reaches extreme levels (Uusitalo, 1996; Axelsson et al., 2000).



Intra-Habitat Variation in DO, pH, and pCO2

Beyond inter-habitat differences revealed during this study, high resolution sampling showed significant intra-habitat variation. More restricted regions sampled within the salt marsh and macroalgae-dominated sites exhibited the lowest surface DO (<5.5 and <5 mg L–1, respectively) and pHNBS (<7.65 and <7.5, respectively), indicating that tidal mixing of adjacent waters with higher DO/pHNBS would alleviate these conditions. Conversely, these fringing habits may significantly influence carbonate chemistry within larger adjacent systems via export of low DO - pH, DIC enriched waters (Chu et al., 2018). This inorganic carbon pump is especially evident in salt marsh-dominated systems (Wang and Cai, 2004) and may be a significant contributor of CO2 to the surrounding estuary (Wang et al., 2018). The flux from other habitats such as macroalgal beds can also seasonally contribute DIC to surrounding estuarine systems while sequestering carbon during periods of intense growth (Krause-Jensen et al., 2018). During the summer and fall, temperature marine habitats such as salt marshes and dense macroalgal assemblages, and especially the most restricted regions within these habitats with the lowest DO and pH, are high risk environments for early life stage finfish and shellfish that are known to be highly sensitive to these conditions (Talmage and Gobler, 2010; Baumann et al., 2012; Gobler and Baumann, 2016).

High resolution surface mapping across Shinnecock Bay revealed spatial homogeneity with respect to pCO2 for much of the estuary but a high degree of spatial heterogeneity within the seagrass bed (Figure 9). Specifically, pCO2 levels were reduced by ∼200 μatm below ambient levels within shallow, dense stands of seagrass (Figure 9). These trends were driven by increased production within the dense seagrass beds, drawing down pCO2 levels and increased pCO2 in deeper regions associated with increased bacterial degradation of leaf litter and associated organic matter (Churchill and Riner, 1978; Mateo and Romero, 1996; Liu et al., 2017). It has been hypothesized that as coastal marine systems continue to acidify, seagrass habitats will become increasingly vital for buffering the surrounding water column (Pacella et al., 2018), creating refuges for many marine organisms, acting as potential CO2 sinks in coastal habitats (Smith, 1981; Duarte et al., 2010; Camp et al., 2016). Determination of localized carbon budgets and carbonate chemistry will be of increasing importance as CO2 concentrations in coastal waters continue to rise. The mesoscale variation observed here highlights the complex spatial and temporal patterns in the capacity of coastal habitats to buffer against metabolically driven acidification.



Ecological Implications

Habitats examined during this study harbor wild and aquacultured populations of multiple species of calcifying bivalves (A. irradians, Crassostrea virginica, Mercenaria mercenaria, Mytilus edulis) that are sensitive to low ΩAr values, even when ΩAr is above the thermodynamic calcification/dissolution threshold (ΩAr > 1; Barton et al., 2012; Stevens and Gobler, 2018). Given the expected 0.3–0.4 unit decrease in pH in the world’s oceans by the end of this century (Orr et al., 2005) and the potential for such changes to extinguish local bivalve populations (Grear et al., 2020) management agencies must identify habitats favorable for sustaining wild and aquacultured bivalves. Within the ∼200 km2 coastal region examined during this study, we observed that differing habitats displayed distinct ranges in ΩAr. Seagrass meadows exhibited significantly higher ΩAr (mean ΩAr > 2) compared to the salt marshes (mean ΩAr < 1) and macroalgae dominated habitats (mean ΩAr = 1; p < 0.0001 and p < 0.05, respectively). While the larger Peconic Estuary was never undersaturated during this study, during the late summer and early fall ΩAr values did regularly decrease below 1.7 (Supplementary Table 3), a level known to reduce the growth and survival of larval aragonitic bivalves (Figure 7; Talmage and Gobler, 2010; Barton et al., 2012) whereas these species will transition to precipitation of calcite in juvenile and adult stages (Haley et al., 2018). Chronic exposure to acidified conditions can cause increased mortality and depressed growth in larval bivalve species (Talmage and Gobler, 2010; Gobler and Talmage, 2013) whereas diel exposure to acidified conditions may alleviate some of these negative effects (Gobler et al., 2017). Regardless, if hypercapnia intensifies as anticipated in the future (Pachauri et al., 2014), restricted open water coastal systems such as the Peconic Estuary will be more vulnerable to the assimilation of atmospheric CO2 than waters adjacent to wetlands and macrophyte-dominated regions where acute biological activity modulates carbon fluxes, increasing atmospheric CO2 sinks via increases in productivity (Langley et al., 2009). Given this system hosts a large aquaculture leasing program as well as a large bay scallop (A. irradians) fishery, future acidification could potentially result in significant economic loss (Mangi et al., 2018; Grear et al., 2020).

Recently, multi-trophic ocean farming has been considered as a remedial aquaculture practice whereby macroalgae are, for example, co-cultivated with bivalves (Neori, 2009; Clements and Chopin, 2017). Recent laboratory experiments have shown that bivalves grown under elevated pCO2 conditions experience increased shell and tissue growth when co-cultivated with green algae of the genus Ulva when compared to bivalves grown without exposure to this alga (Young and Gobler, 2018). While Ulva spp. could also acidify the water column on diel timescales if in a period of decay (Figure 4B), multi-trophic systems whereby macroalgae such as kelp or other seaweeds (Chopin et al., 2001; Kim et al., 2015) are grown and harvested prior to decay periods could protect calcifying bivalves and thus may become an increasingly important aquaculture approach in coastal systems as oceans continue to acidify.

In the Northeast United States during summer months, intense diel fluctuations in DO and pH have been documented within salt marshes (Baumann et al., 2015; Wang et al., 2016, this study). The combined effects of hypoxia and acidification on the growth and survival of early life stage shellfish has been documented in recent years (Gobler et al., 2014; Stevens and Gobler, 2018) and the levels and intensity of diel changes in pHT and DO observed in both the salt marshes and the macroalgae site during this study (Figure 4), have been shown to depress growth rates and decrease survival of bivalve larvae (A. irradians., M. mercenaria, C. virginica) in laboratory experiments (Clark and Gobler, 2016; Gobler et al., 2017). Presently, wild populations of A. irradians, C. virginica, and M. mercenaria are primarily restricted to open water habitats or within seagrass beds in the Peconic Estuary and Shinnecock Bay (NYSDEC, 2015). Conversely, salt marshes examined during this study were dominated exclusively by the ribbed mussel (Geukensia demissa), an intertidal species that is able to tolerate extended exposure to the atmosphere, extreme temperatures, and hypoxic conditions (Jost and Helmuth, 2007; Fields et al., 2014). G. demissa specifically relies on anaerobic respiration during periods of atmospheric exposure (Fields et al., 2014), and when submerged, this physiological mechanism would enable this species to be more tolerant of hypoxia and perhaps increased CO2 concentrations when compared to other bivalves. Hence, future bivalve restoration efforts within nearshore habitats that may be vulnerable to current or future acidification may be more successful building populations of G. demissa which is clearly tolerant of a wide range of pH and DO conditions found in salt marshes.




CONCLUSION

This study highlights the temporal and spatial variation of DO and carbonate chemistry parameters observed during months associated with peak productivity as well as the onset and demise of hypoxia in temperate coastal habitats. Importantly, these are also periods where larval and juvenile stage fish and shellfish are vulnerable to acidification and hypoxia (Clark and Gobler, 2016; Stevens and Gobler, 2018) and are present in these habitats (Chambers and Trippel, 1997; Ishimatsu et al., 2008; Salisbury et al., 2008). While the co-occurrence of hypoxia and acidification within coastal systems has been documented, these conditions are frequently associated with deeper coastal regions that experience intense eutrophication and/or upwelling (Borges and Gypens, 2010; Feely et al., 2010; Cai et al., 2011; Wallace et al., 2014). Concurrent hypoxia and acidification in shallow water habitats that experience moderate nutrient loading is poorly understood and generally related to seasonal and diel ecosystem metabolism (Baumann and Smith, 2018; Lowe et al., 2019). This study highlights the suitability of various habitats as refuges from present and future hypoxia and acidification, as well as regions that are already inhospitable for many resource bivalves. Future efforts that seek to expand seagrass meadows and the aquaculture of macroalgae are likely to expand local refuges from hypoxia and acidification and thus maximize their ecosystem benefits.
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Hypoxia and associated acidification are growing concerns for ecosystems and biogeochemical cycles in the coastal zone. The northern Gulf of Mexico (nGoM) has experienced large seasonal hypoxia for decades linked to the eutrophication of the continental shelf fueled by the Mississippi River nutrient discharge. Sediments play a key role in maintaining hypoxic and acidified bottom waters, but this role is still not completely understood. In the summer 2017, when the surface area of the hypoxic zone in the nGoM was the largest ever recorded, we investigated four stations on the continental shelf differentially influenced by river inputs of the Mississippi-Atchafalaya River System and seasonal hypoxia. We investigated diagenetic processes under normoxic, hypoxic, and nearly anoxic bottom waters by coupling amperometric, potentiometric, and voltammetric microprofiling with high-resolution diffusive equilibrium in thin-films (DET) profiles and porewater analyses. In addition, we used a time-series of bottom-water dissolved oxygen from May to November 2017, which indicated intense O2 consumption in bottom waters related to organic carbon recycling. At the sediment-water interface (SWI), we found that oxygen consumption linked to organic matter recycling was large with diffusive oxygen uptake (DOU) of 8 and 14 mmol m–2 d–1, except when the oxygen concentration was near anoxia (5 mmol m–2 d–1). Except at the station located near the Mississippi river outlet, the downcore pore water sulfate concentration decrease was limited, with little increase in alkalinity, dissolved inorganic carbon (DIC), ammonium, and phosphate suggesting that low oxygen conditions did not promote anoxic diagenesis as anticipated. We attributed the low anoxic diagenesis intensity to a limitation in organic substrate supply, possibly linked to the reduction of bioturbation during the hypoxic spring and summer.
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INTRODUCTION

Ocean de-oxygenation is a major concern due to warming and eutrophication, especially in the coastal zone (Pörtner et al., 2007; Diaz and Rosenberg, 2008; Gilbert et al., 2010; Zhang et al., 2010; Breitburg et al., 2018; Capet et al., 2020). The occurrence, frequency and extent of hypoxic events (dissolved oxygen concentration < 63 μmol L–1) are increasing in many coastal zones due to global warming and local eutrophication. The oxygenation of sea water is fundamental to biological and biogeochemical processes. Its decline can cause major changes in ocean productivity, biodiversity, and biogeochemical cycles. Despite the recognized impact of hypoxia on many coastal ecosystems, the numerous benthic processes which promote or limit its negative effects are largely under-investigated. Oxygen availability affects remineralization processes and associated sources and sinks of important nutrient elements, such as nitrogen, phosphorus, and iron (Breitburg et al., 2018). In the general context of ocean acidification caused by anthropogenic CO2 invasion (Orr et al., 2005), coastal acidification shows some specific features. In addition to surface invasion of CO2, coastal acidification is amplified by the microbial respiration of terrigenous and marine organic matter in bottom waters, and the accumulation of DIC in stratified waters (Cai et al., 2011). In coastal regions, seasonal hypoxia is generally associated with significant bottom water acidification because of concomitant DIC production and oxygen consumption during aerobic mineralization of organic matter thus imposing a double stressor to coastal ecosystems (Cai et al., 2011). Sediments play a key role in maintaining hypoxic and acidified bottom waters, but this role is still not completely understood (Middelburg and Levin, 2009).

The northern Gulf of Mexico (nGoM) and the Louisiana shelf near the Mississippi River delta includes one of the largest seasonal hypoxic zones of the coastal ocean (Rabalais et al., 2002). Coastal eutrophication associated with nutrient input from the Mississippi River watershed is responsible for the onset of hypoxia through increased primary production, organic matter sedimentation, and mineralization in the bottom waters of the stratified water column (Rabalais et al., 2002; Turner et al., 2006, 2008; Bianchi et al., 2010; Fennel and Testa, 2019). The aerobic microbial degradation of organic matter also generates in situ ocean acidification by the formation of metabolic CO2 without significant total alkalinity (TA) production (Cai et al., 2011). The consumption of bottom water oxygen in the nGoM is intense and correlated to the vertical flux of organic matter originating from primary production in the Mississippi River plume and adjacent continental shelf waters (Redalje et al., 1994; Rabalais et al., 2014; Wang et al., 2018). This organic matter flux promotes a rise in bacterial oxygen consumption with depletion time of several days to a few weeks (Chin-Leo and Benner, 1992; Amon and Benner, 1998; Rabalais et al., 2007; Rabouille et al., 2008). Mobile muds contribute to sediment redistribution and export across the continental shelf (Corbett et al., 2004, 2007; McKee et al., 2004) and to oxygen consumption in the bottom water during resuspension events (Moriarty et al., 2018). In addition to water column respiration, sediment oxygen demand was identified as an important contributor to hypoxia (Turner et al., 2008) with benthic oxygen consumption rates obtained by in situ benthic chambers ranging from 5 to 50 mmol O2 m–2 d–1 (Morse and Rowe, 1999; Rowe et al., 2002; Berelson et al., 2019) and by ex situ sediment core incubations ranging from 10 to 20 mmol O2 m–2 d–1 (Murrell and Lehrter, 2011). It was also proposed that dissolved inorganic carbon (DIC) benthic fluxes contribute to the acidification of bottom waters (Hu et al., 2017). As anoxic mineralization in sediments produces alkalinity (Krumins et al., 2013; Rassmann et al., 2020), benthic alkalinity fluxes may also mitigate bottom water acidification if the TA/DIC flux ratio is above one (Hu and Cai, 2011). Several 3D models dealing with hypoxia in the nGoM utilized sediment oxygen consumption (SOC) representations and DIC fluxes to explain the onset and maintenance of hypoxia and the related acidification throughout the summer season (Hetland and DiMarco, 2008; Fennel et al., 2013; Laurent et al., 2017). Specific sediment models were also developed with the aim of understanding oxygen fluxes and their relationship with organic matter deposition and oxygen concentration in the water column (Morse and Eldridge, 2007; Laurent et al., 2016). Benthic-pelagic exchange processes were recognized as key features of mathematical models for accurate representation of hypoxia occurrence and persistence in the nGoM (Fennel et al., 2013; Feist et al., 2016).

Yet, benthic processes involved in bottom water oxygen consumption and acidification remain poorly characterized. After the pioneering work of Lin and Morse (1991) on pyrite formation in the Gulf of Mexico, which included pore water depth profiles of sulfur species (SO42–, ΣH2S), few pore water data have been published in the following 20 years. Morse and Rowe (1999) investigated the benthic biogeochemistry at three stations beneath the Mississippi river plume and some other data have been published in a later paper (Morse and Eldridge, 2007). Pore water data obtained at five stations across the Louisiana shelf for 5 years (2002–2007) were published in a report (Murrell et al., 2013) without a thorough discussion of the underlying biogeochemical processes. Later, these processes were partially discussed for two of the five stations (Devereux et al., 2015; Laurent et al., 2016), although a larger collection of pore water profiles was published more recently (Devereux et al., 2019) together with sulfate reduction rate measurements. In contrast to the large sediment oxygen demands reported in the above studies, all data sets indicated poorly active subsurface sediments with limited increase of metabolite concentrations (NH4+, DIC) in shelf sediments under the river plume and adjacent continental shelf waters.

In most of these studies, the contribution of benthic processes, in particular the role of dissolved iron, manganese and sulfide oxidation at the oxic-anoxic interface in sediments, to the onset and persistence of hypoxic bottom waters throughout the summer was not investigated thoroughly. Furthermore, the role of benthic processes on DIC and TA fluxes to bottom waters and its link to acidification during both normoxic and hypoxic periods was not considered, despite the potential release of alkalinity produced by increased anoxic diagenesis (Krumins et al., 2013; Rassmann et al., 2020).

In this paper, the role of early diagenesis in Louisiana shelf sediments on bottom water hypoxia was investigated in the summer of 2017, when the surface area of the hypoxic zone was the largest ever recorded (Rabalais and Turner, 2019). Surface sediments and pore waters within and beyond the hypoxic zone were examined using multiple techniques, including in situ and ex situ micro-electrodes, diffusive equilibrium in thin films (DET) probes and classical pore water extractions. Time series data (7 months) of bottom water dissolved oxygen from a fixed station in 20-m water depth collected simultaneously were also included to examine the oxygen conditions before, during, and after hypoxia and assess the dynamics of oxygen consumption in the water column. The main objectives of this paper are to: (i) examine the contribution of water column, interface and subsurface sediments to the overall oxygen demand of bottom waters; (ii) investigate whether anoxic early diagenesis in subsurface sediments (metal oxides and sulfate reduction) is enhanced by hypoxic conditions; and (iii) examine the contribution of early diagenesis to bottom water acidification through benthic DIC and TA production and their potential release to the overlying waters.



MATERIALS AND METHODS


Site Characteristics and Sampling

The Louisiana shelf near the Mississippi River delta in the nGoM is one of the largest seasonal hypoxic zones of the coastal ocean (Rabalais et al., 2002; Rabouille et al., 2008). These sediments contain high concentrations of particulate organic carbon (POC) which decrease slightly from the River mouth (1.4% OC dry weight) to the shelf (1.1% OC dw) (Goni et al., 1997; Gordon and Goni, 2004; Bianchi et al., 2014). Although terrestrial organic carbon from C3 and C4 plants is present, a decreasing proportion of terrestrial organic carbon and a progressive replacement by marine organic matter is observed westward (Waterson and Canuel, 2008) with a proportion of 60–80% of marine OC in shelf sediments. Most of the recycled carbon is derived from marine organic carbon as attested by the δ13C signature of bottom water DIC (Wang et al., 2018). The export of POC to the Mississippi canyon is also significant (Bianchi et al., 2006) and probably related to mobile mud resuspension and transport (Corbett et al., 2004, 2007). Sedimentation rates indicate large sedimentation near the river outlet (>2.5 cm y–1) with values ranging between 0.1 and 0.7 cm y–1 on the Louisiana shelf (Gordon and Goni, 2004; Corbett et al., 2006).

The MissRhoDia 1 cruise was conducted in the nGoM in the plume of the Mississippi River on the R/V Savannah, operated by the Skidaway Institute of Oceanography at the University of Georgia (United States), from July 19th to August 13th 2017. Four stations were investigated on the Louisiana continental shelf along a 170 km east-west transect from the river mouth to the open shelf (Figure 1). Station 2b was located near the Mississippi River delta at 65 m depth, whereas the three other stations (4, MK, and 5B) were located on the Louisiana shelf around the 20 m isobath in and around the reported hypoxic zone. Indeed, the reported hypoxia frequency for these three stations are 50–100% during the hypoxic season (Rabalais and Turner, 2019). Four other stations were investigated during the same cruise on the slope and are presented in a companion paper (Owings et al., 2021). At each station, CTD profiles were measured, bottom water was sampled with Niskin bottles, one microprofiler deployment was conducted and three sediment cores were collected using a MC-800 multicorer (Ocean Instruments) and immediately treated on board: one for porosity, one for voltammetry followed by porewater extraction, and one for DET measurements. In addition, dissolved oxygen time series in bottom waters obtained in 2017 at station C6C are included, as a subset of the time series obtained over the last 20 years by LUMCON (Rabalais and Turner, 2019).


[image: image]

FIGURE 1. Map of the Louisiana shelf showing the location of the four stations (2b, MK, 4, and 5B) sampled by the R/V Savannah in July-August 2017. Station O2 (orange star) refers to the seasonal monitoring station C6C maintained by LUMCON with bottom water oxygen measurements, whereas stations 1, 8, and 9 (green diamonds) refer to Berelson et al. (2019) benthic chamber measurements.




CTD and Bottom Water Measurements

Seawater samples were collected using a rosette system (10 × 6-L Niskin bottles) equipped with a conductivity-temperature-depth sensor (CTD, Seabird® SBE 19), a dissolved O2 sensor (Seabird® SBE 43), a turbidity sensor (ECO-BB, Wet Lab®) and a fluorometer (Seapoint®). The temperature, conductivity, turbidity and fluorometer probes were calibrated by the manufacturer. Bottom water samples were collected using the CTD/Rosette as close as possible to the seafloor approximately 1.5–2 m above the seabed. Temperature and salinity were immediately measured using a manual thermometer (precision 0.1°C) and a thermo-salinometer (WTW 331, precision 0.1). DIC and TA samples were collected in 500 mL borosilicate glass bottles, poisoned with 100 μL of saturated HgCl2 and measured by the SNAPO-CO2 at the LOCEAN French laboratory (Paris, France). These analyses were performed by a potentiometric closed-cell titration (DOE, 1994), on 120 mL sample volumes, at 25°C and with a precision of 0.15%. Bottom water pH was measured on board in triplicates by the unpurified m-cresol spectrophotometric method of Clayton and Byrne (1993) at 25°C with uncertainties < 0.01 pH units. The pH at in situ conditions was then calculated using the CO2sys program (Pierrot et al., 2006) with ex situ pH, TA, salinity, temperature, and pressure as inputs parameters. Following the recommendations of Orr et al. (2015), all calculations with CO2sys were performed using the acid dissociation constants of carbonate Ka1 and Ka2 reported by Lueker et al. (2000) and total dissolved boron (BT) reported by Uppström (1974). The in situ pH is reported on the total proton scale (pHT). In order to validate our pH values, we compared the obtained in situ pHT to that calculated using measured DIC and TA (SNAPO-CO2) at in situ pressure, salinity and temperature by the CO2sys program. These two independent values were in good agreement within 0.015 pH units or better.



Continuous O2 Records in Bottom Waters

Data from the C6C station (O2 on Figure 1) were obtained every 15 min for bottom water dissolved oxygen from May 2017 to Nov 2017. The data were collected at 1 m above the seabed using dissolved oxygen meters YSI6600 calibrated before and after deployment with Winkler titrations. Water quality probes were replaced optimally at 4- to 6-week intervals to ensure adequate battery life and to avoid fouling, which was minimal because of low oxygen concentrations and high turbidity at these depths. Independent measurements of oxygen were also obtained with a profiling YSI6820 on dive trips when changing the water quality probes to provide an independent quality control on the dissolved oxygen concentration of the deployed YSI6600. The YSI6820 was also pre- and post-calibrated and compared to Winkler titrations in the laboratory.



In situ Micro-Electrode Measurements in Sediment

The in situ distributions of O2 and pH at the sediment-water interface (SWI) were obtained using a benthic micro-profiler (Rassmann et al., 2016, 2020) equipped with five Clark Au/Ag oxygen microelectrodes, two pH glass microelectrodes, two pH references (Ag/AgCl) and one resistivity electrode. After landing on the sediment, the sensing head of the lander carrying the microelectrodes moved vertically over 4 cm across the SWI with a resolution of 200 μm. The O2 microelectrodes were calibrated with a two-point calibration technique using the bottom water O2 concentration determined by Winkler titration and the anoxic pore waters. The pH microelectrodes were calibrated using NBS buffers (pH 4.00, 7.00, and 9.00 at 20°C), and electrode slopes were used to calculate pH variations (ΔpH) in the pore waters at in situ temperature. The ΔpH values were then added to the spectrophotometrically determined pHT of the bottom waters to obtain pore water pHT. Signal drift of O2 and pH microelectrodes during profiling was checked to be less than 5%. Diffusive Oxygen Uptake rates (DOU) were calculated for each micro-profile using the observed O2 concentration gradient calculated over 400 μm in the sediment, the porosity value and the O2 diffusion coefficient at in situ temperature (Broecker and Peng, 1974) corrected for tortuosity. The oxygen penetration depth (OPD) was operationally defined as the depth where O2 concentrations dropped below 1 μmol L–1 (Rabouille and Gaillard, 1991).



Sediment Porosity Measurements

For each station, a sediment core was dedicated to porosity measurements. The core was sub-cored using a 50-ml plastic syringe with end cut off and then cut into 2 mm slices on the first centimeter, every 5 mm on the next 9 cm and finally on 2 cm slices for the rest of the core (Cathalot et al., 2010). The sediments from each section were stored in petri dishes and frozen. Porosity was measured in the laboratory based on the salt-corrected mass difference between wet and dry samples (1 week at 60°C) and a sediment density of 2.65 g cm–3.



Voltammetric ex situ Profiling

A replicate core collected from the same MC800 deployment was profiled in millimeter increments for dissolved oxygen [O2(aq)], thiosulfate (S2O32–), total dissolved sulfide (ΣH2S = H2S + HS– + S0 + Sx2–), dissolved iron(II) (Fe2+), and dissolved manganese(II) (Mn2+) with 100 μm gold/mercury (Au/Hg) voltammetric microelectrodes (Owings et al., 2021). The electrodes were prepared daily and deployed on a computer-controlled micromanipulator with a DLK 70 electrochemical analyzer (Analytical Instrument Systems, Inc.) in a three-electrode system (Ag/AgCl reference, Pt counter, and Au/Hg working electrodes) as reported previously (Brendel and Luther, 1995; Luther et al., 2008). All measurements were performed according to Owings et al. (2021). Except for O2(aq) which was calibrated using the Winkler-determined overlying water measurements, five-point external calibrations in 0.54 M NaCl were performed with Mn2+ as pilot ion, and S2O32–, Fe2+, and ΣH2S were quantified from the pilot ion method (Brendel and Luther, 1995) with the following minimum detection limits (MDLs): ∼15 μM for Mn2+, ∼25 μM for Fe2+, and ∼0.2 μM for ΣH2S. The electrochemical system also allows detection of organic complexes of Fe(III) [org-Fe(III)] (Taillefert et al., 2000) and aqueous iron sulfide clusters [FeS(aq)] as intermediates in the precipitation of FeS(s) (Theberge and Luther, 1997). As the chemical composition of these species is variable and not well defined, they cannot be quantified and are thus reported in normalized current intensities (Meiggs and Taillefert, 2011).



Pore Water Extraction and Analyses

After voltammetric profiles were completed, typically 3 h after core recovery, the same core was transferred to a glove bag (Sigma Aldrich) with a N2 atmosphere for sectioning in 7–10 mm increments down to 12.5 cm and then in 20 mm increments down to the bottom of the core (Owings et al., 2021). For station 2b, the increment was increased to 50 mm after 20 cm depth. Sediment sections were partitioned into 50 mL Falcon tubes, centrifuged for 10 min at 3,000 rpm under N2 atmosphere to extract pore waters, which were then immediately filtered through 0.2-micron Whatman® nitrocellulose Puradisc syringe filters into 15 mL Falcon tubes under N2 atmosphere. The pore waters were then split for onboard analyses of dissolved iron [Fe(II) and Fe(III)] speciation, dissolved manganese (Mnd), dissolved inorganic phosphate (DIP), DIC, and TA. The remaining aliquots were acidified (HCl 0.1 N) and preserved at 4°C or at −20°C until analysis at Georgia Tech (NH4+, SO42–, NO3–).

Pore water TA measurements were conducted according to Dickson et al. (2007), with a 3 mL open-cell potentiometric titration (Rassmann et al., 2016) using 0.01 M HCl, which was calibrated every day using Seawater Reference Material (standard batch #150) provided by the Scripps Institution of Oceanography (A. G. Dickson laboratory). Error in this analysis represents the standard deviation from the mean of duplicate samples and averages 0.5%. DIC was determined by flow injection analysis, if necessary after 5 mM ZnCl2 amendment to avoid dissolved sulfide interference (Hall and Aller, 1992) with an uncertainty of 2–3%. Total dissolved Mn (Mnd) was determined in duplicate using the porphyrin kinetic spectrophotometric method (Madison et al., 2011) modified to account for dissolved Fe2+ interferences (Owings et al., 2021). Mnd was quantified by converting the final absorbance to concentration using the molar absorptivity (ε = 91.2 ± 0.4 × 10–3 μM cm–1) determined from external calibration curves with Mn2+ (MDL: 0.11 μM, 3σ of blanks, n = 24). Dissolved orthophosphates (ΣPO43–) were quantified with the methylene blue method after correction for silica interference (Murphy and Riley, 1962). Finally, dissolved Fe2+ was quantified using the ferrozine method without hydroxylamine whereas total dissolved Fe (Fed) was determined by reacting a separate aliquot with hydroxylamine hydrochloride (0.2 M) in the dark for 24 h. Dissolved Fe3+ was obtained by subtracting the dissolved Fe2+ concentration from total dissolved Fe (Stookey, 1970; Viollier et al., 2000). Dissolved ammonium (NH4+) was quantified by the indophenol blue method (Strickland and Parsons, 1972) and anions (SO42–, NO2–, and NO3–) via HPLC with UV detection using a 3.2 mM NaCO3/1.0 mM NaHCO3 buffer (SO42–; Minimum detection limit = 114 μM respectively) and 54 mM NaCl (NO2– NO3–, MDL = 0.12, and 0.11 μM) eluents (Beckler et al., 2014). All standard deviations reported for pore water measurements represent analytical error propagated from calibration curves.



“Diffusive Equilibrium in Thin Films” Profiling

Two-dimensional (2D) distributions of total dissolved iron (Fed) were obtained by insertion of a 2D-DET probe into a separate sediment core collected simultaneously at each station. The 2D-DET probe was composed of a polycarbonate plate as support, a 100 × 40 × 0.5 mm hydrated polyacrylamide gel (details in Jézéquel et al., 2007) and a 0.1 mm-thick PVDF membrane (Durapore®). Before deployment, the probe was deoxygenated by N2 bubbling for at least 3 h. Probes were inserted in the sediment cores for 3 h for chemical equilibrium with the pore waters. During this time, oxygen concentration in the core overlying water was maintained by bubbling an N2/air mix. Temperature of the core was also maintained at in situ value using a Thermo-Fisher cryostat. At the same time, a 0.5 mm-thick gel was also equilibrated with a solution of ascorbic acid (30 mM) and ferrozine (12.2 mM) to form a reagent gel. After retrieval, the probe gel was laid onto the reagent gel. After 15 min, a magenta color whose intensity is proportional to total iron content was read using an office flatbed scanner. Standardization was realized according to Cesbron et al. (2014) with (NH4)2Fe(SO4)2⋅6H2O and ascorbic acid solutions. Scanned images were processed using ImageJ software and the green band was used for calibration and quantification (Jézéquel et al., 2007). For comparison to extracted porewaters, average profiles were calculated using the mean and standard deviations of all pixels within the same depth interval as core slices.



Calculation of the Carbonate Saturation State

Calcium carbonate (CaCO3) saturation states with respect to calcite (ΩCa) and aragonite (ΩAr), reported classically as the ion activity product divided by the apparent solubility equilibrium constant of calcite or aragonite, were calculated using the CO2SYS program (Pierrot et al., 2006) following the recommendations of Orr et al. (2015), using measured values of pH, TA, temperature, salinity, DIP, and silicate from Berelson et al. (2019). Calcium carbonate saturation states at a millimeter scale near the SWI were calculated from in situ pH profiles and linear interpolation of the centimeter-scale TA profiles. The uncertainties of ΩCa and ΩAr were estimated using the standard deviation of the mean in situ pH profiles and the pore water TA (± 15 μmol kg–1).



Integrated Reaction Rate Calculations Using PROFILE

To quantify the mineralization of organic carbon in shelf sediments, integrated reaction rates of DIC production were calculated using the PROFILE software (Berg et al., 1998) using different bioirrigation rate constants (α in y–1). Alpha coefficients were constant with depth until 5–6 cm depth below which they rapidly decreased to 0. Four to five values were used for each profile fit in order to bracket the best fit for each station. Measured porosity profiles were used with diffusion coefficients adjusted to the observed water temperature and salinities. Fits to the measured DIC concentration profiles were optimized by the software and computed integrated reaction rates were then converted to mmol m–2 d–1.



RESULTS


Water Column Measurements

Vertical distributions of temperature, salinity, fluorescence, turbidity, and dissolved O2 concentration in the water column are shown in Figure 2. Surface water temperatures ranged from 28 to 30°C, with the lowest temperature observed near the Mississippi River delta (St. 2b), and water temperatures remained consistently high to 20 m in depth (≥28°C). The water column showed a haline stratification at all stations, with the lowest surface salinity measured at St. 4 (S = 12), which was probably most directly in the path of the freshwater discharge, and the highest surface salinity observed at St. 5B (S = 24). In contrast, bottom water salinities were close to marine waters (Table 1). This haline stratification (Wiseman et al., 1997) was correlated to a strong gradient in dissolved O2 concentration from the surface to the bottom. Dissolved O2 concentrations were slightly supersaturated around 240 μmol L–1 in surface waters at St. MK and 4, reached close to 190 μmol L–1 at St. 2b, and were slightly lower at Station 5B (180 μmol L–1). Dissolved O2 concentrations decreased with depth at all stations (Figure 2). Bottom water O2 concentration reached 109 and 106 μmol L–1 at St. 2b and 4, respectively (Table 1). Near-hypoxic values were observed at St. MK (64 μmol L–1) while hypoxic values were observed at St. 5B (18 μmol L–1). Bottom water pHT followed the decrease in oxygen concentrations, with larger values at stations 2b and 4, slightly lower pHT at St. MK, and a minimum was measured at St. 5B (Table 1). The Chl-a concentration was relatively low (2–5 mg m–3) within the uppermost 10 m of the water column at all stations and decreased below the pycnocline (Figure 2) to reach a constant value of 2 mg m–3 except at St. 2b. The turbidity signal was relatively high above the pycnocline at stations 2b, MK and 4, which are located in the coastal waters around the Mississippi river mouth, and decreased deeper. A nepheloid layer was mostly detected close to the seafloor at St. MK, and to a lesser extent at St. 2b and 5B.
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FIGURE 2. Water column distribution of temperature (°C), salinity, Chl-a concentration (mg m–3), turbidity (m–1 sr–1), and dissolved O2 concentration (μmol L–1) measured in situ with the CTD/Rosette at the four stations on the Louisiana shelf (in July-August 2017).



TABLE 1. Position, depth, and sampling date of the four stations on the Louisiana shelf (nGoM) along with parameters recorded in the bottom waters (T, S, O2, pH, TA, and DIC).

[image: Table 1]


Bottom Water Oxygen Time Series

Dissolved oxygen time series in bottom waters are reported for 7 months at site C6C in the center of the seasonal hypoxic zone. The bottom water oxygen concentrations were consistent with independent measurements conducted during maintenance visits (red diamonds). The time series indicated extended periods of hypoxia in May-June, July, and August-September with re-oxygenation of the bottom waters in June after the tropical storm Cindy on June 21st and in September-October (Figure 3). Periods of rapid consumption of oxygen occurred during the summer: at the beginning of July (1st July), the oxygen concentration in the bottom waters dropped from 150 μmol L–1 to hypoxia (63 μmol L–1) in 30 h. Similarly, on July 16th, the oxygen concentration switched from hypoxia to near anoxia in only 2 days.
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FIGURE 3. Time series of dissolved oxygen concentration in bottom water (μmol L–1) at Station C6C (O2 on Figure 1) showing substantial variability linked to tropical storms (Cindy on June 21st 2017) and subsequent water column mixing followed by rapid de-oxygenation at the beginning of July 2017 and later. The red line indicates the level of hypoxia (O2 = 63 μmol L–1). Red diamonds represent dates of sensor replacements and independent measurements of oxygen (see section “Materials and Methods”). Gray rectangle represents the sampling period during MissRhoDia 1 cruise.




Oxygen and pH Micro-Profiles

The in situ distribution of oxygen at the SWI revealed a large decrease of oxygen concentration in the first millimeters of the sediment (Figure 4). Stations MK and 5B, which showed the lowest oxygen concentration in the bottom water, nearly hypoxic and hypoxic respectively, showed highly reproducible profiles and were characterized by average OPD of 0.4–0.6 mm (Table 2). In contrast, St. 4 and 2b, in oxic conditions, displayed more heterogeneous sediment profiles with average OPD of 1.6–2.0 mm. DOU rates ranged between 5 and 15 mmol m–2 d–1 and decreased with decreasing bottom water O2 from St. 2b to St. 5B (Table 2).
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FIGURE 4. In situ dissolved oxygen micro-profiles obtained in sediments from the four stations on the Louisiana shelf in July 2017. The horizontal dashed line represents the sediment-water interface.



TABLE 2. Oxygen concentration in bottom water (O2BW), diffusive oxygen uptake (DOU), and oxygen penetration depth (OPD) at the Louisiana shelf in July-August 2017.
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The in situ pHT microprofiles acquired using the benthic micro-profiler were characterized by large pH decreases below the SWI (Figure 5A). Two types of profiles were observed. At the shelf stations (4, MK, and 5B), pH showed a large decrease in the oxic zone (a few millimeters) and stabilized around 6.8–7.0 at depth. On the contrary, pH profiles at the river mouth station (St. 2b) showed a less intense decrease across the oxic-anoxic interface, a rebound below the OPD, followed by a secondary decrease to reach a minimum value around 7.4 ± 0.1 at depth (Figure 5). The pH stabilized within 2 cm below the SWI in all profiles.
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FIGURE 5. (A) Replicate pH micro-profiles obtained in situ at the sediment-water interface of the Louisiana shelf in July-August 2017. (B) Calcium carbonate saturation state with respect to calcite and aragonite with their uncertainties calculated for each station from the average pH micro-profile and interpolated TA profile using the CO2SYS program (see text for details). The vertical dashed line represents saturation with calcite or aragonite.


In bottom waters, ΩCa and ΩAr showed oversaturation with respect to calcite and aragonite. They ranged between 2.5 and 4 for calcite and between 1.7 and 2.6 for aragonite, with maximal values at St. 4 and minimal values at St. 5B (Figure 5B). At St. 2b, the pore water saturation state decreased with depth across the oxycline. Although pore waters remained oversaturated with respect to calcite (ΩCa > 1), pore waters reached aragonite saturation (ΩAr = 1) at the OPD at this station. As the pH rebounded deeper in the sediment, the pore waters returned to oversaturation with respect to both calcite and aragonite and decreased again during anoxic diagenesis. Similarly, at St. 4, MK, and 5B, ΩCa and ΩAr both decreased across the SWI from above saturation in the overlying waters to near saturation or undersaturation at the OPD. However, whereas ΩCa remained close to one at all stations by 3 cm depth, ΩAr showed clear undersaturation below the SWI reaching values as low as 0.50, 0.64, and 0.45 at depth at St. 4, MK, and 5B. Thus, dissolution of aragonite likely occurs in these sediments bathed with hypoxic and acidified waters, whereas calcite dissolution appears to be limited in surface sediments.



Pore Water Profiles and DET Distributions

Pore water profiles showed diagenetic footprints with generally increasing DIC, TA, NH4+, and DIP concentrations downcore (Figure 6). However, pore water profiles were characterized by contrasting signatures depending on their location: St. 2b displayed large DIC and TA production in pore waters with deeper concentrations greater than 10 mmol kg–1, accompanied by a large SO42– concentration decrease of around 10 mM. The production of DIC was correlated with an increase of up to 1 mM NH4+ and 300 μM DIP. Nitrate concentration showed a rapid decrease from the bottom water and stabilization at depth to low values (2–3 μM). Dissolved Mn and Fe showed large and similar increases in the first centimeters below the SWI (up to 300 μM) and a slow decrease with depth. It is noteworthy that Fe3+ dominated dissolved iron speciation (Figure 6). On the contrary, the diagenetic signatures at all other stations (St. 4, MK, and 5B) were different: they were characterized by slight increases in DIC and TA (2–3 mmol kg–1), with occasional decrease at depth such as observed at St. MK or 5B (Figure 6). Limited decreases in SO42– (<2 mM) were visible on profiles, and small increases of NH4+ and DIP concentration (<250 μM and <100 μM respectively) were also observed. Dissolved Fe and Mn showed subsurface peaks of smaller amplitude than St. 2b (around 50 μM Mn and 100 μM Fe) except at St. 5B where the dissolved Mn subsurface peak reached 300 μM.
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FIGURE 6. Pore water profiles of TA, DIC, SO42–, NO3–, NH4+, DIP, and dissolved Mn, dissolved Fe(II), and Fe(III) obtained at the four stations on the Louisiana shelf in July-August 2017. The dashed line shows the location of the sediment-water interface. Note that Station 2b has a different depth axis (down to 700 mm).


The 2D distribution of dissolved iron obtained with the DET probe revealed little lateral variability except at the onset of dissolved iron production (Figure 7). In particular, no sign of large disturbance by burrows or other biogenic structures were observed on 2D images except at St. 2b. This is confirmed by the small standard deviation of the pixel lines on the gel image as calculated in the 1-D profiles (black lines). Dissolved iron concentrations from extracted pore waters (red dots) and gel bands averaged over the same depth interval (black dots) were in a good agreement except for St. 2b where the dissolved iron peak in extracted pore waters were about 300 μM and located at 1 cm depth. Such variability between cores suggests heterogeneity at this station, which is the closest to the river delta. Dissolved iron was not detected above 0.5 cm depth at all stations except for St. 4, which showed a single enriched zone at the SWI. At St. 2b, dissolved iron appeared at 2 cm depth, reached 150 μM at 3 cm, and remained stable further down in contrast to the extracted pore water profile. At St. 4 and MK, dissolved iron was present just below the SWI and reached a maximum concentration of about 100 and 70 μM, respectively, near 2 cm depth. Below, dissolved iron concentration slowly decreased to 50 and 30 μM at 8 cm depth, respectively. Station 5B showed the highest Fed concentration in the DET, with 200 μM at 2.5 cm depth.
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FIGURE 7. Dissolved iron (Fedissolved) spatial distribution obtained by diffusive equilibrium in thin films (2D-DET) (colored panel) and dissolved Fe averaged profiles obtained from DET (black dots and line) compared to extracted pore water profiles (red dots) at the four stations on the Louisiana shelf in July-August 2017. Gray contours represent 1σ of the distribution of dissolved Fe for each line of pixel.




Voltammetric Profiles

Voltammetric microprofiles measured immediately after sediment core collection revealed that metal reduction occurred at all stations albeit with different intensities (Figure 8). At St. 2b, dissolved Mn2+ showed a pronounced peak up to 1,000 μM at 5 cm with lower values in deeper layers, while dissolved iron showed a coinciding peak in org-Fe(III) rather than Fe2+ concentrations at 5 cm depth. At the other stations the dissolved metal signals were much lower except at St. 5B, which showed Mn2+ and Fe2+ peaks of 250 and 750 μM and pervasive occurrence of org-Fe(III) complexes in much larger current intensities. The large concentrations of dissolved Fe at St. 2b and 5B were also visible in the pore water extraction (Figure 6) and 2-D DET profiles (Figure 7).
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FIGURE 8. Depth profiles of dissolved Mn2+, Fe2+, organic-Fe (III), ΣH2S, and FeS(aq) obtained by Au/Hg voltammetric microelectrodes at the four stations (A–D for stations 2b, MK, 4 and 5B respectively) on the Louisiana shelf (nGoM) in July-August 2017.


The most striking difference between St. 2b and the other shelf stations was revealed by the total dissolved sulfide (ΣH2S) and FeS(aq) depth profiles. A ΣH2S peak reaching 200 μM was detected between 5 and 15 cm with simultaneous production of FeS(aq) clusters over the same depth range, suggesting particulate FeS formation at St. 2b which was corroborated by solid phase data (Owings et al., 2021). In contrast, the other stations did not display any detectable dissolved sulfide (except < 10 μM at depth at St. 5B), nor FeS(aq) clusters throughout these cores.



DISCUSSION

The Louisiana shelf undergoes seasonal hypoxia and acidification, as a result of the biogeochemical mineralization of organic matter and subsequent oxygen consumption and DIC production in the stratified water column. The shelf waters and biogeochemical condition are influenced by the discharge of the Mississippi Atchafalaya River system, increased primary production and thermal warming in spring and summer (Rabalais et al., 2002; Cai et al., 2011; Laurent et al., 2017; Fennel and Testa, 2019). In this discussion, the oxygen depletion in the water column and its dynamics are explored, the effect of diagenetic processes in generating or maintaining hypoxia and contributing to acidification on the shelf is discussed, including the diagenetic processes underlying this oxygen consumption, and a conceptual framework is presented that may explain both the present results and biogeochemical data obtained from previous studies.


High O2 Consumption in the Water Column and at the Sediment-Water Interface

Oxygen depletion was particularly developed in the summer 2017 (Rabalais and Turner, 2019). Hypoxia was present all over the Louisiana shelf, in a continuous band from the Mississippi River delta to the Texas shelf at depths between 10 and 20 m. In fact, the hypoxic zone reached its maximum area in 2017, based on a record dating back to 1985 (Rabalais and Turner, 2019).

The shelf water column measurements from the present study showed a gradient of oxygen depletion from oxic at St. 4, to nearly hypoxic at St. MK and hypoxic at St. 5B (Figure 3). The water column of all stations revealed both thermal and haline stratification, although the vertical salinity gradient due to seawater dilution in the Mississippi River plume (6–10 m thick at our stations) contributed mainly to this stratification. As the plume was turbid, primary production was limited and Chl-a never exceeded 5 mg m–3 at the surface in contrast to previous studies that demonstrated larger chlorophyll content in the distal plume in spring and summer (Dagg et al., 2008; Lohrenz et al., 2008). The presence of a significant concentration of Chla in bottom waters can probably be related to freshly settled detritus as previously suggested (Dortch et al., 1994). The bottom boundary layer was characterized by an increase in turbidity (St. 2b, MK, and 5B), which can be related to the nepheloid layer (Corbett et al., 2004, 2007). Oxygen concentrations were at or below the hypoxic level at stations MK and 5B, showing a clear sign of oxygen consumption in the shelf waters (Turner et al., 2008). It has been proposed that the “time to reach hypoxia” from oxic conditions could be around 1 month on the Louisiana shelf (ranging from a few weeks to 2 months; Chin-Leo and Benner, 1992; Dortch et al., 1994; Amon and Benner, 1998) as a result of the aerobic microbial degradation of organic matter and water temperature. Time series in bottom waters at St. C6C indicated that oxygen consumption leading to the hypoxic threshold can be even more rapid in summer, reaching a few days (Figure 2). As the oxygen consumption in the nGoM bottom waters is attributed to the excess organic matter linked to high primary production during spring algal bloom (Rabalais et al., 2002; Turner et al., 2008) and microbial activity is high in the water column (Dortch et al., 1994; Amon and Benner, 1998), it can be inferred that the observed rapid drop in bottom water oxygen concentration is related to the mineralization of a large quantity of labile organic matter.

In addition to the rapid consumption of oxygen by aerobic microbial respiration in the stratified bottom waters, the surface sediment also plays a prominent role in consuming dissolved oxygen. Large SOC, which represents the sum of DOU and the fauna-mediated O2 flux, have been already documented in the area (Rowe et al.; 2002; Murrell and Lehrter, 2011; Lehrter et al., 2012), indicating that SOC could significantly contribute to the oxygen drawdown in bottom waters (20–30%; Dortch et al., 1994; Murrell and Lehrter, 2011; Feist et al., 2016). The data presented in Figure 4, displaying low OPD in sediments, suggest large oxygen consumption possibly linked to the degradation by aerobic respiration of organic matter deposited at the SWI. Indeed, the DOU rates (Table 2) were high at St. 2b, 4, and MK (respectively, 15, 14, and 8 mmol m–2 d–1) where O2 concentrations were above hypoxic level. The DOU rate was lower at St. 5B (4.8 mmol m–2 d–1) limited by O2 concentration below the hypoxic threshold. DOU is most often lower than SOC because bioirrigation is not considered in DOU (Glud et al., 1998; Glud, 2008). Despite this difference, the DOU rates obtained in this study were comparable to the SOC values obtained by Lehrter et al. (2012); 5.2 ± 2.5 mmol m–2 d–1 for mid shelf stations), Murrell and Lehrter (2011); shelf average 11.6 ± 2.2 mmol m–2 d–1), Rowe et al. (2002); 13 ± 3 mmol m–2 d–1 at St. C6 close to C6C and St. MK), and Berelson et al. (2019); 4 and 12 mmol m–2 d–1 at St. 1 and 9; Figure 1). These high oxygen consumptions indicate that the sediment plays a significant role in controlling bottom water oxygen concentrations. As dissolved O2 was confined to a narrow layer at the top of the sediment column, where labile OM from the water column accumulates (OPD = 0.5–2 mm, Figure 4), the consumption of oxygen could largely be due to the mineralization of labile organic matter recently deposited at the SWI. Dissolved metal re-oxidation may also play a role in DOU rates, as diffusive flux calculations indicate that a maximum of 20% of oxygen uptake could be used for Mn re-oxidation at St. 5B. SOC would therefore participate in the overall oxic mineralization and O2 consumption in the bottom waters. It is noteworthy that this large oxic mineralization at the SWI would also contribute to the acidification of bottom waters, as aerobic respiration produces metabolic CO2 with negligible TA, therefore decreasing the bottom water pH. This is apparent on the gradient from St. 4 to St. 5B where bottom water pH drops by 0.2 units and O2 from 106 to 18 μmol L–1 (Table 1). The pH and O2 values measured in the bottom water are in good agreement with previous data reported for the Louisiana Shelf (see Annex 1; Cai et al., 2011).



Low Intensity of Early Diagenesis in Shelf Sediments

A close examination of the pore water profiles obtained from the Mississippi River delta (St. 2b) to the shelf reveals a contrasted situation. A large increase in metabolite concentrations was observed at St. 2b near the Mississippi River delta where previous papers have indicated high accumulation of terrestrial organic matter (Bianchi et al., 2002). DIC, NH4+, and DIP concentrations reach values of 10 mmol kg–1, 1.5 mM, and 200 μM, respectively (Figure 6), which together indicate a high mineralization activity in these sediments. At the same time dissolved iron and manganese peaked in surface pore waters with concentrations above 300 μM in the first few centimeters (Figures 6–8) indicating significant Fe and Mn reductions. Accompanied by the large decrease in SO42– (Figure 6) and the presence of dissolved sulfide and FeS(aq) (Figure 8), pore water data indicates active sulfate reduction at this station (St. 2b).

In contrast, metabolite concentration increases observed at the other shelf stations (4, MK, and 5B) were limited with maximum DIC concentrations of 5 mmol kg–1 (ΔDIC < 3 mmol kg–1), and low NH4+ production (<100 μM). At the same time, low SO42– decrease in pore waters (ΔSO4 < 2 mM) was observed at these three stations. The shelf pore water data are similar to other profiles obtained in the same area [St. C06 – Devereux et al. (2019); St. Z02 – Devereux et al. (2015) and Laurent et al. (2016)]. In shelf sediments other than St. 2b, sulfate reduction seemed to be minimal as shown by the absence of sulfide or FeS(aq) clusters in pore waters (Figure 8). Only metal diagenesis (Mn and Fe reduction) appeared to be active in shelf sediments. Both pore water extractions (Figure 6) and 2-D DET profiles (Figure 7) displayed remarkably similar dissolved Fe(II) profiles, which showed distinct and coherent peaks (80–300 μM) in subsurface sediments indicative of substantial iron reduction in these sediments. Dissolved Mn and Fe peaks were weaker at St. 4 and MK than at St. 5B. This latter station is located westward under the direct influence of the Atchafalaya River, which delivers Mn- and Fe-rich detrital particles to fuel the sedimentary Mn and Fe cycles. It is noteworthy that St. 2b shows similar enhanced Fe and Mn diagenesis probably due to similar inputs of detrital material by the Mississippi River (Owings et al., 2021). Sulfate reduction generally constitutes a major diagenetic pathway in coastal marine sediments which receive significant organic matter inputs (Canfield et al., 1993). The low decrease of SO42– in pore water profiles at St. 4, MK, and 5B is clearly indicative that early diagenesis in Louisiana shelf sediments is not intense compared to Station 2b.

In order to quantify the organic carbon mineralization in these shelf sediments, the PROFILE software (Berg et al., 1998) was used and fitted to the DIC profiles of the four investigated stations. As bioirrigation is a major control on benthic fluxes in coastal areas (Glud et al., 1998) and some profiles show a double-bend pattern typical of irrigated profiles (e.g., the DIC profile at St. 2b), different bioirrigation rate constants (α in y–1) were used to calculate integrated DIC production rates in these sediments. In each case, the best fit of the PROFILE model to the data is displayed in Table 3.


TABLE 3. Integrated DIC production (in mmol m–2 d–1) for the station studied in 2017.

[image: Table 3]Integrated DIC production calculated using the PROFILE model at the River delta station 2b matched the carbon remineralization (16.5 mmol m–2 d–1) rate calculated for the same station from a complete diagenetic model run at steady-state (Owings et al., 2021). Integrated DIC production rates revealed that the mineralization rate at this station (St. 2b) is greater than the average mineralization rate at the other stations on the Louisiana shelf (St. 4, MK, and 5B), even though mineralization rates are highly variable with a strong positive link to bottom water oxygen levels (Table 3). The large DIC production rate at St. 2b is accompanied by a large SO42– decrease which indicates prevalent sulfate reduction in sediments near the Mississippi River delta. In contrast, lower DIC productions at St. 4, MK, and 5B (average 6.8 ± 5 mmol m–2 d–1) were related to limited SO42– decreases indicating low sulfate reduction rates. These findings indicate that anoxic diagenesis was not favored in the nearly-hypoxic (MK) and hypoxic (5B) zones of the Louisiana shelf. These results rather suggest that manganese and iron reduction were the most active pathways and produced the majority of DIC at these two stations, while sulfate reduction was negligible.

Integrated DIC production rates from the present study on the Louisiana shelf (0.7–12 mmol m–2 d–1) can be compared to benthic DIC fluxes at steady-state. They fall in the lower range of core incubations measurements (averages 15.2 ± 2.1 mmol m–2 d–1 for shelf stations; Lehrter et al., 2012) and are lower than in situ benthic DIC fluxes measured in August 2011 (18–59 mmol m–2 d–1; Berelson et al., 2019). In the case of the Lehrter et al. (2012) study, interannual and seasonal variability may explain the observed difference as half of the measurements were conducted during spring, before deposition of the spring bloom to the sediment. Nevertheless, the benthic DIC fluxes measured at station Z02-Z03 (equivalent to station MK and 5B) were approximately double (or triple) the integrated DIC production rates calculated in the present study. The largest benthic DIC flux (59 mmol m–2 d–1; Station 9) in Berelson’s study could be attributed to a diagenetic hot spot, as the other fluxes (stations 1 and 8) hovered around 18–19 mmol m–2 d–1, in the upper range of Lehrter’s values. Thus, benthic DIC fluxes, either obtained by in situ measurements or ex situ sediment incubations, showed values that were approximately two to three times larger than the internal production of DIC calculated in the present study using DIC depth profiles and bioirrigation. One possible bias of this comparison is the fact that fluxes and integrated DIC production rates were obtained from different years and seasons. Indeed, although previously published DIC fluxes cover a large range, their average shows a clear difference by a factor of two to three with the integrated DIC production rate calculated in this study.

We can thus hypothesize that such differences could be related to the efficient mineralization of organic matter at the SWI, which is not captured by standard centimeter-scale pore water profiles used for PROFILE calculations. In this hypothesis, oxic mineralization and metabolic CO2 production at the SWI could be a major component of DIC fluxes measured by whole core incubations despite not being detected in pore water profiles due to the low vertical resolution. Calcium carbonate dissolution near the SWI is another potential process that may increase DIC fluxes (Rao et al., 2014). The surface sediment (Figure 5B) showed near-saturation with respect to calcite (ΩCa = 0.8–1) and undersaturation with respect to aragonite (ΩAr = 0.5). Although carbonate minerals in these sediments probably consist of detritic calcite and foraminifera shells (calcite), to the best of our knowledge, the type of calcium carbonate present in the Louisiana shelf sediments is not known. More importantly, the CaCO3 content of these sediments is apparently low, with an average 0.5% inorganic carbon by weight (Gordon and Goni, 2004). As the calcium carbonate content is low, with an even lower proportion of aragonite, and porewaters were saturated with calcite in surface sediments, it is reasonable to assume that carbonate dissolution is limited and does not contribute significantly to the DIC flux.

Accordingly, if benthic DIC fluxes based on core incubations or benthic chamber measurements (18–19 mmol m–2 d–1; Berelson et al., 2019; 15.2 mmol m–2 d–1; Lehrter et al., 2012) were two to three times larger than internal sediment production of DIC based on depth profiles (6.8 ± 5 mmol m–2 d–1 for station 4, MK, and 5B), the present hypothesis implies that a significant proportion of the benthic DIC production could take place at the SWI by deposition and rapid remineralization of organic matter. The proportion of “surface mineralization” could be even greater for station 5B where less mineralization was calculated from the depth profiles (Table 3). This hypothesis clearly requires field-based measurements of concomitant DIC fluxes and concentration profiles for testing (e.g., Rassmann et al., 2020).

Overall, the findings of the present study based on oxygen time series in the water column, DOU calculations, and DIC flux discrepancy between benthic exchange fluxes and integrated rates suggest that consumption of organic matter at stations 4, MK, and 5B on the Louisiana shelf was intense in the water column and at the SWI (first few millimeters), but that recycling of organic matter was limited in deeper sediments (2–20 cm).



Proposed Mechanism: Dysfunction of Bioturbation During Hypoxic Stages

Numerous publications have described the life conditions of demersal and benthic fauna in the context of hypoxia (Rabalais et al., 2001a, b, 2002; Levin et al., 2009; Middelburg and Levin, 2009; Briggs et al., 2015; Devereux et al., 2019; Rabalais and Baustian, 2020). Hypoxic areas are known as “Dead Zones” due to the scarcity of fishable species that leave the area when oxygen is below the hypoxic threshold of 63 μmol L–1 (Rabalais et al., 2001b). Below this threshold, burrowing invertebrates are stressed and ultimately die as oxygen levels decrease and persist over time (Rabalais et al., 2002; Levin et al., 2009; Middelburg and Levin, 2009; Metzger et al., 2014; Riedel et al., 2014). It can thus be hypothesized that the bioturbation function of the ecosystem, which relies on macrofaunal invertebrates’ activity, is largely affected by hypoxia. Yet, bioturbation, when active, is the major transport of organic substrate to deeper sediment layers and thus fuels microbial activity at depth (Burdige, 2006). Information on bioturbation or bioirrigation during the summer hypoxic phases in the Louisiana shelf is scarce. Briggs et al. (2015) used sediment profiling imagery (SPI), X-rays, and radionuclides to investigate biogenic structures and bioturbation activity on the Louisiana shelf in spring and late summer (September) and concluded that sites with a high exposure to seasonal hypoxia (75%) displayed smaller biogenic structures at a lower density than less impacted sites. At these stations located on the fringes of hypoxia (Rabalais and Baustian, 2020), they showed that bioturbation recovered rapidly in September, after an oxygen intrusion event in the bottom waters. A similar observation was made by Devereux et al. (2019) in late September, with oxic waters and active bioturbation in the sediment of seasonally hypoxic zones. Baustian and Rabalais (2009) and Rabalais and Baustian (2020) indicated that sediments in area of the northern GoM severely impacted by seasonal hypoxia contain smaller, less diverse infauna with lower biomass that are primarily opportunists and either surface deposit feeders or subsurface deposit feeders in the upper centimeter of the sediments, where the organic matter is deposited. They also indicated that macrofaunal density drops during hypoxic phases (Baustian and Rabalais, 2009) from low to even lower abundances. Most benthic infauna in the nGoM hypoxic zone during spring 1990 through fall 1991 were located within the upper 2 cm of the sediments (Rabalais et al., 2001b).

Visual inspection of sediment cores indicated minimal burrowing infauna. The lack of benthic biogenic structures at stations 4, MK, and 5B is corroborated by the 2D-DET images of dissolved iron (Figure 7) which showed little horizontal heterogeneity, contrarily to typical observation in coastal bioturbated sediments. Several studies showed that iron is sensitive to bioturbation with complete depletion within burrows when bio-irrigation is active. Abandoned burrows also affect pore water chemistry by generating iron-enriched environments within their walls (e.g., Robertson et al., 2009; Thibault de Chanvalon et al., 2017; Aller et al., 2019). The lack of structures on 2D-DET observations indicate that bioactivity was sparse and probably absent at the time of sampling at these shelf stations.

Interestingly, a generally low bioturbation intensity throughout the year, that is further depressed during hypoxic and anoxic conditions, could explain the suggested disconnect between the intense carbon mineralization in the bottom waters and sediment interior (Figure 9). Bottom waters and surface sediments probably show large mineralization activity, as evidenced by the rapid (Figures 3, 4) O2 consumption related to the large quantities of labile organic matter raining from surface waters during the spring/summer. Conversely, labile substrate availability is probably restricted in the deeper sediments as a result of the low bioturbation year-round because of the dominance of surface deposit feeders (Figure 9). In this scenario, oxygen consumption and DIC production at the SWI would be strengthened during the summer period, as long as oxygen remains near the hypoxic threshold, due to the deposition of labile organic matter at the sediment surface (Figure 9). In this case, oxygen consumption at the SWI may increase acidification of bottom waters as a result of the DIC produced during oxic degradation (Supplementary Figure 1). A powerful counteracting mechanism would rely on alkalinity production during anoxic mineralization. Indeed, in these sediments, metal reduction (Mn and Fe) is active, which may produce significant alkalinity concentration. However, reoxidation of these dissolved reduced metals with oxygen at the SWI generally consumes most of the alkalinity produced by these reduction reactions (Hu and Cai, 2011). This produces limited net TA fluxes and limits acidification mitigation by benthic alkalinity production. Compounded by the lack of sulfate reduction as a result of the decrease in labile organic inputs in the sediment interior, net alkalinity-generating processes such as FeS production and burial following sulfate reduction (Hu and Cai, 2011; Rassmann et al., 2020), which mitigate acidification in the coastal ocean, are most probably limited at the investigated stations.


[image: image]

FIGURE 9. Proposed conceptual model for the summer period: The generally low bioturbation throughout the year and its decrease in summer, concomitantly with the increase in organic matter deposition from the water column, limits organic matter penetration into the sediment by reducing the mixing of new particles with the deeper sediments (horizontal red bars indicate horizontally-layered structure with limited transport). The transport of reactive organic matter is thus limited throughout the year and especially in summer during hypoxic periods, therefore generating a biogeochemically inactive sediment interior (small red arrow in the sediment indicating low DIC internal production) and an active sediment-water interface with important mineralization (large red arrow for total DIC flux).




CONCLUSION

This study investigated early diagenesis in Louisiana shelf sediments using high resolution techniques near the SWI (amperometric, voltammetric, and potentiometric microelectrodes; DET) and state-of-the-art pore water extractions. A spring to fall time series of bottom water oxygen concentration was also used to investigate hypoxia generation and the biogeochemical dynamics of oxygen consumption in the water column.

From these data, it was possible to conclude that organic matter recycling in the water column near the SWI is disconnected from diagenesis in the sediment interior. Indeed, oxygen consumption was particularly active in the water column during summer as a result of the warm temperature and availability of labile organic matter. Dissolved oxygen was rapidly depleted in the water column, and prolonged periods of hypoxia existed during the summer stratification, therefore attesting the intensity of organic matter mineralization and the lability of the organic substrates. The onset of hypoxia was accompanied by large recycling of organic matter at the SWI as evidenced by dissolved oxygen microprofiles and DOU rates. In contrast, early diagenesis in the shelf sediment interior (St. 4, MK, and 5B) was not intense as revealed by the limited increase in pore water metabolites (DIC, NH4+, and DIP), little decrease in SO42– concentration and small DIC production rates in the sediment interior. This leads to the conclusion that hypoxia does not favor anoxic diagenesis on the Louisiana shelf, at least at the investigated stations.

The lack of connectivity between surface and subsurface sediments was attributed to the lack of bioturbation year-round and especially in summer, when fresh labile organic matter is deposited at the sediment surface. Hypoxic conditions, starting at the end of the spring prevent benthic macrofauna from burying fresh organic matter within the sediment, therefore limiting substrate availability in the deeper sediment layers (2–20 cm). This lack of organic matter entrainment to the sediment interior may have a profound effect on the onset and maintenance of hypoxia and acidification in bottom waters. Indeed, aerobic processes at the SWI consume oxygen and produce DIC without alkalinity, which favor hypoxia and acidifies the bottom waters without any “temporary storage” typically associated with mixing by bioturbation in the deeper sediment layers and slow diffusion in the pore waters. In addition, alkalinity-producing processes linked to anoxic diagenesis (production and burial of FeS) are absent in these hypoxic sediments, thus preventing mitigation of overlying water acidification.
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Repeat observations over the Kochi and Mangalore shelves of the southeastern Arabian Sea (SEAS) during April to December 2012 revealed substantial accumulation of methane (CH4) in the nearshore waters (48.6 ± 34.4 nM) compared to the outer shelf (2.9 ± 0.7 nM). Sediment methanogenesis and estuarine discharge appear to be the major sources of CH4 in the nearshore regions during non-upwelling period. But under oxygen deficient conditions that prevail during the upwelling period, extremely low concentrations of CH4 in the nearshore anoxic region of Mangalore (14 ± 2 nM) compared to similar region of hypoxic Kochi shelf (35.5 ± 15.4 nM) have been observed. We propose that this is mainly due to its greater loss through anaerobic oxidation and in part by the reduced sedimentary inputs by weak bioturbation over Mangalore relative to Kochi. On an annual basis, SEAS is found to be a net source of CH4 to the atmosphere with its efflux ranging from 0.03 to 170 μmol m–2 d–1 (21.9 ± 36.7 μmol m–2 d–1). Following a zonal extrapolation approach, the estimated CH4 efflux from the SEAS (7–14°N; 3.2 Gg y–1) accounts for up to ∼16% of the total CH4 emission from the Arabian Sea.

Keywords: methane, upwelling, coastal anoxia/hypoxia, anaerobic oxidation, bioturbation, methane flux


INTRODUCTION

Coastal seas, important sites of methane (CH4) production, are estimated to contribute up to ∼20% emission of all greenhouse gases (IPCC, 2013). Despite their relatively small geographical coverage (16%), the shelf region accounts for 75% of the oceanic CH4 emission (Bange et al., 1994). Tropical oceans are found to be a net source of CH4 although their effective contribution to the global CH4 budget is relatively small (<4%; Reeburgh, 2007; Kirschke et al., 2013). Marine CH4 is produced under anaerobic conditions in sediments, interior of suspended particles, and in the guts of zooplankton (de Angelis and Lee, 1994; Karl and Tilbrook, 1994; Boetius et al., 2000). CH4 production in the coastal zones is linked to high phytoplankton biomass (Tilbrook and Karl, 1995; Oudot et al., 2002; Damm et al., 2008), its seepage from sea bed reserves (Borges et al., 2016) and sediment-water exchange is augmented by upwelling (Kock et al., 2008; Brown et al., 2014). CH4 is also likely to be produced by aerobic decomposition of methylphosphonate releasing phosphorus in phosphate poor environments (Karl et al., 2008). Inland waters and estuaries also contribute to high coastal CH4 concentrations (Jayakumar et al., 2001; Rao and Sarma, 2016, 2017; Upstill-Goddard and Barnes, 2016).

CH4 emission from coastal zones exhibit large variability due to variations in primary production, decomposition of organic matter, upwelling intensity, etc. (Rehder et al., 2002; Kock et al., 2008). A good example for this is the eastern Arabian Sea (EAS) coastal (alias west coast of India) upwelling system, one of the most intense oxygen deficient shelf systems of world’s ocean, where the magnitude of CH4 emissions has not been well quantified. The previous studies on CH4 from the EAS reported its high surface supersaturation (89–2521%) and several fold higher effluxes compared to oceanic averages (Owens et al., 1991; Patra et al., 1998; Jayakumar et al., 2001; Shirodkar et al., 2018). A significant part of its supersaturation is apparently contributed by the release from sediments along the Indian continental shelf (Karisiddaiah and Veerayya, 1994, 1996). Bange et al. (1998) reported near saturation of CH4 in the central Arabian Sea (103–107%) and supersaturation in the coastal upwelling off Oman (up to 156%) and in an upwelling filament (up to 145%). On the other hand, highly productive regions of west coast of India, with one of the largest low-oxygen zone in the world (Naqvi et al., 2006, 2009), favor in situ production of CH4 in the water column (Owens et al., 1991; Jayakumar et al., 2001).

Most of the CH4 data from the Arabian Sea (AS) correspond to offshore regions and very few datasets are available from the coastal regions. Patra et al. (1998) and Jayakumar et al. (2001) have reported considerable spatial and temporal variation in CH4 distribution and fluxes along the EAS, with highest concentration of ∼24 nM during the late summer monsoon. Naqvi et al. (2005, 2010) have reviewed the importance and cycling of CH4 mostly based on the data generated during the Arabian Sea Process Study (1992–1997). They have reported that the coastal wetlands along the west coast of India potentially contribute CH4 to the nearby coastal regions. Recently, Shirodkar et al. (2018) reported moderate accumulation of CH4 under oxygen deficient conditions over the EAS shelf during the late summer monsoon. Most of the studies on CH4 cycling along the EAS shelf were based on the observations from its central region where intense oxygen deficiency (anoxic/suphidic) prevailed seasonally. Although strong upwelling also occurs over the southeastern Arabian Sea (SEAS), the existence of both anoxic/sulphidic and hypoxic conditions (Gupta et al., 2016; Sudheesh et al., 2016) makes this region different. The present study examined the CH4 distribution and its emissions from the water column to evaluate the influence of upwelling and estuarine contribution over the SEAS shelf. Accordingly, the study focused on (i) factors influencing the distribution and variability of CH4 concentrations, (ii) role of deoxygenation and macrofauna on CH4 concentrations, and (ii) its fluxes from the SEAS shelf.



MATERIALS AND METHODS


Study Area

The present study focuses on the SEAS, between ∼7° and 14°N (Figure 1). The biogeochemistry of the SEAS is closely linked to the seasonally changing coastal currents by northward and southward flowing West India Coastal Current (WICC) during winter monsoon (WM) and summer monsoon (SM), respectively (Shankar et al., 2002; Amol et al., 2018). The transition seasons viz. spring inter-monsoon (SIM) and fall inter-monsoon (FIM) exhibit mixed signals between SM and WM (Shankar et al., 2002). The SEAS is largely impacted by monsoonal forcing on the mixed layer variations and nutrient cycling. The seasonal reversal of surface circulation enables the southward transport of high salinity waters from the northern Arabian Sea during SM, and northward transport of low salinity waters during WM. The oxygen minimum zone (OMZ; DO < 20 μM) in the AS is among the largest in the world and its advection onto the continental shelf during SM results in severe coastal hypoxia causing drastic changes in the biogeochemical properties including the emission of greenhouse gases (Naqvi et al., 2000; Naqvi and Jayakumar, 2000; Gupta et al., 2016; Sudheesh et al., 2016, 2017). Many small rivers like Mandovi and Zuari in Goa, Netravati in Mangalore flow across the coastal plain and drain into the northern part of SEAS. Cochin (Kochi) estuary (CE), the largest estuarine system of the southwest coast of India, debouch freshwater into the southern part of SEAS, and its annual mean discharge is much higher (12.33 km3) compared to other major estuaries like Zuari (3.25 km3), Mandovi (3.31 km3) and Netravati (11.06 km3) of this region (Krishna et al., 2016). The CE, one of the largest estuarine systems along the southwest coast of India, is a highly heterotrophic system impacted with increased anthropogenic activities (Thottathil et al., 2008; Gupta et al., 2009) and opens directly at the present study site. Recent studies have, however, shown that the CE is acting as heavy sink zone due to high turnover rates of nitrogen, hence its export impact on coastal biogeochemistry is limited mostly to the nearshore region (Bhavya et al., 2016, 2017, 2018; Gupta et al., 2016). During the SM upwelling, shelf waters of southern SEAS experience hypoxia but anoxic conditions prevail both in the water column and sediments of the northern SEAS, triggering varying degree of denitrification over these shelves (Sudheesh et al., 2016).
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FIGURE 1. Stations location map.




Sample Collection and Analysis

Repeat observations in the shelf waters off Kochi (∼10°N), SEAS were conducted from April to December 2012 (7 times) onboard FORV Sagar Sampada covering four seasons viz. spring inter-monsoon (SIM: April), summer monsoon (SM: June-September), fall inter-monsoon (FIM: October), and winter monsoon (WM: November-December). Samples were also collected from a nearby transect off Mangalore (12.8°N) during SIM (April), SM (September) and WM (December) to compare CH4 dynamics in the two shelf regions. Along both transects, six stations each were occupied at water depths of 13, 20, 30, 40, 50, and 100 m (Figure 1). Both transects can be classified into four zones viz. nearshore (station 1), inner shelf (stations 2 and 3), mid-shelf (stations 4 and 5), and outer shelf (station 6).

Temperature and salinity profiles were recorded using Sea-Bird CTD profiler (911 plus). Water samples were collected from different depths using Niskin samplers (mounted to CTD rosette for coastal stations). Samples for dissolved oxygen (DO) were collected in 60 ml glass bottles. 0.5 ml each of Winkler reagent was added to the sample to fix DO. After acidification the liberated iodine was titrated against 0.001 N sodium thiosulphate using starch-based visual end point detection (Grasshoff et al., 1999). The small amount of DO carried by the reagents was not subtracted and sodium azide was not used to prevent nitrite interference in the Winkler method. The detection limit is ∼2 μM. Samples for nitrate (NO3–) and nitrite (NO2–) were analyzed spectrophotometrically (Thermo Evolution 201) within few hours of collection following standard procedures (Grasshoff et al., 1999). The analytical precision, expressed as standard deviation based on replicate analyses, was ± 0.01 and ± 0.05 μM for NO2– and NO3–, respectively. Samples (2 L) for chlorophyll (Chla) estimation were filtered onboard through Whatman 47 mm GF/F filter (0.7 μm) under gentle vacuum (<50 mm Hg) and stored at −20°C until analysis. Chla on the filters were extracted with 90% acetone at 4°C in the dark for 12 h and measured fluorometrically (Joint Global Ocean Flux Study, 1994). Samples for particulate organic carbon (POC) were filtered through pre-combusted (4 h at 450°C) 47 mm Whatman GF/F filters and stored at −20°C until analysis. The samples were dried at 40°C overnight, fumigated with HCl in a desiccator for 6 h to remove the inorganic carbon, again dried overnight and analyzed using CHN analyser (Flash EA 2000, Thermo, United States).

Water samples for CH4 and nitrous oxide (N2O) were collected in 60 ml glass bottles immediately following the sampling of DO. Samples were poisoned using saturated mercuric chloride (0.5% v/v) to arrest the microbial activity. The neck of the bottles was sealed using parafilm and samples were kept in dark until analysis. Dissolved CH4 and N2O were analyzed by multiple phase equilibration technique (McAuliffe, 1971). The details of N2O analysis were already described by Sudheesh et al. (2016). Briefly, 25 ml of sample was equilibrated with an equal volume of ultrapure helium in a gas-tight syringe by vigorous shaking at room temperature for 5 min. The headspace gas was then injected through a 5 ml sampling loop into a gas chromatograph (Shimadzu) equipped with a Flame Ionization Detector for CH4 and 63Ni Electron Capture Detector for N2O. The separation was achieved over a stainless steel column (1.8 m length and 2 mm ID) packed with molecular sieve 5A (80/100 mesh, Toshvin) maintained at a temperature of 60°C (40°C for N2O). The instrument was calibrated by several dilutions of CH4 standard (Scotty II Analyzed Gases) procured from Supelco Inc., United States. All the carrier gases and combustion gases used in the analysis were of ultra-pure grade. Air samples were frequently run to monitor instrument response, which was quite linear within the range of concentrations encountered during the course of this study.

Equilibrium solubility of CH4 in the surface waters at the observed temperature and salinity was calculated according to Wiesenburg and Guinasso (1979) using an average atmospheric CH4 mole fraction of 2.03 ppm as reported recently by Rao and Sarma (2017) for the east coast of India.

The percentage saturation of CH4 was calculated as,
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where, Cw is the measured concentration of dissolved CH4 and Ca is the equilibrium concentration in seawater.

The sea-air exchange flux density was computed from
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where, k (cm h–1) is the gas exchange velocity derived as a function of wind speed (U, m s–1) according to Wanninkhof (2014):
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Sc, the Schmidt number for CH4, was calculated from temperature (t) according to the polynomial fit given by Wanninkhof (2014). Continuous wind speed recorded along the ship’s cruise track using automated weather station installed onboard (10 m above sea surface) was used to obtain daily average wind speed and was used for sea-air flux calculations.



RESULTS AND DISCUSSION


Spatio-Temporal Variation in Shelf Hydrography, Dissolved Oxygen and Nutrients

The spatio-temporal variations in hydrographical properties, DO and nutrients observed during this study were presented earlier in detail by Gupta et al. (2016) and Sudheesh et al. (2016). Briefly, upwelling off Kochi was found to initiate at the shelf break during January-March, progressed steadily to mid shelf by April and to inner shelf by May. It intensified over the entire shelf from June to August, began to retreat rapidly in September and completely disappeared by October. Under intense solar radiation, sea surface temperature (SST) showed a maximum (>30°C) in April. By May, SST over the inner shelf dropped by 2.8–3.4°C (Table 1) due to upwelling and the cooling trend continued till the SM peaked in August. Thereafter, with the withdrawal of upwelling, SST again increased till December (Figure 2A). The mixed layer depth (MLD, defined as 0.2 kg m–3 density difference from surface) was thin (∼20 m) during SM and thick (∼50 m) over the outer shelf during WM. During SM, the influence of fresh water could be noticed from the sea surface salinity (SSS) which dropped by about 1.5–2.0 during April-June (Table 1), and varied between 33.8 (July) and 31.65 (September).


TABLE 1. Monthly variation in temperature, salinity, and CH4 saturation and fluxes in the surface waters of SEAS.
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FIGURE 2. Monthly distribution of (A) temperature (°C), (B) salinity, (C) dissolved oxygen (μM), and (D) methane (nM) off Kochi.


Like Kochi, coastal waters off Mangalore also exhibited clear seasonality in hydrographical properties. Surface waters were warm in April (>30°C) and significantly cooler in September (<27°C, Figure 3A) due to strong upwelling. Thereafter, SST again increased by December (>29°C). The depth of 26°C isotherm (D26), which is used to track the progression of upwelling, shoaled from ∼70 m to <10 m between April and September off Mangalore whereas the same shoaled only up to 20 m off Kochi. This indicates a more vigorous upwelling over the Mangalore shelf during September (late SM) when this process was already waning off Kochi. Strong stratification prevailed in September with low salinity waters (29–33) occupying the upper 5 m of the water column up to mid-shelf off Mangalore due to the SM runoff (Figure 3B). Such an intense upwelling and runoff during the SM led to much stronger thermohaline stratification off Mangalore relative to off Kochi.
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FIGURE 3. Seasonal distribution of (A) temperature (°C), (B) salinity, (C) dissolved oxygen (μM), and (D) methane (nM) off Mangalore.


With the advent of upwelling, the Kochi shelf experienced oxygen depletion by June and the intense hypoxic conditions in subsurface waters persisted in July (Figures 2, 4; Sudheesh et al., 2016). Between April and June, the water column below 30 m turned intensely hypoxic (DO < 50 μM) and the euphotic zone was enriched with nutrients (NO3–: 8 ± 7 μM; NO2–: 0.7 ± 0.9 μM) (see Supplementary Figures S1–S5 of Gupta et al., 2016). The concentration of DO decreased up to 7 μM in bottom waters and NO2– concentration reached a maximum of 3.2 μM in June due to possible sedimentary denitrification off Kochi. Relative to Kochi, the more sustained and intense upwelling of suboxic/anoxic waters over the Mangalore shelf resulted in bottom water anoxia during September (Figures 2, 3). The resultant intense reducing conditions in the nearshore bottom waters and sediments were manifested by the occurrence of denitrification and sulfate reduction (Sudheesh et al., 2016). Intense H2S smell was noticed from the bottom waters and surface sediments up to its inner shelf during this period, though its concentration was not measured. But Naqvi et al. (2009) have reported build-up of H2S as high as 15.4 μM in these anoxic shallow regions during September. The near-absence of transient reduced forms like NO2– and N2O in the nearshore waters off Mangalore indicated complete denitrification to molecular N2 (Sudheesh et al., 2016).
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FIGURE 4. CH4 concentrations in the nearshore waters of (A) Kochi and (B) Mangalore.




CH4 Distribution

Dissolved CH4 concentrations over the Kochi (Figure 2D) and Mangalore (Figure 3D) shelves were generally in excess of saturation values with a gradual decrease from the inner shelf toward the outer shelf. Over the annual cycle, CH4 concentrations off Kochi ranged from 10.6 to 152 nM (52.5 ± 34.3 nM) in the nearshore, from 2.3 to 23.6 nM (7.6 ± 5.0 nM) over the inner shelf, from 2.1 to 13.4 nM (3.5 ± 1.8 nM) over the mid-shelf and from 2.1 to 5.0 nM (3.0 ± 0.7 nM) over the outer shelf. Similarly, CH4 concentration off Mangalore varied from 8.9 to 133 nM (39.5 ± 34.2 nM), from 5 to 17 nM (10.0 ± 3.4 nM), from 1.8 to 6.2 nM (3.0 ± 1.1 nM), and from 1.8 to 4.0 nM (2.6 ± 0.6 nM) for the nearshore, inner shelf, mid-shelf and outer shelf regions, respectively. Relatively high CH4 concentrations were recorded in the mid-shelf and outer shelf regions during the peak SM upwelling (June-July), but the nearshore regions showed high concentrations during non-upwelling periods except in April off Mangalore. High tide conditions during the sampling time in April could have resulted in lower contribution of CH4 from the adjoining Netravati estuary to the nearshore region off Mangalore.

Between April and September, when upwelling occurred over both the shelves, the cooler bottom waters (24–26°C) of the outer shelf characterized by somewhat elevated CH4 concentrations (>3 nM) shoaled up from ∼80 to 20 m (Figures 2D, 3D), but returned back following the retrieval of upwelling. This upliftment of subsurface waters led to relatively high CH4 supersaturation in the upper water column of the outer shelf during the summer monsoon (148 ± 25%) than non-monsoon periods (120 ± 22%). This is consistent with the results of earlier studies that reported high CH4 supersaturation (124–286%) during the summer monsoon due to offshore upliftment of subsurface CH4 maxima (Owens et al., 1991; Bange et al., 1998; Patra et al., 1998; Upstill-Goddard et al., 1999; Shirodkar et al., 2018).

The CH4 distribution generally showed a sharp decrease away from the coast (Figures 2D, 3D). Our parallel studies (unpublished) from the Cochin estuary (CE, Figure 1), a wetland eutrophic ecosystem, showed that CH4 levels in its lower estuary were consistently high in April (SIM): 300 ± 246 nM, September (SM): 334 ± 277 nM and December (WM): 217 ± 93 nM (Supplementary Figure S1). Sediments of CE in these regions have been found to contain organic carbon in high concentrations (3–5%) associated with high clay fraction (60–90%) (Martin et al., 2011) and its high decomposition rate (Gupta et al., 2009; Rao and Sarma, 2016) results in substantially high benthic CH4 fluxes to overlying water column (2.54–210 mg m–2 h–1, Verma et al., 2002). CH4 exported out of the CE through tidal exchange and runoff can influence its adjoining nearshore and inner shelf concentrations. This effect is significantly seen during dry non-upwelling periods, for example, in April and December when Kochi coastal waters are warm and saline (Figure 2 and Table 1), its nearshore waters are observed with higher surface concentrations of CH4 (152 and 105 nM) compared to bottom (110 and 70 nM) (Figure 4). In contrast, such estuarine effect is not significantly pronounced during monsoon as upwelling brings about 100 times lower CH4 concentrations (3.5 ± 0.5 nM; Figure 2) compared to estuarine concentrations (334 ± 277 nM; Supplementary Figure S1), thereby the nearshore CH4 concentrations (35 ± 21 nM; Figure 4) are significantly diluted by these two source waters. It must be noted that the significant thermohaline stratification prevailed during monsoon (Figure 2) will prevent the surfacing of upwelling waters. But there used to be spells of weak stratification when wind induced vertical mixing brings low CH4 subsurface waters to surface.

Significant correlations of CH4 with Chla (p< 0.001) and POC (p< 0.005) in nearshore waters during non-upwelling periods (Figure 5) indicate that apart from the estuarine inputs high phytoplankton production can also lead to water column methanogenesis (Owens et al., 1991; Karl et al., 2008). It can also be argued that tidal export flux of nutrients, apart from CH4, from the CE promotes phytoplankton production in the nearshore region; and this unrelated phenomenon is being “misrepresented” as a correlation between CH4 and Chla. The oligotrophic environments, as observed at mid and outer shelves during the non-upwelling period, may also favor CH4 production as reported elsewhere. For example, Karl et al. (2008) have argued that CH4 is produced aerobically through decomposition of methylphosphonate that might serve as a source of phosphorus in phosphate poor environments. However, Damm et al. (2010) reported CH4 production in nitrate-depleted systems that contained sufficient phosphate.
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FIGURE 5. Relationship of CH4 with POC and Chla in the nearshore waters of SEAS during summer monsoon (red) and rest of the year (blue).


Consistently high concentrations of CH4 in bottom waters over both the shelves irrespective of season (Figures 2D, 3D) clearly pointed to its benthic origin. Karisiddaiah and Veerayya (1994, 1996) reported large reservoir of CH4 few meters beneath the sediments of western continental shelf of India. During dry periods, the seepage of this CH4 probably maintains high levels in the overlying waters due to stable and less turbulent conditions. Sediment methanogenesis and CH4 diffusion to the overlying waters, augmented through sedimentary disturbances by benthic organisms, is expected to be the main source of CH4 in bottom waters (Reeburgh, 2007; Naqvi et al., 2010; Borges et al., 2016). This is in agreement with high CH4 production rates (0.2–3.1 μg CH4 g–1 d–1) measured in the upper 25 cm of nearshore sediments of the central west coast of India (Gonsalves et al., 2011). Significantly high CH4 concentrations over the inner shelf observed in the present study are supported by the results of Gireeshkumar et al. (2017) who reported up to 400 nM of CH4 in the nearshore bottom waters of Alapuzha region (∼9.2°N), south of present study area.



Methane Cycling Under Hypoxia/Anoxia

One of the most important factors that control biogeochemical cycling of CH4 is the redox state of the environment, which is primarily determined by the ambient oxygen concentration. Hypoxic/anoxic shelf waters, in general, serve as significant source for CH4 to the atmosphere (Naqvi et al., 2010). The shift in the redox state of the waters from oxic to anoxic (reducing) has been found to have a variable effect on CH4 accumulation (Naqvi et al., 2010, and references therein). This is more important in case of highly productive coastal upwelling systems, including SEAS, where the hypoxic/anoxic conditions prevailed seasonally. High CH4 accumulation up to 5.2 μM in the nearshore bottom waters has been reported in the upwelling waters off Namibia during intense anoxia (Monteiro et al., 2006; Brüchert et al., 2009; Table 2). Though the biological production in these upwelling waters (1.8 g C m–2 day–1) is comparable with that in the SEAS (up to 2.2 g C m–2 day–1; Shirodkar et al., 2018, and reference therein), the massive outbreaks of gases – mostly H2S and CH4 – from its anoxic seafloor have long been known to occur (Emeis et al., 2004), making this region different from the SEAS. The other upwelling systems like off Peru and Chile are also well known for acute oxygen deficiency including sulphidic conditions (Dugdale et al., 1977; Schunck et al., 2013) due to extremely high sediment organic carbon, especially off Peru (20–40%: Fossing, 1990) compared to the SEAS (<4%; Shirodkar et al., 2018, and references therein). This can fuel sedimentary CH4 production and elevate its concentrations in the overlying water column, though to our knowledge CH4 data is not available from these nearshore waters. But from a deeper Chilean shelf site (∼92 m) high CH4 concentrations of ∼80 nM were recorded (Farias et al., 2009). However, contrary to expectation, the present study showed significant reduction in CH4 concentrations in the nearshore waters of both the shelves, when hypoxic/anoxic conditions associated with upwelling prevailed (Figure 4). Upwelling enhances biological production and the reworking/remineralisation of this fresh organic matter may significantly elevate the sedimentary CH4 production (Gonsalves et al., 2011); this is expected to be more at Mangalore than Kochi shelf due to relatively intense upwelling and elevated phytoplankton production in the former region (Sudheesh et al., 2016). Yet, in September, lowest CH4 concentrations from entire study were recorded in the sub-pycnocline anoxic waters off Mangalore up to the inner shelf (13.9 ± 2.7 nM) compared to those over the hypoxic shelf off Kochi (39.0 ± 14.8 nM) (Figures 2, 3, 6). Such extreme low concentrations of CH4 are in consistent with those reported earlier from the same region/season (Naqvi et al., 2009).


TABLE 2. Comparison of CH4 concentration from natural coastal hypoxic systems.
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FIGURE 6. Comparison of vertical profiles for DO, NO3–, NO2–, N2O, and CH4 between Kochi and Mangalore for 13, 20, and 30 m stations (A–C, respectively) during September 2012.


The lower than expected CH4 levels in bottom waters over both the shelves during SM is possible due to mixing with relatively low CH4 concentrations in upwelling waters (Figures 2D, 3D). The upwelling intensity and associated dilution effect over the Kochi is at peak during peak SM (June–July), resulting in low concentrations of CH4 in its nearshore waters (Figure 2). But by late SM (September), the upwelling is in its recession thereby the weak dilution effect has facilitated accumulation of CH4 in the shallow stations near to the coast. However, unlike at Kochi, the upwelling over the Mangalore shelf during September is still sustained thereby the continued dilution effect has reduced the CH4 concentrations (Figure 3). Despite this intra-seasonal variability, the degree of dilution effect over both the shelves is expected to be similar, if so, the mixing alone cannot explain the observed lowest concentrations of CH4 off Mangalore during September.

Earlier studies by Naqvi et al. (2009) and our parallel studies by Sudheesh et al. (2016) reported that during upwelling the Mangalore shelf witnessed shifting from suboxic conditions in peak SM to anoxic conditions by late SM (Figure 3), which led to significant N loss through heterotrophic denitrification during peak phase but switched to autotrophic denitrification during late phase (Pratihary et al., 2014) when sediments of nearshore and inner shelf turned to sulphidic (Naqvi et al., 2009). Such autotrophic denitrification under sulphidic conditions has reduced NO3– to molecular N2 leading to complete loss of N with near absence of intermittent reduced forms like NO2– and N2O in the subpycnocline waters up to inner shelf. Similar absence of NO3– and NO2– were also reported recently off Goa (just north of present study) due to complete denitrification supported by labile sediment organic matter and intense sulfate reduction rates (Naik et al., 2017). Coincidentally, CH4 concentrations in these sulphidic waters are also distinctly low (Figures 3, 6), inferring either a lower sedimentary efflux or greater loss through oxidation under intense reducing conditions.

It has been shown recently that high rates of CH4 oxidation are sustained in the intensely oxygen depleted coastal environments (Steinle et al., 2017) and the CH4 removal through anaerobic oxidation is supported by complete denitrification (Ettwig et al., 2010; Haroon et al., 2013). The sedimentary CH4 has also been stated to undergo microbially mediated anaerobic oxidation by NO2–, Fe3+, Mn4+, and sulfate (Boetius et al., 2000; Beal et al., 2009; Haroon et al., 2013). The marked low concentrations of CH4 coinciding with extremely low concentrations of NO2– and N2O (Figures 6, 7) under excessive presence of H2S (Naqvi et al., 2009) over the Mangalore shelf are therefore possibly infer that greater loss of CH4 is augmented by complete denitrification and/or intense sulfate reduction. Gas charged sediments with pockets of CH4 were observed in the inner shelf regions of SEAS (Mazumdar et al., 2009) and the accumulation of H2S has been attributed to the oxidation of CH4 by sulfate in these shallow sediments (Naik et al., 2017), as well as from coastal sediments off Namibia and elsewhere (Fossing et al., 2000; Brüchert et al., 2003). The recent finding on significant influence of anaerobic oxidation of CH4 driven sulfate reduction across the sulfate-methane transition zone in the sediment cores of SEAS (Fernandes et al., 2020) has further strengthened above arguments. Indeed, a careful examination of annual climatology developed based on monthly/fortnightly averaged records over the Goa inner shelf (see Plate 2 of Naqvi et al., 2009) clearly depicted intra-seasonal shift during SM: NO2– (∼4 μM) and N2O (∼200 μM) were enriched under no sulphidic conditions during peak SM (August) but by late SM (September–October) they were down by an order of magnitude when the waters turned to sulphidic; many times CH4 enrichment was not experienced under such intense sulphidic and denitrified conditions (Shirodkar et al., 2018). Similarly, Mangalore shallow waters were also observed with substantial low concentrations of NO2– and N2O (<2 μM and ∼40 nM, respectively) under intense sulphidic conditions (up to ∼15 μM of H2S) during September 2001 (Naqvi et al., 2009), which is also the case from the present study (Figures 6, 7). There were also occasions at off Goa and Mangalore when maximum CH4 enrichment occurred under strong reducing conditions without being sulphidic (Shirodkar et al., 2018). Though the role of anoxia in CH4 accumulation/removal is not straightforward (Shirodkar et al., 2018) as was also seen from our data (figure not shown), the co-occurrence of poor CH4, and NO2– and N2O (Figure 7) along with high H2S concentrations (Naqvi et al., 2009) can infer that CH4 removal is succeeded by anaerobic oxidation. Recent studies suggest that nitrite-dependent anaerobic CH4 oxidation (n-damo) is an important pathway for its loss in aquatic systems (Ettwig et al., 2010; Hu et al., 2014). However, Shirodkar et al. (2018) based on their incubation experiments of anoxic waters with 15N-labeled NO2– in the presence/absence of CH4 have found that n-damo is not significant off Goa. If this is true, we expect very high accumulation of N2O as n-damo is known to bypass its formation. But the present as well as earlier studies (Naqvi et al., 2009) have clearly showed no substantial build-up of N2O (Figures 6, 7) during sulphidic periods in September, implying that the role of n-damo in CH4 sink cannot be ruled out completely.
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FIGURE 7. Relationship between CH4 concentrations and transient denitrified products in the nearshore regions during SM. Circled points depicting lowest concentrations correspond to Mangalore during September.


On the other hand, Kochi shelf being remained at hypoxic conditions has prevailed with anoxic sediments only at ∼20 cm below the surface at nearshore (unpublished data) when such sediments exist even close to sediment-water interface at Mangalore (Pratihary et al., 2014; Naik et al., 2017). This restricts to the occurrence of non-sulphidic and weak sediment denitrified/reduced conditions at Kochi (Sudheesh et al., 2016), as evidenced by relatively higher concentrations of NO2– and N2O, which does not support significant loss of CH4 relative to Mangalore (Figures 6, 7).

Apart from anaerobic oxidative loss of CH4, its low concentrations during SM are also possible to some extent due to less sedimentary diffusive efflux by the benthic fauna. In the SEAS shelf, macro infaunal communities are overwhelmingly dominated by deposit feeding opportunistic polychaetes (Abdul Jaleel et al., 2015). During the SM, the density and diversity of larger benthic fauna (prawns, crabs, molluscs, etc.) become insignificant and groups which are sensitive to hypoxia, like echinoderms, are either absent or least abundant (Parameswaran et al., 2018). Summer monsoon being the recruitment period for many marine organisms, the benthic fauna from the SEAS shelf is characterized by proliferation of juveniles but their abundance depends on the intensity of hypoxia (Abdul Jaleel et al., 2015). As stated earlier, unlike at Mangalore, Kochi surface sediments are just short of being anoxic in nature. Accordingly, benthic fauna in less stressful (hypoxic) environment off Kochi are able to survive and function, albeit at lower abundance and diversity, thereby contributing to sediment-water exchanges through bioturbation (Sivadas et al., unpublished). In contrast, the more stressful anoxic (sulphidic) conditions off Mangalore are expected to cause exclusion of the macro and megafauna, impacting ecosystem functions such as bioturbation and bio-irrigation (Levin et al., 2009). Our recent studies (unpublished) showed that even meiofaunal density in these anoxic regions have suffered maximum with almost an order of less magnitude compared to those in hypoxic regions. A significant reduction in sediment reworking (∼75%) by the less abundant burrowing organisms in such intense reducing environment (Sturdivant et al., 2012) is expected to cause lower CH4 diffusion rate (Bonaglia et al., 2017) at Mangalore relative to Kochi.

It has been shown that CH4 accumulation in the oxygen depleted waters over the eastern Arabian Sea shelf during late SM is gradually decreasing southwards from ∼22 to 104 nM off Goa, 14–70 nM off Karwar (between Goa and Mangalore) and 10–18 nM off Mangalore but increased to 80–84 nM off Kochi (Shirodkar et al., 2018). Though this trend is matching with the present results, it is unclear of what controls such trend. Our study, therefore, offers a plausible explanation that the reduction in CH4 concentrations in the nearshore anoxic/hypoxic waters of Mangalore/Kochi during SM can largely be defined by the degree of CH4 loss through its anaerobic oxidation and to some extent by its differential sedimentary diffusion rates controlled by the benthic bioturbation potential. Though the oxygen depleted coastal upwelling regions are the largest source of greenhouse gasses to the atmosphere amongst the world oceans, intense anoxic/sulphidic periods at times are beneficial in naturally reducing the potential impact of this greenhouse effect by converting CH4 to CO2 and/or bypassing N2O production.



Quantification of CH4 Emissions

The CH4 saturation levels off Kochi ranged from 101% to 7456% (Table 1) with maximum values in the nearshore region (2839 ± 1965%) followed by inner shelf (464 ± 183%), mid-shelf (148 ± 32%), and outer shelf (145 ± 27%). Similar saturation levels (101–6, 435%) were recorded off Mangalore where they also decreased drastically from nearshore (2011 ± 2132%) to inner shelf (546 ± 285%) and then to mid-shelf (156 ± 38%) and outer shelf (115 ± 16%). Relatively high nearshore saturation levels of CH4 off Kochi compared to those off Mangalore are attributed to greater CH4 contribution from the adjoining highly eutrophic CE relative to the Netravati estuary. The saturation levels observed over the mid and outer shelves were within the range reported earlier from the continental shelf of India by Jayakumar et al. (2001) and Shirodkar et al. (2018).

The air-sea CH4 emissions from SEAS (7–14°N) ranged from 3 to 170 μmol m–2 d–1 in the nearshore, 2.3–23.5 μmol m–2 d–1 in the inner shelf, 0.04–3.9 μmol m–2 d–1 in the mid-shelf and 0.03–3.8 μmol m–2 d–1 in the offshore regions. The computed fluxes from the mid and outer shelves are comparable with earlier studies from the Arabian Sea (Owens et al., 1991; Patra et al., 1998; Jayakumar et al., 2001; Shirodkar et al., 2018) and other coastal upwelling systems (Table 2). However, significantly higher fluxes from the nearshore region underscore the importance of these regions in contributing to the global CH4 flux as reported from elsewhere (Borges et al., 2016). On an annual basis, the air-sea CH4 emissions from the near-shore region of the SEAS (57.7 ± 45.4 μmol m–2 d–1) are 2–3 times higher than the global average for the continental shelves (22–37 μmol m–2 d–1 by Bange et al., 1994; 30 μmol m–2 d–1 by Borges et al., 2016) and ∼200 times higher than the global average of open oceanic waters (0.2–0.5 μmol m–2 d–1 by Rhee et al., 2009).

The annual sea-air flux of CH4 from the SEAS shelf (7–14°N) was estimated following a zonal and gridded extrapolation method (Sudheesh et al., 2016). Accordingly, the SEAS shelf was divided into two zones viz. 7–11°N and 11–14°N latitudes, which represent the Kochi and Mangalore shelves respectively. In addition, each of these shelf zones were subdivided into six grid boxes according to the water depth (viz. 0–15, 15–25, 25–35, 35–45, 45–75, 75–200 m), which correspond to six monitoring stations respectively from each transect. The fluxes from each grid box were computed by multiplying the surface area of each grid box with the corresponding station CH4 flux density. The sum of these grid box fluxes yielded CH4 flux of 2.6 and 0.6 Gg y–1 to the zones 7–11°N and 11–14°N, respectively. Combining these zones, CH4 efflux from the SEAS shelf (7–14°N) is estimated at 3.2 Gg y–1, which is equivalent to ∼16% of total emission from the Arabian Sea (∼20 Gg y–1; Bange et al., 1998 – flux computed according to Wanninkhof, 1992). The CH4 emissions from the offshore regions of Arabian Sea have been reported to account for <1% of its global oceanic emissions (Naqvi et al., 2005), however, the inclusion of emissions from the coastal Arabian Sea would elevate the contribution to global oceanic fluxes. It is suggested that the zonal integration approach followed in this study should be undertaken all along the western continental shelf of India to reduce uncertainties in estimation of CH4 emissions from the Arabian Sea.



CONCLUSION

The present study shows that the SEAS is a significant source of CH4 to the atmosphere. Higher CH4 concentrations were recorded in the nearshore region which gradually decreased toward offshore. Significantly high CH4 concentrations in the nearshore waters during non-upwelling period are presumably due to its combined inputs from sediments, in-situ production and estuarine export flux through tidal flushing. Contrary to expectation, increase in CH4 concentrations during seasonal hypoxic/anoxic periods was not observed. Instead, a decrease in CH4 concentration occurred in nearshore region of Mangalore during bottom water anoxic events in late summer is largely attributed to its greater sedimentary loss through anaerobic oxidation and in part by its reduced supply from sediment due to weak bioturbation. The estimated CH4 efflux varied between 0.03 and 170 μmol m–2 d–1 with an annual emission of 3.2 Gg from the SEAS (7–14°N), which is ∼16% of the previously reported total CH4 emission from the Arabian Sea. However, further studies are needed to understand the changes in CH4 emissions from the Indian continental shelves arising from the ongoing regional (e.g., eutrophication) and global (e.g., warming) environmental changes.
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FIGURE S1 | Surface CH4 concentrations in the Cochin estuary during 2012.
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The western Indian continental shelf houses the world’s largest naturally formed coastal low-oxygen zone that develops seasonally during the summer monsoon. We investigated multiple reductive nitrogen transformation pathways and quantified their rates in this system through anaerobic incubations with additions of 15N-labeled substrates during the anoxic period for three consecutive years (2008–2010). Addition of 15N labeled ammonium (15NH4+) resulted in low to moderate anaerobic ammonia oxidation (Anammox) rates in about half of our incubations from the oxygen depleted waters. In contrast, incubations with labeled nitrite (15NO2–) led to large production of 30N2 over 29N2 in all incubation experiments, indicating denitrification to be the dominant N-loss pathway. Rates of dissimilatory nitrate/nitrite reduction to ammonium (DNRA) were found to be highly variable and were lower by an order of magnitude than the denitrification rates. Extrapolation of average rates over the sampling periods and volume of anoxic waters showed large nitrogen removal (3.70–11.1 Tg year–1) which is about three times as high as the previously reported estimate (1.3–3.8 Tg year–1). Despite the small area it occupies, this shallow seasonal anoxic zone may account for as much as 20–60% the of the total annual fixed nitrogen loss in the perennial oxygen minimum zone of the Arabian Sea.
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INTRODUCTION

As in other parts of the North Indian Ocean, hydrography and biogeochemistry over the western Indian continental shelf (WICS) are also dominated by seasonal reversals of surface currents associated with the monsoons (Schott and McCreary, 2001; Naqvi et al., 2006a). During the winter or the Northeast Monsoon (NEM) the West India Coastal Current (WICC) anomalously flows poleward, causing downwelling and oligotrophic, well-oxygenated conditions off the Indian west coast. By contrast, the region behaves as a mini eastern boundary upwelling system during the summer or the Southwest Monsoon (SWM) when the WICC flows toward the equator. The equatorward flow induces upwelling, which is weak except off the southwest coast of India and the west coast of Sri Lanka where winds are more favorable. As a result, there is only modest enhancement of primary productivity and consequent oxygen demand in near-bottom waters (Naqvi et al., 2010a). However, despite moderate oxygen demand there are several factors that contribute to development of intense anoxia in near bottom waters: (1) The upwelled water, derived from the upper part of the mesopelagic oxygen minimum zone of the Arabian Sea is oxygen-depleted to begin with, although not anoxic; (2) Due to slow upwelling the upwelled water remains over the shelf for a long time; and (3) The cold, saline upwelled water is capped by a thin (<10 m) warm, fresher lens, unusual for any upwelling system, formed due to intense precipitation in the coastal zone during the SWM, resulting in very strong stratification very close to the surface, thereby greatly restricting oxygen diffusion from the surface. The exact time of formation of this coastal OMZ varies strongly. It seems to gradually evolve from the south to the north. Upwelling along the WICS has been reported to start in the south (8oN, off Cochin) probably during spring (in March) (Stramma et al., 1996; Schott and McCreary, 2001), gradually extending northward. In the north (19oN, off Mumbai) the effect of upwelling is felt at least until early December (Naik, 2003; Shankar et al., 2005). This time span far exceeds the duration of the SWM. However, strong water column stratification starts in June due to intense rainfall in coastal areas, which facilitates the formation of the low oxygen zone. The oxygen deficiency intensifies with time resulting in the prevalence of reducing conditions – conversion the oxidized nitrogen to molecular nitrogen (N2) followed by reduction of sulfate (SO42–) to hydrogen sulfide (H2S) – by July–August. In the north (e.g., off Mumbai) such conditions develop later in the season and last up to October–November. Thus, overall, reducing conditions over the WICS prevail for at least 3 months (90 days) (Naik, 2003; Naqvi et al., 2006b). These processes operate over a large geographical area, making the WICS the single largest low-oxygen system of its kind in the world, occupying an area of ∼200,000 km2 (O2 < 20 μM) – an order of magnitude bigger than the area of the famous dead zone of the Gulf of Mexico (area with O2 < 62.5 μM: 22,000 km2 – Rabalais et al., 2010). The shallow anoxic zone in the eastern Arabian Sea is believed to provide significant feedback to the global climate change through unusually high emissions of N2O (nitrous oxide) and DMS (dimethyl sulfide) (Naqvi et al., 2000; Shenoy et al., 2012).

As evident from the chemical data – a decrease in nitrate (NO3–) and a concomitant accumulation of nitrite (NO2–) – reductive nitrogen removal from this system typically begins to occur during the later phase of the SWM in July/August and continues till October/early November (Naqvi et al., 2009). The reducing zones can be categorized into “suboxic” (functionally identified by the presence of secondary NO2–, although it must be pointed out that recent work by Thamdrup et al. (2012) has shown that the secondary NO2–-bearing waters are also functionally anoxic) and anoxic (sulfidic); these zones are geographically separated, often located over the mid- and inner parts of the shelf (Naqvi et al., 2009). Direct measurements of N-loss rates and the processes involved are very scarce from WICS. Heterotrophic denitrification (NO3–→NO2–→NO→N2O→N2), in which bacteria use NO3– as an electron acceptor for organic matter oxidation (Froelich et al., 1979), was long believed to be the only process removing fixed nitrogen from the ocean, until anammox was recognized to be another major N-loss pathway (Dalsgaard et al., 2003; Kuypers et al., 2003). In previous studies undertaken over the WICS, rates reaching up to 837 nmol L–1 d–1 were determined based on changes in NO3– + NO2– concentration over time at fixed sampling locations (Naik, 2003). Similar rate was also calculated assuming that the initial NO3– content of 20 μM in the upwelled water was fully utilized over a month (Naqvi et al., 2006b). Overall annual N-loss in the range of 1.2–3.6 Tg was arrived at by scaling up these rates to the entire shelf for the duration of the seasonal anoxia. However, these estimates should be considered as minimum estimates as replenishment of the nitrate pool had not been taken into account. Devol et al. (2006) estimated N-loss at a few coastal stations by incubating samples spiked with 15NO3– on board ship and measuring the growth of 15N-labeled N2. The average rate was found to be to 33.2 nmol N L–1 d–1. The highest rate measured by these authors was 207 nmol N L–1 d–1, only about a quarter of the rate inferred from the overall changes in the nutrient concentrations. However, these measurements suffered from several uncertainties. For example, they did not take into account the possible N-loss through anammox. Moreover, the signal of labeled N2 produced from 15NO3– may be significantly diluted due to mixing of 15NO2–, originated during the first step of denitrification pathway, with high ambient substrate pool of 14NO2–. This may lead to underestimation (Holtappels et al., 2011). Also, none of the studies undertaken so far have considered the dissimilatory nitrate/nitrite reduction to ammonium (DNRA) that could have major implications for the estimation of the N-loss by labeling experiments (Jensen et al., 2011; Song et al., 2016) as well as for the estimates based on temporal changes in nitrate concentration (i.e., while DNRA removes NO3– or NO2–, it is not an N-loss process). Moreover, dissolved inorganic nitrogen (DIN) loading in this region is believed to have significantly increased in recent years due to enhanced synthetic fertilizer consumption in South Asia (∼17 × 1012 g N a–1), exhibiting an increase by factor of 50 since 1960s (Naqvi et al., 2009). Seitzinger et al. (2005) estimated that the South Asian rivers could account for as much as 4.2 Tg year–1 of the global riverine DIN input of 20.8 tgN year–1 to the ocean in 1990. However, the concentrations of NO3– reported from some of the rivers draining into the Arabian Sea are quite moderate (e.g., 8–9 μM from the Zuari estuary of Goa – Bardhan et al., 2015). In addition, Naqvi et al. (2010b) estimated annual deposition of ∼0.16 Tg of nitrogen from the atmosphere over the WICS which most probably is also increasing due to fossil fuel burning and industrialization (Duce et al., 2008). Consequently, the N-loss estimated from upwelled NO3– may be considerably lower than actual.

The main aim of the present study is to identify and quantify the multiple potential reductive nitrogen processes operating in the water column over the WICS during the period of anoxia by employing various combinations of 15N-labeled substrates. This is the first report evaluating relative contributions of denitrification and anammox to N-loss and also the significance of DNRA from this region. As the experiments were conducted for three consecutive years the results also provide an idea of the inter-annual variability.



MATERIALS AND METHODS


Sampling Locations and Physicochemical Profiling of Water Column

Samples were collected from several stations located along coast-perpendicular transects during three cruises carried out from 2008 to 2010, on the Coastal Research Vessel Sagar Sukti (SaSu#183 and SaSu#205) and using a fishing trawler (CaTS#78). The period of observations was restricted to the time – from late August to late September – when severe oxygen deficiency develops over the WICS. In 2008, only the transect off Goa (15.52oN/73.76oE to 15.423oN/73.283oE) was sampled, whereas in 2009 and 2010 observations along two additional southern transects, off Karwar (14.478oN/74.25oE to 14.325oN/73.768oE) and Mangalore (13.14oN/74.64oE to 12.87oN/74.108oE), were also made (Figure 1 and Supplementary Tables S1, S2). Physicochemical characteristics of the water column (temperature, salinity, dissolved oxygen, inorganic nutrients, chlorophyll a and turbidity) were determined at each sampling site. N-loss rates were measured over the inner shelf (depth < 30 m) and mid shelf (depths 30–50 m) where strong reducing conditions prevailed.
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FIGURE 1. Study area in the eastern Arabian Sea along western continental shelf of India. Biogeochemical monitoring locations on each coast perpendicular transects are indicated by closed circle points. The stations marked with “red arrows” are where 15N-incubations experiments were performed.


A Sea-Bird Electronics CTD system (SBE 911) was used for obtaining continuous profiles of temperature and salinity. Niskin samplers (5 L) fitted with reversing thermometers and mounted on synthetic ropes were used for sampling of seawater from selected depths based on the CTD/O2 profiles. Dissolved O2 was measured in each sample following the Winkler titrimetric method (Grasshoff et al., 1983, precision < 1.34 μM). Sub-samples for nutrients (unfiltered) were frozen on Sagar Sukti cruises and stored in an ice box on the CaTS field trip for analyses in the shore laboratory using a SKALAR autoanalyzer (precisions ± 0.06, ± 0.01, ± 0.01, ± 0.01 μM for NO3–, NO2–, NH4+ and PO43–, respectively). In most cases, NO2– concentrations were also measured onboard immediately after sampling following the procedure of Bendschneider and Robinson (1952). The lower detection limit of the NO2– measurement was 0.05 μM. Deficiency in DIN was estimated from N∗(μM) = [(NO3– + NO2– + NH4+) – 16 × PO43– + 2.9] following Gruber and Sarmiento (1997). Chlorophyll a samples were collected in 1-liter amber colored HDPE bottles and were filtered immediately through glass-fiber filters (GF/F, 47 mm diameter, 0.7 μm pore size, Whatman) under low vacuum. The filter papers were soaked in 90% acetone and stored at −20°C in the dark to extract the pigments. Quantitative estimation of chlorophyll a was done after 24 h spectrofluorometrically at 655 nm wavelength (Strickland and Parsons, 1972). Precision of chlorophyll a measurement was ± 0.001 mg m–3.



Isotope Pairing Experiments

Depending on the depth and thickness of the perceived reducing layer, incubation experiments were restricted to 1–3 depths. In 2008, incubations were conducted at two stations at two depths each off Goa (Figure 2, O2 panel marked in diamond symbol). In 2009, three stations each along Goa and Karwar and 1 station off Mangalore were sampled. In 2010, three stations were sampled off Goa, two off Karwar and one off Mangalore (Figure 2, Table 1, and Supplementary Figures S2, S3). Water samples for incubation experiments were taken immediately after the retrieval of samplers in 250-ml glass serum bottles. Water approximating three times of the volume of the bottle was allowed to overflow before the sample was sealed using butyl rubber septum, taking care not to trap any air bubble, and crimped with aluminum cap. Samples were purged with helium for 20 min to reduce the background N2 concentration as well as to remove oxygen that might have been inadvertently introduced during sampling. After purging with helium for 15 min, various substrates (15NH4+, 15NO2– and 15NO2– + 14NH4+, Sigma-Aldrich stable isotope labeled products) were added to serum bottles and purging was continued for another 5 min to ensure removal of oxygen added along with the substrates and also proper mixing. The final concentration of each substrate was 8 μM. Samples were then quickly transferred into 12-ml Labco Exetainers carefully avoiding any atmospheric contamination and incubated in dark at near in situ temperature for 36–48 h. Microbial activities were terminated at approximately equal time intervals by adding 100 μl saturated HgCl2 solution after introducing 2 ml of helium headspace (Holtappels et al., 2011). Exetainers were stored upside down until analysis to prevent gas loss from the headspace through the septa.
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FIGURE 2. Distribution of physicochemical properties including potential density (σθ), dissolved oxygen (O2), nitrate (NO3–), nitrite (NO2–), and nitrogen deficit (N*) in the water column along coast perpendicular transect off Goa based on observations carried out during three consecutive years Plate A. 2008, Plate B. 2009, and Plate C. 2010. Depths marked as “diamond-◆” on O2 panels in all 3 years represents the depths where 15N-incubation experiments were conducted.



TABLE 1. Calculated rates (mean and stdev values) of different nitrogen transformation process (anammox rates obtained from both 15NH4+ and 15NO2− incubations) along with ancillary chemical data.
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Analysis and Calculation of Denitrification, Anammox, and DNRA Rates

The stable isotopic composition of N2, measured as 28N2, 29N2, and 30N2 in the headspace, was determined within a few weeks of collection using a continuous flow mass spectrometer coupled with a custom build gas chromatograph (Fisons VG Optima, Manchester, United Kingdom). 100 μl of headspace sample was slowly and carefully drawn from the vial and injected into the GC-IRMS system using gas-tight syringe. Deionized water was used to compensate for the slight under-pressure in the headspace arising from outward He diffusion during storage as well as to make up for the volume of the gas withdrawn. Air was injected as the standard before and after each batch of eight samples. Concentrations of 29N2 and 30N2 produced during incubation were calculated as described by Holtappels et al. (2011). After analysis of the labeled N2, 15NO2– amended samples were used for DNRA rate measurements. The isotopic composition of NH4+ in the samples was determined after chemically converting it to N2 with sodium hypobromite (NaOBr) solution using the same mass spectrometer (Warembourg, 1993; Preisler et al., 2007).

The rates were computed as the slope of linear regression of 15N-production over time. Concentrations of N2 produced via denitrification and anammox pathways were calculated following Thamdrup and Dalsgaard (2002). N2 production via denitrification was computed from 15NO2– incubation as:

Denitrification = 30N2 × [FNO2]–2

Where, FNO2 refers to the 15N-mole fraction in the NO2– pool.

Anammox was quantified from the 15NH4+ incubation considering the mole fractions of 15N in the substrate pool (FNH4) and excess 29N2:

Anammox=29N2 × [FNH4]–1

In some cases (at stations G6 and G7 off Goa, and station K2 off Karwar in 2009) where NH4+ concentrations were not available, anammox rates were calculated from 15NO2– incubation as:

Anammox=29N2×[FNO2]–2–[Denitrification × 2 × (1−FNO2)]

Dissimilatory nitrate/nitrite reduction to ammonium rates were calculated from the slope of linear regression of 15N-labeled NH4+ production with time in the NO2– spiked samples (Jensen et al., 2011).



RESULTS


Physicochemical Characteristics

The physicochemical conditions along various transects visited in the 3 years were very similar in that water column was strongly stratified in all cases (as exemplified by transect off Goa in Figure 2). In 2008 and 2009, surface water had potential density (σθ) of ∼20–22.5 kg m–3 that increased to 23.5–24.5 kg m–3 in the cooler and more saline subsurface upwelled water below the thermocline (Figure 2, Plates A and B). Due to a more intense rainfall in 2010, surface σθ values were much lower (Figure 2, Plate C). In all cases, surface waters were mostly oxygen saturated or slightly supersaturated (>200 μM) but O2 concentrations declined sharply (<10 μM, often reaching non-detectable limit) below the thin surface layer. Presence of sulfide was noticed by its strong odor along all transects in 2009. Surface water was mostly nutrient depleted. Over the deeper outer shelf (depth > 50 m) NO3– levels were higher (>15 μM) below the surface, but the concentrations decreased steadily toward the coast. Lower NO3– levels in oxygen-depleted water over the inner- and mid-shelf regions often coincided with elevated NO2– (up to 6 μM) indicating vigorous anaerobic microbial NO3– reduction (Figure 2). Dissolved NH4+, whenever measured, showed some accumulation in NO3– reducing water, either being produced through organic matter mineralization and/or DNRA or originating from the underlying sediment. Except for the year 2010, off Goa, strongly negative N∗ values in subsurface waters over the shelf indicated high fixed N-loss under suboxic/anoxic conditions (Figure 2, Plates A and C). The two southern transects (off Karwar and Mangalore) also showed similar physicochemical characteristics (Supplementary Figures S2, S3).



Nitrogen Reduction Pathways Over the WICS

Denitrification was detected in all samples, as indicated by significant (r2 ≥ 0.7) production of 30N2 in 15NO2–-spiked incubations. In fact, most of the N-loss over the shelf appears to be through this process (Table 1 and Supplementary Figure S4, 1 to 33). Production of 30N2 exceeded that of 29N2 in a majority of experiments, maintaining the theoretical production ratio of 2 (1−FNO2)/FNO2 through random isotope pairing as proposed by Nielsen (1992). In 2008, denitrification rates along the Goa transect ranged from 0.91 ± 0.08 to 1.93 ± 0.24 μmol N2 L–1 d–1. Higher denitrification rates were observed in 2009 at the inner shelf stations. At station G5, the denitrification rate averaged 6.49 ± 0.65 μmol N2 L–1 d–1; even higher rates were measured along the two southern transects, 9.34 ± 1.32 μmol N2 L–1 d–1 off Karwar and 10.03 ± 1.7 μmol N2 L–1 d–1 off Mangalore (Table 1). In 2010, denitrification rates were considerably lower over the inner shelf as compared to those in 2009. However, at the mid shelf stations inter-annual variations were less pronounced. Using all the 3 year’s data, the average denitrification rate was calculated as 2.45 ± 0.63 μmol N2 L–1 d–1.

Anammox activity was confirmed by results of 15NH4+ incubations that led to significant 29N2 production in over half (60%) of the all experiments (Table 1 and Supplementary Figure S5, 1 to 20). Anammox rates were calculated using 29N2 production rates from both 15NH4+ and 15NO2– incubations; these are presented in Table 1. The rates were significantly different from each other (Independent samples t-test, p < 0.05) with consistently higher rates from 15NO2– incubations. This is expected due to the differences in 15N enrichment in the substrate pool (Bulow et al., 2010 and references there in). For consistency, in the present study we considered anammox rates derived only from 15NH4+ incubation which is recommended to be more direct and precise. In 2008, anammox rates ranged between 0 and 0.02 ± 0.004 μmol N2 L–1 d–1. This process was mostly undetectable in 2009. In 2010, overall anammox rates were higher but highly variable from below detection to 0.43 μmol N2 L–1 d–1. The average anammox rate derived from all our 15NH4+ incubations was ∼0.06 ± 0.004 μmol N2 L–1 d–1. These numbers are two orders of magnitude lower than the above-mentioned denitrification rate.

Dissimilatory nitrate/nitrite reduction to ammonium activities were seen only sporadically. In both 2009 and 2010, DNRA activity was found at one depth along the Goa transect, and anammox was not detected in 2008. Off Karwar DNRA was found at 3 depths in 2009, but it was absent in 2010. A completely opposite trend was observed off Mangalore. The average DNRA rate (109.25 ± 22.1 nmol N2 L–1 d–1) was higher than that observed over the Omani shelf (highest ∼40 nmol N2 L–1 d–1).



Spatial and Inter Annual Variability of Nitrogen Reduction Processes

The spatio-temporal trends in denitrification and anammox rates were tested using non-parametric Mann Whitney t-test (two-tailed). Due to large intra-annual variability, no inter-annual variability was evident in both processes (Supplementary Figures S10a,b). However, denitrification rates along the Goa coast were significantly lower than that at the Karwar coast at p ≤ 0.1 (p: 0.10), and Mangalore coast at p < 0.05 (P: 0.04). Anammox rates were different only between Karwar and Mangalore at a significance level of p ≤ 0.1 (p: 0.07). Denitrification was found to be more active at the oxic-suboxic/anoxic interface compared to deeper water (Figures 3A,B). In 2009, low rates of denitrification were measured at the base of the oxycline at stations G6 (Figure 3B) and K3 where O2 concentrations were > 30 μM (Table 1). These O2 levels probably inhibited denitrification at these stations. In fact, with just a few exceptions, low levels of denitrification (only 10–25% of the mean of all measured rates) were consistently found in waters containing measurable O2. Anammox activity was low and stochastic to infer any trend in its depth distribution (Table 1 and Figures 3A,B). In 2010, anammox rates in bottom waters at stations G5 and G7 off Goa, were not only higher than those at the oxycline but also the highest recorded in this study (Table 1 and Figures 3A,B). However, at most of the depths where the anammox activity was detected O2 levels were low but often measurable (<5 μM).
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FIGURE 3. Depth wise variations in concentrations of dissolved oxygen, nitrate, nitrite and ammonium (connected vertical profiles) and N2 production rates measured by isotope pairing experiments (horizontal bars): (A) G5 inner shelf station off Goa (i) 2009 and (ii) 2010 and (B) G6 mid shelf station off Goa during (i) 2008, (ii) 2009, and (iii) 2010.


Overall denitrification rates did not show large inter annual variations over the 3 years period of the study. Over the inner shelf, average denitrification rate was higher in 2009 (6.49 ± 0.65 μmol N2 L–1 d–1) compared to 2010 (1.98 ± 1.1 μmol N2 L–1 d–1, respectively). In comparison, average anammox average rate was the highest in 2010 (0.07 ± 0.004 μmol N2 L–1 d–1), seven times more than the rates measured in 2008 (0.01 ± 0.002 μmol N2 L–1 d–1). In 2009, near-bottom waters at most inner shelf stations were found to be sulfidic (Supplementary Figure S1). At these stations denitrification rates were exceedingly high while anammox activity was not detected (Figure 3A).



N-Loss Rates Over the WICS

Despite the intra-annual variability observed at individual stations/sections, our data show quite similar average denitrification rates for 3 years. The mean values of our 3-year N-loss rates through denitrification and anammox were 2.45 ± 0.6 and 0.06 ± 0.004 μmol N2 L–1 d–1, respectively. For up-scaling these values over the entire shelf we followed the assumption previously made by Naqvi et al. (2000) and Naik (2003). Naqvi et al. (2000) estimated the area of the hypoxic zone over the WCSI to be 180,000 km2. However, O2 levels over this entire area are not low enough to support reductive N-loss, and as a lower limit about one third of the entire shelf, 60,000 km2, was assumed to functionally anoxic. The total volume of reducing water was estimated to range between 1.2 and 3.6 × 1012 m3 taking the thickness of the reducing layer to be 20 m. Applying our 3 years average N-loss rates to this volume and assuming the reducing condition to last for 90 days, the overall N-loss would range from 3.70 ± 0.091 to 11.1 ± 2.72 Tg year–1 via denitrification, and from 0.09 ± 0.01 to 0.27 ± 0.03 Tg year–1 via anammox (Table 2).


TABLE 2. Total nitrogen loss (mean and standard deviation values) from eastern Arabian Sea from present study and comparison with earlier data extrapolated to the OMZ area and thickness adopted from Naqvi et al. (2000).
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DISCUSSION


Oxygen Deficiency and Associated Biogeochemical Properties

Consistent with earlier observations (Naqvi et al., 2009, 2010a), suboxic (Winkler O2 < 10 μM; NO3– and NO2– > 0 μM) and anoxic (O2 = 0 μM; H2S > 0 μM) conditions were found to prevail over the inner-shelf and mid shelf regions in the present study as well. This oxygen deficient environment that evidently supported reductive nitrogen transformations (Hannig et al., 2007; Lavik et al., 2009; Naqvi et al., 2010a) was chosen for 15N labeling experiments (Figure 2, depths marked by diamond in O2 panels). Oxygenated surface water had extremely low NO3– concentrations (< 1 μM at most of the stations) with very few exceptions. Average surface chlorophyll a concentration was ∼2 mg m–3, with the highest concentration (7.01 mg m–3) occurring at a station M8. Earlier observations made during the SWM also revealed high surface chlorophyll levels (e.g., 2.63 mg m–3 at station G5 – Maya et al., 2011). Bhavya et al. (2017) reported average carbon uptake rate of 0.23 mg C l–1 d–1 water over the coast of Mangalore; this was significantly higher than production during the pre-monsoon but slightly lower than that during the post-monsoon period. In the coastal Arabian Sea primary production has been reported to be the largest contributor to the carbon stock (Barber et al., 2001). Therefore, the low NO3– levels in surface waters observed in the present study are probably due to biological uptake which in turn makes organic matter available to support microbial respiration in sub surface layers, increasing the O2 demand (Devol et al., 2006). Hypoxic water below the surface over the outer shelf was NO3– rich (∼15 μM), but NO3– was gradually depleted as the water upwelled and moved up the shelf. Accumulation of NO2– in the suboxic water over the inner- and mid-shelf points to active denitrification that apparently varied in strength spatially. When the NO3– was fully utilized, sulfate reduction commenced leading to buildup of H2S and NH4+. The highest NH4+ concentrations (up to 9.1 μM) in low-oxygen waters (Table 1) are consistent with earlier measurements by Naqvi et al. (2009). Concentration of H2S was not measured in the present study; however, its frequent presence over the inner shelf was indicated by strong odor. Soon after our observations off Goa in 2009, station located on Goa transect was visited for time series sampling and a build-up of sulfide in subsurface water was noticed (Supplementary Figure S1, reaching concentration as high as ∼12 μM (Shenoy et al., 2012). Overall, our results show the presence of intensely O2-depleted waters underlying a shallow and sharp pycnocline suitable for suboxic/anoxic microbial processes like denitrification, anammox and DNRA.



Regulation of Nitrogen Reduction Pathways Over the WICS

In the present study, denitrification was found to be the dominant fixed nitrogen removal process. The average denitrification rate (2.45 ± 0.6 μmol N2 L–1 d–1) was more than double of the previously reported value derived from the observed NO3– + NO2– loss over time (Naik, 2003) and almost two orders of magnitude higher than the estimates derived from incubation of samples spiked with 15NO3– (Devol et al., 2006). Contrastingly, anammox process, measured and detected for the first time over the WICS, was found to occur to a much lesser extent (∼0.06 ± 0.004 μmol N2 L–1 d–1). In 15NH4+ incubations, production of 30N2 was not detected thereby ruling out significant involvement of micro-aerobic ammonium oxidation as reported from the Black Sea (Lam et al., 2007). Nevertheless, our anammox rate over the Indian shelf in the eastern Arabian Sea is comparable with the rate measured off Oman in the western Arabian Sea where this process was found to be the dominant nitrogen loss pathway (Jensen et al., 2011). This indicates that anammox is not limited by the substrate availability as both NO3– and NH4+ were mostly available in near-bottom waters sampled by us. The growth rate of anammox bacteria are reported to be very slow, with doubling times of 10–30 days in bio-reactors under controlled conditions (Strous et al., 1998). Lower doubling times of 5.5–7.5 days were obtained in specialized membrane bioreactor (van der Star et al., 2008); however, the growth of anammox organisms is believed to be even slower in the OMZs (Dalsgaard et al., 2012). In the eastern Arabian Sea non-sulphidic (suboxic) anaerobic conditions generally persist only for a few weeks and within this relatively short time anammox bacteria may not be able to build the necessary biomass to utilize the relatively abundant ammonia. In this study DNRA was independently found to occur in some samples in the absence of detectable anammox activity. Along the shelves off Peru and Oman, occurrence of DNRA and its close coupling with anammox has been reported to account for the production of 30N2 in experiments conducted with 15NO2– (Kartal et al., 2007; Jensen et al., 2011). However, our incubations with 15NO2– + 14NH4+ did not show any effect on 30N2 production compared to incubations with 15NO2– alone. If DNRA-anammox were coupled, then addition of 14NH4+ would have diluted the 15NH4+ pool thereby resulting in a lower 30N2 yield (Kartal et al., 2007; Song et al., 2016). Furthermore, only ∼24% of the samples yielded positive results in our direct measurement of 15NH4+ production from 15NO2– in 2009 and 2010, and showed no correlation with the anammox rates. The average DNRA rate (109.6 ± 22.1 nmol N2 L–1 d–1) was higher than that observed over the Omani shelf (highest ∼40 nmol N2 L–1 d–1). This indicates that while DNRA could make some contribution to the observed NH4+ accumulation over the Indian shelf, the sedimentary flux of NH4+ is perhaps more important as Pratihary et al. (2014) reported very high benthic NH4+ efflux (3.74 mmol m–2 d–1) based on whole core incubations in this region.

The ambient O2 concentration did not show any clear control over denitrification (r = 0.22, p > 0.05) and anammox (r = 0.17, p > 0.05) in present study. However, it must be noted that the Winkler O2 measurements at near-zero levels may result in systematic overestimation. There are several reports on the sensitivity of denitrification to ambient O2 concentrations ranging from 0.2 to 5 μM in non-sulphidic O2-depleted waters (Dalsgaard et al., 2014, 2012; Bristow et al., 2017). For the first step of denitrification – nitrate reduction to nitrite – a somewhat high O2 tolerance (>25 μM) was noticed from the OMZ waters off Namibia and Peru (Kalvelage et al., 2011) than what is inferred from the field data (Thamdrup et al., 2012). Earlier observations in the Baltic Sea (Rönner and Sörensson, 1985) showed that O2 concentrations of ∼9–11 μM could inhibit denitrification; this is supported by the results of Jensen et al. (2009) from the Mariager Fjord. Like denitrification, anammox is also sensitive to the ambient O2 concentration. In the Black Sea, anammox bacteria were found to be active at low levels of O2 (4–8 μM) but showed complete inhibition at 13–14 μM (Jensen et al., 2008). Elsewhere in the oceans tolerance of anammox to O2 has been found to vary from nanomolar levels in the OMZs to as high as ∼15 μM in shallow waters (Kalvelage et al., 2011; Dalsgaard et al., 2012). As stated earlier, the Winkler O2 data used in some of these studies are not very reliable at vanishingly low levels. However, if real, this variability may be explained either by adaptation of anammox organisms to variable O2 conditions in coastal waters or by the presence of aggregated particles providing anaerobic micro-niches (Kalvelage et al., 2011; Klawonn et al., 2015). Time series observations by Shenoy et al. (2012) carried out for 3 days at station G5 showed highly fluctuating O2 concentrations on very short time scales (hours), indicating that the anammox and possibly also denitrifying bacteria might be better adapted to these varying O2 concentrations. Thus, due to multiple uncertainties it is not possible to categorically address the issue of O2 control on rates measured in the present study.

In many of the incubation experiments carried out by us, an initial lag phase of 10–12 h occurred before linear increase of 15N labeled N2 production. Around 70% of experiments with 15NO2– amendments in which denitrification were detected and ∼30% experiments with 15NH4+ which confirmed anammox activity showed such a lag phase. The most likely explanation of this time lag, also observed by us in similar incubations of anoxic reservoir samples (Naqvi et al., 2018), is that the microbes that perform denitrification and anammox were present in the water but were activated only when O2 level fell below the threshold (functionally anoxic). The possible causes of the presence of O2 in our samples subjected to incubation are discussed below. The data from the lag phase were not considered for calculation of rates and only the linear portion of the curve was used for this purpose. In some cases, a large (exponential) increase in labeled N2 production, departing from the linear trend, was also seen toward the end of the experiments. These data points, ostensibly arising from the so-called “bottle effect,” were not used for the rate calculation either. For these reasons, the rates computed by us should be considered as conservative. It is worth mentioning that average denitrification rates estimated from all experiments without lag phases (1.78 ± 0.19 μmol N2 L–1 d–1) were marginally lower than those from experiments with lag phases (2.74 ± 0.8 μmol N2 L–1 d–1). Even our lower mean values are more than twice the earlier estimates from the WICS (0.83 μmol N2 L–1 d–1 – Naik, 2003). Contrastingly, in case of anammox, rates calculated from 15NH4+ experiments with lag phase in 29N2 production were relatively far lower (0.01 ± 0.003 μmol N2 L–1 d–1) than those from experiments showing linear production from the beginning (0.08 ± 0.004 μmol N2 L–1 d–1). This suggests that anammox rates could not have been overestimated.

In isotope pairing technique (IPT) a time lag of ∼40 h in labeled N2 production has been observed previously in 15NO3– incubations (Dalsgaard et al., 2003). This can be attributed to the time taken for the conversion of NO3– to NO2– pool before N2 production starts. In modified IPT involving 15NO2– as the substrate, time lag could arise from the inhibitory effect of traces of O2 on denitrification/anammox in the incubated samples. The length of time lag has been found to be directly proportional to the O2 concentration (Baumann et al., 1997). Results of O2 amendment experiments by Jensen et al. (2008) revealed that the presence of ∼13.5 μM of O2 could produce 30 h lag before labeled N2 production commenced. There are several possibilities of O2 contamination occurring during experiments involving the IPT. Dalsgaard et al. (2014) pointed out that O2 could leach out from the PVC samplers to anoxic water samples. However, purging with helium for 15 min in 250-ml samples collected in serum bottles should take care of such contamination; this has been practiced as standard operating protocol in many previous studies, both in water from oceanic OMZs (Dalsgaard et al., 2003; Kuypers et al., 2005; Jensen et al., 2008; Holtappels et al., 2011) and anoxic freshwaters (Naqvi et al., 2018). However, there still remains a possibility that some O2 contamination could occur while transferring samples from serum bottles to Labco exetainers. De Brabandere et al. (2014) also demonstrated that Labco exetainers often used for incubations, as was also done in our study, could suffer from significant O2 diffusion through their butyl septa. Considering O2 consumption rates of 0.13 μmol l–1 h–1 in 15NO2– incubation (Jensen et al., 2008), ∼1.3 μM O2 might have produced a time lag of 10–12 h in our experiments. The initial time lag was seen in samples having measurable O2 levels (often > 10 μM). We strongly believe that He purging for 20 min was sufficient to completely remove O2 initially and that the production of lag phase is most likely due to subsequent contamination. Interestingly, no time lag was observed in the case of samples that contained traces of sulfide, as in our 2009 experiments. We hypothesize that traces of O2 introduced through contamination could have been quickly utilized for the oxidation of sulfide, but as discussed below we do not rule out the possibility of the occurrence of chemolithotrophic denitrification in the presence of sulfide (Lavik et al., 2009).

Over the Peruvian and Namibian shelves, re-suspension of sediments and presence of copious marine snow are expected to be most conducive for creating particle associated micro-anaerobic niches within which substantial N-loss could occur (Kuypers et al., 2005; Woebken et al., 2007; Kalvelage et al., 2011, 2013). Co-variation of turbidity and anammox rates was observed in these areas. The water column over the western Indian shelf is more turbid (1–4 NTU, measured in 2009), than off Peru and Namibia (0.05–0.1 NTU; Kuypers et al., 2005). In the present study, water turbidity (Figure 4A) showed statistically significant correlation with denitrification (r = 0.47, p < 0.05). This suggests N removal through denitrification may also occur in particle-associated micro-anaerobic niches over the WICS.


[image: image]

FIGURE 4. Correlations between (A) Denitrification versus turbidity and (B) denitrification versus nitrate (blue circles) and chlorophyll a (green circle).


The availability of NO3– and organic matter are expected to regulate heterotrophic denitrification (Ward et al., 2008; Dalsgaard et al., 2012) as well as anammox (Kalvelage et al., 2013; Callbeck, 2017) in oceanic oxygen-deficient zones. In our study, in some cases, we noticed high denitrification rates to be associated with higher chlorophyll a (a proxy of organic matter availability) as well as lower NO3– levels (reflecting denitrification/anammox activities). NO3– showed statistically significant inverse relation (r = −0.43, p < 0.05), whereas chlorophyll a yielded non-significant correlations with the measured denitrification rates (r = 0.20; p > 0.05) (Figure 4B). This indicates that the N-loss was not limited by organic matter over the Indian shelf.

Sulfide has been reported to inhibit anammox activity (Dalsgaard et al., 2003; Jensen et al., 2008), and this may account for lower anammox rates in our samples in 2009. Recent studies have also shown that sulfide can act as an electron donor for autotrophic denitrification. Various groups of microbes capable of sulfide driven chemolithoautotrophic denitrification have been detected in anoxic waters of the Baltic Sea (Brettar et al., 2006; Hannig et al., 2007), in Saanich Inlet (Zaikova et al., 2010), off Namibia (Lavik et al., 2009) and off Peru (Schunck et al., 2013). These bacteria are known to be fast growing and capable of forming blooms within days to weeks (Lavik et al., 2009). Therefore, it is not unlikely that the high rate of denitrification measured in 2009 arises at least in part from autotrophic denitrification by sulfide-oxidizing microbes. However, it must be pointed out that based on results of incubations alone one cannot distinguish between heterotrophic and autotrophic denitrification processes. Nevertheless, since all our denitrification rates were determined in waters with measurable nitrate/nitrite concentrations and were calculated from the linear increase in N2 production, it is clear that these processes, whether autotrophic or heterotrophic, is mainly responsible for the apparent N-loss over the Indian shelf. The denitrification rate is of the same order of magnitude but more than double as the NO3– loss rate observed in the region (Naik, 2003). On the other hand, the estimated anammox rates are much lower.



N-Removal Versus Uptake Over the Western Indian Continental Shelf During Seasonal Anoxia

The overall nitrogen removal over the WICS is estimated to range between 3.70 ± 0.91 and 11.1 ± 2.72 Tg annually. This corresponds to ∼8–24% of the N-loss estimated for the open ocean OMZ of the Arabian Sea by Bulow et al. (2010) and as high as 24–60% of the model-based value (DeVries et al., 2012). In comparison, anammox contributes only 0.09 ± 0.01–0.27 ± 0.03 Tg to the N-loss per year. Our estimate is also almost three times higher than the previous estimate derived from changes in nitrate concentrations over time (Naik, 2003). The main shortcoming of this estimate that is based on complete removal of an initial NO3– concentration of ∼24 μM in the upwelled water over a month at a fixed sampling location (Naik, 2003), is that it ignores additional inputs of NO3–. A number of autochthonous and allochthonous sources of fixed nitrogen exist over WICS during the SWM season. As mentioned earlier, atmospheric deposition and land runoff contribute significantly toward the nitrogen inventory (Seitzinger et al., 2005; Naqvi et al., 2010b; Bardhan et al., 2015) which is believed to have increased in recent times. Moreover, high (millimolar) concentrations of NO3– are also found in ground water of Goa very close to coast and the submarine groundwater discharge is expected to be a significant but hitherto poorly quantified source of fixed nitrogen to coastal waters.

A considerable amount of fixed nitrogen is removed by the phytoplankton. The chlorophyll a (averaging to 2.74 mg m–3) observed in the present study indicates moderately high primary production. Bhavya et al. (2017) reported a carbon uptake rate of 38.8 μmol C l–1 d–1 from coastal waters of the eastern Arabian Sea during the SWM. Using the Redfield stoichiometry (Redfield et al., 1963) this would correspond to a fixed N demand of 5.8 μmol L–1 d–1. However, most of this nitrogen is expected to be regenerated in subsurface waters and thus made available to microbes facilitating the N-loss processes. Once the bottom waters of the WICS turn SO42– reducing, after the oxidized N has been fully utilized, the nitrogen regenerated is in the reduced form (NH4+). However, it is eventually expected to be oxidized to NO3–. Thus, the nitrogen taken up by the autotrophs does not leave the system. The overall N-loss from the system through denitrification and anammox with the former dominating far exceed inputs through upwelling.



CONCLUSION

The present study provides the first results, based on direct measurements using the isotope pairing method of denitrification, anammox and DNRA rates over the world’s largest naturally formed coastal low-O2 zone that develops seasonally over the western Indian continental shelf. The results reveal that denitrification is the predominant process responsible for N-loss at rates that are among the highest reported from any aquatic system. Although anammox was also commonly detected in low O2 waters its rates were much lower. DNRA was less commonly observed, and at still lower rates. Large spatial and inter annual variations in environmental conditions seem to control the magnitude of different pathways. Denitrification rates were higher over the inner shelf and at the interface of the oxic-suboxic/anoxic layers. Higher rates were observed off Karwar and Mangalore than off Goa. Evolution of sulfate reducing condition and occurrence of dissolved hydrogen sulfide might inhibit anammox activity but stimulate denitrification through chemolithoautotrophy. As in case of the OMZ off Peru, where the measured N-loss rate is the highest over the shelf but the accumulated N∗ signal is maximal in the offshore OMZ (Kalvelage et al., 2013; Thomsen et al., 2016), strong exchange of water between the coastal and the open ocean OMZ may export N-loss signals (i.e., N∗ and N2/Ar ratios, Devol et al., 2006; DeVries et al., 2012) to the open ocean in the Arabian Sea as well.
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This work focuses on sediments of a shallow water lagoon, located in a densely populated area undergoing multiple stressors, with the goal of increasing the understanding of the links between diagenetic processes occurring in sediments, the dynamics of dissolved oxygen (DO) in the water column, and potential consequences of hypoxia. Sediment data were collected over three consecutive years, from 2015 to 2017, during spring–summer, at five stations. Measured variables included: sediment porosity, grain size and organic carbon content, porewater microprofiles of O2, pH and H2S, porewater profiles of dissolved inorganic carbon (DIC), total alkalinity (TA), NH4+, NO3–, dissolved Fe, and SO42–. In addition, long-term time series of oxygen saturations in the water column (years 2005–2017) were utilized in order to identify the occurrence and duration of hypoxic periods. The results show that the median DO saturation value in summer months was below 50% (around 110 μmol L–1), and that saturation values below 25% (below the hypoxic threshold) can persist for more than 1 week. Sediment stations can be divided in two groups based on their diagenetic intensity: intense and moderate. At these two groups of stations, the average DIC net production rates, estimated trough a steady-state model (Profile) were, respectively, of 2.8 and 1.0 mmol m–2 d–1, SO42– consumption rates were respectively 1.6 and 0.4 mmol m–2 d–1, while diffusive oxygen uptake fluxes, calculated from the sediment microprofile data, were of 28.5 and 17.5 mmol m–2 d–1. At the stations characterized by intense diagenesis, total dissolved sulfide accumulated in porewaters close to the sediment-water interface, reaching values of 0.7 mM at 10 cm. Considering the typical physico-chemical summer conditions, the theoretical time required to consume oxygen down to the hypoxic level by sediment oxygen demand ranges between 5 and 18 days, in absence of mixing and re-oxygenation. This estimation highlights that sediment diagenesis may play a crucial role in triggering and maintaining hypoxia of lagoon waters during the summer season in specific high intensity diagenesis zones. This role of the sediment could be enhanced by changes in regional climate conditions, such as the increase in frequency of summer heat waves.
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INTRODUCTION

In shallow coastal and marine environments, sediment is expected to have a primary role in controlling the water column biogeochemistry, by influencing the dynamics of oxygen, carbon and macronutrients (N and P) (Schlesinger and Bernhardt, 2013). Hypoxic conditions, in which dissolved oxygen (DO) concentration falls below 2 mg L–1 (62 μmol L–1), represent a major threat for coastal ecosystems worldwide (Zhang et al., 2010; Breitburg et al., 2018), because low levels of oxygen affects the metabolism and survival of the less mobile macrofauna (Rabalais et al., 2002; Vaquer-Sunyer and Duarte, 2008), and because the release of toxic compounds from sediments (e.g., H2S) can harm vertebrate species (Vaquer-Sunyer and Duarte, 2010). The interaction between sediment biogeochemistry and hypoxia has been thoroughly investigated in ecosystems where large areas are hypoxic or become periodically hypoxic (Diaz and Rosenberg, 2008; Middelburg and Levin, 2009), and is also receiving increasing attention in landlocked stratified environments (e.g., Friedrich et al., 2014; Zhu et al., 2017). Less attention has been given, however, to non-stratified shallow water systems where wind is expected to have a major role in water mixing and reoxygenation (Chapelle et al., 2000, 2001). Nonetheless, the coupling between sediment and water column biogeochemical processes is expected to be significant in these highly productive environments, characterized by intense patterns of deposition/resuspension and accumulation of organic debris in specific areas. As a result of organic matter mineralization, the oxygen demand of surface sediment and the potential release of H2S, accumulated as a by-product of anoxic diagenesis, could be very high (Burdige, 2006). Moreover, an increase in the frequency of summer heat waves due to climate change, which is currently being observed in the Mediterranean region (MerMex Group, 2011; Galli et al., 2017), could lead to increased stratification and therefore duration and severity of hypoxic events, as already reported for European freshwater lakes during the 2003 heat wave (Jankowski et al., 2006).

Lagoons are good examples of vulnerable shallow ecosystems characterized by multiple pressures (Kennish and Paerl, 2010), as they are often located in close proximity of urban areas and megacities (e.g., Gu et al., 2013). In many instances, these systems are protected by international treaties (e.g., Ramsar Convention, 1971) and directives aimed at preserving water quality (e.g., WFD, European Community, 2000). Indeed, they represent valued natural environments and provide goods and services to coastal communities (Millennium Ecosystem Assessment, 2005; Rova et al., 2019). The Venice lagoon (Italy) represents an ecosystem located in a densely populated area with multiple stressors such as massive tourism, aquaculture, industry, maritime circulation (Solidoro et al., 2010), in which the links between sediment and water column dynamics may play an important role in defining ecosystem functioning.

Previous studies on Venice lagoon sediments have emphasized the mapping and evolution of organic carbon (OC) and contaminants in the solid phase of the sediments (Lucchini et al., 2002; Sfriso et al., 2005) in the context of past eutrophication (Pastres et al., 2004) and its relation to oxygen dynamics (Lovato et al., 2013). Other studies (Gieskes et al., 2015) investigated early diagenesis and porewater composition of lagoon sediments, including dissolved sulfide in relation with dredging and disposal of contaminated sediments. The mineralization of organic matter from sewage discharge in the canals network within the historical city, and its contribution to sulfide release was also investigated (Zaggia et al., 2007; Azzoni et al., 2015). Yet, a comprehensive knowledge of organic matter diagenesis in areas of the lagoon which are not directly influenced by the city discharges is missing.

The goal of the current study is to understand the link between diagenetic processes occurring in sediments and the dynamics of DO in lagoon waters. We set three objectives: (i) measure the oxygen demand of surface sediment in different lagoon depositional systems and understand its relationship with hypoxia in the bottom waters; (ii) categorize lagoon areas with respect to the intensity of early diagenesis and associated oxygen demand, and (iii) assess the potential for H2S release from sediments during hypoxic events. In order to achieve these goals, sediment data were collected, in spring–summer 2015, 2016, and 2017, at five stations, located in open shallow areas of the lagoon (depth, 1 ± 0.5 m) belonging to different Water Framework Directive (WFD) water bodies, and characterized by different depositional environments in terms of exposure to the winds and riverine influence. The results of the field surveys were interpreted using a set of modeling tools and based on the analysis of long-term time series of oxygen saturation data in the water column (2005–2017), collected by the Ministero delle Infrastrutture e dei Trasporti, formerly Venice Water Authority (Magistrato alle Acque).



STUDY SITE DESCRIPTION: THE VENICE LAGOON

The Venice lagoon is a shallow water body, covering an area of approximately 432 km2 (Sfriso et al., 2019). Its average depth is approximately 1 m, with only 5% deeper than 5 m (some navigable channels are deeper than 15 m). The lagoon is connected to the Northern Adriatic Sea through three inlets: the tidal exchange can reach 20,000 m3 s–1 at peak flow during spring tides (Umgiesser, 2020). On average, water residence time ranges from a few days in the areas close to the inlets to about one month in the inner part, close to the river tributaries (Cucco and Umgiesser, 2006). Notwithstanding the high anthropogenic impact, the Venice lagoon ecosystem still shows a good resilience, providing a broad range of ecosystem services (Rova et al., 2015, 2019). In compliance with the implementation of the Water Framework Directive 2000/60/EC (European Community, 2000), the lagoon was divided into 11 water bodies, based on a combination of hydrological descriptors, existing pressures and chemical, and ecological status (Hydrographic district of Oriental Alps, HDOA; Autorità di bacino dell’Adige e dell’Alto Adriatico, 2010).

Surface sediment was sampled at the five stations shown in Figure 1. With respect to the WFD water bodies, stations ALG1, ALG2, and TRES are located in PNC1, VIG in ENC2, and GIU in ENC4. PNC1 stands for Polyhaline Non-Confined 1 water body, with salinity ranging between 20 and 30, while ENC2 and ENC4 are Eurhaline Non-Confined 2 and 4, with salinity between 30 and 40; the three water bodies are NC-non-confined, to differentiate them from those located in the inner parts of the lagoon, characterized by higher water residence time. All stations were located in shallow areas, about 1 m deep. Station ALG2 was located near a Manila clam (Ruditapes philippinarum) farming area (Pessa et al., 2018). Stations ALG2, GIU, and TRES were more exposed to wind, with respect to ALG1 and VIG, which are protected, respectively, by an island and a saltmarsh, with the prevalent winds in this area blowing from North-East (Bora) and South-East (Scirocco). The water residence time was higher at stations TRES and ALG1: the latter is also directly affected by freshwater discharges. Four water quality monitoring stations were selected, belonging to the Ministero delle Infrastrutture e dei Trasporti network (Figure 1). One of these stations, VE02, was located nearby the ALG2 station.
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FIGURE 1. Sediment sampling stations (ALG1, ALG2, TRES, GIU, and VIG), and oxygen monitoring stations (VE 02-04-05-06) reported in the framework of the subdivision adopted by the management plan HDOA (see references in text).




MATERIALS AND METHODS


Field Campaigns and Data Analysis

The five stations in the central part of the lagoon were sampled in 2015, 2016, and 2017 (Figure 1 and Table 1). At each station, water column was sampled at a depth of 0.5 m with a 5-L Niskin® bottle. At least three 20–40 cm long sediment cores were collected using an Uwitech single tube corer attached to a coring stick. Cores were capped and stored in the shade before returning to the laboratory.


TABLE 1. Positions of the five sampling stations and field surveys.
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Water Sampling and Analyses

Water temperature was measured with a precision of 0.1°C and salinity with a thermo-salinometer with a precision of 0.1. pH measurements were carried out in 2017 in triplicate within 1 h after sampling by spectrophotometry with unpurified m-cresol purple as indicator dye (Clayton and Byrne, 1993). They are reported on the total proton scale (pHT) with an uncertainty of ±0.01 pH units. Samples for dissolved inorganic carbon (DIC) and total alkalinity (TA) analysis were stored in 50 ml “grease sealed” glass stoppered bottles, and preserved by adding 100 μl of saturated HgCl2. One bottle was collected at each station, each expedition. TA was measured on 20 ml samples by open cell titration with 0.01 N HCl (Dickson et al., 2007). DIC concentration was analyzed with a DIC analyzer (Apollo/SciTech®) on repeated 1 ml samples (Rassmann et al., 2016). Both measurements showed an uncertainty below 0.5%. Both measurements were calibrated every day using Seawater Reference Material (standard batch #136) provided by the Scripps Institution of Oceanography (A.G. Dickson Laboratory). In 2016, pH was recalculated from DIC, TA, T, and S using the CO2Sys software (Lewis and Wallace, 1998). DO concentrations were determined by Winkler titration (Grasshof et al., 1983) with a precision of ±0.5 μM.



Porosity, Organic Carbon Content, and Grain Size

Sediment porosity profiles were determined by slicing one of the cores with a 2 mm resolution until 10 mm depth, a 5 mm resolution until 60 mm (Cathalot et al., 2010), and a 10 mm resolution down to the bottom of the core. Porosity was calculated as the weight difference between wet and dried sediment after 1 week at 60°C, using average sediment density (2.65 g cm–3) and a salt correction based on lagoon water salinity at the site. Organic carbon was measured after removing inorganic carbon using HCl 1.2 N as a wet treatment. Drying was made at 60°C after rinsing and centrifugation. Around 1 g of sediment was decarbonated and the sample size for measurement, in triplicate, was 15–20 mg. Standards for the CHN analyzer calibration were made of pure acetanilide. Measurements were performed on a Fisons Instrument NA 1500 Element Analyzer at LSCE (Cathalot et al., 2013) with a precision of 0.1% dry weight. For grain-size determination, bulk sediment was treated with 0.1 N aqueous solutions of hydrogen peroxide (H2O2) and acetic acid (25%) to remove organic materials and carbonate fractions, respectively. The mixture was then rinsed several times (about five rinse cycles) to remove acetic acid residues and gently shaken to achieve deflocculation of sediment. Grain-size distribution of carbonate- and organic-free terrigenous particles in the range of 1.0–2000 μm in the suspension was determined using a Malvern Mastersizer 2000 Particle Size Analyzer at the Laboratoire Géosciences Paris-Sud (GEOPS, Université Paris-Sud/Paris-Saclay). In order to reduce quantity errors, each sample was measured five times and the average of these five measurements was employed to represent the grain-size distribution of each sample.



Porewater Microprofiles of O2, pH, and H2S

One of the three cores was used for determining oxygen, pH, and H2S microprofiles at the three sites, using micro-electrodes (Unisense®) (Rabouille et al., 2003; Cathalot et al., 2012; Rassmann et al., 2016). Cores were maintained at in situ temperature using a cooling device and gently bubbled with air, in order to ensure overlying water oxygenation and stirring. Three to four oxygen profiles, two pH profiles, and one H2S profile were measured within the portion of the core in which no shell debris and macrobenthos were visible at the surface. Vertical profiles were measured with a 200 μm resolution near the sediment-water interface (SWI) and 500–3000 μm resolution below 2 cm to (for pH and H2S). O2 microelectrodes were calibrated with a two-point calibration technique using O2 concentration in the water determined by Winkler titration and the anoxic pore waters. The pH microelectrodes were calibrated using three NBS buffers (pH 4.00, 7.00, and 9.00 at 20°C) for the electrode slope which was recalculated at in situ T. The pH variation was then added to the bottom water pH measured at the station for the absolute value (pHT scale). Signal drift of O2 and pH microelectrodes during profiling was checked to be less than 5%. Diffusive Oxygen Uptake rates (DOU) were calculated for each micro-profile using the observed O2 concentration gradient calculated over 400 μm in the sediment, the measured porosity value and the diffusion coefficient at in situ temperature (Broecker and Peng, 1974) corrected for tortuosity. Clark-type microsensors (Cathalot et al., 2012), with a platinum guard cathode to ensure a low and stable readings in the absence of sulfide were used for determining sulfides. They were calibrated using H2S standards prepared daily from a main solution and preserved with TiCl3. The main sulfide solution was re-titrated every day using the classical sulfide titration (Grasshof et al., 1983). The position of the SWI for sulfide electrode was determined visually and the measurement step (initially 200 μm) was adapted to adequately capture the sulfide gradient and measure deeper concentrations (with a 1–3 mm step). Total sulfide (TS) was recalculated using pH and measured H2S (Jeroschewski et al., 1996).



Porewater Profiles: DIC, Alk, NH4+, NO3–, Fe2+, SO42–

The extraction of sediment pore waters was conducted immediately after returning to the air-conditioned laboratory (1–2 h after core collection) using Rhizon filters with a mean pore size of 0.1 μm (Seeberg-Elverfeldt et al., 2005) in a glove bag flushed with N2 to create an anoxic atmosphere. The sampling interval was 2 cm in the top 10 and 4 cm underneath. Immediately after collection, pore waters were analyzed for dissolved Fe2+ using the ferrozine technique (Stookey, 1970) and total dissolved iron concentrations the next morning after reduction of total dissolved iron with hydroxylamine. Porewater and water samples were poisoned with HgCl2 for TA and DIC laboratory analysis, acidified for sulfate, and stored in the dark at 4°C until analysis in the laboratory. Subsamples for NH4+ were frozen. Another core was sectioned and centrifuged at room temperature for the determination of nitrate (NO3–) at higher depth resolution near the SWI (0.5 cm) down to 2 cm, and 1 cm resolution down to 5 cm. After centrifugation, porewaters were filtered using 0.45 μm pore size Minisart and kept frozen until analysis. TA was measured on 3 ml samples by open cell titration with 0.01 N HCl (Dickson et al., 2007). DIC concentrations were analyzed with a DIC analyzer (Apollo/SciTech®) on 1 ml samples as previously described (Rassmann et al., 2016). Certified reference materials were used to calibrate the TA and DIC methods (oceanic CO2 measurements, Scripps Institution of Oceanography-batch n°136). The relative uncertainty for DIC and TA was ±0.5% of the final value. Sulfate (SO42–) concentration was quantified after dilution by a factor of 100 by ion chromatography on an ICS 1000 chromatograph (Dionex) with a relative uncertainty of ±1.6% (Rassmann et al., 2020). To measure ammonium (NH4+) concentrations, samples were diluted and analyzed using the indophenol blue method (Grasshof et al., 1983). The uncertainty of the method with small porewater volume was about 5%. NO3– was determined using the Vanadium chloride reductant as described in Schnetger and Lehners (2014) followed by the NEDD/sulphanilamide addition and colorimetric measurement. Precision on total NOx was around 2%.



Time Series of Water Quality Monitoring Data

Bi-hourly time series of DO saturation, water temperature, and salinity, were provided by Ministero delle Infrastrutture e dei Trasporti (provveditorato generale alle OO PP del Veneto, Trentino Alto Adige, Friuli Venezia Giulia, già Magistrato alle Acque di Venezia). Data were collected from March 2005 to December 2018 by the monitoring network SAMANet, set up and managed by the same water authority. Time series pertaining to stations VE02, VE04, VE05, VE06 (Figure 1), which were located in the three WFD water bodies, were considered as representative of the water quality at the five stations in which the sediments were collected, VE02 for ALG1 and ALG2, VE04 for VIG, VE06 for GIU, and VE05 for TRES (Table 1). Data collected 2 weeks before the field surveys were used for characterizing the hydrological conditions in which sediment samplings were carried out. The time-series of oxygen saturation in summertime (June to September) were reanalyzed for estimating: (i) the weekly average DO saturation (values exceeding ±2.7σ were discarded as outliers), and (ii) the number of consecutive days with minimum O2 values <25% saturation, which was taken as an indicator of the persistence of an hypoxic event. Indeed, at the average summer temperatures (>20°C) and salinities (>25), this saturation threshold (<55 μmol L–1) is below the hypoxic level (62 μmol L–1).



Porewater Profiles Averaging and Reaction Rate Calculations

The rates of DIC production and SO42– consumption were estimated using the Profile software (Berg et al., 1998), using as input the average profiles of DIC and SO42– at ALG1 and ALG2 with a resolution of 1 cm. These were obtained by linearly interpolating each profile, and averaging them. The set of input data included also files containing different levels of bio-irrigation. Fits to the measured concentration profiles were optimized and the integrated reaction rates converted in mmol m–2 d–1. The uncertainty for the rate calculations is estimated as ±50%.



RESULTS


Water Column, Porewater, and Sediment Profiles

Water physico-chemical parameters measured during the three sampling campaigns, Jun 2015, May 2016, and Sep 2017 (here-in 2015; 2016; 2017) are reported in Table 2. Temperature ranged from 17.2°C (ALG2-2016) to 26.2°C (ALG1-2015), while salinity varied from 26 psu (ALG2-2015) to 33.1 psu (GIU-2016). Salinity showed limited within-station variability, with the exception of ALG-1 in 2015. DO concentrations were close to saturation except at ALG1 in 2015 (356.3 μM). TA and DIC were markedly larger at stations ALG1 (3067–3417 TA; 2784–2915 DIC) and ALG2 (3036–3281 TA; 2868–2882 DIC), compared with the other stations (min TA 2917, min DIC 2583 at TRES in 2017), accompanied by a lower pH at ALG1 (min 7.72 at ALG1, max 7.95 at TRES). Water column physico-chemical parameters recorded at the monitoring station VE 02 during the fortnight preceding each sampling campaign are shown in Figure 2. Water temperatures ranged from 14.3°C in late April 2016, to 28.9°C in June 2015 and showed marked differences of environmental conditions during these 3 years. Summer conditions, with water temperatures going above 29°C were present in late June 2015, while transition water temperatures were recorded in May 2016, raising from 12.5 to 22°C, and indicating a spring rapid warming of the water column, approaching a pre-summer condition. The opposite situation was recorded in late September 2017, with water temperatures decreasing from 24 to 15°C, and stabilizing around 18°C during the sampling campaign. Salinity shows large daily variability among the 3 years, being mainly influenced by tidal exchanges and river inputs. Regarding DO, 2015 presents remarkable differences with respect to the two consecutive years, with daily values reaching 250% saturation, and indicating intense primary production.


TABLE 2. Water physico-chemical parameters at the five sampled stations, years 2015–2017.
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FIGURE 2. Water column monitoring data at stations VE02 during sampling periods and on the 14 days preceding each campaign. Upper panel: water temperature (red) and salinity (black); lower panel: dissolved oxygen concentration – % with respect to saturation value.


Figures 3, 4 show the pore water profiles, respectively for the years 2015–2016 and 2017. The core length ranged from 15 to 45 cm, due to the compactness of the sediment and the associated difficulty to sample long cores. DO, DIC, TA, NH4+, and SO42– were measured on all cores from the initial measurements in 2015 with the addition of pH in 2016 and NO3–, Fe2+, and TS profiles in 2017. DIC and TA concentration profiles (Figures 2, 3) showed increasing values downcore at all stations with higher maxima at stations ALG1 and TRES (>10 mM) and lower ones at stations ALG2, GIU, and VIG, where concentrations ranged from 5 to 7 mM. A similar pattern was observed for NH4+,with asymptotic concentrations above 500 μM at ALG1 and TRES and lower ones at the other stations (ALG2, GIU, and VIG) except GIU in 2016. In most cases, sulfate depletion was also larger at station ALG1 and TRES (except for ALG1 in 2015), with downcore concentrations lower than 5 mM at station ALG1 in 2016 and 2017 and around 12 mM at TRES. All other stations showed porewater SO42– concentrations at depth near or above 20 mM. pH profiles at all stations showed a marked decrease (−0.5 to −0.7 pH unit) just below the SWI, followed by an increase below the oxygen penetration depth and stabilization at depth. NO3– concentrations decreased rapidly with depth, and fell below the detection limit below the first centimeter. Dissolved iron (II) profiles were characterized by subsurface maxima, located at a depth ranging from 1 to 3 cm: the highest peak was observed at station ALG1. Total dissolved sulfide, calculated from measured H2S and pH, showed measurable concentrations in the top layers at two stations (ALG1 and TRES) and exceeded 0.5 mM at the bottom of the core. Vertical distributions of porosity (one profile per station per year), OC content and granulometry (one profile per station in 2017 except VIG in 2016) are shown in Figure 5. These parameters were measured in order to provide a background characterization of the stations. Porosity (Figure 5) decreased with depth, with the exception of ALG2. The steeper gradient was observed within the upper 20 mm at all sites. OC content ranged from 0.5 to 2%, with largest values in ALG1 and TRES, where algal macro-debris were observed during slicing. These two stations were characterized by the presence of fine silts. Stations GIU and VIG showed very low OC content (0.5%), which correlated negatively with coarser grain size at these stations. ALG2 profile showed a decrease in grain size with depth from coarse to fine silts, which was accompanied by an increase of OC content, from 0.5 to 1%.


[image: image]

FIGURE 3. Profiles of DIC, TA, NH4+, SO42–, and pH in pore waters measured in 2015 and 2016.
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FIGURE 4. Profiles of DIC, TA, NH4+, SO42–, Fe2+, and Total Dissolved Sulfide (TS), NO3–, and pH in pore waters measured in 2017.
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FIGURE 5. Sediment micro-porosity (2015–2017), OC content (2016–2017), and granulometry (2016–2017) at the five sampling stations.


Overall, 38 O2 microprofiles were collected at the five stations. As one can see in Figure 6, O2 concentrations show quasi-monotonic downward decreases, with oxygen penetration depth ranging from 1 to 1.7 mm. Deviations from this general pattern were observed at ALG1 in 2015 with visible burrows and, to a lower extent, at ALG2 in 2017, most likely due to bioirrigation activity. Larger penetration depth and variability were observed at ALG1 in 2015, related to very high concentration of oxygen in the water column (O2 saturation of 160%), indicating high primary production and intense biological activity during the end of the spring 2015. Diffusive oxygen fluxes (DOU) (Table 3) ranged between 8.8 ± 2.7 mmol m–2 d–1 at GIU and 28.5 ± 12 mmol m–2 d–1 at ALG1. Stations ALG1 and TRES showed the largest average DOU, although the difference with ALG2 was not significant, due to large seasonal variations.


[image: image]

FIGURE 6. Oxygen microprofiles in porewaters from the years 2015, 2016, 2017: ALG1 black, ALG2 red, GIU blue, VIG gray, TRES orange.



TABLE 3. Diffusive oxygen uptake for the Venice lagoon stations.
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Long-Term DO Monitoring

The box-plot presented in Figure 7 summarizes the average weekly distribution of DO in summertime at station VE02, based on 12 years of monitoring data. The DO median and minimum values were lower in August, but the last 2 weeks of June also presented critical conditions, with minima below 20% saturation. Figure 8 presents the index of hypoxia duration for the period comprised between June 1 and September 31, at the four monitoring stations. As can be seen, stations VE02 and VE05, located in the water body PNC1, presented the highest values of the index, up to 23 days at VE02 in 2013.


[image: image]

FIGURE 7. DO saturation at VE02 monitoring station: – box edges indicate the 1st and 3rd quartiles, the central line marks the median, while whiskers indicate extreme (max–min) data points not considered outliers (plotted individually using the “+” symbol).



[image: image]

FIGURE 8. Number of consecutive days with minimum O2 concentration below 25%.




DISCUSSION


Diagenetic Pathways and Intensity

The oxygen porewater profiles showed limited differences among the five stations, which displayed oxygen penetration depth of 1–1.7 mm. On the contrary, larger DOU values were calculated at stations ALG1, TRES, and ALG2, likely linked to aerobic mineralization and re-oxidation of reduced compounds (Dedieu et al., 2007b; Glud, 2008).

NO3– profiles indicated that denitrification was occurring at all sites. However, denitrification did probably not represent a significant diagenetic pathway, given the low concentration of NO3– in the water column (<10 μM; Dedieu et al., 2007a). The peaks in Fe2+ concentration observed in porewater profiles at all stations indicated that the iron reduction pathway was active at all sites (van Cappellen and Wang, 1996) and, in particular at station ALG1. This is consistent with the increase in pH below the oxic zone at all station (Figures 2, 3), which can be due to iron and probably manganese oxide reduction. The low Fe2+ concentration at depth below 5 cm can be explained by the precipitation of FeS or FeS2 (Rassmann et al., 2020). Sulfate reduction was the most important diagenetic pathway at stations ALG1 and TRES, where the largest SO42– gradients and integrated consumptions, as well as the largest increases of dissolved sulfide were observed (Figure 4). The difference between the TS increase, about 0.5 mM, and the decrease in porewater sulfate concentration, ranging from 2 to 20 mM, can be explained by the precipitation of iron sulfides (Metzger et al., 2007; Rassmann et al., 2020).

ALG1 and ALG2 were more thoroughly investigated and were visited over 3 consecutive years, in different months over the spring–summer season. Consequently, they were selected as master stations (MS) of this study, on which we attempted to define differences regarding the intensity in sediment early diagenesis. DIC and SO42– were considered as key variables, given the importance of sulfate reduction pathway in organic matter diagenesis in marine sediment. Results from this exercise are presented in Figure 9, which shows the average DIC and SO42– concentration profiles at the two MS, and marks the two regions in which these parameters were ranging in the different years. It can be seen from the gray envelopes of the DIC and SO42– concentration profiles that ALG1 and ALG2 showed clear differences which reflected a variable intensity of diagenesis. By using ΔDIC and ΔSO42– defined as the absolute value of the difference between their concentration at the sediment surface and that at the deepest layer of each core, we compared ALG1 and ALG2. The test revealed statistically larger values of ΔDIC and ΔSO42– for ALG1 with respect to ALG2 (Mann–Whitney one-tailed; n1 = n2 = 3, W = 9, p = 0.05).
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FIGURE 9. Inter-annual consistency of the sets of data collected at the two CS stations: (A) DIC profiles at ALG1 and ALG2; (B) SO42– profiles at ALG1 and ALG2.


The DIC integrated productions were significantly larger at ALG1 (2.8 mmol m–2 d–1) compared to ALG2 (1.0 mmol m–2 d–1), as well as the SO42– integrated consumption (1.6 mmol m–2 d–1 at ALG1 vs 0.4 mmol m–2 d–1 at ALG1). The ratio among integrated rates of DIC production and SO42– consumption was 1.8 at ALG1 and 2.3 at ALG2, which brackets the theoretical ratio of 2 (Rassmann et al., 2016). Along with the DIC and SO42– integrated rates, DOU calculated from the microelectrode profiles were used to differentiate the MS (28.5 ± 12 mmol m–2 d–1 at ALG1 and 17.5 ± 7.4 mmol m–2 d–1 at ALG2). Based on the differences observed in these three quantities, the two MS presented an “intense diagenesis” behavior (ALG1), and a “moderate diagenesis” behavior (ALG2). The two categories proposed here are consistent with the findings by Gieskes et al. (2015). The authors found TA values around 50 mM and complete consumption of SO42– within the upper 40 cm at two of the investigated stations, while the other sites displayed TA values below 10 mM and presented a limited SO42– depletion. According to the authors, these differences were primarily related to sediment dredging and subsequent disposal. This constitutes an aspect of primary relevance in the comparison of the two works, since in our case no recent reworking was observed in sampled sediments, and all the sampled cores presented intact visual biogenic structures at the core surface. Furthermore, they were collected in shallow water areas which, to the knowledge of the authors, did not experience recent reworking and were placed at a minimum distance of 50 m from the edge of the canals.

Once the difference of the two MS was established, an attempt was made to group the other stations investigated during the three consecutive field campaigns, dividing them between intense diagenesis, at stations resembling ALG1, and moderate diagenesis, at stations closer to ALG2 characteristics. Grouping stations could be relevant for, at least, three reasons: (1) providing information for planning monitoring of crucial sites; (2) guiding data collection for developing a spatial model of lagoon sediments; (3) informing the differential management of sites. Station VIG, sampled in 2016, and station GIU, sampled in 2016 and 2017, show characteristics that are closer to those of MS ALG2 than ALG1, especially in 2017. Indeed, their asymptotic DIC concentration are much lower than the range 12–30 mM, observed at ALG1 (Figures 2, 3). This observation would place the VIG and GIU stations in the “moderate intensity” diagenesis group, which is confirmed by the maximum of NH4+ concentration achieved in these two stations. Furthermore, the difference between ALG1 and VIG/GIU is clearly visible in the sulfate profiles: SO42– concentration was roughly constant at station VIG and showed a few mM decrease with depth at station GIU. On the contrary, station TRES displays a larger SO42– decrease of 10 mM and larger maximal DIC and NH4+ concentrations, which reach 16 mM and 1200 μM, respectively. In that respect, even if the highest concentrations of ALG1 are not met at station TRES, this last station is closer to the characteristics of MS ALG1 (intense diagenesis) than ALG2. The difference between the two groups is corroborated by the organic content of surface sediments which is larger at stations ALG1 and TRES than the three other stations.

Indeed, differences in diagenetic intensity among these stations can be related to patterns of organic matter source and accumulation, driven by the spatial heterogeneity in primary producer assemblages. The spatial distribution of macroalgae coverage and standing crop (Sfriso and Facca, 2007), depends on different environmental conditions. One example is the abundance and productivity of Gracilariaceae and Ulva rigida, respectively in the areas of TRES and ALG1stations (Sfriso and Sfriso, 2017). These two stations are located close to each other (in absolute terms the two closest stations sampled in this study), but placed on the two sides of the bridge connecting the historical town to the mainland, and characterized by different wind exposures and hence turbidities. Beside differences in biomass density, phenology and degradability, macroalgae coverages can have contrasting impacts on the intensity of diagenesis in terms of reinforcing sediment cohesion and preventing resuspension, in combination with the microphytobenthos community (Yallop et al., 2000; Facca et al., 2002). In terms of physical processes, wind induced resuspension is likely to be more active at station ALG2, as the other stations are partly protected by the bridge (ALG1, and to a lower extent TRES), an island (VIG) or the city of Venice (GIU). This observation is based on a general consideration about the fetch exposure to the two main winds, Bora and Scirocco, and the related bottom shear stress. However, although Scirocco provides the most frequent meteorological forcing, Bora wind blows at speed of 30–40 m/s and is considered to be the geomorphically dominant meteorological condition (Carniello et al., 2009). One relevant mechanism could therefore be related to the resuspension and deposition of organic matter of allochthonous origin during Bora events, in an exchange pattern that could occur between ALG2 and ALG1, which according to the simulations performed by Carniello et al. (2009) belong respectively to areas of erosion and deposition. Anthropogenic drivers also exert an influence in the erosion-sedimentation patterns – e.g., ALG2 is located in proximity of a Manila clam farming area, were dredging could periodically perturb the deposition pattern, while in ALG1, ALG2, and TRES boat traffic and ship wakes can contribute to sediment resuspension and deposition (e.g., Scarpa et al., 2019; Braga et al., 2020).

Overall, it seems reasonable to relate the higher intensity in diagenesis observed in ALG1 and TRES to differences in macroalgal coverage (primary production; sediment cohesion) and fetch exposure. Nonetheless, it seems difficult to delineate the role and interplay among all the natural and anthropogenic drivers controlling organic matter accumulation without performing dedicated in situ measurements, and/or applying models capable of representing lateral transport of suspended particles in different areas of the lagoon (e.g., Ferrarin et al., 2008).



Hypoxia in Venice Lagoon and Potential for Sulfide Release

The analysis of time series indicates that the lagoon waters experience low oxygen concentrations in summer months, with median values of weekly average DO saturation below 50% (Figure 7). In conditions of limited mixing, the sediment oxygen demand may contribute to deplete DO in the water column and achieve hypoxia. As an example, considering an oxygen stock at saturation of 220 mmol m–2 in 1 m water column (T = 25°C and S = 30 ppt), the theoretical time required for achieving hypoxia would range between 5 and 18 days (DOU respectively of 28.5 mmol m–2 day–1, ALG1-avg, and 8.8 mmol m–2 day–1, GIU-avg). This basic estimation does not consider oxygen renewal associated to primary production, exchange with the atmosphere and advection, but is a conservative estimate of sediment oxygen consumption by accounting for DOU values only, which represent a fraction only of the total oxygen uptake (Glud, 2008). Interestingly, Figure 8, shows that hypoxic events in Venice lagoons last 5–15 days, which is consistent with the time scale of oxygen consumption by sediment diagenesis calculated above. Similar timescales for oxygen depletion have been observed in the Gulf of Mexico (GOM), one of the most documented hypoxic environment in the coastal ocean. Although located in a different coastal setting (open shelf, deeper waters), long term monitoring of DO in bottom water showed that, after mixing events and bottom water oxygen reset, in situ oxygen consumption can lead to hypoxia within a few days (Rabalais and Turner, 2019).

The time series analysis showed that in seven events, the number of consecutive hypoxic days exceeded 1 week, twice at VE02 and VE06, and three times at VE05. The fact that stations located in different water bodies experienced prolonged hypoxia supports the hypothesis that the onset of hypoxic conditions is governed by a combined effect of the degradation of planktonic, macroalgae, and microphytobenthos debris (Facca et al., 2002; Sfriso and Facca, 2007), which may occur in surface sediment, and the intensity of water mixing, due to the short term variability of wind conditions (Carniello et al., 2011).

A second aspect of relevance concerns the consequences of hypoxia on water bodies through the release of sulfide. In shallow marine water environments, it represents a major threat for living biota (Vaquer-Sunyer and Duarte, 2010). Release of sulfide is linked to (i) the intensity of diagenesis which increases sulfate-reduction and sulfide production (Cathalot et al., 2012), (ii) the buffer potential of iron as it combines with sulfide to precipitate as FeS and FeS2 in coastal sediments (Beckler et al., 2016; Rassmann et al., 2020), (iii) the oxygen concentration in the water column (Roden and Tuttle, 1992) as oxygen fuels the re-oxidation loop of H2S directly or through the iron buffer. In organic rich sediments, such as the Thau lagoon in oyster farms, sulfide production exceeds the buffer iron potential and sulfides are diffuses very close to the SWI (Metzger et al., 2007). H2S benthic flux also dramatically increases oxygen depletion in the water column during hypoxic phases as H2S is a strong oxygen sink with 2 moles of O2 consumed by 1 mole of H2S, therefore contributing to the spread of oxygen depletion in the stratified water column (Roden and Tuttle, 1992).

[image: image]

Our findings show that sulfate reduction is intense at stations ALG1 and TRES, with TS concentrations higher than 0.5 mM at 10–13 cm. Sulfide profiles shows that the concentration rapidly increases with depth (e.g., station TRES in Figure 4). Therefore, sulfide could be released to the water column, in case of reduced oxygenation at the SWI. Larger dissolved sulfide concentrations are expected at depth around 20 cm where measurements with micro-electrode could not be carried out. Indeed, as sulfate is nearly completely depleted at station ALG1, sulfide production is likely to be larger below 20 cm depth at this station as already documented at the organic-rich station C5 in the Thau lagoon (Metzger et al., 2007). Stations ALG2, GIU, and VIG, characterized by “moderate diagenesis,” showed limited sulfate depletion and little sign of sulfide in porewaters. This is probably the consequence of lower inputs of organic matter and the non-linear interaction with iron which buffers sulfide concentration through Fe-S interactions. In order to improve the management of anoxic crisis in the Venice lagoon and its consequences on the lagoon ecosystem, it would be important to locate and study sulfide occurrence in porewaters and efflux potential. This would help forecasting the consequences of hypoxic crisis on fish and macrobenthos, and potentially remediate in extreme cases.



CONCLUSION

The analysis performed on a >10 years long time-series of monitoring data highlighted the repeated occurrence of low oxygen events during summer, with several consecutive days showing water column saturation values below 25% (in 7 times >1 week). In shallow aquatic systems, the composition of the water column is largely controlled by the exchanges with the sediment. As an illustration, the oxygen uptake values calculated from microelectrode profiles in this study (8.8 and 28.5 mmol m–2 day–1), indicate that sediments can have an important role in the onset/maintenance of hypoxic conditions of the water column with a theoretical “consumption time” of water column oxygen ranging from 5 to 18 days. Stations investigated during this study presented different characteristics in terms of intensity of early diagenesis processes, which lead to an attempt of grouping them: (i) intense diagenesis stations, ALG1, TRES, and (ii) moderate diagenesis stations, ALG2, VIG, and GIU. This was performed on the DIC and SO42– profiles, considering that the main contrast in diagenetic intensities for the sediment of the Venice lagoon, is reflected in sulfate reduction. The potential for sulfide release in these conditions is higher at stations with higher diagenetic intensities, having large concentrations of total dissolved sulfide near the SWI. This represents a potential threat to the lagoon ecosystems related to the occurrence of hypoxic events, and should be monitored as such. We also remark that the role of the sediment diagenesis in generating/maintaining hypoxia and contributing to sulfide occurrence in the water column could be enhanced by changes in regional climate conditions, such as the increase in frequency of summer heat waves. Results could constitute a basis for improving existing biogeochemical models of the lagoon (e.g., Lovato et al., 2013), by including a more accurate representation of organic matter degradation processes in sediment (Arndt et al., 2013; Paraska et al., 2014). The future development of existing biogeochemical models in this direction could enhance the capacity of simulating the evolution of the hypoxic conditions, and, therefore, of assessing the risk of hypoxic events.
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Synechococcus is a major contributor to the primary production in tropic and subtropical oceans worldwide. Responses of this picophytoplankton to changing light and CO2 levels is of general concern to understand its ecophysiology in the context of ocean global changes. We grew Synechococcus sp. (WH7803), originally isolated from subtropic North Atlantic Ocean, under different PAR levels for about 15 generations and examined its growth, photochemical performance and the response of these parameters to elevated CO2 (1,000 μatm). The specific growth rate increased from 6 μmol m–2 s–1 to reach a maximum (0.547 ± 0.026) at 25 μmol m–2 s–1, and then became inhibited at PAR levels over 50 μmol m–2 s–1, with light use efficiency (α) and photoinhibition coefficient (β) being 0.093 and 0.002, respectively. When the cells were grown at ambient and elevated CO2 concentration (400 vs. 1,000 μatm), the high-CO2 grown cells showed significantly enhanced rates of electron transport and quantum yield as well as significant increase in specific growth rate at the limiting and inhibiting PAR levels. While the electron transport rate significantly increased at the elevated CO2 concentration under all tested light levels, the specific growth did not exhibit significant changes under the optimal growth light condition. Our results indicate that Synechococcus WH7803 grew faster under the ocean acidification (OA) treatment induced by CO2 enrichment only under limiting and inhibiting light levels, indicating the interactive effects and implying that the picophytoplankton respond differentially at different depths while exposing changing light conditions.

Keywords: CO2, growth, light, Synechococcus, WH7803


INTRODUCTION

Synechococcus is a group of picoplanktonic cyanobacteria, along with Prochlorococcus constituting the most widespread and abundant group of marine pico-prokaryotic primary producers (Varkey et al., 2016; Kim et al., 2018). Synechococcus strains are distributed widely in both freshwater and oceanic environments, with stain-specific physiological traits under influences of nutrients, temperature and light (Partensky et al., 1999; Callieri et al., 2013; Flombaum et al., 2013; Kim et al., 2018). In marine environments, most species and/or strains of Synechococcus are found more abundantly in mesotrophic and moderately oligotrophic marine environments (Scanlan et al., 2009; Domínguez-Martín et al., 2016) in tropical to subtropical oceans from 40°S to 40°N, contributing by about 16% of the global oceanic annual net primary production (Badger et al., 2006; Flombaum et al., 2013).

Among various strains of Synechococcus, WH7803 is featured with the presence of abundant phycoerythrin (PE), awarding it a distinguishable red appearance (Morris and Glover, 1981; Stockner and Antia, 1986). The absorption spectra of PE (450–600 nm) is similar to the spectra at the bottom of euphotic zone where the irradiance intensity is about 1% of the surface, suggesting this strain can be adapted to dim light levels (Fogg, 1986; Glover et al., 1986; Stockner and Antia, 1986; Piazena et al., 2002; Flombaum et al., 2013). However, vertical mixing processes in the oceans can episodically move Synechococcus cells to shallower layers where light levels are higher (Flombaum et al., 2013), possibly resulting in photoinhibition (Huner et al., 1998). Based on the light attenuation coefficient (Kd) in the clearest pelagic waters, the theoretical light intensity for WH7803 to survive was estimated to be about 23% of the surface intensity (Smith and Baker, 1981). However, laboratory studies revealed that the optimum light levels for its growth ranged from 25 to 200 μmol m–2 s–1 of PAR (Glover and Morris, 1981; Alberte et al., 1984; Barlow and Alberte, 1985; Campbell and Carpenter, 1986; Kana and Glibert, 1987). In spite of the reported wide range of PAR for optimal growth, little has been documented on its photophysiological performances under different PAR levels.

With progressive ocean climate changes, on the other hand, it has been predicted that the abundance of Synechococcus would increase by about 14%, with its distribution range extended to higher latitudes including the Bering Sea, Gulf of Alaska, and Southern Ocean (Flombaum et al., 2013). While increased levels of CO2 and higher temperature were both suggested to influence Synechococcus, experimental tests on its responses to these drivers have been rarely examined (Synechococcus sp. CCMP1334 strain under pCO2 of 750 ppmv at 24°C, pCO2 380 ppmv at 24°C, and pCO2 750 ppmv at 20°C, Fu et al., 2007; Lu et al., 2006). Growth of Synechococcus strains can be stimulated (Fu et al., 2007; Synechococcus sp. CCMP839 strain under pCO2 of 800 ppmv, Lu et al., 2006) or unaffected (Synechococcus elongatus CCMP1379 strain under pCO2 of 350, 600, 800 ppmv and Synechococcus sp. CCMP839 strain under pCO2 of 350 and 600 ppmv, Lu et al., 2006) by elevated CO2 concentrations, showing a strain-specific response when grown under constant light levels (40–45 μmol m–2 s–1 of PAR). It has been suggested that increased availability of CO2 and the associated acidic stress can affect phytoplankton growth to different directions, leading to positive, neutral and negative effects under different light levels (Gao et al., 2012) due to carbon concentration mechanisms (CCMs) regulation and involved energetic changes. Synechococcus strains possess active CCMs, that can concentrate intracellular CO2 up to about 1,000 times higher than that in seawater (Badger and Andrews, 1982). Therefore, we hypothesize that Synechococcus respond differently under different light levels to elevated CO2 concentration projected to future ocean acidification (OA), and increasing CO2 availability and different light levels would result in interactive effects on Synechococcus WH7803 strain, which was isolated from subtropical North Atlantic Ocean where anthropogenic CO2 has been drastically increased with progressive OA (Bates and Johnson, 2020). In this work, we examined physiological performances of the strain WH7803 under various light levels and two CO2 levels (ambient and elevated levels for the present and end of this century, which were about 400 or 1,000 μatm, respectively), and found that the elevated CO2 concentration to 1,000 μatm did not affect its growth rate at the optimal growth light level but enhanced it at light-limiting and inhibiting levels.



MATERIALS AND METHODS

Synechococcus WH7803 strain, originally isolated from the North Atlantic Ocean (67.496°W, 33.748°N), was obtained from Professor Rui Zhang’s lab at the College of Ocean and Earth, Xiamen University, Xiamen, China. The cells were maintained in A+ medium in 100 mL Quartz tubes under 6 μmol m–2 s–1 light intensity with a light-dark period of 12:12 h at 23.5 ± 0.5°C in an illuminating incubator (HP1000G-D, Wuhan Ruihua Instrument and Equipment Co., Ltd., China). Before inoculation, the medium and quartz tubes were sterilized at 110°C for 30 min in an autoclave.

Light (PAR) intensity within the incubator was measured using Datalogging Radiometer Model PMA2100 (Solar Light Company, Inc., United States). Six PAR levels of 6, 13, 25, 38, 50, and 100 μmol m–2 s–1 were set to grow the Synechococcus cells by adjusting distance from the light source and/or covering with neutral filters. The cultures were aerated (30 ml min–1) with filtered air (0.22 μm, PVDF Syringe Filter, AllPure, United States). There were three replicates of culture at each treatment (n = 3). Each culture under different light levels was run for 15 generations before measurements of the physiological and biochemical parameters, including specific growth rate, electron transport rate, effective quantum yield and pigments concentration. The initial cell concentration was set at about 500,000 cells mL–1. The concentration of cells was monitored at 9:00 am every other day.

Then we set up experiments to test how the picophytoplankton respond to future OA under the elevated CO2 level (1,000 ppmv) based on RCP8.5 senario using the current CO2 level as control (Gattuso et al., 2010; Gao et al., 2012). CO2 concentrations in the culture medium were initially set up at 400 (LC) or 1,000 (HC) μatm by using the CO2 pre-equilibrated medium, which were aerated and prepared through a sterilized filter with outdoor air for LC and the air of 1,000 ppmv CO2 (achieved by using a plant CO2 chamber) for HC, respectively. After pre-equilibration, the pH of the medium was measured by a pH meter (Orion Star A211, Thermo Fisher Scientific, United States). In the cultures at LC and HC treatments (pH 8.1 vs. 7.8), the pHnbs was significantly different at the early phase (4 days) with less difference at the end (day 10) of the cultures. The initial cell concentrations in the cultures under both CO2 levels were 500,000 cells mL–1.


Measurement of Specific Growth Rate

The cell concentration in the cultures was enumerated (each sample for at least 30 s) by a flow cytometer (CytoFLEX S, Beckman Coulter, Inc., United States) with a 488 nm emitter (PE and Chl a are both excited by this laser beam, with the emitted wavelengths of 575 and 675 nm, respectively) (Givan, 2011). The tunnels of the auxiliary software CytExpert 2.0 (Beckman Coulter, Inc., United States) were FSC-A (forward scatter light for diameter), PI-A (690 nm for Chl a) and PAO-A (585 nm for PE). When phycoerythrin and chlorophyll a in Synechococcus cells become excited by 488 light, they emit the characteristic lights as mentioned above. By analyzing those emitted light signals through the software, a Synechococcus cell could be distinguished from other particles based on its species-specific emission wavelength characteristics. The specific growth rates were calculated using the following formula based on the enumerated cells (Iturriaga and Mitchell, 1986):

[image: image]

where N indicates the cell concentration at T time, N0 the initial cell concentration at T0, and Δt the duration (days, T − T0). The non-linear fitting of the specific growth rates to growth light levels was performed using the following formula (Platt et al., 1980):

[image: image]

where PAR is the growth light intensity. The μmax, α and β indicate maximal growth rate, light use efficiency and growth photoinhibition coefficient, respectively.



Measurement of Electron Transport Rate and Effective Quantum Yield

Samples for the measurement of relative electron transport rate (rETR) were collected directly during the exponential growth phase, which had different concentrations of cells as well as the contents of intracellular chlorophyll. The ETR was measured by using a Multi-color Pulse Amplitude Modulated chlorophyll fluorometer (Multi-color PAM, Walz, Germany), setting measuring wavelength of actinic light at 625 nm (measuring mode Al white, with all samples showing the similar basic fluorescence levels). The range of light curve measurement was from 0 to 798 μmol m–2 s–1, which included 13 irradiance steps and each irradiance step was about 10 s. The saturating light pulse (800 ms, 5,000 μmol photons m–2 s–1) was applied for determination of ETR. The rETR was calculated as follows (Ralph and Gademann, 2005):

[image: image]

where ΦPSII represents the measured effective quantum yield of photosystem II, and PAR the measuring or assay light intensity. ΦPSII was determined by setting actinic light level to the growth light level for each sample that had been grown under different light levels.



Measurement of Pigments Concentrations

A 10 mL of culture from each replicate culture was used for the extraction of Chl a and total carotenoids (CARs), and another 10 mL was used for the extraction of APC (allophycocyanin), PC (phycocyanin), and PE (phycoerythrin), respectively. For measurements of Chl a and CARs, cells were collected on 0.22 μm GF/F filter and then extracted in 5 mL of pure methanol for 24 h at 4°C in darkness before being centrifuged at 6,000 × g for 10 min. The supernatant was scanned for absorbance from 400 to 800 nm by using a spectrophotometer (model DU800 Beckman Coulter, United States). The concentrations of Chl a and CARs were determined according to Ritchie (2006) and Strickland and Parsons (1972).

Extractions of APC, PC, and PE were performed according to Lüder et al. (2001) as described by Zhang et al. (2013). Briefly, the collected cells were suspended in 10 mL phosphate buffer. The freezing (liquid nitrogen) and thawing (4°C) processes were repeated for at least four times for each extraction. Optical absorbances of the supernatant after centrifugation were scanned as mentioned above using the spectrophotometer. The concentrations of APC, PC, and PE were calculated according to Lüder et al. (2001).



Data Analysis

One-way ANOVA with post hoc multiple comparisons of Tukey was operated for distinguishing significant (P < 0.05) differences using SPSS (PASW 18.0, IBM, United States), since we need to compare more than two groups with the follow-up post hoc test for analysis of equality of multiple overall mean values. The significant levels (p-values) are given in the Supplementary Material. The fitting and charting were conducted by OriginPro 9.0.0 (64-bit) b45 (OriginLab Corp., United States). All data are presented as the means ± SD of three independent cultures.



RESULTS

The specific growth rate (μ) of Synechococcus WH7803 increased from 6 μmol m–2 s–1 to reach a maximum at 25 μmol m–2 s–1, but thereafter declined with increased levels of PAR (Figure 1), resulting in no significance in μ at between 6 and 100 μmol m–2 s–1 (Supplementary Table 1). The results derived from the non-linear fitting of μ revealed that the growth light use efficiency (α) and high light inhibiting coefficient (β) were 0.093 and 0.002, respectively.
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FIGURE 1. The specific growth rates of Synechococcus WH7803 grown under various PAR levels (n = 3, triplicate cultures). Different letters above the data indicate significant difference (p < 0.05).


The relative electron transport (rETR) during photochemical reactions of the cells grown under 6, 12, 25, and 38 μmol m–2 s–1 of PAR were nearly superimposed, however, the rETRs in the cells grown under 50 and 100 μmol m–2 s–1 significantly increased further with increased levels of PAR (Figure 2A). The maximal rETR in the cells grown at 100 μmol m–2 s–1 was nearly twice that grown at 38 μmol m–2 s–1 or lower PAR levels (Figure 2A). The effective quantum yield did not show significant changes (Figure 2B) (Supplementary Table 2).


[image: image]

FIGURE 2. The photosynthetic electron transport vs. light curves of Synechococcus WH7803 grown under different PAR levels (A), and the effective quantum yield (ΦPSII) of the cells adapted to growth light levels (B) (n = 3, triplicate cultures).


When the cells were exposed to elevated CO2 concentrations for about 10 days under 6 (limiting), 25 (optimal), and 100 (inhibiting) μmol m–2 s–1 of PAR, its specific growth rate significantly increased at the limiting and inhibiting growth light levels of 6 and 100 μmol m–2 s–1, respectively (Supplementary Table 3). No significant change was observed between the two CO2 levels under the optimal light level of 25 μmol m–2 s–1 (Figure 3A). The photosynthetic electron transport rate increased significantly with increased light levels, with higher values in the high CO2-grown cells (Figure 3B) (Supplementary Table 4). While elevated CO2 availability appeared to enhance the quantum yield at all test light levels, significant difference was only found at growth light of 100 μmol m–2 s–1 (Figure 3C), though the specific growth rate was enhanced in the high CO2-grown cells at both limiting and inhibiting light levels (Figure 3A).
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FIGURE 3. The growth (A), rETR (B), and ΦPSII (C) ratios of high- to low-CO2-grown Synechococcus cells. Different letters above the data indicate significant difference at P < 0.05. The ratios of high CO2-grown to ambient CO2 grown cells were based on the data obtained under three levels of light and two levels of CO2 (18 cultures with each treatment of three replicates). The absolute values for high CO2-grown cells can be obtained using the ratio and the values in Figures 1, 2.


While contents of Chl a (0.013 ± 0.001 for LC and 0.021 ± 0.001 pg cell–1 for HC), carotenoids (0.012 ± 0.002 for LC and 0.019 ± 0.001 pg cell–1 for HC) and phycoerythrin (0.208 ± 0.079 for LC and 0.485 ± 0.030 pg cell–1 for HC) showed significantly higher values at the optimal growth light of 25 μmol m–2 s–1, no significant changes were found among the light levels for allophycocyanin and phycoerythrin (Table 1) (Supplementary Table 5). However, at any of the growth light levels, all types of photosynthetic pigments increased significantly at the elevated CO2 level compared to the ambient level, by 58.76, 57.96, 82.10, 177.13, and 132.91%, respectively, for Chl a, carotenoids, allophycocyanin, phycocyanin, and phycoerythrin in the cells grown at the optimal light intensity (Table 1) (Supplementary Table 5).


TABLE 1. The per cell concentrations of pigments (pg cell–1) of Synechococcus WH7803 grown under different light and CO2 levels (n = 3, triplicate cultures).

[image: Table 1]


DISCUSSION

Our results indicate that Synechococcus strain WH7803 accelerated its electron transport rate with increased growth light and CO2 levels, and the elevated CO2 to 1,000 μatm significantly enhanced its growth under limiting (6 μmol m–2 s–1) and inhibiting (100 μmol m–2 s–1) light levels, but did not bring about significant effect on it at the optimal light level of 25 μmol m–2 s–1. Although the extent of the enhancement due to increased CO2 availability at the low and high light levels was only by 2–2.5% per day (Figure 3A), the accumulative effects over longer periods can hardly be ignored considering the large proportion of Synechococcus’s contribution to marine primary productivity. Insignificant effects of elevated CO2 on Synechococcus strains CCM 839 and 1334 were reported when they were grown at optimal light levels of about 40 μmol m–2 s–1 (Lu et al., 2006; Fu et al., 2007). Our finding first demonstrated the positive effects of elevated CO2 on Synechococcus cells grown under limiting and inhibiting light levels and showed consistency with the previous reports (Lu et al., 2006; Fu et al., 2007) on the CO2 effects at optimal light intensity.

In the present study, the specific growth rate of Synechococcus (WH7803) increased to reach a peak at 25 μmol m–2 s–1 but then gradually declined at higher light levels, showing a photoinhibition. Barlow and Alberte (1985) showed that Synechococcus WH7803 as well as clone WH8018 became light saturated for growth at light levels between 25 and 50 μmol m–2 s–1, and was severely inhibited at 250 μmol m–2 s–1. This is consistent with our growth vs. light curves (Figure 1). While Morris and Glover (1981) reported that growth of Synechococcus (WH7803) saturated at 45 μmol m–2 s–1, Kana and Glibert (1987) reported that growth of the same strain was saturated at about 200 μmol m–2 s–1. Since culture vessels of different materials and culture volumes may lead to different levels of light exposures to the cells within them, such difference in light levels for saturating its growth can be attributed to different transparency of light and to different volumes of culture, since large volume of cultures and the flasks made of polystyrene attenuate or block considerable amount of light. We have used 100 mL Quartz tubes, and the high transparency of the tubes with small volume of water provided higher light exposures to the cells, therefore leading to relatively lower saturating light level for growth (Figure 1) compared to other works aforementioned.

Photosynthetic electron transport increased with growth light levels till 100 μmol m–2 s–1 of PAR, with faster tempo at the elevated CO2 level across all the growth light levels (Figure 3B). The faster electron drainage, which means faster energy supply for physiological processes, can be attributed to enhanced CO2 assimilation processes and/or photorespiration (Gao et al., 2012). While increased light levels are known to enhance CCMs in phytoplankton species, but elevated CO2 levels usually down-regulate CCMs (Giordano et al., 2005; Beardall and Raven, 2020), the enhanced electron transport and growth of Synechococcus strain WH7803 by elevated CO2 could be attributed to enhancement of carboxylation under the elevated CO2, which resulted in faster growth rate under growth limiting and inhibiting light levels (Figure 3A). The inhibited growth rate at 100 μmol m–2 s–1 (Figure 1) could be due to light stress, since the cells increased their electron transport with increasing growth light levels to result photoinhibition (Figure 2). The reason why growth at optimal growth light level was not enhanced by the elevated CO2 could be attributed to balanced carbon loss and carboxylation, since the acidic stress associated with elevated CO2 can stimulate respiratory carbon loss in phytoplankton (see the review by Gao and Campbell (2014) and literatures therein).

Synechococcus strains are known to operate active CCMs, though they lack extracellular carbonic anhydrase (Badger and Andrews, 1982; Price, 2011). Elevated CO2 concentrations down-regulate the CCMs in microalgae and cyanobacteria, with depressed activity of carbonic anhydrase (Beardall and Raven, 2020). The down-regulated operation of CCMs in Synechococcus strain WH7803 could have saved energy (operation of CCMs requires energy expenditure), and the saved energy helps to enhance growth of Synechococcus strain WH7803 when light is limiting. That is, it is not the CO2 fertilization effect that led to enhanced growth of the picophytoplankton under limited light condition. When CCMs become down-regulated, photorespiration or Rubisco-catalyzed oxygenation can speed up at high light levels due to decreased ratio of CO2 to O2 (Bailey et al., 2008). In the present work, when Synechococcus strain WH7803 was grown under inhibiting light level (100 μmol m–2 s–1), its photorespiration might have been enhanced to result in negative effects on growth under the elevated CO2. However, on the contrary, the increased CO2 availability enhanced its growth significantly under the high light (Figure 3A). It has been shown that Synechococcus releases CO2 by about 30% of the CCMs concentrated DIC while its CCMs operate (Badger et al., 1985), elevated CO2 concentration in milieu might have counteracted the CO2 release, therefore aiding the cells with enhancement of electron transport and quantum yield (Figures 3B,C) with stimulated growth (Figure 3A). More photosynthetic carbon fixation would demand more energy. In the present work, the picophytoplankton increased its photosynthetic pigments with increased levels of light and CO2, which is consistent with that reported by Fu et al. (2007). Increased availability of CO2 significantly increased the cells’ light capturing capacity, as reflected in the increased photosynthetic pigments (Table 1). Under the high levels of light and CO2, the cells of Synechococcus showed the highest increase in Chl. a content to ensure sufficient energy supply to support increased levels of carboxylation and photorespiration, which has been shown to increase under OA conditions (Gao et al., 2012).

In natural marine environments, phytoplankton cells are exposed to different light levels spatio-temporally. Synechococcus strains are usually distributed in the lower part of euphotic zone, being exposed relatively low light. However, during noon period or during periods of intensive mixing, the picophytoplankton cells may episodically exposed to high inhibiting light levels. Therefore, elevated CO2 concentrations can positively and negatively affect its productivity at different depths or times during daytime. Consequently, the effects of OA on Synechococcus productivity could be strain-, depth-, and time-dependent, showing spatiotemporal differences in its response to progressive ocean acidification.
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The interplay of coastal oceanographic processes usually results in partial pressures of CO2 (pCO2) higher than expected from the equilibrium with the atmosphere and even higher than those expected by the end of the century. Although this is a well-known situation, the natural variability of seawater chemistry at the locations from which tested organisms or communities originate is seldom considered in ocean acidification experiments. In this work, we aimed to evaluate the role of the carbonate chemistry dynamics in shaping the response of coastal phytoplankton communities to increased pCO2 levels. The study was conducted at two coastal ecosystems off Chile, the Valdivia River estuary and the coastal upwelling ecosystem in the Arauco Gulf. We characterized the seasonal variability (winter/summer) of the hydrographic conditions, the carbonate system parameters, and the phytoplankton community structure at both sites. The results showed that carbonate chemistry dynamics in the estuary were mainly related to seasonal changes in freshwater discharges, with acidic and corrosive conditions dominating in winter. In the Arauco Gulf, these conditions were observed in summer, mainly associated with the upwelling of cold and high pCO2 (>1,000 μatm) waters. Diatoms dominated the phytoplankton communities at both sites, yet the one in Valdivia was more diverse. Only certain phytoplankton groups in this latter ecosystem showed a significant correlations with the carbonate system parameters. When the impact of elevated pCO2 levels was investigated by pCO2 manipulation experiments, we did not observe any significant effect on the biomass of either of the two communities. Changes in the phytoplankton species composition and abundance during the incubations were related to other factors, such as competition and growth phases. Our findings highlight the importance of the natural variability of coastal ecosystems and the potential for local adaptation in determining responses of coastal phytoplankton communities to increased pCO2 levels.
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1. INTRODUCTION

Human activities over the last two centuries have triggered changes in the global climate system at a pace unprecedented over the past 300 Myr (Caldeira and Wickett, 2003). On a global scale, the air-sea surface gas exchange has promoted an oceanic uptake of about one third of the recent anthropogenic CO2 emissions (Sabine et al., 2004; Gruber et al., 2019), leading to an alteration of the seawater carbonate chemistry and a reduction in seawater pH of 0.1 units (Hoegh-Guldberg and Bruno, 2010). This process is well-known as ocean acidification (OA, Orr et al., 2005) and is expected to further decrease average oceanic pH between 0.14 and 0.35 units by the end of the century (Caldeira and Wickett, 2003), which will likely have substantial consequences for marine ecosystems (Bopp et al., 2013).

Models predicting future changes in the carbonate chemistry associated to OA can be fairly accurately applied in the open ocean, where the environmental heterogeneity is rather low (Hofmann et al., 2011). Nevertheless, anticipating the synergic effects of OA in coastal ecosystems becomes more complex, owing to the high fluctuations in the physical-chemical properties in short temporal and spatial scales that occurs in these regions (Booth et al., 2012; Waldbusser and Salisbury, 2014). The partial pressure of CO2 (pCO2) in the coastal domain exhibits a higher natural variability related both to biological processes, such as respiration and photosynthesis (Shamberger et al., 2011; Buapet et al., 2013; Saderne et al., 2013), as well as to oceanographic processes including the upwelling of deep waters and the discharge of fresh water from rivers (e.g., Cao et al., 2011; Vargas et al., 2016). The dynamic interplay of these coastal processes may result in pCO2 levels in surface waters higher than expected from the equilibrium with the atmosphere (Hofmann et al., 2011; Wallace et al., 2014). One factor significantly contributing to pCO2 variability in coastal areas is the discharge of riverine waters (Cao et al., 2011; Vargas et al., 2016). These waters are typically more acidic and corrosive than oceanic waters as they present low pH values and a reduced buffering capacity linked to their low alkalinity (Raymond and Cole, 2003; Vargas et al., 2018). In addition, the remineralization of the organic matter transported by rivers by heterotrophic organisms results in high DIC and pCO2 levels. In this regard, estuarine environments constitute one naturally acidified coastal ecosystem, where the pCO2 values can reach several thousands microatmospheres (Borges et al., 2006; Wallace et al., 2014), representing a potential source of CO2 to the atmosphere. The other example is observed in upwelling-influenced coastal zones, where the upwelling-favorable winds promote the transport to the surface of naturally acidic subsurface waters characterized by low pH (<8) and high pCO2 (>600 μatm) levels, resulting in a decrease of the seawater pH in the nearshore area (Feely et al., 2008). However, at the same time, these nutrient-rich upwelled waters stimulate primary production, which lower the concentration of dissolved inorganic carbon (DIC), ultimately reducing the levels of pCO2. Owing to such local acidification processes in the coastal zone, marine organisms inhabiting this areas are constantly exposed to low pH/high pCO2 conditions and, therefore, may be operating at the limit of their physiological tolerances. Further acidification of the water through OA may lead to a synergistic effect (Gruber, 2011) and bring their physiology beyond these thresholds. Conversely, it may also occur that local adaptation to these highly variable environments confers on these organisms a higher resilience capacity to face sudden changes and increases in the pCO2 conditions (e.g., Duarte et al., 2013; Vargas et al., 2017). All these potential effects and consequences are still a mater of investigation.

The impact of high pCO2 levels on the phytoplankton community has been previously characterized in several distinct ecosystems, e.g., the Northern Sea (Burkhardt et al., 2001), equatorial Pacific (Tortell et al., 2002) or Southern ocean (Tortell et al., 2008; Trimborn et al., 2013), among many others. However, these studies have shown contrasting responses of the phytoplankton community structure to increased CO2 levels. For instance, at high pCO2 conditions, Tortell et al. (2002) observed a decrease in the abundance of diatoms and an increase of the non-siliceous groups whereas Tortell et al. (2008) reported an increase in primary production and abundance of the chain-forming diatoms Chaetoceros spp. Hare et al. (2007), in turn, showed that diatoms were replaced by nanoflagellates under these same conditions. Therefore, there is not a clear consensus about which groups will be benefited in a high pCO2 environment. In this light, knowing the carbonate system dynamics of the ecosystems where the phytoplankton communities inhabit may be crucial to correctly interpret the outcome of these investigations (Hofmann et al., 2011; Vargas et al., 2017). Unfortunately, this information is usually lacking in the investigation of the impact of OA.

In the present work, we provide insights into the natural seasonal variability of the carbonate system and the phytoplankton community structure and physiology at two contrasting coastal areas off central Chile: an estuarine ecosystem (Valdivia River estuary), and a coastal upwelling ecosystem influenced by freshwater discharges (Arauco Gulf). In addition, the response of these phytoplankton communities to elevated pCO2 levels is studied using CO2 manipulation experiments. The objective of this study was 2-fold: (1) to evaluate the relationship between the seasonal variability of the seawater chemistry and the phytoplankton community at two contrasting coastal ecosystems, and (2) to study the response of these communities to elevated pCO2 levels. Our hypothesis was that phytoplankton communities inhabiting highly variable, naturally acidic coastal ecosystems, such as estuaries, river-influenced areas and/or coastal upwellings, are adapted to high pCO2 conditions.



2. METHODS


2.1. Description of Study Sites

In this study we investigated two coastal ecosystems off Central Chile which experience naturally high and variable pCO2 conditions: The river-influenced coastal upwelling area off Concepción, in the northern part of the Arauco Gulf (36° 42–58′ S, 73°12–17′ W), and the Valdivia River estuarine system (39°46′–53′ S, 73°25′ W) (Figure 1). The Arauco Gulf is an equatorward facing embayment characterized by intense seasonal upwelling events between September and March (austral Spring-Summer) caused by an increase in the southwesterly wind stress (Sobarzo et al., 2007; Letelier et al., 2009). During these events, surface waters over the continental shelf edge are typically supersaturated in CO2, resulting in strong across-shore pCO2 gradients (Torres et al., 2011). In its northern part, the Arauco Gulf is influenced by freshwater discharges from the Biobío River, whose plume typically moves southward within the bay. Average flow rates of this river range between 200 and 3,000 m3 s−1 (Valle-Levinson et al., 2003), with maximum values observed during the rainy season in winter (June-August) and minimum values during summer (January-March). Likewise, Biobío River runoff constitutes a significant source of nutrients (silicate, nitrate and phosphate), trace metals and dissolved organic and inorganic carbon (DOC and DIC) for the adjacent coastal ocean (Pérez et al., 2015; Vargas et al., 2016). The Valdivia River estuary, in turn, constitutes one of the most important estuarine systems from central-southern Chile in terms of mean area and freshwater discharges. Hydrographic conditions reveals that it is a partially mixed type estuary, widely affected by tidal cycles (Pino et al., 1994). It presents a seasonal rainfall regime, with an annual average freshwater discharge of 592 m3 s−1 and maximum and minimum flow rates in austral winter (July) and summer (March), respectively (Garcés-Vargas et al., 2013).
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FIGURE 1. (A) Along-shore transects with the stations position at the two study areas off Central Chile, the Arauco Gulf (GA) and the Valdivia river estuary (VE). Hydrographic and chemical parameters as wells as phytoplankton abundance were measured at all stations. Primary productivity and community respiration were determined at two selected stations in each sampling site (red triangles): one station was located closer to the river mouth, showing a higher influence of fresh water discharges (GA3 and VE2), whereas the other station was located out of this influence (GA1 and VE5). This sampling was repeated in winter and summer at GA (2015–2016) and VE (2014–2015). Squares represent the location where the water was collected for the pCO2- mesocosms experiments, i.e., Lavapié Point (MExp) and VE2. (B) River discharges from the Biobío River (top) and the Valdivia river (bottom) for the year of the corresponding samplings. Red arrows indicates the day of the samplings at each site.


In this study, we conducted four sampling campaigns between 2014 and 2016, both during austral winter and summer; two in the Valdivia River estuary (August 2014 and January 2015) and two in the Arauco Gulf (September 2015 and January 2016). Each sampling was accomplished in 1 day and consisted in an along-shore transect of five stations (Figure 1), covering areas influenced by fresh-water discharges and areas without this influence.



2.2. Sampling and Hydrographic Measurements

The hydrological information on daily river flows were obtained from the Dirección General de Aguas (www.dga.cl) of the Chilean Ministry of Public Work. Seasonal variability in the freshwater discharges of the Biobío and Valdivia Rivers during the sampling years is shown in Figure 1. During each campaign, the water column was characterized through vertical profiles of temperature, salinity and oxygen recorded using a SeaBird SBE-19 plus conductivity-temperature-depth (CTD) equipped with a Westar fluorometer. Water samples for chlorophyll a (Chl a; 200-300 mL), nutrients [[image: image], [image: image], [image: image], and Si(OH)4; 25 mL], DIC and the δ13C isotopic signature of DIC (40 mL), as well as for phytoplankton abundance (250 mL) were collected with 5 L Niskin bottles at 2, 10, 25, and 50 m (only at GA3 and GA5) in the Arauco Gulf, and at 1, 3, and 5 m (plus two additional depths at 8 and 10 m only at VE4 and VE5) in the Valdivia River estuary. In addition, samples for Total Alkalinity (TA) in the Arauco Gulf and for pH in the Valdivia estuary were obtained at the same sampling depths, which were used to estimate both the pCO2 and the saturation state of aragonite (Ωarag) (see below). Chl a samples were directly filtered through GF/F (total Chl a concentration), and stored at −20°C until analysis in the laboratory by fluorometry (Turner Design TD-700) according to Parsons et al. (1984). Water samples for nutrients analysis were pre-filtered (GF/F), frozen (−20°C) and subsequently analyzed following (Strickland and Parsons, 1968).

Gross primary productivity (GPP) and community respiration (CR) was estimated at two stations in each study area (Figure 1), both during winter and summer campaigns. One station was selected at the inner part of the Valdivia River estuary (VE2) and another one offshore in Corral Bay (VE5), at 20 km from the coast. Similarly, in the Arauco Gulf, one station was located inside the Biobío river plume (GA3) at 4 km from the coast, and the other one northward outside the influence of this river plume (GA1), at ~40 km from the coast. In situ incubations to determine GPP and CR were conducted at two depth levels (1 and 3 m) in the Valdivia River estuary and at three depth levels within the euphotic zone (2, 10, and 15 m) in the Arauco Gulf. Discrete-depth measurements of GPP and CR were integrated to 5 and 20 m depths (in Valdivia estuary and the Arauco Gulf, respectively) using the trapezoidal approximation.

Finally, two additional water samplings were carried out to perform the carbonate system manipulation experiments with phytoplankton assemblages from both coastal upwelling and estuarine ecosystems. In the Valdivia River estuary, about 70 L of surface water was collected using 10 L-Niskin bottles at the inner part of the estuary (VE2) in August 2014. Here, the CO2 manipulation experiments were conducted at the Coastal Station of Calfuco (Universidad Austral de Chile, 39° 78′ S, 73° 39′ W). In the Arauco Gulf, the sampling took place in November 2016 at the upwelling center off Lavapié Point (37° 08′ S, 73° 34′ W). A similar water volume (~70 L) was collected using a suction pump in clean plastic containers and was immediately transported to the mesocosm facilities at the Marine Biological Station of Dichato (Universidad de Concepción, 36° 33′ S, 72° 39′ W). Major physical-chemical parameters, such as temperature, salinity, nutrient concentration and CO2 system parameters (i.e., DIC and pH), as well as Chl a concentration and phytoplankton abundance were likewise determined during these field collections in order to have the in situ conditions of the experimental water.



2.3. Analysis and Estimation of the Carbonate System Parameters

All the parameters were analyzed according to Riebesell et al. (2010). Seawater pH was measured potentiometrically in a 25 ml-thermostatted cell at 25 ± 0.1°C using a Metrohm 713 pH meter (input resistance >1,013 Ohm, 0.1 mV sensitivity, and nominal resolution 0.001 pH units) with a glass combined double junction Ag/AgCl electrode (Metrohm model 6.0219.100), calibrated with 8.089 Tris buffer (25°C) according to DOE (1994). pH values are given on the total hydrogen scale (pHT). For DIC and its δ13C isotopic measurements, a subsample of 40 ml was collected with a sterile syringe, filtered through a GF/F filter (previously pre-combusted at 450°C for 4–5 h) directly into 40 ml glass 200 Series I-CHEM® vials and poisoned with a saturated solution of HgCl2 to stop biological activity. The septa of the vials were substituted by butyl rubber septa to prevent diffusion of CO2 (DOE, 1994). Samples were run on an OI Analytical total inorganic carbon-total organic carbon (TIC-TOC) Analyzer (Aurora Model 1030), first run to determine the parts per million carbon organic/inorganic concentration and then for the δ13C isotopic signature. The TIC-TOC analyzer was interfaced with a Finnigan Mat DeltaPlus isotope ration mass spectrometer for analysis by continuous flow. Data were normalized using internal standards. The analytical precision was 2% for the quantitative DIC measurements and ±0.2o for the isotopes. All the analysis were conducted in the G. G. Hatch Stable Isotope Laboratory at the University of Ottawa, Canada. Samples for total alkalinity (TA) were collected in 250 ml- glass bottles, fixed with a saturated solution of HgCl2, and subsequently measured in the laboratory by potentiometric titration with HCl following the closed-cell method described in DOE (1994).

pH and DIC values (Valdivia estuary), and TA and DIC values (Arauco Gulf) were used in the software CO2SYS (Pierrot et al., 2006) to calculate the rest of the carbonate system parameters (i.e., pCO2, TA and pHT in Valdivia estuary and Arauco Gulf, respectively) and the Ωarag. Temperature, salinity, and nutrient [[image: image] and Si(OH)4] data were likewise included in these calculations. The carbonic acid dissociation constants (K1 and K2) were taken from Mehrbach et al. (1973) as refit by Dickson and Millero (1987) for marine waters (salinity >30 psu) and those by Millero (2010) for estuarine waters (salinity between 1 and 30 psu). The KHSO4 equilibrium constant determined by Dickson (1990) was applied for all calculations.



2.4. Phytoplankton Community Structure, Gross Primary Production (GPP), and Community Respiration (CR)

Phytoplankton samples for microscopy were fixed with 2% acidic Lugol solution and analyzed following the Utermöhl technique (Utermöhl et al., 1958), with classification until the lowest possible taxonomical level, using an Olympus IX51 microscope. GPP and CR were estimated from changes in the dissolved oxygen (DO) concentrations after incubating BOD bottles at in situ light conditions and in the dark (Strickland, 1960). At all samplings, the incubation time was <12 h and 3–4 replicates of each light condition (i.e., in situ and dark) were run. DO was determined before and after the incubation using the OxyMini® optode system (WPInst.). Net community production (NCP) was calculated as the difference in the DO concentration between light (GPP) and dark (CR) BOD bottles after the incubation.



2.5. Carbonate System Manipulation Experiments

Once in the laboratory, the seawater collected at each sampling site for the experiments was pre-filtered through a 200 μm mesh to eliminate large zooplankton. After acclimation to the corresponding pCO2 treatment for 12 h (Valdivia estuary) or 22 h (Arauco Gulf), seawater was transferred to polycarbonate 20L- bottles to start the experiments. Semi-automatic mesocosm systems for seawater carbonate chemistry manipulation of similar characteristics were employed at the two locations. The different pCO2 treatments were attained by continuously bubbling the seawater with either ambient (low pCO2 treatment) or CO2-enriched air (high pCO2 treatment). Air/CO2 mixtures were produced using a bulk technique, based on mixing filtered, dry air with ultra pure CO2 at a known flow rate using Mass Flow Controllers (MFC; Aalborg Model GFC). In the Valdivia River estuary the low pCO2 level was set at ~380 μm (control level, IPCC 2014), whereas in the Arauco Gulf the low pCO2 level was set at 700 μm corresponding to the in situ value during field sampling (i.e., “control” treatment). For the estuarine community, the high pCO2 treatment was ~900 μm whereas, for the coastal upwelling area, we considered an experimental treatment of 1600 μm pCO2. The upwelled water was already CO2-saturated (700 μm pCO2), and therefore we assumed a higher ΔCO2 of around 900 μatm. In both cases, these high pCO2 levels can naturally occur in these ecosystems (Vargas et al., 2017). Four replicates per treatment were run during the experiments, that lasted for 5 days and were conducted under temperature controlled conditions and 12/12 days/night light regime. The water inside the incubation bottles was gently mixed using rotor-powered blades, in order to prevent sedimentation of the phytoplankton cells. Subsamples for nutrients, carbonate system parameters, chlorophyll a and phytoplankton abundance were collected every day (except nutrients in the Arauco Gulf, which were sampled in situ, and on days 2 and 4 during the experiments) and analyzed as stated above.



2.6. Statistical Analyses

Pairwise comparisons were conducted applying the Student t-test and were considered significant at p < 0.05. The phytoplankton community was characterized using the Shannon-Wiener Diversity index (H'), Margalef's species richness (d), and Pielou's evenness index (J0) at each station and sampling time, using logarithms to the base 2 in the calculation of H′. It should be noted that these indices are not true species-level diversity indexes as some of the organisms could only be identified to the genus level (e.g., Chaetoceros spp. and Thalassiossira spp.). The correlation between environmental and biological variables was addressed by means of the Spearman correlation coefficient, which were considered significant at p < 0.05. Furthermore, a Generalized Linear Model (GLM) was applied to significantly correlated variables to evaluate the dependence between the biological variables and the environmental factors at each study site.




3. RESULTS


3.1. Hydrography

Clear seasonal differences in the hydrographic conditions were observed at the two sampling sites. The Biobío and Valdivia rivers discharges showed a typical annual pattern during the sampling years, with maximum values in winter and minima in summer (Figure 1B). Accordingly, fresh water influence was higher in winter at both areas, although in Valdivia, almost the entire water column at the inner estuarine stations was dominated by riverine waters (VE1-VE3, Figure 2) whereas in the Arauco Gulf this influence was limited to the surface waters in the southernmost stations (GA3–GA5, Figure 3). The water column along the transects was well-mixed and characterized by low temperatures (11–12°C) and oxygenated waters (> 3 ml L−1) during this season. In summer, in contrast, the warming of the surface waters caused the stratification of the water column, with temperatures decreasing 9°C in the upper 5 m in the Valdivia estuary (Figure 2) and 4°C in the upper 20 m in the Arauco Gulf (Figure 3). In the Valdivia estuary, the reduced river flow during this season limited the influence of freshwater to the first 4 m at the inner part of the estuary (VE1-VE3), whereas the influence of more oceanic waters characterized by higher nutrient levels (both [image: image]+ [image: image] and [image: image]) increased. In the Arauco Gulf, the low oxygen values (<1 ml L−1) together with the high [image: image] concentrations below 20 m showed the influence of an upwelling of oxygen-poor nutrients-rich subsurface waters in summer, especially at stations GA1, GA2, and GA5 (Figure 3). However, [image: image]+ [image: image] concentration did not follow the same pattern as the concentrations in summer were lower than in winter, which may be attributed to an enhanced nitrogen uptake by phytoplankton during the spring-summer blooms. Si(OH)4 concentrations, in turn, were significantly higher in Valdivia than in the Arauco Gulf (t-test, p < 0.05) but were associated with freshwater inputs at both sites, with maximum values at the Biobío river mouth (GA3) in the Arauco Gulf and at the inner estuarine stations (VE1–VE3) in Valdivia.
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FIGURE 2. Hydrographic characterization of temperature, salinity, oxygen (O2), and nutrients [[image: image] plus [image: image], [image: image], and Si(OH)4] along the transects sampled at the Valdivia river estuary during winter 2014 (left) and summer 2015 (right).
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FIGURE 3. Hydrographic characterization of temperature, salinity, oxygen (O2), and nutrients [[image: image] plus [image: image], [image: image], and Si(OH)4] along the transects sampled at the Arauco Gulf during winter 2015 (left) and summer 2016 (right).




3.2. Carbonate System Dynamics at Two Coastal Ecosystems

As with the hydrographic conditions, carbonate system parameters showed marked seasonal differences. The dynamics of the carbonate system in the Valdivia estuary were driven by the interplay between predominant freshwater discharges in winter and the influence of more oceanic waters in summer (Figure 4). In winter, the water column at the inner part of the estuary (VE1-VE3) was characterized by low DIC concentrations (<1,250 μmol kg−1), low TA (<1,700 μmol kg−1), low pCO2 levels (<300 μatm), and corrosive conditions (Ωarag <1), due to low alkalinity/salinity conditions associated to high freshwater inputs from the Valdivia river (Figure 1B). Depleted δ13CDIC values indicated the contribution of riverine DIC to the total pool of DIC in this estuarine portion. The pHT values showed intermediate values during the winter campaign, ranging between 7.60 and 7.99 units. In summer, however, the pHT ranged from as low as 7.48 at the stations outside of the river plume (i.e., VE4 and VE5) to as high as 8.03 at the surface waters of VE1 and VE3 stations. The influence of oceanic waters extended from the coastal stations to the inner portion of the estuary during this season, being characterized by low pHT, and high DIC concentrations (>1,700 μmol kg−1), TA values (>2,000 μmol kg−1), and pCO2 levels (>700 μatm) (Figure 4).
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FIGURE 4. Carbonate system parameters along the transect conducted in the Valdivia river estuary in winter (left) and summer (right). From the top to the bottom: pH, dissolved inorganic carbon (DIC), its δ13C isotope (δ13CDIC), total alkalinity (TA), partial pressure of CO2 (pCO2), and the saturation station of aragonite (Ωarag). Dashed line in Ωarag plot represents the isopleth of 1.


In the Arauco Gulf, the highest pHT values were recorded at the surface waters in winter, ranging between 8.19 and 8.56 units (Figure 5), while the lowest DIC concentrations (1535 μmol kg−1) and TA levels (1,731 μmol kg−1) for this area were determined at the river mouth station GA3, associated with higher freshwater inputs from the Biobío river during this season (Figure 1B). However, the riverine DIC contribution to the DIC pool in the Arauco Gulf was not evident from the δ13CDIC values. The pCO2 levels remained relatively low (<300 μatm) throughout most of the transect in winter and Ωarag values revealed supersaturation conditions with respect to aragonite. In summer, in contrast, all the carbonate system parameters (except the TA, which showed a relatively constant value of 2,298 ± 8 μmol kg−1 along the transect) reflected the upwelling of acidic and corrosive subsurface waters mainly at stations GA1, GA2, and GA5 (Figure 5). These subsurface waters were also characterized by low pH values (<7.9 units), high DIC concentration (>2,100 μmol kg−1), high pCO2 levels (>700 μatm), and Ωarag undersaturation conditions (<1), as compared to other stations (i.e., GA3 and GA4) and season (i.e., winter). δ13CDIC values also evidenced the influence of fractionated DIC pool (<1o) associated to low oxygen and corrosive subsurface waters.
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FIGURE 5. Carbonate system parameters along the transect conducted in the Arauco Gulf in winter (left) and summer (right). From the top to the bottom: pH, dissolved inorganic carbon (DIC), its δ13C isotope (δ13CDIC), total alkalinity (TA), partial pressure of CO2 (pCO2), and the saturation station of aragonite (Ωarag). Dashed line in Ωarag plot represents the isopleth of 1.


In general terms, the more acidic waters (low pH/ high pCO2) were observed in summer at both the Arauco Gulf and the Valdivia estuary, caused by the influence of subsurface upwelled waters and coastal oceanic waters, respectively. However, in contrast to the Arauco Gulf, the more corrosive conditions Ωarag(< 1) in the water column at the Valdivia estuary were recorded in winter, coinciding with the larger freshwater inputs, which are characterized by a reduced buffering capacity associated to the low TA values (Figure 5, Figure S1).



3.3. Temporal and Spatial Variations of the Phytoplankton Community

Seasonal differences in the Chl a concentration and the abundance of the dominating phytoplankton groups were larger than spatial variations along the transects at both samplings sites. Vertical profiles in the Valdivia estuary showed low Chl a concentrations (<2.5 μg L−1) in winter at all stations and depths (Figure 6), with integrated values (over the first 5 m) ranging between 5.3 and 8.4 mg m−2 (Table 1). In summer, this concentration increased at all stations but mainly at the inner estuarine section (VE1–VE3), where it achieved maximum values between 7 and 18 μg L−1 at subsurface waters and integrated values in the water column of 44.6–65.5 mg m−2 (Table 1). Similarly, the cell abundance of the different phytoplankton groups was about one order of magnitude larger in summer (Figure 6), even though the community was more diverse and the species richness was higher in winter (Table 1). Diatoms were the most abundant group throughout the year, contributing between 50 and 94% to the total abundance (Table S1), although there was a seasonal change in the dominant species. In winter, Aulacoseira granulata and Thalassionema nitzschioides accounted for most of the phytoplankton abundance, whereas in summer Chaetoceros spp. and Skeletonema costatum dominated the water column. A distinct distribution of less abundant groups was also observed along the transect. For instance, chlorophytes were only collected at the inner estuarine stations (Figure 6), where they were relatively abundant in winter (14–29%, Table S1). Other groups, such as dinoflagellates were present throughout the entire water column, at all stations and samplings, but their relative contribution to the total community changed likely associated to the influence of more oceanic waters as it was higher both at VE4 and VE5 stations and in summer all along the transect (between 10 and 36%, Table S1).
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FIGURE 6. Cell abundance of the phytoplankton groups (dots) dominating the community in the Valdivia river estuary during winter (left) and summer (right). Note that the abundance is given in log-scale. The bars represents the chlorophyll a concentration at each station and during each seasonal sampling. The legend at the bottom applies to all the panels.



Table 1. Phytoplankton community biodiversity and species richness through the Shannon-Wiener diversity index (H′), Pielou's evenness index (J0), and Margalef's species richness (d) at both study areas.
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In the Arauco Gulf the seasonal patterns of Chl a concentration and the cell abundance were similar as in Valdivia, being higher in summer than in winter (Figure 7). However, the latter was one order of magnitude higher in the Arauco Gulf during the same season, with maximum values reaching more than 3 × 106 cells L−1 at surface waters at GA2 (Figure 7) and integrated values (over the first 20 m) of 88.5 × 109 cells m−2 (Table 1). According to the diversity and species richness indexes (Table 1), the plankton community in this coastal ecosystem was less diverse and showed lower species richness in summer, but it was strongly dominated by diatoms throughout the year (relative abundance between 91 and 99%, Table S2). As in Valdivia, there was a seasonal change in the species composition at each station. Chaetoceros spp. was the most abundant group at stations GA1 and GA2 in winter (80–86%), whereas the same genus dominated the phytoplankton community at stations GA4 and GA5 in summer (88–82%, Table S2). The northernmost stations (GA1–GA3) were dominated by the chain-forming diatom Leptocylindrus danicus in summer. It is noteworthy that GA3, the station located at the Biobío river mouth (Figure 1), presented the highest diversity and species richness values in winter, not showing a clear dominance of any species or genera (Table S2). The contribution of dinoflagellates was low in this area both in winter and summer, ranging from 0.2 to 8.9%, with maximum integrated cell abundances of 35.6 × 107 cells m−2 at GA3.
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FIGURE 7. Cell abundance of the phytoplankton groups (dots) dominating the community in the Arauco Gulf estuary during winter (left) and summer (right). Note that the abundance is given in log-scale. The bars represents the chlorophyll a concentration at each station and during each seasonal sampling. The legend in the lower panel applies to all the panels.


As expected, the largest gross primary production rates (GPP) were recorded during summer campaigns at both study sites (Table 2), with values being one order of magnitude higher (>4,000 mg C m−2 d−1) in the Arauco Gulf than in the Valdivia River estuary. Seasonal differences in the community respiration (CR) were observed between sites as well. In Valdivia, the highest CR levels were determined at the inner estuarine stations in winter. In the Arauco Gulf, in contrast, the highest values were measured in summer at the more oceanic station (GA1), coinciding with the highest GPP rates supported by the upwelling of nutrient-rich subsurface waters (Figure 3). The GPP/CR ratio showed a similar trend at the two coastal ecosystems (Table 2), with significantly lower values recorded during winter campaigns (t-test, p < 0.05).


Table 2. Integrated gross primary productivity (GPP), community respiration (CR), net community production (NCP), and the GPP/CR ratio at two station of the Valdivia estuary and the Arauco Gulf during winter and summer.
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3.4. Relationship Between Environmental and Biological Variables

Several significant correlations were obtained between the structure and physiological rates of phytoplankton communities and the abiotic factors, such as the hydrographic properties and the carbonate system parameters. Tables 3, 4 includes these correlations as well as the results of the GLM model applied to elucidate the role of each environmental factor in predicting the biological variables in Valdivia and the Arauco Gulf, respectively. We observed distinct relationship of the environmental and biological factors between the two sites.


Table 3. Relationship between biological variables (Y) and environmental factors (Xi) at the Valdivia river estuary.
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Table 4. Relationship between biological variables (Y) and environmental factors (Xi) at the Arauco Gulf.
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In the Arauco Gulf, the variability of the Chl a concentration, the abundance of the different taxonomic groups and the physiological rates were largely explained (44–71%) by variations in temperature and nutrients concentration (Table 4). None of the carbonate system parameters was significantly correlated to the considered biological variables in this ecosystem. In contrast, in the Valdivia estuary, the carbonate chemistry in the water column showed a significant role in modulating the abundance of certain taxonomic groups. For instance, change in the Ωarag values explained 14% of the variance in the Chl a concentration and 23–40% of the seasonal variability observed in the abundance of euglenophytes, cilliates and silicoflagellates (Table 3). The abundance of diatoms and dinoflagellates, in turn, was correlated to the salinity and nutrients concentration, even though the multivariate linear approach considering these factors was only able to explain significantly the variance in dinoflagellates (31%).



3.5. Response of Coastal Phytoplankton Communities to Short-Term Exposure to Elevated pCO2 Levels

Seawater parameters during field collection (i.e., in situ) and for the experimental set up are given in Figures 8, 9. It is noteworthy that the pH/pCO2 levels established for the two experimental treatments (low/high) were maintained constant over the 5-days experiments, as reflected by the continuous monitoring of pH and pCO2 values. Natural assemblages of planktonic communities from estuarine and coastal upwelling ecosystems showed distinct responses during the experimental period. In the Valdivia River estuary, the in situ values of pH and pCO2 were of 7.93 and 162 μatm (VE2 in Figure 5, winter sampling), respectively. For the experiment, however, we decided to set the low pCO2/high pH treatment (hereinafter “low treatment”) at 380 μatm, a typical and recommended value for control treatments in CO2 manipulation experiments (IPCC, 2014) and the high pCO2/low pH treatment (hereinafter “high treatment”) at 900 μatm. Both the Chl a concentration and the abundance of phytoplankton groups in general showed an exponential increase during this experiment (Figure 8). Thus, Chl a values in the low treatment, for instance, increased from as low as 1 μg L−1 at initial conditions to as high as 15 μg L−1 in 5 days. No significant differences were detected between the low and high treatments at the end of the incubation (t-test, p > 0.05). The fast increase in the phytoplankton growth rates was reflected in the nutrient ratios (Figure 8). While the Si/N ratio decreased steadily (from ca. 11 to 9), the N/P ratio increased toward the end of the experiments in both treatments (from ca. 9 to 25). In this regard, there was no significant differences in the N uptake rates between the low and high treatments. The phytoplankton community in these estuarine waters was mainly dominated by diatoms (65% of the total abundance), in agreement to that observed under natural conditions (Figure 6). Most of the plankton groups increased their abundance during the incubation at both treatments, except silicoflagellates, which were only present at the beginning of the experiment. Euglenophytes and dinoflagellates showed a moderate increase in both treatments, whereas diatoms and flagellates exhibited the largest increase and were the most abundant groups at the end. When the effect of the elevated pCO2 level was tested after the 5-days incubation, we only observed significant differences (t-test, p < 0.01) in the abundance of diatoms and flagellates, being higher in the low treatment. A detailed examination of the species composition of diatoms revealed that the contribution of less abundant species (<1% of the total abundance, grouped as “Other diatoms,” Figure 8), which corresponded mostly to freshwater diatoms, as well as of Chaetoceros spp. decreased toward the end of the experiment. Conversely, taxa, such as Thalassiosira spp. and Skeletonema costatum increased, mainly at the high pCO2 treatment.


[image: Figure 8]
FIGURE 8. Temporal development of the pH, pCO2 levels, nutrient ratios (N/P and Si/N), chlorophyll a concentration (Chl a), and phytoplankton groups abundance over the course of the mesocosms experiment conducted with the plankton community from the Valdivia estuary (January 2015). The relative contribution of the most abundant (>5%) diatom species is also given. The low and high pCO2 treatments were of 380 μatm (control level) and 900 μatm, respectively. Average values for four independent replicates are given; error bars stand for the standard deviation. The vertical dashed line separates the in situ and the experimental conditions.
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FIGURE 9. Temporal development of the pH, pCO2 levels, nutrient ratios (N/P and Si/N), chlorophyll a concentration (Chl a), and phytoplankton groups abundance over the course of the mesocosms experiment conducted with the plankton community from the Arauco Gulf (November 2016). The relative contribution of the most abundant (>1%) diatom species is also given. The low and high pCO2 treatments were of 700 μatm (in situ pCO2 level during the sampling) and 1,600 μatm, respectively. Average values for four independent replicates are given; error bars stand for the standard deviation. The vertical dashed line separates the in situ and the experimental conditions.


In the Arauco Gulf, the in situ pH and pCO2 levels were 7.65 and 706 μatm, respectively (Figure 8). These values were considered for the low treatment as a measurement of control conditions in upwelling waters, whereas the high treatment was set at 1,600 μatm of pCO2, considering a Δ pCO2 of 900 μatm with respect to the control conditions. Nutrient ratios N/P and Si/N remained constant at ca. 11 and 0.73, respectively, indicating no significant uptake of N by phytoplankton and no nutrient limitation during the experiment. Likewise, no significant effect of pCO2 levels was observed in the concentration of Chl a, although it decreased from about 2 μg L−1 at in situ and initial values to 0.6 μg L−1 at the end of the incubation. Similarly, the abundance of diatoms decreased with time at both the high and low treatments, although this decrease was two times higher at high pCO2 conditions than at low pCO2 conditions (13.5 × 103 cells L−1 d−1 vs. 5.9 × 103 cells L−1 d−1). This decrease in the cell abundance coincided with an increase in the aggregates formation, as revealed by visual observations of the incubation bottles. The abundance of dinoflagellates, in contrast, did not show any influence of elevated pCO2 levels nor a decrease with time. In this experiment, the diatom community was dominated by Thalassiosira spp. As in the estuarine ecosystem, the less abundant diatom species decreased toward the end of the experiment irrespective of the treatment.




4. DISCUSSION


4.1. The Natural Environmental Variability of Hydrography and Carbonate System for Estuarine and Coastal-Upwelling Phytoplankton Communities

A frequent research gap in OA studies is the lack of information about the natural variability of the seawater chemistry at the locations where the organisms are collected. However, it is increasingly more evident that this knowledge is critical to correctly interpret the outcome of these investigations (e.g., Boyd et al., 2016; Vargas et al., 2017), particularly in studies conducted at highly variable and/or naturally acidic coastal ecosystems. In the present work, we have described the physical-chemical properties of the water column (in terms of temperature, salinity, dissolved oxygen, nutrients concentration and carbonate system parameters) at each study area both during winter and summer, as we expected to record different carbonate chemistry conditions associated to the distinct oceanographic processes dominating the water column during these two seasons.

The seasonal variability in the hydrographic conditions and the phytoplankton community in the Valdivia river estuary and the adjacent coastal area were mostly associated to changes in the extent of the river plume along the transect, which was primarily linked to seasonal changes in the freshwater discharges, as previously described for this area (Vargas et al., 2003; Giesecke et al., 2017). In winter, the low [image: image]+ [image: image] and [image: image] concentrations typical for this system (Pérez et al., 2015) together with the limited solar irradiance characteristic at this latitude (Iriarte et al., 2007; González et al., 2010) limited the phytoplankton growth and favored a net heterotrophic system, where the CR exceeded GPP (Table 2). This high CR was likely associated to the consumption of the organic matter transported by the river. Furthermore, as the relative abundance of the microheterotrophic components of the plankton community was not significantly higher during this time (Table S1), the enhanced respiration could be attributed to an increase in the pico- and nanoplankton community associated to freshwater discharges (Iriarte et al., 2018; Cuevas et al., 2019). In summer, the reduction of the river runoff led to a strong stratification in this tidal estuary, with considerable implications for the distribution of Chl a in the water column. The surface waters of lower salinity showed low phytoplankton biomass, increasing within the pycnocline and below (Figure 6), which is a typical pattern observed in other estuaries and fjord areas (Alldredge et al., 2002; Jouenne et al., 2007). Phytoplankton composition along the transect shifted from a freshwater-water species dominated community during winter toward a marine species dominated community during summer, in agreement to that reported by Giesecke et al. (2017).

The hydrographic features in the Arauco Gulf follow a seasonal pattern, with higher upwelling events during austral spring/summer (Valle-Levinson et al., 2003; Sobarzo et al., 2007) and with a considerable influence of freshwater discharges from the Biobío River in winter (Vargas et al., 2016). Furthermore, water column stratification in this region results from the influence of both temperature and salinity (Sobarzo et al., 2007). Accordingly, our results showed that thermal stratification dominated the water column in summer (associated with an increase in the solar irradiance) whereas salinity stratification was stronger in winter, particularly at those stations influenced by the river plume (GA3–GA5, Figure 3). The transport of nutrient-rich subsurface waters to the euphotic zone in summer promoted the phytoplankton growth, reaching Chl a values (>10 μg L−1) common for this coastal region (Iriarte and Bernal, 1990; Vargas et al., 2007). Likewise, the nutrient concentrations measured during our samplings are within the range of previously reported values (Vargas et al., 2013; Pérez et al., 2015). The relatively low [image: image]+ [image: image] values (as compared to the values in winter), together with the high phytoplankton biomass, suggest that our summer sampling took place after an intense upwelling episode. The composition of the phytoplankton taxa found in this study in the Arauco Gulf was in good agreement with that already described for this ecosystem (Anabalón et al., 2007; González et al., 2007) as well as for other upwelling areas (Kudela et al., 2005). On the other hand, the high GPP values found in this (1.4–4.7 g C m2 d−1) and previous studies (e.g., Daneri et al., 2000; Vargas et al., 2007) highlights the importance of the Humboldt current system off central Chile as one of the most productive systems in the world.

Carbonate chemistry dynamics at both sampling sites were likewise associated to the major local oceanographic forcing's dominating the water column. In Valdivia, the more corrosive conditions were observed at the inner estuarine section in winter, associated with the larger river freshwater discharges (Figure 4). This low salinity water was characterized by low DIC concentration and TA (Figure S1), which limited the buffering capacity of the system and lead to Ωarag <1. Similar undersaturation conditions have been reported for other estuarine and river plume environments (e.g., Cao et al., 2011; Wallace et al., 2014). In summer, the subsurface intrusion of more oceanic waters, characterized by high pCO2 and low pH values, was responsible of the undersaturation conditions at the offshore stations (Figure 4). The high pH and low pCO2 levels observed at the surface waters of the inner estuarine portion was most likely caused by the high photosynthetic rates observed during this season (Table 2) (Hinga, 2002). In the Arauco Gulf, the more corrosive conditions were registered in summer and were associated to the upwelling episode that apparently happened before our sampling. The subsurface waters were characterized by low pH (<7.6) and high pCO2 (>1,000 μatm) levels, which led to undersaturation conditions with respect to Ωarag. This is a common feature observed in this (Vargas et al., 2016) and other upwelling ecosystems (e.g., Feely et al., 2008; Hofmann et al., 2011). In winter, the larger influence of freshwater discharges caused the low DIC and TA values determined at the river mouth station (GA3) (Vargas et al., 2016). Overall, the values of the carbonate system parameters determined in this study for both sites are comparable to those included in recent seasonal analysis of the carbonate chemistry conducted in the same areas by Pérez et al. (2015) and Vargas et al. (2016, 2017). In summary, both sites represent ecosystems which naturally experience very large ranges in carbonate system parameters, despite the important differences in the hydrographical causes of this variability and the particular combinations of carbonate system and other chemical parameters that result.

Previous studies have thus reported the dynamics of the hydrography, carbonate chemistry and phytoplankton community structure separately at the two study sites. However, to our knowledge, this is the first time that the relationship between abiotic factors including the carbonate system parameters and the phytoplankton is investigated along the Chilean coast. We observed significant negative correlations between carbonate system parameters and cell abundances only in certain phytoplankton taxa at the estuarine community (Table 3), e.g., silicoflagellates in which changes in the pH and Ωarag values explained about one forth of the changes in their cell abundance. Other phytoplankton groups, such as diatoms and dinoflagellates, were mainly correlated to nutrient concentrations and to other abiotic factors, such as salinity, in the estuarine ecosystem, and temperature in the coastal upwelling ecosystem.



4.2. Influence of Elevated pCO2 on Contrasting Phytoplankton Assemblages

A principal aim of the present study was to investigate how phytoplankton communities that experience high carbonate system variability and naturally acidified conditions respond to increases in the pCO2 levels. This study and the previous studies cited show that the annual range of pCO2 variation is higher in the Arauco Gulf (~200–1,600 μatm) than in the Valdivia River estuary (~150–1,000 μatm). These differences were taken into account in the design of the tested experimental conditions, adjusting the tested CO2 conditions to be more comparable relative to what the communities naturally experience.

Prior to evaluating the effect of increased pCO2, an overall look at the response of the communities investigated here showed that they exhibited opposite behavior during the incubation, despite that both were dominated by diatoms and presented similar initial values of Chl a and total cell abundance. Regardless of the pCO2 treatment, the community from the Valdivia River estuary showed an exponential increase of both the Chl a concentration and the abundance of most of the plankton groups (Figure 8), while the phytoplankton community from the Arauco Gulf presented a decreasing trend of the same biological variables toward the end of the incubation (Figure 9). Since the two experiments were conducted under nutrient-sufficient conditions, we argue that the reason for this contrasting response is that the two communities were at different growth phases when they were collected from the field, which is a common situation when conducting experiments with naturally-phytoplankton assemblages. In general, the phytoplankton from the Valdivia river estuary was more diverse and was actively growing as reflected by the increase in the N/P ratio (Figure 9), which evidenced an enhanced N uptake to support the high growth rates. The phytoplankton from the Arauco Gulf, however, was in a stationary growth phase, according to the constant N/P and Si/N ratios measured during the experiment, and were largely dominated (>75%) by one single diatom genera, Thalassiosira spp. These results suggest that this latter community was currently in a post-bloom phase. During this phase, diatoms increase the production of transparent exopolymeric particles (TEP) which enhances cells stickiness and contributes to the subsequent formation of aggregates (Alldredge et al., 1995; Kioerboe et al., 1996; Thornton, 2002) as observed during our experiments. This aggregates formation is likely the cause of the observed cell abundance decrease in both pCO2 treatments during the experiment with this coastal-upwelling community (Figure 9). In any case, considering that the purpose of this work was to evaluate and compare the response of two distinct coastal phytoplankton communities to rising pCO2, this premise was fulfilled, as the results showed that they differed not only in their taxonomic composition but also in their growth phase.

Owing to the key role of phytoplankton in aquatic food webs as major primary producers, the impact of high pCO2 conditions on these organisms has been the focus of intense research over the last two decades. These investigations, however, have yielded contrasting results. For instance, some studies with natural phytoplankton assemblages have reported a stimulating effect of elevated pCO2 on growth rates and primary productivity (Kim et al., 2006; Riebesell et al., 2007; Tortell et al., 2008). Hare et al. (2007), in turn, reported constant primary production under elevated CO2 in the Bering Sea but a decrease in the diatom contribution to the phytoplankton community. On the other hand, an inhibitory effect has been observed in the formation of the calcareous plankton skeletons, like that of coccolithophorids (Riebesell et al., 2000; Delille et al., 2005), and more recently, other studies have likewise reported negative effects of increased CO2 in non-calcifying organisms (Feng et al., 2010; Yoshimura et al., 2010; Hama et al., 2011). In the present work, we observed no detectable impact of increased CO2 on Chl a concentration in none of the two phytoplankton communities studied (Figures 8, 9), which aligns well with results from previous micro- and mesocosm OA experiments conducted with diatom-dominated phytoplankton assemblages under the same nutrient sufficient conditions (e.g., Engel et al., 2014; Bach et al., 2017).

Although there was no significant impact on total phytoplankton biomass, there were some possible effects on particular phytoplankton functional groups or even specific taxa within functional groups, particularly in the estuarine community. For example, the total numerical abundances of flagellates, diatoms, and dinoflagellates, was about 25–50% lower under the high pCO2 treatment. This also suggests that the Chl a per cell must have on average been higher under this treatment, to account for the lack of an effect on total Chl a concentrations, although we have no direct data at the cellular level for this. Increases in Chl a per cell in response to high pCO2 have been previously reported in multiple dinoflagellates (e.g., Eberlein et al., 2016; Hennon et al., 2017). However, Chl a per cell in diatoms has been reported to increase modestly (Crawfurd et al., 2011) to stay the same (e.g., Hennon et al., 2017) or decrease (Jacob et al., 2017) under high pCO2. Within the diatoms, the genera Skeletonema and Thalassiosira appeared to benefit more than others. Although in situ the community was dominated by freshwater diatoms, such as A. granulata (which represented 50% of the numerical abundance), after 5 days these were completely replaced by marine groups. The freshwater diatoms thus probably represent a component that is not growing locally but is advected in, along with other particulate and dissolved organic carbon contributed from the river. Chaetoceros spp. also showed modest decrease toward the end.

The mechanisms underlying differences in the response of distinct phytoplankton to elevated pCO2 can be complex to unravel. On the one hand, a key factor in determining the success of specific functional groups, like diatoms, is their carbon concentrating mechanisms (CCM, Burkhardt et al., 2001; Cassar et al., 2004). Free CO2 in the ocean is at limiting levels for RuBisCO, the primary carboxilating enzyme used in photosynthesis (Beardall and Raven, 2004). To overcome this constraint, many phytoplankton species have developed an intracellular mechanisms that converts bicarbonate ions (HCO3−) to CO2 at the active site of this enzyme, thereby supporting higher carbon fixation rates than what would be possible if photosynthesis only relied on diffusive CO2 uptake (Giordano et al., 2005). The proportion at which both processes operate (i.e., direct CO2 uptake vs. HCO3− uptake) varies largely among species (e.g., Reinfelder, 2011; Matsuda and Kroth, 2014), as they differ in the efficiency and regulation of their CCMs (Burkhardt et al., 2001; Rost et al., 2003; Trimborn et al., 2008). Increases in the seawater CO2 may directly benefit phytoplankton species primarily relying on diffusive CO2 uptake or those with inefficient CCMs. Species that rely on a resource-intensive CCM, in turn, could also potentially benefit from a downregulation of the CCM in the future, which will allow them to optimize the energy and resources allocation (Rost et al., 2008; Eggers et al., 2014). Nevertheless, this CCM downregulation at increased pCO2 has been observed to occur primarily under nutrient-limitation conditions (Taucher et al., 2015), and depends on the capacity of each species to switch between carbon acquisition mechanisms. On the other hand, low pH can potentially affect key metabolic rates, such as the ones involved in the maintenance of intracellular homeostasis, which could ultimately counteract the positive effect of CO2 fertilization (Wu and Gao, 2010; Bach and Taucher, 2019).

The response of the phytoplankton community from the coastal-upwelling ecosystem in the Arauco Gulf showed no significant effect of short-term exposure to increased pCO2 in the abundance of either of the two groups that integrated the community, i.e., diatoms and dinoflagellates (Figure 9). This finding support our initial hypothesis that exposure to high CO2 conditions will not challenge phytoplankton communities inhabiting highly variable and acidic habitats. In agreement with our results, a recent review by Bach and Taucher (2019) showed that diatom communities in oceanic environments responded more frequently to rising pCO2, with negative effects, than in coastal, estuarine, or benthic environments. It is currently beyond doubt that environmental variability can play a key role in promoting local adaptation of organisms so that they tolerate larger range of pH and pCO2 levels, which are usually characteristics of coastal ecosystems in both temporal and spatial scales (Duarte et al., 2013; Vargas et al., 2017). One study that reflects the importance of local adaptation was the meta-analysis conducted by Vargas et al. (2017) along the Chilean coast. These authors showed that organisms inhabiting areas with high mean pCO2 and high pCO2 variability exhibited lower negative effects on physiological traits to elevated pCO2 conditions, suggesting that local adaptation can play a key role in setting sensitivity of species to changes in pCO2. In agreement to that reported by these authors for other marine organisms, such as copepods, gastropods or mussels, our results suggest that phytoplankton communities inhabiting the coastal upwelling ecosystem in the Gulf of Arauco are locally adapted to the naturally occurring high pCO2 levels (Figure 5; Vargas et al., 2017), so that short-term exposure to elevated pCO2 levels does not challenge them.




5. CONCLUSIONS

Our results have shown that changes in the carbonate chemistry in the coastal water may have distinct implications for the phytoplankton communities inhabiting an estuarine and a coastal upwelling systems. Increases of pCO2 can modify the structure of the estuarine phytoplankton community by decreasing the cell abundance of specific phytoplankton groups, which could have potential bottom-up effects for higher trophic levels. Contrarily, the phytoplankton community from the coastal upwelling ecosystem appears to be locally adapted to changes in the pCO2 levels. Given the high CO2 values naturally occurring in this coastal ecosystem, other environmental drivers, such as eutrophication and/or warming may have a larger impact on this phytoplankton assemblage in the future. Overall, these findings highlight the importance of knowing the habitat-specific natural variability of seawater chemistry to better understand the potential impact of elevated pCO2 conditions at the individual, community and ecosystem levels.
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Eutrophic coastal regions are highly productive and greatly influenced by human activities. Primary production supporting the coastal ecosystems is supposed to be affected by progressive ocean acidification driven by increasing CO2 emissions. In order to investigate the effects of high pCO2 (HC) on eutrophic plankton community structure and ecological functions, we employed 9 mesocosms and carried out an experiment under ambient (∼410 ppmv) and future high (1000 ppmv) atmospheric pCO2 conditions, using in situ plankton community in Wuyuan Bay, East China Sea. Our results showed that HC along with natural seawater temperature rise significantly boosted biomass of diatoms with decreased abundance of dinoflagellates in the late stage of the experiment, demonstrating that HC repressed the succession from diatoms to dinoflagellates, a phenomenon observed during algal blooms in the East China Sea. HC did not significantly influence the primary production or biogenic silica contents of the phytoplankton assemblages. However, the HC treatments increased the abundance of viruses and heterotrophic bacteria, reflecting a refueling of nutrients for phytoplankton growth from virus-mediated cell lysis and bacterial degradation of organic matters. Conclusively, our results suggest that increasing CO2 concentrations can modulate plankton structure including the succession of phytoplankton community and the abundance of viruses and bacteria in eutrophic coastal waters, which may lead to altered biogeochemical cycles of carbon and nutrients.

Keywords: biogenic silica, community structure, eutrophic coasts, ocean acidification, plankton, viruses


INTRODUCTION

The ocean CO2 sink has increased from 1.7 ± 0.4 Pg C yr–1 in 1980s to 2.5 ± 0.6 Pg C yr–1 in 2010s (Friedlingstein et al., 2020), leading to the pH drop of open ocean surface by 0.017–0.027 units per decade (IPCC, 2019), an environmental problem known as ocean acidification (OA). It is predicted that further reduction of around 0.3 pH units will occur by the end of this century under “business as usual” scenario (IPCC, 2019). Considering the huge changes, it is needed to investigate how marine life will respond directly or indirectly and the consequent changes in biogeochemical cycles. A number of studies have been conducted ranging from single organism to artificial community then to natural community levels, using laboratory, mesocosm and field investigation approaches (see the review by Gao et al., 2019 and literatures therein).

Field mesocosm experiments using natural communities are becoming effective approaches to explore the responses of marine planktonic ecosystems to climate change. Two mesocosm studies deployed in the Raunefjorden, western Norway, showed that Emiliania huxleyi, the most abundant coccolithophore species, reduced its growth rates under 710 μatm of pCO2 during May–June 2001 (Engel et al., 2005), and even lost blooming capacity under 1000–3000 μatm conditions during May–June 2011 (Riebesell et al., 2016). In another mesocosm experiment carried out in the Raunefjorden during May 2006, the dominant group of prasinophyte community changed from Bathycoccus-like phylotypes to Micromonas-like phylotypes, as pCO2 increased from current to predicted future levels (Meakin and Wyman, 2011). These results suggest that the OA effects on community structure can vary temporally in the same regions. In addition, highly variable effects of elevated pCO2 on plankton also attribute to different regions. Under HC conditions, the composition of the community from the temperate Bering Sea shelf and offshore shifted away from diatoms toward nanophytoplankton (Hare et al., 2007). In the temperate Gullmar Fjord at the Swedish west coast, the total diatom biomass were unaffected by pCO2 during bloom processes, but displayed a positive response to pCO2 during post-bloom processes (Bach et al., 2016). Off the subtropical eastern coast of Gran Canaria, Spain, the total diatom biomass remained unaffected during oligotrophic conditions, but was significantly positively affected by high CO2 after nutrient enrichment (Bach et al., 2019). Other plankton also showed varied responses to OA among different regions. The development of zooplankton community was unaffected significantly in the temperate Kongsfjorden Fjord of northwestern Norway (Aberle et al., 2013; Niehoff et al., 2013), but was prevented by increased pCO2 off the subtropical eastern coast of Gran Canaria, Spain (Riebesell et al., 2018). In the mesocosm experiment conducted in the Kongsfjorden Fjord, bacterioplankton diversity differed significantly between high and low pCO2 treatments (Zhang et al., 2013). However, pCO2 did not affect bacterioplankton diversity, in our previous mesocosm experiment conducted in the subtropical eutrophic Wuyuan Bay (Lin et al., 2018). The shifts in plankton community structure will further influence the ecological functions, such as the production, consumption and export of organic matter, with different magnitudes and even directions (de Kluijver et al., 2013; Spilling et al., 2016; Taucher et al., 2020). By integrating and analyzing the results of mesocosm experiments, we noted that planktonic ecosystem level responses to elevated pCO2 can vary spatiotemporally, which may depend on the initial community structure and other abiotic environmental factors such as nutrient levels.

To date, most mesocosm experiments have been conducted in oligotrophic or non-eutrophicated regions. In the mesocosm experiment employed in the Kongsfjorden during June–July 2010, increase in pCO2 did not significantly influence chlorophyll a (Chl a) concentration under oligotrophic conditions, but increased Chl a concentration after nutrient fertilization (Schulz et al., 2013). Increased pCO2 similarly affected Chl a concentration after nutrient addition, in the mesocosm experiment employed in Raunefjord during May–June 2011 (Riebesell et al., 2016). In our previous mesocosm experiments which have been carried out in the highly eutrophic Wuyuan Bay, we found that HC treatment did not significantly affect Chl a concentration (Liu et al., 2017). The plankton community composition responses to increased pCO2 also varied in different phases of the mesocosm experiment conducted in the Gullmar Fjord, resulting from plankton communities supported by regenerated nutrients were more sensitive to OA than those having access to higher availability of inorganic nutrients (Bach et al., 2017; Bach et al., 2019). These results suggested that planktonic ecosystem level responses to elevated pCO2 can be influenced by nutrient levels.

Coastal waters are highly productive that support marine ecosystem and human activities. In these regions, the accumulative effects of natural and anthropogenic climate change are continuing and intensifying the course of eutrophication (Rabalais et al., 2009). With progressive OA, eutrophication is supposed to enhance the CO2-driven acidification in coastal waters, by an additional drop of 0.13 pH unit relative to open oceans at the end of this century (Cai et al., 2011). Such enhanced OA in pH fluctuating coastal waters can disrupt ecosystem service due to increased energetic demand for ecosystems to sustain. To better understand the consequences of OA in eutrophic coastal regions, further studies should be expanded to look into the ecological responses in different regions and at different seasons under fluctuating and changing environmental conditions. Here, we carried out a mesocosm experiment in the eutrophic coastal region Wuyuan Bay, using in situ community during April–May 2018. Apart from monitoring environmental and biogenic changes, we particularly focused on the phytoplankton community succession and the abundance of viruses and bacteria, and the results showed notable correlation between autotrophic assimilation and heterotrophic dissimilation.



MATERIALS AND METHODS


Mesocosms Setup

The mesocosm experiment was conducted in the Facility for the Study of Ocean Acidification Impacts of Xiamen University, located in the subtropical coastal region Wuyuan Bay (24°31′48″ N, 118°10′47″ E), during 9th April–15th May 2018. Nine cylindrical mesocosm bags with 3 m in depth and 1.5 m in diameter, made of transparent thermoplastic polyurethane (TPU), were fixed within steel frames and sheltered by cone lids. The in situ seawater were filtered (pore size of 0.01 μm) by water purifier (MU801-4T, Midea, China) and pumped simultaneously into 9 mesocosm bags for 3000 L within 36 h. Bag 2, 4, 6, and 8 were set as control, aerated with ambient air pCO2 (denoted as AC). To adjust seawater to projected 1000 μatm CO2 in 2100, bag 1, 3, 5, 7, and 9 were added with approximately 11 L CO2 saturation seawater (denoted as HC) (Riebesell et al., 2013). Subsequently, AC and HC mesocosm bags were aerated (5 L min–1) with ambient air of ∼410 ppmv CO2 and pre-mixed air-CO2 of 1000 ppmv CO2, respectively, till the end of the experiment. After aerating to homogenize the carbonate system for about 2–3 h, 720 L of in situ seawater filtered by 180 μm mash was added simultaneously into 9 mesocosm bags, so that each bag was inoculated with 80 L in situ seawater containing a natural microbe community. Subsequently, the mesocosm samples were collected from 0.5 m depths of each bag at 10:00 a.m. every 1–3 days, for physical, chemical and biological analysis.



Physical and Chemical Parameters Measurements

The intensity of solar irradiance was measured with a real-time solar irradiance monitoring device (EKO, Japan). Salinity and temperature were measured using a salinometer and digital thermometer, respectively. The pH was determined instantly using a pH meter (Orion Star A211, Thermo Scientific), which was calibrated against NIST-traceable pH buffers. Samples for dissolved inorganic carbon (DIC) measurements were poisoned with final concentration of 1‰ saturated HgCl2 solution and stored in 40 mL borosilicate glass vials until further analysis. The DIC was determined by acidifying 0.5 mL samples and then measuring CO2 concentration using a DIC analyzer (AS-C3, Apollo, United States). The other parameters of carbonate system were calculated from DIC and pHNBS using CO2SYS program (Lewis and Wallace, 1998) based on known levels of nutrients, temperature, and salinity.

Samples for nutrient measurements were filtered through 0.45 mm cellulose acetate membrane by suction filter. The filtrate was divided into 2 of 125 mL high density polyethylene bottles: one was stored at −20°C and measured concentrations of NO3–, NO2–, PO43–, and SiO32– using an auto-analyzer (AA3, Seal, Germany) at room temperature, and another added with 1‰ chloroform was stored at 4°C and measured concentration of NH4+ with indophenol blue spectrophotometry (Tri-223, Spectrum, China) at 25°C.



Chlorophyll a Measurement

Water samples of 250–1000 mL were filtered onto GF/F membranes by suction filter with low vacuum pressure (<0.02 MPa), and soaked in pure methanol at 40°C for 1 h. Then the extracts were centrifuged at 6000 × g for 10 min, and the absorption spectra of supernatants from 400 to 800 nm were measured using a UV-VIS Spectrophotometer (DU800, Beckman, United States). The Chl a concentration was calculated according to the equations from Ritchie (2006).



Viruses and Bacteria Abundance Measurement

Samples filtered by 20 μm mash were collected into 2 mL centrifuge tubes and fixed with glutaraldehyde to a final concentration of 0.5% at room temperature for 15 min, then frozen with liquid nitrogen and stored at −80°C for further measurement. Viruses and bacteria were counted according to forward scatter, side scatter, and fluorescence intensity after samples were stained with SYBR Green I (Molecular Probe, United States), using the Epics Altra II flow cytometer (Beckman Coulter, United States) and Accuri C6 flow cytometer (Becton and Dickinson, United States), respectively (Chen et al., 2019). For the abundance measurement of both viruses and bacteria, fluorescent beads (Molecular Probes) with a diameter of 1 μm were added as an internal standard.



Phytoplankton Community Structure Determination

Water samples of 500–2000 mL were collected into polyethylene bottles and fixed by adding with 1% lugol’s iodine. Then the samples were static placed, and concentrated to 25 mL using siphons within 3 days. The concentrated samples were observed using microscopy and plankton chamber to analyze phytoplankton abundance and diversity based on morphological characteristics.



Measurements of Primary Productivity and Respiratory Carbon Loss

Water samples of 120 mL were collected and transferred immediately into 6 glass scintillation vials (3 vials were used for 12 h inoculation and 3 vials were used for 24 h inoculation) before sunrise. The samples were inoculated with 100 μL of 5 μCi (0.185 MBq) NaH14CO3 solution (ICN Radiochemicals, United States) for 12 h and 24 h with similar levels of sunlight and temperature as in the mesocosms. After 12 and 24 h incubation, the cells were filtered onto glass-fiber filters (25 mm, Whatman GF/F, United States), and the filters were stored at −20°C. Later on, the filters were thawed and exposed to HCl fumes overnight and dried at 60°C for 6 h to remove unincorporated labeled carbon, then 3 ml of scintillation cocktail (Hisafe 3, Perkin-Elmer) was added. The incorporated radioactivity was measured by liquid scintillation counting (LS 6500, Beckman Coulter, United States). The respiratory carbon loss during night was calculated as the difference between carbon fixation of 12 h (day-time primary productivity) and 24 h (daily net primary productivity).



Biogenic Silica Measurement

Water samples of 150–500 mL for biogenic silica measurement were collected onto 2 μm polycarbonate membranes, and rinsed with filtered seawater. Each membrane sample was put into 15 mL centrifuge tube, dried and stored in dryers until analysis in the laboratory. The biogenic silica contents were measured by molybdenum-blue-ness spectrophotometry (Brzezinski and Nelson, 1995). Briefly, the samples were placed in a boiling water bath for 40 min, after mixed with 4 mL of 0.2 mol L–1 NaOH. Then the samples were cooled on ice, and neutralized with 1 mL of 1 mol L–1 HCl. The supernatant, obtained by centrifuging samples at 6000 × g for 10 min, were diluted with MilliQ water, and then added with 2 mL of 0.006 mol L–1 ammonium molybdate and stood for 10 min. Finally, the samples were chromogenically reacted with reducing reagent for 3 h. The absorbance of samples was measured at 810 nm using a UV-VIS Spectrophotometer (DU800, Beckman, United States). For the calculation of biogenic silica contents, 0–30 μmol L–1 Na2SiF6 were used as standards.



Statistical Analyses

The statistical analysis was performed using SPSS Statistics, R and Origin. Independent-samples t-test was conducted to check the significant effects of increased pCO2 at the level of p < 0.1, because the variations were larger within ecological replicates than biological replicates. To further detect the pCO2 effects on Chl a concentration, the abundance of viruses and bacteria, BSi concentration, primary productivity and night respiration, the generalized additive mixed-effect modeling (GAMM, R packages “mgcv”) was applied to analyze the data with the following procedures (Bach et al., 2017). Three GAMM models (Model I: pCO2 did not affect the dependent variable, Model II: pCO2 influenced the constant offset in temporal trends, Model III: pCO2 changed trend shape) were fitted to each independent variable as a function of time, in which pCO2 and mesocosm number were set as explanatory and random variables, respectively. To ensure model assumptions were satisfied, we considered heteroscedasticity and temporal autocorrelation of residuals, as well as autoregressive structures. The model with the highest coefficient of correlation (R2) was defined as the best that described the pCO2 effects.



RESULTS


Abiotic Environment of Mesocosms

Throughout the mesocosm experiment, most of the days were sunny, with daily mean PAR (photosynthetically active radiation) ranged 690–1075 μmol photons m–2s–1 (Supplementary Figure 1). The average salinity was 30.4‰, and temperature increased gradually from 21.9 ± 0.1 to 26.1 ± 0.1°C during the period of 9th April–15th May, 2018 (Figure 1A).
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FIGURE 1. Temporal variations of temperature (A), pHNBS (B), DIC concentration (C), and pCO2 (D) in HC (1000 ppmv) and AC (∼410 ppmv) treatments. The pCO2 was estimated from the measured pH and DIC concentration using CO2SYS program. Data are means ± SD of replicates for HC treatments and for AC treatments.


The differences of pHNBS, pCO2 and DIC concentration between AC and HC treatments were maintained, respectively, by 0.13–0.31, 230–600 μatm, and 58–130 μmol kg–1 throughout the experiment (p < 0.1, Figures 1B–D and Supplementary Table 1). The pHNBS of HC and AC treatments dropped, respectively, from the initial values of 7.79 ± 0.03 and 8.01 ± 0.01, to 7.70 ± 0.05 and 7.87 ± 0.03 on day 4. Correspondingly, the DIC concentration and pCO2 increased by 26 μmol kg–1 and 206 μatm in HC treatment, and by 41 μmol kg–1 and 221 μatm in AC treatments, respectively. Then the pHNBS increased to peak values of 7.94 ± 0.13 in HC treatments on day 10 and 8.13 ± 0.03 in AC treatments on day 12, and the corresponding DIC concentration (pCO2) decreased to 1920 ± 52 μmol kg–1 (735 ± 246 μatm) in HC treatments and to 1824 ± 8 μmol kg–1 (427 ± 30 μatm) in AC treatments. Subsequently, the pHNBS decreased by 0.21 units in HC treatments and by 0.18 units in AC treatments on day 28, and the corresponding DIC concentration (pCO2) increased by 36 μmol kg–1 (501 μatm) in HC treatments and by 44 μmol kg–1 (263 μatm) in AC treatments. Afterward, the carbonate system of both HC and AC treatments sustained relatively stable levels till the end of the experiment.

The nutrient concentrations experienced drastic changes in the early stage of the mesocosm experiment, and maintained stable afterward (Figure 2). The initial concentrations of NO3–, NO2–, NH4+, PO43–, and Si(OH)4 in all mesocosm bags were 6.73–10.65, 0.49–0.79, 6.07–8.71, 0.18–0.47, and 5.42–9.50 μmol kg–1, respectively. The concentrations of NH4+ and PO43– decreased rapidly to nearly 0 in both HC and AC treatments on day 2. However, the concentrations of NO3–, NO2–, and Si(OH)4 increased at first and then decreased. The NO3– concentration increased to 20.62 ± 14.87 μmol kg–1 in HC treatments and to 12.48 ± 2.77 μmol kg–1 in AC treatments on day 2, and then decreased dramatically to 0.10–4.73 μmol kg–1 on day 4. The NO2– concentration increased up to day 2 and then maintained relatively stable till day 6, with the values of 1.99 ± 1.68 μmol kg–1 in HC treatments and 1.20 ± 0.38 μmol kg–1 in AC treatments. Subsequently, the NO2– concentration decreased to 0.39 ± 0.48 μmol kg–1 in HC and to 0.44 ± 0.61 μmol kg–1 in AC treatments on day 8. The Si(OH)4 concentration increased to 10.60 ± 2.50 μmol kg–1 in HC treatments and to 12.68 ± 3.03 μmol kg–1 in AC treatments on day 2, then decreased progressively to 1.08 ± 1.00 μmol kg–1 in HC and to 0.64 ± 1.28 μmol kg–1 in AC treatments on day 10. After reaching the very low values, the concentrations of all nutrients were stable till the end of the mesocosm experiment. No significant differences in nutrient concentrations were observed between HC and AC treatments during the whole mesocosm experiment (p > 0.1), except that the average concentrations of both NO3– and NO2– were higher (p = 0.289 and 0.095, respectively) in HC treatments than in AC treatments during the initial stage of the experiment.
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FIGURE 2. Temporal variations of nutrients (NO3–, NO2– NH4+, PO43–, and Si(OH)4) in HC (1000 ppmv) and AC (∼410 ppmv) treatments. Data are means ± SD of replicates for HC treatments and for AC treatments.




Chlorophyll a Concentration

As shown in Figure 3, the temporal changes in autotrophic biomass were indicated by Chl a concentration, during the whole mesocosm experiment. The Chl a, with initial concentration of 0.17 μg L–1, increased to 7.91 ± 4.02 μg L–1 on day 12 in AC treatments and 6.41 ± 2.80 μg L–1 on day 11 in HC treatments. Then it decreased to 0.91 ± 0.31 and to 1.03 ± 0.73 μg L–1 on day 22 in AC and HC treatments, respectively. Thereafter, Chl a concentration maintained stable till day 25 in AC treatments and to day 28 in HC treatments. Subsequently, it increased slightly to 1.34 ± 1.42 μg L–1 in AC treatments and to 1.00 ± 0.75 μg L–1 in HC treatments till the end of the experiment. Based on the ln scale of Chl a concentration, phytoplankton growth kinetics in both AC and HC treatments was classified into four phases: exponential phase (Phase I) from days 0 to 8, stationary phase (Phase II) from days 8 to 14, decline phase (Phase III) from days 12 to 25 (AC treatment) or day 28 (HC treatment), and exponential phase (Phase IV) of another growth cycle from day 25 (AC treatment) or day 28 (HC treatment) to day 31. The average value of Chl a concentration was slightly higher in HC treatments than in AC treatments during days 8–16, although the GAMM results showed that HC did not influence the development of Chl a concentration (Table 1).
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FIGURE 3. Temporal variations of Chl a concentration (A) and the ln scale of Chl a concentration (B) in HC (1000 ppmv) and AC (∼410 ppmv) treatments. Data are means ± SD of replicates for HC treatments and for AC treatments.



TABLE 1. The GAMM analyses results of Chl a concentration, the abundance of viruses and bacteria, BSi concentration, primary productivity and night respiration.
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Viruses and Bacteria Abundance

The abundance of viruses and bacteria underwent dynamics with different patterns, in both HC and AC treatments (Figure 4). The viruses abundance with initial values of 2.01–4.31 × 106 particles mL–1 increased, with the growth of autotrophic plankton, to 1.65 ± 0.20 × 108 particles mL–1 in HC treatments on day 10 and to 1.00 × 108 ± 0.34 × 108 particles mL–1 in AC treatments on day 11, respectively. After reaching the peak, the viruses abundance decreased to 3.22 ± 0.94 × 107 particles mL–1 in HC treatments and to 2.70 ± 0.56 × 107 particles mL–1 in HC treatments on day 16. Subsequently, the viruses abundance sustained relatively stable values till the end of the experiment in the AC treatments. In the HC treatments, however, it did not change significantly during days 16–22 but increased to 5.46 ± 2.75 × 107 particles mL–1 during days 25–31. The GAMM analyses revealed that elevated pCO2 influenced the viruses trend shape (Table 1 and Supplementary Figure 2), with higher abundance in HC during days 6–14 and days 25–31, relative to AC.
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FIGURE 4. Temporal variations of the abundance of viruses (A) and bacteria (B) in HC (1000 ppmv) and AC (∼410 ppmv) treatments. Data are means ± SD of replicates for HC treatments and for AC treatments.


The initial abundance of bacteria was 1.78 ± 0.25 × 106 cells mL–1 in HC treatments or 1.85 ± 0.96 × 106 cells mL–1 in AC treatments. In the early stage of the experiment, the bacteria abundance increased rapidly to 5.94 ± 0.94 × 106 cells mL–1 in HC treatments on day 2, which was higher than that in AC treatments of 4.44 ± 0.54 × 106 cells mL–1 (p = 0.059), and then the bacteria abundance decreased till day 4 under both HC and AC conditions. With the exponential growth of autotrophs (days 4–8), the bacteria abundance increased, however, it decreased in the stationary phase of phytoplankton (days 8–12). A constant offset in bacteria abundance existed between AC and HC, with higher bacteria abundance in HC throughout the experimental period, indicated by GAMM analyses results (Table 1 and Supplementary Figure 2).



Phytoplankton Community Composition and Succession

Using microscopy, a total of 34 genera were identified, in which 26 genera belonged to diatoms and 8 genera to dinoflagellates. From all of the mesocosm bags, the dominant genera were Chaetoceros, Thalassiosira, Rhizosolenis, Eucampia, and Prorocentrum, and the dominant species were Chaetoceros curvisetus, Rhizosolenis fragilissima, Eucampia zoodiacu, Cerataulina pelagica, and Guinardia delicatula.

Phytoplankton community structure underwent dynamic succession at phylum levels (Figure 5). Diatoms accounted for a proportion of above 90% in both treatments during the period of days 0–16, subsequently decreased to 79.2 ± 13.7% in HC treatments on day 20, being higher than that of 52.2 ± 26.9% in AC treatments, although no significant differences were observed (p = 0.138). The relative abundance of diatoms appeared to decrease to 39.8 ± 28.8% in AC on day 28, but maintained stable by 81.8 ± 14.5% in HC treatments, resulting in more significant differences in relative abundance of diatoms between HC and AC treatments (p = 0.054). Correspondingly, dinoflagellates dominated by Prorocentrum minimum and Peridinium conicoides, maintained relatively stable abundance with variations less than 10% in HC treatments, but increased to 60.2 ± 28.8% in AC treatments.
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FIGURE 5. Temporal variations of the relative abundance of diatoms and dinoflagellates in HC (1000 ppmv) and AC (∼410 ppmv) treatments. Data are means ± SD of replicates for HC treatments and for AC treatments.


The dynamic changes of community structure were more complicated at genus and species levels than at phylum level (Figure 6 and Supplementary Figure 3). The diatom Guinardia, dominated by G. delicatula, was the most abundant with relative abundance of 53.4% in terms of total diatom + dinoflagellate species, with cell density of about 9.9 × 104 cells mL–1, after in situ community was inoculated into mesocosm bags. However, it decreased rapidly to average relative abundance of 3.2% (density of 2.6 × 103 cells mL–1) and to 1.0% (density of 1.6 × 103 cells mL–1) on day 3 in AC and HC treatments, respectively, and no longer existed from day 6. The diatom Eucampia in both HC and AC treatments, mainly composed of E. zoodiacu, maintained density of approximately 6 × 104–9 × 104 cells mL–1 during days 0–16, then dropped to 0.2 × 104–3.7 × 104 cells mL–1 on day 20 and maintained stable afterward. The relative abundance of Eucampia increased from initial value of 29% to 61–76% and to 71–75% during days 3–6, and subsequently decreased to 7–16% and to 1–13% on day 10, in HC and AC treatments, respectively. The diatom Chaetoceros grew exponentially from 1.4 × 104 cells mL–1, and reached the peak on day 10 with average concentration of 2.9 × 106 cells mL–1 in HC and 3.4 × 106 cells mL–1 in AC treatments, which accounted for 65.3 and 71.9% of diatom + dinoflagellate assemblages, respectively. Subsequently, the dominant genus in both HC and AC treatments became the diatom Thalassiosira and Rhizosolenis with the average relative abundance of 53 and 34% on day 16, respectively. Then the abundance of Thalassiosira and Rhizosolenis decreased progressively. During the late stage of these experiment, HC stimulated the growth of the diatom Nitzschia on day 20, but AC stimulated the growth of the dinoflagellate Propocentrum on day 28. As a consequence, the diatom Nitzschia had significantly higher relative abundance during days 20–28 (p = 0.019), with the dinoflagellate Propocentrum accounting for lower proportion on day 28 (p = 0.078), in HC relative to AC treatments.
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FIGURE 6. The succession of the dominant phytoplankton at genus level in HC (1000 ppmv) and AC (∼410 ppmv) treatments. Data are means ± SD of replicates for HC treatments and for AC treatments.




Primary Productivity and Night-Period Respiration

The temporal variations of day-time primary productivity, daily net primary productivity and night respiratory carbon loss normalized to water volume showed similar changing patterns with autotrophic biomass levels indicated by Chl a concentration (Figure 7). The day-time primary productivity and daily net primary productivity increased with the growth of phytoplankton, from initial values of 24–77 and 21–63 μg C L–1, to the peak values of 573 and 392 μg C L–1 on average, respectively, as Chl a concentration reached the maximum. Subsequently, the day-time primary productivity and daily net primary productivity decreased progressively, with the decay of algal blooms, with lowered values of 6.5–204 and 6.3–111 μg C L–1 after day 22. Respiration carbon loss of phytoplankton during night period increased from 15 μg C L–1 on average during days 2–8 to 150 μg C L–1 on average on day 9. Subsequently, the night period respiration of phytoplankton maintained a rate of 140–180 μg C L–1 during the stationary phase of autotrophs, and decreased progressively with the decline of autotrophic blooms. Finally, the respiration stayed 7–9 μg C L–1 during days 22–28, and increased slightly at the end of the mesocosm experiment. The daily net primary productivity and day-time primary productivity normalized to Chl a increased immediately from the initial values of 17.3 ± 4.0 and 26.8 ± 9.6 μg C (μg Chl a)–1, to 88.7 ± 23.9 and 100.1 ± 30.3 μg C (μg Chl a)–1 on day 6, and then sustained relatively stable levels with the average values of 48.2 and 67.9 μg C (μg Chl a)–1. The night-period respiration normalized to Chl a, with lower values of 12.3 μg C (μg Chl a)–1 during days 0–9, increased drastically and maintained higher values of 12.3 μg C (μg Chl a)–1. Neither primary productivity nor night respiration of phytoplankton was influenced significantly by HC (Table 1), normalized to water volume or to Chl a, at any time points examined during the experiment.
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FIGURE 7. The changes of day-time primary productivity (A,D), night period respiration (B,E), and daily net primary productivity (C,F) normalized to water volume (left panels) and to Chl a (right panels) levels, in HC (1000 ppmv) and AC (∼410 ppmv) treatments. Data are means ± SD of replicates for HC treatments and for AC treatments.




Biogenic Silica Contents

Throughout the mesocosm experiment, the differences in temporal development of biogenic silica (BSi) contents were not observed between HC and AC treatments (Table 1 and Figure 8). With development of phytoplankton blooms, the BSi concentration in the water increased and reached peak values of 11.3 ± 0.5 μmol BSi L–1 on day 12. Correspondingly, the BSi contents normalized to Chl a increased from the initial values of approximately 0.05–2.1 ± 0.8 μmol BSi (μg Chl a)–1 on day 4, and then maintained relative stable till day 14. Afterward, the BSi concentration in the water decreased, while the BSi contents normalized to Chl a increased, with the decay of phytoplankton blooms till the end of the experiment.
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FIGURE 8. Temporal variations of biogenic silica concentration in the water (A) and biogenic silica contents normalized to Chl a (B), in HC (1000 ppm) and AC (∼410 ppm) treatments. Data are means ± SD (A) or means ± SD (B) of replicates for HC treatments and for AC treatments.




DISCUSSION

The results from our mesocosm experiment during the period of late spring and early summer indicate that elevated CO2 concentration to the level projected for the end of this century, along with natural rise of surface seawater temperature, altered phytoplankton community structure, with impeded succession from diatoms to dinoflagellates and enhanced abundance of free-living viruses and heterotrophic bacteria. Such an ecological response may lead to significant changes in biogeochemical cycles of carbon and nutrients.

The succession from diatoms to dinoflagellates occurred after diatom blooms declined (Figures 5, 6). Under the ambient CO2 level, the dominant diatom Nitzschia closterium was replaced by the mixotrophic dinoflagellates P. minimum and P. conicoides. The phenomenon of succession from diatoms to dinoflagellates have been commonly observed in eutrophic coastal regions (Spilling et al., 2018), which appears to be due to different physiological strategies between the two groups in coping with environmental changes, including CO2 and temperature changes. It is most likely that mixotrophic dinoflagellates take over the dominance by taking up organic matters after diatoms depleted the inorganic nutrients (Carlsson and Granéli, 1998). Alternatively, dinoflagellates may possess positive interaction with surrounding bacteria consortia to exchange and/or consume matters (Gong et al., 2017). In addition, the heterotrophic metabolism and flagellate motility may boost with increasing temperature. In the present work, water temperature increased by 4.2°C from 21.9 ± 0.1°C at the beginning to 26.1 ± 0.1°C at the end of the experiment (Figure 1A). Notably, the competitive capacity of dinoflagellates might become lower in the mesocosms relative to the bay, resulting from low abundance and diversity of dinoflagellates in the bay when the mesocosm experiment was initiated, and from suboptimal growth conditions for dinoflagellates in the mesocosms such as aeration disturbance (Lin et al., 2012; Wohlrab et al., 2020). We also noted that the composition of diatoms changed, with larger cells tending to account for higher proportion (Figure 6, Olenina, 2006; Bach et al., 2019). This observation seemed contradict to the strategy of diatoms in coping with nutrients limitation and increasing temperature, which usually results in smaller cells become the dominant (Finkel et al., 2010; Barton et al., 2013). However, larger diatoms have the advantages of storing nutrient for slower growth (Raven, 1987), and heterotrophic refueling of nutrients may also contribute the increased proportion of larger diatoms.

Under the elevated CO2 concentration, however, the succession of phytoplankton from diatoms to dinoflagellates appeared to occur, but to much less extent, which was not enough for the latter to replace the former for the dominant group (Figures 5, 6). Higher relative abundance of diatoms under HC conditions was also observed in KOSMOS mesocosm experiment conducted in the Gulmar Fjord, Sweden (Bach et al., 2017), as well as at Shikine Island CO2 seep, Japan (Harvey et al., 2019; Wada et al., 2021). These may attribute to competitive advantages of CCMs in diatoms, under HC conditions. Increased CO2 availability associated with ocean acidification can fuel phytoplankton biomass when CO2 becomes limited (Hansen et al., 2007; Berge et al., 2010; Raven et al., 2020). While increased CO2 levels projected to the end of this century have been shown to down-regulate CCMs in diatoms (see the review by Gao and Campbell, 2014 and literatures therein) and in dinoflagellates (Rost et al., 2006), and the saved energy from operation of CCMs may be beneficial or harmful to phytoplankton growth under limiting and inhibiting light levels, respectively (Gao et al., 2012). Therefore, difference in CCMs efficiency between the two groups might be responsible for the suppressed succession from diatoms to dinoflagellates under the HC. The CO2 affinity of ribulose 1,5-diphosphate carboxylase/oxidase (Rubisco) for carboxylation is higher in diatoms than dinoflagellates (Reinfelder, 2011). Dinoflagellates possess a high plasticity toward increased pCO2, while diatoms do not (Van de Waal et al., 2019). Considering the higher CO2 affinity and lack of CCMs plasticity, diatoms may gain a competitive advantage in DIC uptake under elevated pCO2 conditions. In addition, OA effects on phytoplankton can be modified by other abiotic factors such as temperature and nutrients, depending on taxa and latitude or weather conditions, and therefore would influence plankton community structure (Sommer et al., 2015; Bach et al., 2016). Diatoms migrated poleward more slowly relative to dinoflagellates, implying that diatoms are more resilient to ocean warming (Chivers et al., 2017), and that diatoms would gain more advantages under OA conditions with increasing temperature. Algal responses to nutrient enrichment may differ at small and intermediate mesocosm volumes but are similar in larger volume mesocosms (>20 L), which are typically used in field (Spivak et al., 2011). Therefore, our experiment with a natural community in >3000 L mesocosm had been performed under different levels of CO2 could provide basic understanding of the OA impacts on natural plankton communities in eutrophic regions. A previous study showed that plankton communities supported by regenerated nutrients may be more responsive to OA than those having access to higher availability of inorganic nutrients (Bach et al., 2016). Under HC conditions, the dominant diatoms Nitzschia spp. have a benefit in nutrient uptake (Qu et al., 2017), and less resources were necessary for diatom inorganic carbon acquisition (Bach et al., 2017). Therefore, elevated pCO2 along with depletion of nutrients hindered the takeover by dinoflagellates, though a meta-analysis study showed that elevated CO2 appears to favor dinoflagellates more than diatoms in terms of growth (Seifert et al., 2020). On the other hand, increased bacteria and viruses abundance under HC (Figure 4), along with boosted bacterial activity by high temperature (Spilling et al., 2018), could release more nutrients and CO2 due to enhanced degradation of organic matters, though the inorganic macro-nutrients did not differ obviously (Figure 2).

Throughout processes of phytoplankton blooms, higher autotrophic biomass was observed in HC relative to AC, but the difference was not significant (Figure 3). The rapid increase in phytoplankton biomass led to the quick declines in nutrients from days 2 to 4. Phytoplankton biomass continued to increase even when the levels of NO3– and PO43– were very low. This process may be supported by the degradation of organic matters driven by bacteria, as indicated by increased concentrations of NOx– and Si(OH)4, decreased NH4+ concentration and increased bacteria abundance on day 2 (Figure 2). At the early stage, higher NOx– concentration and higher bacteria abundance in HC relative to AC treatments, indicated that OA stimulated more nutrient refueling by bacterial nitrification to support higher phytoplankton biomass. However, the abundances of viruses and bacteria were increased by HC during the growing and declining phase of phytoplankton, respectively, implying that the enhancement of cell lysis by viruses and the negative interaction of bacteria with diatoms (Vincent and Bowler, 2020) may offset the positive effects of OA on autotrophic biomass. In addition, phytoplankton biomass in HC reached the peak one day earlier than AC, which could be attributed to faster exhaustion of nutrients with higher biomass in HC.

While phytoplankton community structure and abundances of viruses and bacteria responded to the elevated pCO2, no significant changes were observed in primary productivity of phytoplankton assemblages over time, either normalized to water volume or to Chl a (Figure 7). High pCO2 also did not significantly influence the production or degradation of BSi (Figure 8). Changes in the milieu pH could affect intracellular acid-base homeostasis, which in turn influences silicon metabolism, expansion of vesicle expansion and valve formation (Hervé et al., 2012). In this study, the initial pCO2 of seawater in AC cultures was 610 μatm, which was higher than that equilibrated with ambient air pCO2 of about 410 ppmv. This indicated that eutrophication contributed strongly to the CO2 enrichment and acidification, with a pH drop of 0.15 units. In addition, phytoplankton in this region have adapted to fluctuating pH with 0.11–0.18 units of daily ΔpH, due to high rates of day-time photosynthetic CO2 removal and night-time respiratory CO2 release. Non-significant effects of HC on primary productivity and BSi contents may result from high resilience of phytoplankton physiological performance to OA and/or balanced effects of elevated pCO2 and increased acidic stress (Gao et al., 2019). Although differences in primary productivity or BSi contents were not observed between HC and AC treatments, OA could influence biogeochemical cycles of carbon and nutrients because of varied plankton community structure. BSi contents normalized to Chl a maintained stable during the processes of bloom development, but increased with the decline of phytoplankton blooms, reflecting lower rates of BSi remineralizatin by bacteria relative to phytoplankton mortality rates.

In conclusion, our mesocosm experiment demonstrated a community level response to the elevated CO2 in the eutrophic bay in the coastal waters of the East China Sea, showing repressed species succession of phytoplankton from diatoms to dinoflagellates and enhanced abundance of viruses and heterotrophic bacteria. This finding mirrors observed reduction in biodiversity near shallow CO2 seeps (Cigliano et al., 2010; Hall-Spencer and Harvey, 2019; Harvey et al., 2021), since acidification would eventually result in “winners” and “losers” (Gattuso et al., 2015). Although we only found that bacteria increased their abundance, it is most likely that their community structure changed, since OA enhanced nitrification at the early stage. The altered bacterial communities by OA were also shown in the waters surrounding a CO2 seep (Harvey et al., 2020). Increased viruses abundance suggested that OA may enhance viral activity, as shown previously that elevated CO2 exacerbates viruses attack to its host, a red-tide microalga (Chen et al., 2015). Integratively, OA may alter phytoplankton succession and enhance viral lysis and bacterial degradation, consequently alter biogeochemical processes in eutrophic coastal ecosystems.
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In addition to ocean acidification, a significant recent warming trend in Chinese coastal waters has received much attention. However, studies of the combined effects of warming and acidification on natural coastal phytoplankton assemblages here are scarce. We conducted a continuous incubation experiment with a natural spring phytoplankton assemblage collected from the Bohai Sea near Tianjin. Experimental treatments used a full factorial combination of temperature (7 and 11°C) and pCO2 (400 and 800 ppm) treatments. Results suggest that changes in pCO2 and temperature had both individual and interactive effects on phytoplankton species composition and elemental stoichiometry. Warming mainly favored the accumulation of picoplankton and dinoflagellate biomass. Increased pCO2 significantly increased particulate organic carbon to particulate organic phosphorus (C:P) and particulate organic carbon to biogenic silica (C:BSi) ratios, and decreased total diatom abundance; in the meanwhile, higher pCO2 significantly increased the ratio of centric to pennate diatom abundance. Warming and increased pCO2 both greatly decreased the proportion of diatoms to dinoflagellates. The highest chlorophyll a biomass was observed in the high pCO2, high temperature phytoplankton assemblage, which also had the slowest sinking rate of all treatments. Overall, there were significant interactive effects of increased pCO2 and warming on dinoflagellate abundance, pennate diatom abundance, diatom vs. dinoflagellates ratio and the centric vs. pennate ratio. These findings suggest that future ocean acidification and warming trends may individually and cumulatively affect coastal biogeochemistry and carbon fluxes through shifts in phytoplankton species composition and sinking rates.
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INTRODUCTION

Anthropogenic activities have increased atmospheric pCO2 at a rate of ∼1.8 ppm per year over the last century (IPCC, 2014), with surface seawaters absorbing ∼25% of these CO2 emissions (Le Quéré et al., 2016). This results in increased CO2 and HCO3– concentrations and decreased pH and CO32– concentrations in surface seawaters, collectively referred to as “ocean acidification (OA)” (Caldeira and Wickett, 2003). The average pH of ocean surface waters is predicted to fall from ∼8.1 to ∼7.8 by the end of this century (Feely et al., 2009). In addition, coastal seawater carbonate chemistry can be affected by organic- and acidic sulfate-rich freshwater runoff (Fitzer et al., 2018), or the respiration of organic matter produced as a consequence of eutrophication (Cai et al., 2011), and thus coastal ecosystems are expected to experience more severe acidification (Zhai et al., 2012).

In addition to OA, increasing atmospheric CO2 also has elevated sea surface temperatures (SST) as a consequence of the greenhouse effect, with predicted 1 to 4°C increases in SST over the next 100 years (Bopp et al., 2013). Observed warming trends are not homogeneous between coastal and oceanic regions (Varela et al., 2018). For example, in Chinese coastal waters, a significant warming trend of ∼0.8–2°C per century has been observed in recent years, almost double that of global SST (Carton and Giese, 2008; Feng and Lin, 2009; Wu et al., 2017).

Both CO2 and temperature are important environmental drivers controlling marine phytoplankton physiology. The low CO2 concentrations in seawater can limit the photosynthetic activities of some groups of marine phytoplankton due to the low affinity of the enzyme Ribulose-1,5-bisphosphate carboxylase/oxygenase (RubisCO) for dissolved CO2 (Riebesell et al., 1993; Falkowski and Raven, 2007). As a consequence, phytoplankton have evolved carbon concentrating mechanisms (CCMs) to enhance carbon availability, but the efficiencies of CCMs differ among groups and taxa. Consequently, the increases in CO2 concentrations with ocean acidification may have disproportionate effects among different phytoplankton groups/species. For instance, CO2 enrichment promoted the photosynthetic efficiency of the marine coccolithophore Emiliania huxleyi more than the diatom Skeletonema costatum or the flagellate Phaeocystis globosa (Rost et al., 2003). Rising pCO2 could thus lead to shifts in phytoplankton taxonomic composition and species succession in the natural environment (Schulz et al., 2017; Bach and Taucher, 2019). It has been shown that CO2 enrichment can cause a shift in dominance from small pennate to larger centric diatom species in a Southern Ocean phytoplankton community (Tortell et al., 2008; Feng et al., 2010), whereas some other studies found little effect of changing CO2 concentration on the composition of a coastal phytoplankton assemblage (Kim et al., 2006). In addition, changes in pCO2 may also play an important role in regulating the biomineralization of calcifying coccolithophores (Raven and Crawfurd, 2012) and siliceous diatoms (Milligan et al., 2004), as well as other physiological processes that alter the overall elemental stoichiometry of phytoplankton (Burkhardt et al., 1999; Hutchins et al., 2009; Finkel et al., 2010). During the past decades, numerous studies have especially focused on the sensitivity of calcification process to ocean acidification, with a general trend of weakened calcification (Riebesell et al., 2000; Beaufort et al., 2011; Krumhardt et al., 2017). While for the silicification process of diatoms, although theoretically the formation of biogenic silica should be facilitated at lower pH (Martin-Jézéquel et al., 2000), controversial results has been reported (Milligan et al., 2004). All of these changes will in turn profoundly influence marine biogeochemical cycles.

Temperature is one of the most fundamental environmental drivers determining the growth, metabolic activities, elemental composition, and distribution of marine phytoplankton (Eppley, 1972). Warming has induced changes in geographic distribution, harmful algal bloom intensity, and biodiversity in marine ecosystems (reviewed by Sommer et al., 2012; Hutchins and Fu, 2017). Previous studies have suggested that CO2 enrichment and warming may have combined or interactive effects on phytoplankton physiology (Hutchins et al., 2007; Feng et al., 2008) and species succession and biogeochemistry of natural phytoplankton communities (Hare et al., 2007b; Feng et al., 2009; Sommer et al., 2015; Sett et al., 2018).

However, studies examining the influence of multiple environmental driver interactions on marine life are scarce, and more understanding is needed, especially at the community level (Joint et al., 2011; Boyd et al., 2018). Here we present a continuous incubation experiment that investigated the interactive effects of increased pCO2 and warming on a natural marine phytoplankton assemblage collected from coastal Bohai Sea waters near Tianjin, China, in a region impacted by intense anthropogenic activity. The objective of this study was to investigate the effects of future environmental changes of increased CO2 concentration and temperature both individually and interactively on phytoplankton assemblage succession, elemental composition, and community sinking rates. The findings help us to understand the consequences of future increases in environmental stressors for biogeochemical processes such as carbon export and elemental cycling by coastal phytoplankton assemblages.



MATERIALS AND METHODS


Experimental Setup and Sampling

Seawater just below the surface (<5 m depth) containing the intact coastal phytoplankton assemblage was collected using a Niskin sampler deployed from a pier near the Tianjin Coastal Recreational Area, Bohai Bay (39.10°N, 117.84°E; temperature: 7°C; salinity: 31; pH: 8.02; nitrate: 8.1 μM; phosphate: 0.4 μM; silicate: 4.2 μM) on March 15, 2017. The whole water was filtered through 100 μm Nitex mesh to eliminate large zooplankton, and then dispensed into 12 4-L clear polycarbonate bottles for incubation. The measured Chl-a biomass was low on the 100 μm Nitex mesh, having little effects on the remaining phytoplankton assemblages. Seawater (∼500 L) collected at the same sampling site was filtered through 0.2 μm in-line filters and stored in 25 L clean carboys, to be used for making dilution medium during the continuous culture incubation experiment.

A continuous culture incubation system (Hutchins et al., 2003; Hare et al., 2005, 2007a,b; Feng et al., 2009, 2010) was used to carry out an outdoor experiment under model projected pCO2 and temperature conditions for the end of this century under some scenarios (IPCC, 2014). Four experimental treatments from full factorial combination of temperature (7 and 11°C) and pCO2 (400 and 800 ppm) were examined in triplicate bottles: (1) control: 7°C and 400 ppm pCO2; (2) high pCO2: 7°C and 800 ppm pCO2; (3) high temperature: 11°C and 400 ppm pCO2; and (4) combined: 11°C and 800 ppm pCO2. Nutrient stock solutions were added to both the initial incubation bottles and the filtered seawater medium to final concentrations of 10 μM nitrate, 1 μM phosphate, and 10 μM silicate. Light levels for the incubations were adjusted using neutral density screens to provide an irradiance of 50% of the incident sea surface level (I0). The incubation temperatures were maintained by submersing the bottles in a circulating water bath connected to temperature control systems (HC1000BC, Hailea, China) via water pumps. Two different CO2 levels were adjusted in both the incubation bottles and carboys containing the filtered seawater for dilution, by gentle bubbling (∼4 mL min–1) of ambient air (∼400 ppm) and an air/CO2 mixture with pCO2 level of 800 ppm controlled by a gas mixer (CE100, Ruihua, China). The bubbling of the incubation bottles and seawater medium was continuous throughout the whole incubation period in order to maintain the seawater carbonate chemistry.

The phytoplankton community was grown in batch mode during the first 3 days of incubation. The continuous incubation mode with a dilution rate of 0.4 d–1 was started on the fourth day (T3) by turning on the peristaltic pumps (Shenchen, China) connected to the bottles through inflow lines going into the bottles from the caps. The dilution rate was chosen based on the average growth rate of the early spring phytoplankton assemblages under nutrient replete conditions in the Bohai Sea (Zou et al., 2001). The outflow outlets were connected at the shoulders of the bottles, in order to maintain a constant volume in the bottles. The bottles were gently shaken and mixed 5–7 times a day to ensure the phytoplankton cells remained suspended.

Samples for pH and total chlorophyll a (Chl-a) measurements were taken daily directly from the incubation bottles. The daily sampling volume was limited to less than 10% of the incubation volume to avoid significant perturbations of the biomass equilibrium (Feng et al., 2009). Size-fractionated Chl-a was sampled only on T0, T3, and T21. The continuous incubation was ended on T21, and samples for measurements of dissolved inorganic carbon (DIC), pH, total alkalinity, Chl-a, phytoplankton community structure, biogenic silica (BSi), particulate organic carbon (POC), particulate organic nitrogen (PON), particulate organic phosphorus (POP) and sinking rates were taken on T0 and the final sampling day. T0 samples were taken from the 100 μm Nitex mesh filtered source seawater in triplicates.



Sample Analysis


Seawater Carbonate Chemistry Measurements

Two hundred and fifty mL samples for total alkalinity analysis were preserved with 200 μL of 5% HgCl2 solution in Shott glass bottles (Shott AG, Germany) with screw caps. Alkalinity was then measured using potentiometric titration following the method of Dickson et al. (2007). The accuracy of the method as determined by analysis of Certified Reference Material provided by Andrew Dickson from Scripps Institution of Oceanography was estimated to be ±2 μmol kg–1. Samples for DIC measurements were fixed in 20 mL borosilicate vials with addition of 0.2 mL of 5% HgCl2 solution. The DIC concentration was measured using a total inorganic carbon analyzer (CM140, UIC, United States) by acidification and coulometric detection, and corrected to the Dickson seawater standards (Dickson et al., 2007). The estimated accuracy of the analysis was ± 5 μmol kg–1. pH values were checked daily using a pH meter (S210-B, Mettler Toledo) calibrated with commercial NBS buffers. The seawater carbonate chemistry (data shown in Supplementary Table 1, output at the incubation temperatures) was calculated using the program CO2sys (E. Lewis and D. W. R. Wallace) with measured DIC and alkalinity values, using the constants in Mehrbach et al. (1973), re-fitted by Dickson and Millero (1987).



Phytoplankton Chl-a Biomass and Assemblage Structure Analyses

20–30 mL samples for Chl-a analysis were filtered and extracted in 90% acetone at –20°C in the dark for 24 h, and then measured using a Turner Trilogy fluorometer. Samples for total Chl-a biomass analysis were filtered through 0.2 μm polycarbonate filters (Millipore, United States); while size-fractionated Chl-a was filtered onto 0.2, 2, and 20 μm polycarbonate filters (Millipore, United States) in series. Samples for phytoplankton taxonomic analysis were preserved with a final concentration of 1% glutaraldehyde and stored at 4°C until analysis. The samples were then concentrated using a 25 mL Utermöhl cell count chamber and counted at 400× magnification under an inverted microscope (AE2000, Motic, China) (Utermöhl, 1958; Thomas, 1997).



Particulate Matter

POC and PON samples (30 mL) were filtered onto pre-combusted (450°C, 2 h) GF/F glass fiber filters (Whatman, United States) and then dried at 55°C. C and N elemental composition was then measured with an elemental analyzer (270, Costech Analytical Technologies, Italy). Thirty mL samples for BSi analysis were filtered onto 0.6 μm polycarbonate filters (Millipore, United States), dried at 60°C, and analyzed using the spectrophotometric method following Brzezinski and Nelson (1995). POP samples (30 mL) were filtered onto pre-combusted GF/F glass fiber filters (Whatman, United States), rinsed with 2 mL of 0.17 mol L–1 Na2SO4, stored in pre-combusted borosilicate vials with addition of 2 mL of 0.017 mol L–1 MgSO4. The samples were then dried and analyzed following the molybdate colorimetric method (Solórzano and Sharp, 1980).



Phytoplankton Sinking Rate

The sinking rate of the phytoplankton assemblage based on Chl-a measurements was determined in triplicate samples using the SETCOL method as described in Bienfang (1981). In brief, a plexiglass column (4 cm in diameter, 1 m in length) was filled up to the top with a homogeneous seawater sample containing the whole phytoplankton assemblage and covered tightly with a glass lid. The column was placed in the dark at the corresponding incubation temperature for a settling time of 3 h, yielding a maximum measurable sinking rate of 8 m d–1. The settling was terminated by carefully draining the upper, middle, and bottom compartments of the column through valved tubing connected through the wall of the column at each depth. The total Chl-a concentration of each compartment was then measured, and the sinking rate was calculated using the following equation:

[image: image]

Here, S is the sinking rate; Cu, Cm, and Cb are the Chl-a concentrations in the upper, middle and bottom compartments of the sinking column, respectively; Vu, Vm, and Vb are the volumes in the upper, middle, and bottom compartments, respectively; L is the length of the column; and t is the total sinking time (Bienfang, 1981).



Data Analysis


Statistics

A two-way ANOVA test was used to detect two-way interactions among temperature and CO2 with the assumptions of homogeneity of variance, independence of observations and independent distribution of variables. Pair-wise tests were conducted using Tukey’s multiple comparison post hoc analysis. The statistical analysis was performed using GraphPadPrism 7.0 software (GraphPad Software, Inc., San Diego, CA, United States).



Types of Driver Interactions

Two-way interactions among temperature and CO2 were determined by quantitative comparisons between the observed effects and the model predicted effects of two drivers. The observed effect was calculated as the percentage of change between the combined treatment and control treatment. A model was used for the predictions of two-way effects (Folt et al., 1999; Liao et al., 2019; Feng et al., 2020):

[image: image]

Here, E1 and E2 denote the individual observed effect of increased pCO2 and warming on the measured parameter, respectively, calculated as the percentage of changes relative to control treatment.

The interactions among increased pCO2 and warming were defined as follows:

(1) Synergistic interactive effect: the observed effect > the calculated multiplicative effect (Folt et al., 1999; Boyd and Hutchins, 2012; Boyd et al., 2018);

(2) Antagonistic interactive effect: the observed effect < the calculated multiplicative effect (Folt et al., 1999; Boyd and Hutchins, 2012; Boyd et al., 2018).

Both synergistic and antagonistic interactive effects can be positive (increase) or negative (decrease).



RESULTS


Total and Size-Fractionated Chl-a Biomass

The total phytoplankton Chl-a biomass kept increasing quickly in the four experimental treatments in the first 5 days of the incubation period (Figure 1). The total Chl-a concentration on T0 at the sampling site was 14.4 ± 1.4 μg L–1, and it increased throughout the 3-day batch incubation mode. The average value of the total Chl-a concentration in the control treatment was lower than those in the other three treatments during the entire course of the incubation (Figure 1). By T5, the Chl-a concentration in all four treatments were more than double the T0 value, with the highest value observed in the combined treatment. During the first 5 days of incubation, the total Chl-a concentration was overall higher the two higher temperature treatments (high temperature and combined) compared to that under control and high pCO2 (Figure 1). The total Chl-a biomass declined in all the experimental treatments from T11 to T15 and the differences between treatments became less than those in the earlier stage of the incubation. The values also became relatively stable as growth and dilution rates came into balance starting from T15 until the final sampling day (T21, Figure 1).
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FIGURE 1. Total Chl-a concentrations during the time course of the incubation in the four experimental treatments. Values are the means and error bars are the standard deviations of triplicates. The dashed line separates the two incubation stages: T0–T3 batch growth mode, and T3–T21 continuous growth code with dilution rate of 0.4 d– 1.


Phytoplankton Chl-a biomass size-fractions responded differently to changes in temperature and pCO2 conditions (Figure 2). The initial (T0) phytoplankton assemblage collected for the incubation was dominated by nano-phytoplankton (2–20 μm), contributing 74.5% of the total Chl-a biomass. The micro-phytoplankton (>20 μm) and pico-phytoplankton accounted for 18.0 and 7.50% of the total Chl-a biomass, respectively (Figure 2). The nano-phytoplankton continued to dominate the Chl-a biomass (>60%) during the incubation in all the experimental treatments. On the final sampling day, there was a general trend of relatively lower percentages of micro-phytoplankton Chl-a biomass but higher percentage of nano-phytoplankton and pico-phytoplankton Chl-a biomass under higher temperature. The percentage of Chl-a biomass in the micro-phytoplankton group was in general lower in the elevated temperature (high temperature and combined) treatments, with the lowest value (14%) observed in the high temperature treatment. Comparatively, the percentage of total Chl-a in micro-phytoplankton was higher (p < 0.05, t-test) under rising pCO2 when temperature was the same, with the highest value of 33.2% in the high CO2 treatment. In contrast, the percentage of nano-phytoplankton increased under elevated temperature but decreased with rising pCO2, with the highest value (81.4%) in the high temperature treatment and lowest percentage (64.0%) under high CO2. The percentage of Chl-a biomass as pico-phytoplankton was small but showed a similar trend with that of the nano-phytoplankton, with the highest and lowest percentages of pico-phytoplankton being 4.6 and 2.8% under high temperature and high CO2, respectively (p < 0.05, t-test, between the two treatments).
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FIGURE 2. Chl-a biomass percentages of micro-phytoplankton (>20 μm), nanoplankton (2–20 μm), and picoplankton (0.2–2 μm) in the beginning of the incubation (T0) and in the four experimental treatments on the final sampling day. Values are the means and error bars are the standard deviations of triplicates.




Species Composition of the Phytoplankton Assemblage

Microscopic cell counts indicated that the dominant phytoplankton group was diatoms throughout the time course of the incubation, with initial diatom and dinoflagellate abundances of 1090 cells L–1 and 300 cells L–1, respectively. On the final sampling day, there were significant differences in the abundances of diatoms (Figure 3A) and dinoflagellates (Figure 3B) under different temperature and pCO2 treatments. Diatom abundance was significantly lower (∼0.5 fold, p < 0.05) in the high pCO2 and combined treatments compared to the control (4.518 ± 0.468 × 104 cells L–1) and high temperature treatments (4.221 ± 0.293 × 104 cells L–1). However, at the same pCO2 level, there was no significant difference between different temperature treatments (p > 0.05). The dinoflagellate abundance was highest in the high temperature treatment (1016 ± 155 cells L–1, 5.6 fold of the control value). Compared to the control treatment (180 ± 122 cells L–1, the abundance of dinoflagellates was also significantly higher in the high pCO2 treatment (653 ± 151 cells L–1). However, there was no significant difference between the control and combined treatments. The ratio of diatom to dinoflagellates abundances was highest at control (Figure 3C). The ratio significantly decreased by 89, 87, and 74% at high pCO2, high temperature and combined treatments, respectively.
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FIGURE 3. Cell abundances of (A) diatoms and (B) dinoflagellates and (C) ratio of diatom to dinoflagellate abundances in the beginning of the incubation (T0) and in the four experimental treatments on the final sampling day. Values are the means and error bars are the standard deviations of triplicates.


The species composition of the diatom community was also affected by the CO2 and temperature treatments. The full list of diatom and dinoflagellate species and their abundances at the beginning and the four experimental treatments on the final sampling day of the incubation are listed in Table 1. The two most dominant diatom species at the beginning of the incubation were the centric species Thalassiosira pacifica (accounting for 55.91% of the total cell abundance on T0) and the pennate diatom Navicula sp. (18.12%). They continued to be the dominant centric and pennate diatom species respectively in the end of the incubation (Table 1). On the final sampling day, both the centric and pennate diatom abundances were significantly lower in the high pCO2 and combined treatments, compared to the control and high temperature treatments (Figure 4A). The lowest abundance of centric diatoms was observed in the high pCO2 treatment (0.57 fold of the control value), while the abundance of pennate diatoms was lowest in the combined treatment (10% of the control value). In contrast, the ratio of centric to pennate diatom abundance was significantly higher under the higher pCO2 level, with the highest ratio of 9.8 ± 3.0 (ninefold of the control value) in the combined treatment (Figure 4B). Similarly, in the combined treatment, the abundance of the dominant centric diatom species Thalassiosira pacifica was highest, while that of the dominant pennate diatom species Navicula spp. was lowest among all the four experimental treatments (Figure 4C).


TABLE 1. List of all diatom and dinoflagellate species and the cell abundances (cells L–1) identified with microscopy on T0 and the four experimental treatments on the final sampling day and cell volume of the dominant species.
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[image: image]

FIGURE 4. Diatom assemblage composition in the four experimental treatments in the beginning of the incubation (T0) and on the final sampling day: (A) cell abundances of centric and pennate diatoms; (B) ratio of centric diatom to pennate diatom cell abundances; (C) cell abundances of dominant diatom species. Values are the means and error bars are the standard deviations of triplicates.




Elemental Composition and Community Sinking Rate

The average POC concentration was higher under higher pCO2, especially with a significantly higher value in the combined treatment relative to the high temperature treatment (Figure 5A, p < 0.05). Similar to diatom concentration, the BSi concentrations were significantly lower in at higher pCO2 when temperature was the same (Figure 5B, p < 0.05). Changing temperature alone had no significant effect on POC; while elevated temperature significantly increased BSi concentration at both pCO2 levels (p < 0.05). The POP concentration was lowest (Supplementary Data Sheet) in the high pCO2 treatment, with no significant difference among the other three treatments. However, there were no significant differences in PON concentrations in the four experimental treatments (Supplementary Data Sheet).


[image: image]

FIGURE 5. Particulate organic carbon (POC, A) and biogenic silica (BSi, B) concentrations in the beginning of the incubation (T0) and in the four experimental treatments on the final sampling day. Values are the means and error bars are the standard deviations of triplicates.


Both the POC to PON (C:N) and POC to POP (C:P) ratios were highest in the high pCO2 treatment (Figures 6A,B); whereas there were no significant differences among the other three treatments (Figures 6A,B). Similarly, the POC to BSi (C:BSi) ratios were also significantly higher in the high pCO2 and combined treatments compared to the control and high temperature treatments, with the highest ratio observed under high pCO2 (25 ± 4, more than twofold of the control value, Figure 6D).


[image: image]

FIGURE 6. Elemental molar ratios in the beginning of the incubation (T0) and in the four experimental treatments on the final sampling day: (A) particulate organic carbon to particulate organic nitrogen ratio (C:N); (B) particulate organic carbon to particulate organic phosphorus ratio (C:P); (C) particulate organic nitrogen to particulate organic phosphorus ratio (N:P); and (D) particulate organic carbon to biogenic silica ratio (C:BSi). Values are the means and error bars are the standard deviations of triplicates.


The sinking rate of the whole phytoplankton community was lowest in the combined treatment (0.12 ± 0.01 m d–1, half of the control value), which coincided with the markedly higher centric:pennate diatom ratio in this treatment. However, there was no statistically significant difference among the other three treatments (Figure 7).


[image: image]

FIGURE 7. Sinking rates of the phytoplankton community in the beginning of the incubation (T0) and in the four experimental treatments on the final sampling day. Values are the means and error bars are the standard deviations of triplicates.




Individual and Interactive Effects of CO2 and Temperature

The results of two-way ANOVA (Table 2) indicate that CO2 had significant effects on most of the parameters sampled on the final sampling day, including the total diatom, centric diatom and pennate diatom abundances, ratios of diatom vs. dinoflagellate and centric vs. pennate abundances, POC and BSi concentrations, C:N, C:P, C:BSi and sinking rate of the community. Temperature had significant effects on dinoflagellate and pennate diatom abundances, ratios of diatom vs. dinoflagellate and centric vs. pennate abundances, BSi concentration and C:BSi.


TABLE 2. The individual and multiplicative effects of temperature and CO2 and types of driver interactions on the parameters of the final sampling day of the experiment.

[image: Table 2]For the two-way factorial interaction, CO2 and temperature had significant interactive effects on the dinoflagellate and pennate diatom abundances, centric vs. pennate ratio and C:P (Table 2). Among these two-way interactive effects, CO2 and temperature interaction had antagonistic effects on the dinoflagellate abundance, diatom vs. dinoflagellate ratio and C:P, but synergistic effects on the pennate diatom abundance and centric vs. pennate ratio.



DISCUSSION

This study reveals that phytoplankton community size and species composition, elemental ratios, and the sinking rate of the phytoplankton community collected from the Tianjin coastal area all responded to increased pCO2 and/or warming. Apart from the individual effects, the interaction of CO2 and temperature had significant interactive effects on some of the examined parameters, thus having implications for marine biogeochemistry in the future environment. It is noteworthy that our continuous incubation experiment is different from the commonly used short-term batch/grow-out culture technique. This continuous incubation method allows the acclimation of the natural phytoplankton assemblage to the experimental conditions for a much longer period of time (21 days in our study). Community changes in a continuous culture system reflect differences in the growth rates of individual phytoplankton species under the experimental conditions, as faster-growing species come to dominate the assemblage while slower-growing species are ‘washed out’ by dilution. In addition, nutrient enrichment, the “bottle effects” and excluding the large grazers may favor certain phytoplankton groups such as diatoms (Buma et al., 1991; Litchman et al., 2007), as suggested by the differences in the sampled parameters between T0 and Tfinal in our study. Nevertheless, it allows our final sampling to reflect the responses of the natural phytoplankton community to the environmental changes under a relatively steady growth phase (Hutchins et al., 2003; Feng et al., 2009).


Phytoplankton Community Size Structure

The total phytoplankton Chl-a biomass was significantly promoted by warming, especially during the batch growth mode in the first few days with higher values in the high temperature and combined treatments (Figure 1). This warming effect is similar to some previous studies on spring phytoplankton assemblages in both coastal regions (Lee et al., 2019) and the open ocean (Feng et al., 2009), mainly due to the thermal stimulation of phytoplankton metabolism within a favorable temperature range (Eppley, 1972). However, a mesocosm study using a phytoplankton assemblage in the coastal Kiel Fjord showed an opposite trend of decreased Chl-a biomass under warming, mainly due to the fact that temperature increases of 6°C promoted zooplankton grazing more than phytoplankton growth (Sommer et al., 2015). In our study, however, we deliberately removed or reduced larger zooplankton numbers at the outset of the study using a coarse mesh screen, yielding much weakened grazing pressure on the phytoplankton biomass, with only few microzooplankton cells detected in the T0 samples. The removal of large grazers, together with the nutrient enrichment, also resulted in the rapid increase in the total Chl-a concentration in all the incubation bottles during the batch growth mode.

Size-fractionated Chl-a biomass changes suggested that the size of the phytoplankton assemblage may be affected by both temperature and pCO2. Warming greatly reduced the relative biomass percentage of larger micro-plankton cells, while increasing the nano-plankton and pico-plankton percentages (Figure 2). This trend is consistent with some previously published results, showing that elevated temperature may favor smaller species in competition at the community level (Hare et al., 2007a; Daufresne et al., 2009), or simply decrease the cell-size of some species when they grow faster (Atkinson et al., 2003; Sheridan and Bickford, 2011). On the other hand, the larger cell (>20 μm) contribution to total Chl-a biomass was increased by CO2 enrichment under both temperature conditions in our study, and yielded the highest relative abundance of micro-plankton in the high pCO2 treatment. There is no compelling evidence of CO2 effects on cell size within individual species (reviewed by Finkel et al., 2010). Therefore, the changes in community size structure were mainly caused by shifts in phytoplankton species, in agreement with a previous study conducted off the coast of Norway (Engel et al., 2008). Compared to small phytoplankton cells, the growth of larger phytoplankton species tends to be more favored by CO2 enrichment, mainly due to differences in CCM and/or diffusion boundary layer thicknesses (Raven et al., 2008; Finkel et al., 2010).



Phytoplankton Dominance Shifts

Along with the effects of CO2 and warming on the size structure of the phytoplankton assemblage, changes in CO2/temperature also caused shifts in the taxonomic composition of the phytoplankton assemblage in our study. Due to the constraints of the microscopic method that small phytoplankton cells (<5 μm) are harder to be distinguished, the species determined here mostly belonged to the micro-plankton and nano-plankton groups. Here we observed that the abundance of dinoflagellates was especially promoted in the high temperature treatment (Figure 3B). Although diatoms generally grow much faster than dinoflagellates at the same temperature (Chen and Laws, 2017), the distribution of many dinoflagellate species tends to be more favored in warm waters, compared to diatoms (Finkel et al., 2010; Xiao et al., 2018). Nevertheless, dinoflagellate abundance decreased again in the combined treatment, likely due to the outcome of competition with other nano-phytoplankton and pico-plankton groups. In coastal regions, diatoms and dinoflagellates are the major dominating phytoplankton functional groups (Smayda and Reynolds, 2003). The ratio of diatoms to dinoflagellates is considered to be an environmental indicator, with higher diatoms: dinoflagellates values indicating better seawater quality (Wasmund et al., 2017) and alleviating the eutrophication problem of the water column (Spilling et al., 2018). Changes in phytoplankton species composition may affect the food quality provided to the upper food web (Rose et al., 2009) and reproduction of the zooplankton, with higher copepod reproduction related to relative higher dinoflagellates abundance (Vehmaa et al., 2011). In addition, during costal spring blooms with low grazing pressure, sinking of ungrazed phytoplankton cells contributes to the bottom hypoxia. Diatom cells tend to sink out of the surface layer faster than dinoflagellates and these generally larger cells consume more oxygen during degradation in the subsurface waters; hence, decrease in diatom abundance likely results in reduced oxygen demand of the bottom water in the coastal regions (Spilling and Lindström, 2008). Our results suggest that the proportion of diatoms to dinoflagellates significantly decreased when either pCO2 or temperature was increased individually or simultaneously, indicating a potential negative feedback of future climate change on the oxygen demand in bottom waters in the Bohai Bay area, as demonstrated for the Baltic Sea (Wasmund et al., 2017).

Both diatom abundance and species composition was significantly affected by changes in pCO2 (Figure 3A). The diatom RubisCO enzyme tends to have a high affinity for CO2, supplied by efficient CCMs (Gao and Campbell, 2014), and thus diatom photosynthesis may be already saturated under present day CO2 conditions (Burkhardt et al., 2001; Rost et al., 2003). As a result, although diatoms were still dominant in the phytoplankton assemblage, total diatom abundance as well as centric and pennate diatom abundances were not promoted, but rather all decreased at higher pCO2 in our study (Figure 4). This is most likely due to the outcome of the competition with other phytoplankton groups that were favored more under higher pCO2. Similarly, a study on the South China Sea phytoplankton community also found diatom abundance declined with elevated CO2 (Gao et al., 2012). However, the abundance of the dominant centric diatom species T. pacifica and the centric vs. pennate diatom ratio showed an opposite trend in our study. The higher centric vs. pennate diatom ratio observed in our study is consistent with previous findings of CO2 enrichment experiments on the Southern Ocean phytoplankton community, which also reported larger centric diatoms were favored more under rising pCO2 (Tortell et al., 2008; Feng et al., 2010), further indicating differential responses to CO2 among different diatom taxonomic groups (Wu et al., 2014). By synthesizing the results of more than a decade research on natural diatom communities responses to OA, Bach and Taucher (2019) also found that more than 65% of the experiments showed changes in diatom species composition with a trend of shifting toward larger species. The taxonomic changes toward larger cells may in turn accelerate the energy transfer efficiency into higher trophic levels in marine food web (Bach and Taucher, 2019). In our study, the centric vs. pennate diatom ratio was further increased in the combined treatment, suggesting potential further influence on the energy transfer in the food web of Bohai Bay area in the future climate change scenario.



Elemental Stoichiometry and Sinking Rate

As a consequence of the shifts in phytoplankton species composition and the direct intra-specific physiological responses to the experimental conditions under different temperature and CO2 levels, our results also showed significant changes in the elemental composition (POC and BSi concentrations, C:N, C:P, and C:BSi, Figure 6) of the phytoplankton community. The significantly higher C:N and C:P ratios in the high pCO2 treatment were consistent with the results of previous laboratory studies on phytoplankton, including isolates of cyanobacteria (Fu et al., 2007), coccolithophores (Feng et al., 2008), and diatoms (Burkhardt and Riebesell, 1997). This finding likely indicates that CO2 enrichment promotes carbon fixation more than N and P uptake, and may further have implications on predicting the elemental stoichiometry of the organic matter export by marine phytoplankton into the deeper layers. Nevertheless, Taucher et al. (2020) synthesized the data of in situ manipulation experiments on natural plankton community and observed OA-induced 20% increase to 17% decrease in C:N export ratio in the sinking particles. Their results also suggest the C:N export ratio can be regulated greatly by plankton feeding and microbial degradation, as well as other environmental drivers such as temperature and nutrient availability (Taucher et al., 2020 and references therein).

Another significant trend was the increased C:BSi ratios under CO2 enrichment mainly caused by enhanced POC accumulation and reduced BSi concentration under higher pCO2. The latter may be attributed not only to reduced total diatom abundance, but also to decreased BSi production by diatoms. Milligan et al. (2004) reported enhanced efflux of silicate from the diatom cells at high pCO2 while silicate influx was not changed; as a result, the cellular silica quota was reduced with elevated pCO2 (Milligan et al., 2004). A study on a Southern Ocean diatom assemblage also found decreased community silica production under seawater acidification, but with strain-specific responses (Petrou et al., 2019). In general, mean silica production has a linear relationship with the surface area of diatom cells (McNair et al., 2018), but is not necessarily correlated with the growth rate (Petrou et al., 2019). However, the complete mechanisms of CO2 regulation of BSi production are still not clearly understood. The silica cell walls of diatoms are considered in the context of functions that include defense from grazing (Hamm et al., 2003) and ballast for sinking and carbon export (Buesseler, 1998). As such, further understanding the regulatory mechanisms for BSi production in the changing marine environment will help to unravel the impacts of environmental changes on carbon export in diatom-dominated waters.

In our study, the sinking rate of the phytoplankton assemblage was lowest in the combined treatment, mainly affected by pCO2 based on the two-way ANOVA results, despite the lowest BSi concentration being observed in the high pCO2 treatment. Although the ballasting effect of BSi is an important factor driving the sinking rate of diatoms, the reduced sinking rate in the combined treatment might be attributed to the changes in phytoplankton species composition instead. Compared to the other three experimental treatments, the abundance of the dominant centric diatom species T. pacifica was remarkably higher in the combined treatment (Table 1 and Figure 4C). It is noteworthy that T. pacifica is a chain-forming species, and the formation of chains can influence buoyancy and slow the sinking rates of the cells (Smayda and Boleyn, 1966). On top of that, the chain length of the chain-forming diatoms tends to increase with rising pCO2 as in the case of Asterionellopsis glacialis (Barcelos e Ramos et al., 2014), while the size of the phytoplankton community may be decreased under elevated temperature, together further reducing the sinking rate in the combined treatment (Denny, 1993). The sinking rate of a phytoplankton community can also be affected the production of transparent exopolymer particles (TEP), which have lower density but facilitate the cells to form large aggregates (Alldredge and Jackson, 1995). As the carbon production in the surface layer is the major contributor of carbon export to depth (Tréguer et al., 2018), if our finding represents a general future trend, OA and warming together may weaken carbon export from the surface layer in diatom-dominated coastal environments. However, we also should consider that, in the real oceanic environment, the actual carbon export to depth will generally be further influenced by grazing and remineralization processes (Armstrong et al., 2002).



Driver Interactions and Implications for the Coastal Biogeochemistry Under Global Change

The findings of our study suggest that both the individual and interactive effects of OA and warming are important to consider for coastal phytoplankton assemblages. There is clear evidence that many environmental drivers are already changing simultaneously in coastal and oceanic regions, including ocean acidification, warming, deoxygenation, changes in nutrient supply, and surface irradiance regimes (IPCC, 2014; Hutchins and Fu, 2017). Therefore, it is urgent to understand the cumulative effects of multiple drivers on the marine biota, and disentangle the interactive patterns of these drivers (Boyd et al., 2018). Our results suggest that CO2 and temperature synergistically affected pennate diatom abundance and the centric vs. pennate diatom ratio, and had antagonistic effects on dinoflagellate abundance and the ratio of diatom:dinoflagellate abundances. The cumulative effects of OA and warming together may either “amplify” or “shrink” the effects of the individual-driver effects, further emphasizing the importance of considering multiple driver interactions for predicting the biogeochemical responses to future environmental changes. Similarly, a study on the South China Sea phytoplankton community observed that although OA and warming alone promoted the phytoplankton productivity, the combination of the two drivers had an antagonistic effect (Zhang et al., 2018). Sett et al. (2018) also reported strongly shifted diatom species composition by the combined effect of OA and warming. During the past decade, many studies have focused on examining the combined effects of OA and other environmental drivers on natural phytoplankton community (Bach and Taucher, 2019 and references therein). Future work also needs to compile the published results and synthesize the general patterns of the interactive effects of OA and warming on natural phytoplankton assemblages in different oceanic regions.

Overall, our study on a spring bloom phytoplankton assemblage reveals that under future environmental conditions when both OA and warming effects are considered, the centric to pennate diatom ratio will increase, while the diatom:dinoflagellate ratio and phytoplankton-induced sinking rate will significantly decrease in the coastal Bohai Bay area. These changes may further impact carbon export and elemental cycles in the coastal ecosystem, and may impact food and nutritional availability to higher trophic levels, thus affecting coastal fisheries. However, there are limitations to how far we can extrapolate our findings. Our study examined CO2 and warming effects using a coastal phytoplankton assemblage acclimated to constant experimental conditions. In contrast, CO2/temperature variability is generally high in the coastal environment (Dai et al., 2009; Li et al., 2016; Kling et al., 2020), especially in regions highly influenced by anthropogenic activities like Bohai Bay. Consequently, coastal phytoplankton assemblages may possess relatively high tolerance limits to thermal and CO2 shifts. Future studies are needed that examine the effects of ocean acidification and warming in the context of natural fluctuations in pCO2 and temperature in coastal ecosystems.
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Global change has resulted in oceans that are warmer, more acidic, and lower in oxygen. Individually any one of these stressors can have numerous negative impacts on marine organisms, and in combination they are likely to be particularly detrimental. Understanding the interactions between these factors is important as they often covary, with warming promoting hypoxia, and hypoxia co-occurring with acidification. Few studies have examined how all three factors interact to affect organismal performance, and information is particularly sparse for tropical organisms. Here we documented a strong relationship between high temperatures, low dissolved oxygen (DO), and low pH in and around a tropical bay. We used these field values to inform two multi-stressor experiments. Each experimental factor had two levels, one representing current average conditions and the other representing current extreme conditions experienced in the area. We used sea urchin righting response as a measure of organismal performance for an important reef herbivore. In the first experiment 2-h exposures to a fully factorial combination of temperature, DO, and pH showed that righting success was significantly depressed under low oxygen. To more fully understand the impacts of pH, we acclimated sea urchins to control and low pH for 7 days and subsequently exposed them to the same experimental conditions. Sea urchins acclimated to control pH had significantly reduced righting success compared to animals acclimated to low pH, and righting success was significantly depressed under hypoxia and high temperature, compared to normoxia and ambient temperature. These results show that short, 2 h exposures to the temperature and DO extremes that are already experienced periodically by these animals have measurable detrimental effects on their performance. The positive impact of reduced pH is evident only over longer, 7 days durations, which are not currently experienced in this area.

Keywords: hypoxia, global warming, ocean acidification, Echinometra, multiple stressor analysis, coral reef, ocean deoxygenation


INTRODUCTION

It is a truth almost universally acknowledged that the world’s oceans are warming, becoming more acidic, and losing oxygen (Keeling et al., 2010; Gruber, 2011; Breitburg et al., 2018). Oceans have been rapidly warming since the 1950s (Cheng et al., 2019; IPCC, 2019). This has resulted in reduced global oceanic oxygen concentrations through increased water stratification and decreased oxygen solubility (Keeling et al., 2010; Schmidtko et al., 2017). Oceans also absorb about a quarter of the carbon dioxide (CO2) in the atmosphere every year, which is making them more acidic (Doney et al., 2009; Le Quéré et al., 2009). Individually, changes in any one of these factors are likely to impact organismal performance and in severe cases may result in mortality (Diaz, 2001; Kroeker et al., 2010; Yao and Somero, 2014). However, because the three environmental stressors are mechanistically linked (Bopp et al., 2013; Gobler and Baumann, 2016), animals are likely to experience all three stressors in combination in many coastal systems (Figure 1) (Breitburg et al., 2015; Reum et al., 2016; Humphreys, 2017).
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FIGURE 1. (A) Graphical depiction of atmospheric warming represented as the sun, and increasing atmospheric carbon dioxide (CO2 atm) as the cloud, together driving ocean warming, decreasing dissolved oxygen (DO), and lowering pH. The partial pressure of CO2 (pCO2) increases from both increasing atmospheric CO2 that is absorbed into the seawater (i.e., ocean acidification), as well as from biological activity (i.e., respiration) in the marine environment. (B) Scheme explaining how these differing stressors are expected to physiologically affect organismal performance, adapted from Pörtner and Farrell (2008). Dark shading within the curves represents the thermal window in which aerobic performance is possible under the different stressor combinations (blue = optimal, green = hypoxia, red = hypoxia and low pH/OA). It is thought that decreasing oxygen availability due to hypoxia and/or low pH can each result in narrowing thermal windows.


Most marine organisms need more oxygen when temperatures increase (Fry, 1971; Pörtner, 2010). In coastal habitats, this can result in a reduction in oxygen concentration as a result of increased community metabolism (Gunderson et al., 2016). With increasing organismal oxygen uptake, there is also increasing respiration, which produces carbon dioxide and reacts with the water decreasing the pH. Concentrations of pH and dissolved oxygen (DO) show clear spikes during the day driven by daytime photosynthesis and steep declines at night driven by community respiration (Gobler and Baumann, 2016). The amplitude of these regular daily cycles can increase in response to external inputs, such as storm runoff, weather-driven increases in solar-radiation, and/or decreased wind intensity but are most strongly affected by warming (Tyler et al., 2009).

In addition to diel cycling, warming also clearly exacerbates metabolically-driven extremes in pH and DO on longer episodic or seasonal time scales in coastal systems (Baumann et al., 2014; Baumann and Smith, 2017). Coastal runoff due to intensifying storms, growing populations, and increasing nutrients from untreated wastewaters also fuel coastal community metabolism, and are particularly concerning in the tropics where resources to mitigate these issues are limited (Lonholdt, 2005; Knutson et al., 2010). As climate changes, these fluctuations are likely to become more pronounced (Boyd et al., 2016). These lines of evidence suggest that marine life may already be experiencing multiple stressful conditions at the same time, yet little is known about how these dynamics co-vary in tropical habitats, or what their biological impacts are.

Shallow-water tropical habitats, especially coral reefs which host a significant portion of global marine biodiversity, and estuaries which are important nursery grounds for many commercial species, may be at particular risk from these stressors (Duarte et al., 2013). Recent reviews have argued that modern reefs cannot be fully understood without explicitly considering the impacts of oxygen dynamics (Nelson and Altieri, 2019), and yet hypoxia, more than any other stressor, remains significantly under-studied in tropical locations (Altieri et al., 2017; Hughes et al., 2020). In fact, hypoxia-associated mass mortality events and dead zones associated with warm temperatures have recently been reported for the first time at several tropical sites (Laboy-Nieves et al., 2001; Díaz-Asencio et al., 2015; Altieri et al., 2017; van Tussenbroek et al., 2017). Another review has argued that areas experiencing combined hypoxia and acidification may be significantly under-reported, that natural variability is poorly documented, and that the harmful synergistic interaction between these two stressors are worryingly understudied (Gobler and Baumann, 2016).

One common way to think about the impacts these three co-occurring stressors may have on marine organisms is with aerobic scope, a measure of an organism’s ability to take up oxygen from the environment and use it for fundamental activities such as feeding, reproduction, growth, and predator avoidance (Pörtner and Peck, 2010). A decline in aerobic scope can be visualized as a decreased capacity for oxygen uptake and decreased energy for these activities (Fry, 1971; Pörtner, 2010; Claireaux and Chabot, 2016). As temperature increases, aerobic scope is predicted to decrease due to the hindered capacity of the individual to deliver sufficient oxygen to its body tissues and can be visualized as a depressed performance curve (Figure 1) (Farrell et al., 2008). As environmental DO and/or pH decreases, aerobic scope is also predicted to decrease, further depressing performance curves (Pörtner and Farrell, 2008). Organism performance at all levels is therefore predicted to be reduced under increasing environmental temperatures, lowered DO and pH, yet ecological validation is still needed (Verberk et al., 2016).

Our aim was to document temperature, DO, and pH conditions throughout a tropical bay and use those conditions to inform multi-factor stressor experiments to understand how current extreme conditions impact the performance of an ecologically important herbivore. Previous work with marine invertebrates has shown that short-term or intermittent exposures to modern-day extreme conditions can result in reduced organismal performance. For example, weekly exposures to 1 mg/L DO for less than 8 h resulted in morphological and metabolic changes in the fireworm, Hermodice carunculata (Lucey et al., 2020). The juvenile oyster, Crassostrea virginica, raised under diel oxygen cycles where concentrations dipped to 0.5 mg/L exhibited reduced growth rates (Keppel et al., 2016). Herbivory rates of a temperate sea urchin, an amphipod and a snail, all decreased after 48-h reductions of DO from 7.2 to 2.0 mg/L but not after reductions of pH from 7.9 to 7.4, and the combination of the two stressors had the same effect as the hypoxia alone (Ng and Micheli, 2020). Abalone exposed to a 24-h combination of reduced pH (7.5) and DO (5 mg/L) once every 15 days, showed decreased growth and survival compared to controls, as did those exposed only to reduced DO (Kim et al., 2013). Despite these examples, there are few studies that (1) seek to determine if modern-day extremes can have significant impacts on marine organisms and (2) test the effects of multiple stressors in combination (see: Gobler and Baumann, 2016; Gunderson et al., 2016). High temperatures may exacerbate the effects of deoxygenation and acidification making these issues particularly important in the tropics. The objectives of this study were therefore to determine the extreme temperature, pH, and DO values in a tropical reef environment during the last 3 years, and experimentally test the performance of a reef herbivore, the sea urchin Echinometra lucunter, using two fully factorial multi-stressor experiments based on measured pH, DO, and temperature values and exposure times. In the first experiment, sea urchins were exposed to stressors for 2 h and then their ability to right themselves was measured. Righting reflects the ability of the feet and spines to function, which is vital to (1) remain attached to the substrate, (2) to find crevices for protection, (3) move around and forage (Barry et al., 2014), and (4) recover if they are somehow dislodged. In the second experiment, we replicated this after first exposing sea urchins to seven days of low pH. We did not expect sea urchin performance, measured as righting success, to be negatively affected by the short 2-h exposures to single-stressor conditions based on measurements in the field; however, we did expect the combination of all three stressors (low pH, high temperature, and low DO) to have some negative effects. We also expected sea urchins that were exposed to low pH conditions for multiple days to be even more negatively affected by multiple stressors. The results of this study provide a current baseline for temperature, oxygen, and pH values on one well-studied tropical coastline, and insight into the relative importance of these specific stressor combinations on an abundant and important herbivore.



MATERIALS AND METHODS


Study Site

Almirante Bay is a large semi-enclosed bay on the Northwest Caribbean coast of Panama (Figure 2). Shallow-water ecotypes include mangroves, seagrass beds, fringing, and patch reefs as well as sponge gardens and soft bottoms that are no deeper than 25 m. While this region does not experience large fluctuations in seawater temperature, environmental monitoring has recently detected seasonal changes in a hypoxic water mass in the deep water closest to the mainland. Between August and December, the hypoxic conditions expand and shoal (Lucey et al., 2020), and in recent years, this has caused significantly mortality of corals and associated marine life on reefs as shallow as 3 m (Johnson et al., 2018). However, shallow reefs that remain untouched by episodic hypoxia shoaling from depth can also experience hypoxia at night due to diel DO cycling (Lucey et al., 2020).
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FIGURE 2. Map of Almirante Bay showing the seven long-term monitoring sites (black dots), with sites “Pastores” and “Almirante” closest to the mainland and “Colon” outside the bay in the open ocean. Continuous monitoring on the Hospital Point reef, where animals were also collected from, is shown on the map as a black triangle and in the photograph on the right.




Study Organism and Performance

Sea urchins are ecologically important herbivores in shallow-water environments at all latitudes, and are often drivers of benthic community structure (Steneck, 2020). In the Caribbean, E. lucunter occurs on shallow exposed reefs and rocky shores (McPherson, 1965; Ebert et al., 2008; Sangil and Guzman, 2016) where their burrows may contribute significantly to erosion and increased habitat complexity (McLean, 1967; Schoppe and Werding, 1996). E. lucunter are most abundant at 1–5 m but have been found as deep as 45 m (McPherson, 1965). Previous research in Bocas del Toro has demonstrated that E. lucunter is one of the most thermally tolerant sea urchin species in the Caribbean (Collin et al., 2018; Perricone and Collin, 2019). To measure adult performance, we used the ability of upturned animals to turn over (righting response; Brothers and McClintock, 2015; Challener and McClintock, 2017; Collin et al., 2018). The righting response has been used to assess the impacts of temperature on echinoderms for 80 years (Kleitman, 1941; Farmanfarmaian and Giese, 1963; Lawrence and Cowell, 1996; Brothers and McClintock, 2015), and presumably requires coordinated sensory and locomotory functions, and therefore reflects whole organism function.



Environmental Conditions

To determine the most extreme values of DO, pH, and temperature throughout the bay over the last 3 years, we analyzed physical monitoring data measured at seven sites between June 2017 and March 2020. Monitoring sites represent the spatial heterogeneity of the area, extending from the mainland, through the bay and in the open ocean (Figure 2). Data were collected weekly in the mid-morning by recording depth profiles of parameters throughout the water column with a YSI multiparameter sonde (YSI EXO2 and EXO optical DO—accuracy ± 0.1 mg/L; pH Smart Sensors—accuracy 0.02 units; and Temperature Sensors—accuracy ± 0.01°C, Yellow Springs, United States) as part of the Smithsonian Tropical Research Institute’s (STRI’s) environmental monitoring program. The sensors were calibrated monthly following the manufacturers instructions (see Supplementary Material for details). We used values measured approximately 1 m above the seafloor of each site (∼15–20 m) to comprehensively represent daytime benthic conditions through the 3-year time period.

To determine how the 24-h diel conditions vary on a shallow coral reef, we deployed DO, pH, conductivity, and temperature loggers near one of the long-term monitoring sites, Hospital Point. This is a well-exposed coral reef location, with significant water flow from offshore. Loggers were deployed between July and October 2019 at Hospital Point at 3 m depth and recorded measurements once every hour (HoboOnset loggers: U26-001 HOBO DO Logger–accuracy: 0.2 mg L–1; U24-002 Conductivity Logger accuracy—5%; MX2501 pH and temperature logger—accuracy ± 0.10 pH units and 0.1°C, Onset, MA). Data were downloaded and sensors were cleaned and calibrated monthly according to the manufacture’s protocols. Conductivity and temperature measurements were used to adjust DO measurements using HoboPro Software. Measurement precision was based on comparisons to measurements made in the field before and after calibration checks with a YSI Pro2013 multi-parameter handheld (accuracy: DO 0.2 mg/L, Temp. 0.35°C, pH 0.2, Conductivity 0.5%). Further details on calibration and quality control for both the 3-year weekly monitoring dataset and the 3-month hourly dataset are in the Supplementary Material.



Experimental Procedures

Echinometra lucunter adults were collected from the reef site near Hospital Point where the loggers were deployed (Figure 2). All sea urchins were gently detached from reef and rock substrate between 0 and 3 m depths and placed in coolers of fresh seawater on the boat out of direct sunlight. Within an hour of collection, all sea urchins were transported to the Bocas del Toro Research Station (BRS) and placed in clean holding tanks with unfiltered, continuously flowing seawater and air bubbling to ensure fully oxygenated, ambient temperature seawater conditions. Large rocks with algae were added for shelter and food. In the first experiment, sea urchins were kept in these holding tanks for a maximum of 7 days until the trials and experiments began, with an average holding time of 3.5 days. In the second experiment, they were kept for a maximum of 18 days, with an average holding time of 11.5 days. Temperature, DO, pH, and salinity were measured with the YSI Pro2013 multiparameter handheld device at the collection site and daily in all holding tanks.


Experiment 1

Sea urchins were collected during the month of May 2019 and exposed to a fully factorial combination of two pH levels: low 7.6 and control 8.1, two temperatures: ambient 29°C and high 32°C, and two DO levels: 1.5 mg/L hypoxic and 5.6 mg/L normoxic (Table 1). Experimental exposures were maintained at these levels for 2 h at which point sea urchins were flipped upside-down and righting ability and time measured. Treatment levels were based on the values measured in the field and approximately reflect the more extreme values that occurred infrequently in both time-series datasets (Table 2). The “control” values reflect the ambient values, which approximately corresponded with the mid-point of the range of values recorded (Table 2).


TABLE 1. Mean and standard deviation of environmental parameters measured in the laboratory during the experimental treatments, and during the 7-day pH acclimation phase of the second experiment.
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TABLE 2. Environmental parameters measured in the field from weekly daytime measurements made from June 2017 to March 2020 near the seafloor, and from hourly measurements made July to October 2019 at the collection site, Hospital Point (in italics).
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Trial tanks with 4 L of fresh seawater each held three individuals. Trial tanks were brought to the correct experimental conditions with the animals inside in a 15-min ramping period before trials began. Depending on the treatment, this was accomplished by bubbling regular air for control conditions, and either pure N2 gas to lower DO, CO2 gas mixed with air to lower pH, and/or adding small quantities of warmed seawater to reach correct temperature levels. Trial tanks were placed in a water bath with submersible aquarium pumps and heaters to maintain trial temperatures. After the ramping period, water conditions were monitored every 15 min in each tank for the 2-h duration of the trial. To keep seawater parameters stable during trials, either N2 or regular air was bubbled directly into tanks as needed to maintain DO. Warm seawater and low-pH seawater, made from bubbling CO2 gas, was prepared before trials and added in small increments if adjustments were necessary throughout the experiment to maintain temperature and pH. Trials were conducted sequentially (see below).

Following the 2 h experimental exposure, sea urchins were flipped and time until they were fully righted was measured. Any sea urchin that did not right after 10 min was recorded as a failed righting response. Successful righting usually occurred in <1 min. After righting was measured, urchins were returned to separate holding tanks and 48 h post-trial survival was measured. All animals were released following the 48-h survival analysis at a site 5 km away (i.e., STRI site) from the collection site to ensure individuals were not re-tried. Trials were run daily between May and June 2019. A total of 172 individuals were tested over eight treatment combinations, with three urchins per trial tank, for a total of six to eight trials per treatment.



Experiment 2

The second experiment measured the performance of E. lucunter under the three stressors as in Experiment 1, but first urchins were exposed to 7 days of control or chronically low pH. Sea urchins were collected from the same site as above between November and December 2019. After being held in ambient, oxygenated holding tanks with algae-covered rocks/food for an average of 11.5 days, they were placed in 50 L acclimation tanks (18 individuals/acclimation tank). Four control acclimation tanks were maintained at pH > 8.00 with bubbling air, while four low pH acclimation tanks were maintained at pH 7.6 ± 0.06 SE by bubbling air-mixed CO2 directly into tanks. Temperature and oxygen were kept at ambient levels (29°C and >6.0 mg/L) with submersible aquarium heaters and air pumps maintained. Seawater was refreshed at a rate of 8 L/h in all acclimation tanks. Temperature and DO values were recorded every 10 min (HOBO U30 Station with S-TMB-M0xx temperature probes—accuracy ± 0.2°C; Barreleye Designs DO Controllers with Atlas Scientific galvanic DO probes—accuracy ± 0.05 mg/L). After the 7 days pH exposure, trials were performed following the same protocol as in the first experiment. A total of 299 individuals were tested over 16 treatment combinations, with three urchins per trial tank for a total of five to six trials per treatment.

In both experiments, the order of trial treatments was systematic to account for the variable of time of collection, and each trial included a small, medium, and large urchin to maintain a balanced size distribution throughout (Supplementary Summary Tables). Seawater parameters in the trials were measured using a Thermo Scientific Orion Star A320 optical DO probe (accuracy ± 0.1 mg/L), a Mettler Toledo SevenGo Handheld pH probe calibrated daily with NBS buffers 4, 7, 10 (accuracy ± 0.002), and an Omega high precision thermocouple (±0.05% reading accuracy). Salinity was recorded daily with a handheld multi-parameter YSI Pro2013 (±0.5% reading accuracy).

Temperature, pH, DO, and salinity were measured in the field on collection days, throughout the holding period (pre-experiment), throughout the acclimation period, and during each trial. The conditions experienced by each sea urchin were tracked. Despite necessary variation in the date of collection and time in holding tanks, we maintained similar conditions across all treatments and maintained a strict balance across the unavoidable time constraints of the experiments (Supplementary Summary Tables).




Analysis

The effects of pH, DO, temperature, and in the second experiment, pH acclimation, on righting success were analyzed with generalized linear models (GLM) using a binominal distribution and a logit link function. The test diameter of each individual was included as a covariate. The date of collection was included as a covariate in experiment 1, while the days of pre-experiment holding time and acclimation period start date were included as covariates in experiment 2. Fully factorial models were analyzed with step-wise removal of non-significant interactions based on the p-values (p > 0.1) (Crawley, 2012). The main effects and covariates were retained in the reduced models. Residual plots were used to assess the quality of model fit (Zuur et al., 2010). In the second experiment, separation was indicated due to the high number of individuals that succeeded, and a Firth penalized likelihood method was employed using the logistf package in R. Analyses with and without the Firth option identified the same significant factors so we retained the model without this correction. Results from experimental assays were analyzed with R v. 3.6.2 (R Core Team, 2020).




RESULTS


Environmental Conditions

Weekly monitoring data show the shallow waters in and around Almirante Bay occasionally experience conditions that are hot, hypoxic, and acidic. Within the last 3 years during the day, temperatures above the seafloor (depth ∼15–20 m) ranged from 26.52 to 30.76°C (mean = 28.8°C ± 0.9 SD), DO ranged from 0.06 to 6.42 mg/L (mean = 3.84 ± 1.9 mg/L) and pH ranged from 7.58 to 8.55 (mean = 8.04 ± 0.2 SD) (Table 2 and Figure 3). There was a clear negative relationship between oxygen and temperature, and a positive correlation between DO and pH (Figure 3). The relationship between these parameters was similar among all seven sites, but the sites further from the mainland were less frequently hot, hypoxic, and acidic compared to the sites closer to the mainland (i.e., Colon vs. Almirante; Figure 3). The extreme values on the lower limits of the pH and DO ranges occurred between July and December 2019.
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FIGURE 3. Daytime physical conditions in and around Almirante Bay between June 2017 and March 2020, showing the correlation between pH, dissolved oxygen (DO), and temperature 1 m from the seafloor (∼15–20 m). The seven monitoring sites are arranged as a gradient going from the mainland “Almirante” to the open ocean site “Colon.” The first row of plots shows DO and pH are positively correlated (A); the second row shows the negative correlation between DO and temperature (B); and the third row shows the negative correlation between pH and temperature (C). The third parameter in each set is colored, with blue colors depicting the most “ambient” end of the range (lowest temperatures, normoxia, highest pH), while grays highlight the calculated mean of each range. R2 and p-values of Pearson correlation are shown at the bottom of each individual plot.


The hourly 3-month time-series on the Hospital Point reef, where animals were collected for experiments, experienced large diel fluctuations in pH and DO that scaled with increased temperature. Temperatures ranged from 27.6 to 32.7°C (mean = 29.8°C ± 0.8 SD), pH ranged from 7.81 to 8.64 (mean = 8.09 ± 0.14 SD), and DO ranged from 0.81 to 13.89 mg/L, with a mean value of 5.21 mg/L ± 1.72 SD (Table 2 and Figure 4). Low DO values coincided with low pH values during the night, while warmer temperatures generally occurred during the day when pH and DO were both higher. There were only a few instances when DO values remained under 1.5 mg/L and temperatures above 32°C (e.g., 25 September 2019). These extreme conditions persisted for no more than 4 h at a time (Figure 4).
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FIGURE 4. Physical conditions on a coral reef at the inlet to Almirante Bay, Hospital Point. Dissolved Oxygen (DO) (top), pH (middle), and temperature (bottom) measurements recorded hourly from 15 July to 12 October 2019 on the reef where experimental urchins were collected at 3 m depth. Red dotted lines indicate the values that were used in the experiments: 1.5 mg/L DO; 7.6 pH; 32.0°C. Conditions were most severe on Sept. 25th (blue shading).




Experiments

For experiment 1, after step-wise removal of non-significant interactions, there was a significant main effect of oxygen on the righting success of E. lucunter (p < 0.001; Table 3 and Figure 5). No effect of temperature or pH was found. Under normoxic conditions 98.8% ± 1.1 SE of the animals righted successfully in 10 min, while only 67.9% ± 5.1 SE righted successfully in the hypoxic treatments. Animal size did not differ significantly between our treatments, but was a significant covariate, with larger animals less likely to right than small ones regardless of the treatment (p = 0.020). This is a normal and expected response found in multiple sea urchin species in laboratory studies (Challener and McClintock, 2017).


TABLE 3. Effect of temperature, oxygen, and pH on righting success in both experiments, determined with GLMs.
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FIGURE 5. Results of Experiment 1 showing the proportion (mean ± SE) of E. lucunter that were able to successful right after 2 h multi-stressor trials with levels of pH at 7.6 or 8.1, DO 1.5 or 6.0 mg/L, and temperatures of either 29 or 32°C. Sea urchins had no experimental acclimation before the trials. Performance was negatively affected by treatments with hypoxia, which are indicated by the yellow bars (p < 0.001).


For experiment 2, after step-wise removal of non-significant interactions, there were significant main effects of oxygen (p = 0.005), temperature (p = 0.029) and pH acclimation (p = 0.007), with no significant interaction effects on righting success (Table 3 and Figure 6). Righting success under normoxia was 99.3% ± 0.67 SE, while under hypoxia, it was reduced by 9.6% (90% ± 2.4 SE). Righting success was also reduced under warmer temperatures: 98% ± 1.1 SE at ambient and 91.3% ± 2.3 at the high temperature. Unexpectedly, acclimation to low pH for 7 days resulted in an 8.1% increase in righting success compared to “control” pH acclimated animals (98.7% ± 0.93 SE compared to 90.6% ± 2.3 SE, respectively) (Table 3 and Figure 6). Neither the experimental start date, number of days pre-experiment in holding tanks, or size had an effect on righting success.
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FIGURE 6. Results of Experiment 2 showing the proportion (mean ± SE) of E. lucunter that were able to successful right after 2 h multi-stressor trials, with levels of pH at 7.6 or 8.1, DO 1.5 or 6.0 mg/L, and temperature either 29 or 32°C. Prior to multi-stressor trials, animals were acclimated to either control (ambient) conditions (solid bars: pH 8.0) or low pH (lightly shaded bars pH 7.6). Performance was negatively affected by hypoxia, shown as yellow grouped bars (p = 0.005), and higher temperatures (p = 0.029). Low pH acclimation significantly improved performance compared to control pH acclimation, shown as lightly shaded bars vs. solid bars, respectively (p = 0.007).


In the first experiment, seven out of the total 172 urchins tested died within the 48 h recovery period after the trials. All except one of these individuals had been exposed to hypoxia. This one outlier was exposed to low pH and high temperature. In the second experiment, 15 out of a total of 299 died 48 h after trials. The prevalent stressor was temperature, with 13 of the 15 urchins exposed to high temperatures.




DISCUSSION


Impacts of Multiple Stressors

Experiments examining the impacts of factorial combinations of multiple stressors provide two important insights into potential real-world responses of organisms to these stressors. They provide information on the relative importance of the stressors and crucially, for factors that co-vary in nature, if the impact of the combined stressors is greater than the individual stressors. However, results can vary based on the levels and durations of the stressors used. Here we aimed to determine which stressors are the most important for the performance of a tropical herbivore, near the center of its range, and under current day extremes. Short-term exposures were used as these stressors show pronounced diel cycles (see below).

Of temperature, pH, and DO concentration, we found that DO had the largest negative effect on sea urchin performance in both of our experiments. Warmer temperatures showed a negative effect in the second experiment but not in the first, and short-term exposures to low pH appeared to have no impact. As low pH has been previously demonstrated to have particularly detrimental effects on calcifying sea urchins (Shirayama and Thornton, 2005; Courtney et al., 2013), we included an unrealistically long exposure to low pH in the second experiment, which had a substantial significant positive impact on performance. In neither experiment did we detect significant interactions between stressors, showing that despite the proposed mechanistic link between temperature and oxygen availability, the performance outcomes in this system are independent at these exposures. Taken together these results show that DO concentration and temperature are the most important conditions to consider when predicting environmental impacts on adult E. lucunter populations and distribution.

Although producing consistent results in terms of the factor with the greatest effect (DO), the results of the two experiments differed with respect to the effect of temperature. It is possible that experimental timing contributed to this difference. The sea urchins in experiment 1 were collected at the start of the warm hypoxic season in May and had therefore been naturally acclimated to cooler and better oxygenated conditions in the field. The animals in experiment 2 were collected toward the end of this season in November and had therefore been naturally acclimated to warmer conditions. Chronically warmer temperatures may induce either increased thermal tolerance through acclimation (Angilletta, 2009; Huey et al., 2012; Botero et al., 2015) or may induce increased sensitivity (Stillman, 2003; Boyd et al., 2016), as may have been the case here. As with any study of wild-collected animals, any number of potential confounding effects could have been experienced in the field. Unlike the physical conditions, we do not know if other factors like seawater nutrient conditions or diet quality vary seasonally and may have contributed to the inconsistent effect of temperature. Alternatively, the larger overall sample size in experiment 2 may have contributed to our ability to detect a moderately significant effect.

The most surprising experimental result of this study is that 7-day exposures to chronic low pH appeared to improve performance. Sea urchins acclimated to these conditions may have performed better than those that were kept in ambient control conditions because acclimation to low pH alters and improves the stress response. Some studies have shown that acclimation to one stressor may lead to increased tolerance for another, or a combination of different stressors (Todgham and Stillman, 2013). It has also been shown that a 2-year exposure to low pH and increased temperature positively influenced adult urchins through increased reproduction success (Suckling et al., 2015). Studies of other marine organisms have documented favorable impacts of reduced pH in combination with low oxygen as well. For example, Montgomery et al. (2019) found that lower pH increased hypoxia tolerance in a fish, due to increased affinity of red blood cells for oxygen under the lower pH conditions. Invertebrates that lack hemoglobin have also shown positive impacts of reduced pH. The larvae of the barnacle Balanus amphitrite grow more slowly with low oxygen than under normoxia, but this reduction in growth is not evident when larvae are grown with low oxygen and low pH (Campanati et al., 2015). Several studies of adult sea urchins have indicated little impact of reduced pH on performance over the long term (e.g., Hazan et al., 2014; Moulin et al., 2014; Uthicke et al., 2016).

A hint at a possible mechanism behind the improved performance of sea urchins after acclimation to low pH was first given by Spicer (1995) who showed that in Psammechinus miliaris, as the partial pressure of oxygen (pO2) decreased in the environment, it also decreased in the coelomic fluid. This was accompanied by an increase in pH in the coelomic fluid. Echinometra and Stongylocentrous species have also been shown to use bicarbonate compensation to regulate the acid–base balance of the coelomic fluid, to buffer over the long-term (Stumpp et al., 2012; Moulin et al., 2015), although this ability may vary among species or genera (Calosi et al., 2013). We note that while the acclimation potential and possible mitigating effects of low pH are conceptually interesting, it is not directly ecologically relevant for two reasons. First, the 7-day duration of the low pH acclimation used in our study was longer than any period of such extreme pH measured in the field. Second, while it is not unreasonable to assume that longer durations of pH and hypoxia are possible, or even likely, a low pH acclimation capacity may be irrelevant when such low pH conditions co-occur with extremely low and detrimental DO concentrations.



Diel Variation and Environmental Extremes

Our experiments focus on short-term exposures to multiple potential stressors as organisms are likely exposed to such conditions in the field. During the last 3 years of daytime monitoring, we found a significant correlation between temperature, DO, and pH, confirming that these variables covary. Within the last year, we found the lowest lows of pH and DO, and highest highs of temperature. With continuous monitoring at an exposed, well-mixed shallow reef, we found distinct, even drastic, diel changes in DO and pH. Our experimental results show that, not only could daytime values of DO and temperature be detrimental to E. lucunter, but that, as DO and pH are lowest at night, sites that may appear benign from daytime measures may experience stressful conditions during the night.

Although more environmental datasets are becoming available, numerous authors have cited the lack of well-documented environmental conditions as an impediment to designing experiments that reflect realistic levels of stressors, their variability, and durations (Duarte et al., 2013; Gunderson et al., 2016; Hannan et al., 2020). Our continuous data show that average daily fluctuations of 4–5 mg/L in DO, 1–1.5°C in temperature and fluctuations of 0.3 pH units are typical at this well-mixed site. These short-term fluctuations in conditions are not unique to this region. For example, a study of reefs in five locations around the world showed that average diel temperature changes ranged from < 0.5°C in Palmyra to > 3°C in Heron Island and that average diel pH changes ranged from < 0.05 pH units in Bermuda to ∼0.3 units in Heron Island (Cyronak et al., 2019). They also recorded similar variability at a another site in Almirante Bay, comparable to what we measured when conditions at the Hospital Point reef site where relatively cool. However, their 10-day dataset did not capture the variability in DO and pH that we found at the end of September, which occurred when temperature increased. In another study, all three stressors measured on shallow reefs in Hawaii over an 11-month period also showed similar ranges to our data (Guadayol et al., 2014). Previous work has shown that at a protected reef near the mainland (i.e., Almirante; Figure 2), daily fluctuations in DO can be as large as 8 mg/L (Lucey et al., 2020) and temperature can reach 33°C (Lucey unpublished). Due to the difficulties of continuous measurements over large spatial scales, none of these ranges may capture infrequent extreme values, but nevertheless show that even well mixed, semi-exposed sites can experience a suite of physiologically stressful conditions daily.

Diel variation is not specific to coral reef habitats, and short-term variations in conditions have also been documented for a variety of other marine habitats. Diel cycles in conditions can be significant for planktonic animals whose vertical migrations may take them between different water masses. For example, in the Baltic Sea copepods experience changes of 5°C and 0.5 pH units during their diel migrations (Almén et al., 2014). Organisms living in mangrove pools in Panama can experience diel changes of as much as 0.5 pH units, and 5°C, ranging from 0 to 100% oxygen saturation (Gedan et al., 2017). Fluctuations in temperature and DO can be even greater in comparable habitats in Belize, while changes in pH were similar (Gedan et al., 2017). Large diel fluctuations are also documented in mangroves in Bermuda (Zablocki et al., 2011) and near mangroves, seagrass, and reefs in the Red Sea (Saderne et al., 2019). Mediterranean seagrass beds can experience diel DO ranges from 1.5 to 6.4 mg/L, and diel pH ranges from 0.06 to 0.24 units (Saderne et al., 2019). Finally, temperate, subtropical, and tropical estuaries also experience extreme fluctuations in DO, temperature, and pH (Baumann et al., 2014; Baumann and Smith, 2017). These studies suggest that large diel fluctuations in environmental conditions are more common than not in coastal ecosystems. Therefore, results from long-term static exposures to potential stressors may not reflect present or future environmental conditions or the organismal responses to them well. Since environmental conditions are often monitored during the day, experiments are likely underestimating the DO and pH stress that organism endure at night. Experiments that apply continuous conditions may also overestimate the detrimental effects of stressors from which animals may experience daily respite in the field (Shang et al., 2020).

In addition to highlighting the importance of diel fluctuations, we also show a significant correlation between temperature, pH, and DO, which is evident over seven coastal sites during the last 3 years. These sites cover a spatial gradient from the mainland to the open ocean. A correlation between all three variables is evident at all sites along this gradient, albeit with relatively low R2 values; however, these relationships are most significant in the sites closest to the mainland, such as “Almirante” on the far left, compared to sites closer to the open ocean, such as “Colon” on the far right, which has the lowest R2 (Figure 3). This replicated relationship between DO, pH, and temperature in coastal waters emphasizes the importance of considering multiple stressors in experimental designs. We used the extreme values measured in the bay to parameterize our experiments, to represent local conditions. The temperatures and DO values measured on the reef were occasionally more extreme than our experimental values, but neither the site from which we collected the animals nor the well-exposed long-term monitoring site nearby experienced pH as low as our experimental treatment. Such low pH values were, however, measured at sites within 5 km away, and given the correlation between the variables seen in the long-term monitoring dataset, and the higher temperature and low DO measured on the reef, it may not be unreasonable to assume a pH of 7.60 may occur at Hospital Point in the near future.

Our experiments were conducted in a year that appeared to be “normal” with respect to environmental conditions. Heatwaves are increasing in frequency in the Caribbean, and very warm years have been recently reported in 2010–2011, 2015, and 2017 (Muñiz-Castillo et al., 2019). The timing of these high temperatures coincided with two extreme hypoxic events at depth in Almirante Bay in 2010 and 2017, supporting the idea that episodic hypoxia and heat waves may also be correlated. If E. lucunter experiences reduced performance on some days during normal years, as demonstrated by our experiments, it is likely that their performance would be more significantly reduced in these extremely warm years. It should be noted that for tropical animals where normal temperatures may be within only a degree or two of the critical thermal maximum, smaller changes in temperature may be significantly more impactful than changes of a similar magnitude in temperate systems (Tewksbury et al., 2008). As E. lucunter is thought to live for at least 10 years (Ebert et al., 2008), most animals would now be expected to experience significantly stressful seasons several times during their lifetimes. This will likely be exacerbated by globally accelerating climate changes (Melzner et al., 2013).




CONCLUSION

Many studies of environmental stressors either fail to report the natural conditions which their study organisms normally experience and/or use conditions predicted to reflect stressful future conditions. Here we found the lowest lows of oxygen and pH occurred at night on a well-mixed Caribbean reef, and that these scaled with the increasing temperatures. We also show that oxygen, temperature, and pH co-vary along a coastal gradient from protected to well-flushed reefs. Of these three parameters, hypoxia had the largest negative impact on the performance of a key reef herbivore under realistic 2-h exposures. Warming was also detrimental, but to a lesser extent. Our study indicates that current-day environmental stressors may be pushing the physiological limits of marine organisms in coastal environments, and that in this tropical system, temperature and DO but not pH are key to adult performance and survival.
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Marine heatwaves (MHWs) are a major concern worldwide due to their increasing impacts in recent years, and these extreme events may trigger deoxygenation of coastal waters affected by sewage and eutrophication. Here we investigate the combined effects of MHWs and nutrient enrichment on the water quality and biodiversity of the Bay of Santa Catarina Island (Brazil). We used historical (1994–2020) sea surface temperature data from satellites and in situ physical, chemical and biological parameters to assess temporal trends. Oxygen levels have been decreasing whilst phosphorus levels have been increasing in the bay. During the austral summer of 2020 a regional sea surface heatwave was detected by satellite, lasting for 9 days and coinciding with our research cruise. During this period, seawater temperatures reached 29.8°C and anoxia was detected for the first time in the bay. A decrease in macrobenthic and phytoplankton community richness correlated with decreases in oxygen both through time and towards more urbanized areas. Overall, poor wastewater treatment is a key stressor that combined with MHWs to degrade coastal waters. Mitigation strategies are needed to minimize the impact of MHWs, including improved sewage treatment, restoration and conservation of wetlands and the use of nature-based technologies to promote coastal ecosystem recovery.

Keywords: benthos, Brazil, climate change, coastal management, dead zones, extreme events


INTRODUCTION

Much attention has been given to climate change and ocean warming projections for the end of this century (Bestion et al., 2020). However, marine heatwaves (MHWs) are already causing major biodiversity loss and are having socio-environmental consequences worldwide. These events can be defined as when sea surface temperature (SST) exceeds a threshold for more than five consecutive days (Hobday et al., 2016). On a global scale, MHW intensity, duration and frequency are increasing (Frölicher et al., 2018; Oliver et al., 2019; Rodrigues et al., 2019; Smale et al., 2019). Some of the consequences are well known, such as widespread mortality of marine organisms, shifts in species distributions, increases in biological invasions, coral bleaching, and the loss of blue carbon storage (Garrabou et al., 2009; Cavole et al., 2016; Arias-Ortiz et al., 2018; Smale et al., 2019). In the South West Atlantic, MHWs have started to occur due to atmospheric blocking and droughts during summer (Rodrigues et al., 2019), but their effects on marine life had not previously been studied.

Organic enrichment and eutrophication are major environmental problems worldwide, especially in South America due to an exponential increase in urbanization of coastlines (Scherner et al., 2013) and inadequate sewage treatment (Barletta et al., 2019). Nutrient inputs often boost algal blooms in systems with long water residence time, such as lagoons and bays (Bricker et al., 2008). In South Brazil, harmful algal blooms, deoxygenation and human diseases (e.g., gastroenteritis, mycosis, conjunctivitis) have frequently been associated with sewage pollution and nutrient enrichment from agricultural land run-off (Silva and Fonseca, 2016; Alves and Mafra, 2018; Cabral and Fonseca, 2019). One of the few studies about the interactive effects of eutrophication and high temperatures in Brazil showed a major decline in the physiological performance of a macroalga, indicating that individuals inhabiting densely urbanized areas are more susceptible to warm water episodes (Gouvêa et al., 2017). Here, we present the first field study of the interaction between MHWs and the pollution caused by organic enrichment and eutrophication.

Hypoxic and anoxic events are defined as when the dissolved oxygen (DO) is less than 2.0 mg L–1 and equal to 0 mg L–1, respectively, and are symptomatic of organic enrichment and eutrophication (Bricker et al., 2008). Global warming and high organic matter loads are the primary cause of deoxygenation, altering biogeochemical cycles and lowering marine species diversity (Breitburg et al., 2018). Coastal hypoxia has exponentially increased “dead zones” worldwide since the 1960s, mainly as a result of human activities (Diaz and Rosenberg, 2008). In South America, seasonal and permanent dead zones in several estuaries are linked to human population growth and lack of basic sanitation (Barletta et al., 2019). The cumulative effects of dead zones and MHWs is likely to reduce environmental resilience and biodiversity (Scherner et al., 2013) although our knowledge of this is limited due to a lack of temporal and spatial in situ data.

Temperature is a key driver that effects the physiology, behavior and ecology of marine fauna and flora. Initially, temperature increases usually increase metabolism and energy consumption but can eventually kill marine organisms. Shallow water species tolerate a much wider temperature range than the stenothermal inhabitants of the deep-sea. However, an increase of 2–3°C above normal peak temperature quickly compromises the physiology of coastal organisms, and can be lethal (Peck et al., 2009; Nguyen et al., 2011). For this reason, the distribution of benthic organisms is shifting in response to ocean warming, causing marine community reconfigurations world-wide (Wernberg et al., 2013; Sanford et al., 2019). Experimental tests suggest that Anomalocardia flexuosa, a socio-economically important bivalve in South America, is overly sensitive to temperature increases (Carneiro et al., 2020). In Brazil, higher temperatures and pollution can be expected to change the community structure and productivity of benthic marine species (Bernardino et al., 2015), although the effects of MHWs remain a key knowledge gap (Intergovernmental Panel on Climate Change, 2019).

Improving urban planning and sanitation in South America would build resilience to the cumulative effects of global stressors, helping to achieve the UN Sustainable Development Goals (Jacobi and Sulaiman, 2016). Sustainable Development Goal 14 advocates for reductions in marine pollution from all sources, including sewage, although empirical evidence of the benefits of mitigation and management actions is often lacking. Santa Catarina Island is an area of exceptionally high socioeconomic importance in South Brazil, but it suffers from multiple anthropogenic pressures, including poor wastewater treatment (Pagliosa et al., 2006; Garbossa et al., 2017; Cabral et al., 2019). This region has experienced an increase in MHW frequency, intensity and duration (Rodrigues et al., 2019). However, there are no studies addressing the interactive effects of poor water quality and MHWs. Here, we assess the long-term relationships between the physicochemical properties of the water column and phytoplanktonic and benthic communities. We hypothesize that effects of MHWs on oxygen levels are made worse by organic and inorganic enrichment degrading ecosystem state, decreasing water quality and causing biodiversity loss. We hope that the results described here will guide better management of wastewater treatment in the region, for the benefit of all.



MATERIALS AND METHODS


Study Area

Santa Catarina Island, south Brazil, has a 50-km long microtidal embayment (Figure 1) with a surface area of 430 km2 and an average depth of 3 m (Bonetti et al., 2007). The water residence time is around 18 days during summer (Cabral et al., 2020) mixing with the open Atlantic at the North and the South ends of the bay and with low circulation in the central region (Garbossa et al., 2014). The semi-diurnal tides have daily amplitudes of less than 2 m (Garbossa et al., 2014). The adjacent watersheds cover an area of 1875 km2, where around 1 million people reside permanently. The main economic activities in the region are summer tourism (1.5 million people/year) and mollusc aquaculture (70% of the Brazilian bivalve production) (Garbossa et al., 2017). The system is moderately urbanized and only ∼30% of the wastewater is treated (Garbossa et al., 2017).
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FIGURE 1. Bay of Santa Catarina Island off Brazil showing coastal water sampling points (black and red circles) and urbanized areas (yellow). The pink circle represents NOAA–OISST: the Optimum Interpolation Sea Surface Temperature from the National Oceanic and Atmospheric Administration.




Sampling and Laboratory Procedures

In situ data were collected in January 2020 at four sampling stations: Station 1 (near the island’s bridge at 27.59°S 48.56°W), Station 2 (Santo Antônio de Lisboa at 27.51°S 48.52°W), Station 3 (Armação da Piedade at 27.38°S 48.54°W), and Station 4 (Ilha do Francês at 27.42°S 48.48°W) (Figure 1). Temperature and DO were measured using a YSI Pro 2030 probe. Water samples were collected and filtered to determine the dissolved inorganic phosphorus (DIP) concentration, following the colorimetric method (described in Grasshoff et al., 1999). Data from 1994 to 2019 on water temperature (°C), DO (mg L-), and DIP (μM) were obtained from Cabral et al. (2020) for the Austral summer (December, January, February, and March) (see Figure 1 for sampling details).

To assess the MHW event in this study, we used SST data obtained from the National Oceanic and Atmospheric Administration, the Optimum Interpolation Sea Surface Temperature V2.1 (OISST) for 1982–2020, which provided better temporal coverage compared to the in situ data available for the study area (Reynolds et al., 2007). We calculated the climatology for a pixel at 28.13°S 48.38°W (Figure 1). A MHW event occurs when the SST exceeds the 90th percentile for 5 or more days (Hobday et al., 2016). Time series of MHW frequency, maximum intensity, and cumulative intensity were obtained for the whole period. Frequency is the number of MHW days per summer (December–March), maximum intensity is the maximum SST anomaly for all MHW days per summer, and cumulative intensity is the cumulative sum of the intensity for all MHW days within the summer. Number of inhabitants of the nine municipalities around the bays (Água Mornas, Antônio Carlos, Biguaçu, Florianópolis, Governador Celso Ramos, Palhoça, Santa Amaro da Imperatriz, São José, and São Pedro de Alcântara) were retrieved from the Brazilian Institute of Geography and Statistics website (Instituto Brasileiro de Geografia e Estatística – IBGE) for the period of 1994–2019.

Benthic fauna was sampled in triplicate at all stations by scuba-divers using a PVC core of 15 cm diameter and 10 cm high (0.018 m–2). Samples were then washed using a 0.5 mm granulometric sieve and fixed in 70% alcohol for subsequent identification. In the laboratory, the benthic fauna was identified to the lowest possible taxonomic level under a stereoscopic microscope. Historical data of the benthos sampled during summer (December–March) were selected based on the proximity to the stations and the use of the same field and laboratory procedures. Our search returned data from summer 2001, 2006 (available in Souza, 2008) and from 2014 to 2017, corresponding to a total of 22 stations (Supplementary Table 2). For phytoplankton analysis, sampling was carried out at two stations (S1 and S4), using a 20 μm net towed at ∼1 m s–1. Samples were fixed in 4% formaldehyde and then identified using keys (Tomas, 1997; Tenenbaum et al., 2004; Tenenbaum and Gomes, 2006).



Statistical Analyses

The significance of trends in temperature, oxygen, DIP and macrobenthic taxonomic richness were obtained using the non-parametric test of Mann–Kendall (MK; p < 0.05) (Harding et al., 2019). The test is calculated by paired comparisons of each data value with the previous one, determining the number of increases, decreases and draws (Gilbert, 1987). Mann–Kendall are shown by the strength of association (-1 < τ < 1), where positive values indicate significant increases over the years and negative values a decrease. Kruskal–Wallis (KW) test was applied to verify significant univariate differences among groups (p < 0.05). When KW was significant, the Dunn’s post-hoc test was used to obtain pairwise comparison results. Pearson linear regression was applied to find significant correlations (p < 0.05). To test which variables (DO, in situ temperature, DIP, MHWs frequency, maximum intensity, and cumulative intensity) better explained the temporal variations in the benthic richness of the Bays, we used individual Generalized Linear Models (GLM) under negative binomial distribution (Zuur et al., 2009), that is known to address overdispersion (which was the case for our data sets). All analyses were performed in the “R” software using packages “wq” (Jassby and Cloern, 2017), “ggplot2” (Wickham, 2016) and “MASS” (Venables and Ripley, 2013).



RESULTS


Physical and Chemical Long-Term Variability

The average SST detected by satellite was 25.6 ± 1.1 for the period of 1982–2020, ranging from a minimum of 21.5°C in December 1984 to a maximum of 29.5°C in January 2019. The average for the in situ data was 26.2 ± 2.3 and ranged widely from 17.0°C in March 2008 to 34.1°C in March 2007. There was a statistically significant positive trend (τ = 0.10, p < 0.0001) for the OISST data time series but not for in situ data. Marine heatwaves frequency, intensity, and cumulative intensity have progressively increased since the 2000’s (Figure 2). These trends are respectively 0.4, 0.025, and 0.8°C days per summer each year. Rodrigues et al. (2019) showed that the trends are statistically significant considering a large area adjacent to Santa Catarina Island. Our survey coincided with the 7th day of a MHW event, which lasted 9 days and reached a maximum SST of 26.4°C. The maximum intensity was 1.6°C and cumulative intensity was 12.7°C-Days. In the bays (in situ data), water temperature (29.3 ± 0.5°C) was 3°C higher than the values found in the shelf (OISST) during the MHW event. Overall, water temperature was significantly higher (p < 0.05) in the bays than in the shelf (OISST) in 8 of the 13 comparable years (Figure 3A). Temperatures were similar (p > 0.05) between these two data sets in the summer of 2000, 2008, 2014, 2015, and 2018.
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FIGURE 2. Time series with marine heatwave metrics detected at 28.125°S 48.375°W for the Austral summer months (December–March). (A) Frequency in days per summer; (B) Maximum intensity in °C per summer; and (C) Cumulative intensity in °C Days per summer.
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FIGURE 3. Interannual variability (1994–2020) of (A) temperature (in situ and OISST), (B) dissolved oxygen (DO), (C) number of inhabitants, and (D) dissolved inorganic phosphorus (DIP) in the Bay of Santa Catarina Island during the summer seasons. The number of human inhabitants per year (C) was calculated considering all nine municipalities around the bay. In the DO graph, red shows hypoxia (DO < 2.0 mg L–1, Breitburg et al., 2018), orange indicates biological stress conditions (DO < 5.0 mg L–1, Devlin et al., 2011) and yellow indicates a warning boundary considering the benthic and phytoplanktonic richness losses found in this study.


Dissolved oxygen concentration in seawater (mean 6.4 ± 1.3 mg L–1) varied from 0.0 to 10.7 mg L–1. The lowest values were observed during the summer of 2020 (mean 4.0 ± 2.3 mg L–1), considering all the summer season time-series (Figure 3B). The MK test (τ = -0.51, p < 0.01) also showed that DO is decreasing over the years. Dissolved inorganic phosphorus (0.5 ± 0.4 μM) ranged from 0.1 to 4.4 μM. The MK test (τ = 0.33, p < 0.05) indicated that DIP is increasing over the time series (Figure 3D), from 0.1 ± 0.1 μM in the 1990’s to 0.7 ± 0.2 in 2020. Demographic data show that the human population has continuously increased in the nine municipalities around the bay (Figure 3C).



Biological Long-Term Variability

Species richness of the benthic community has declined significantly over the years (MK test; τ = −0.62, p < 0.05) (Figure 4A). There was a 67% loss, from an average of 10 (± 9.69 taxa/0.018 m–2) species in summer 2001 to the lowest average of 3.5 (± 3.52 taxa/0.018 m–2) species in summer 2020. In general, spatial patterns of richness were lower in the innermost parts of the bay, increasing to the outer reaches of the bay throughout the time series (Figure 4B).
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FIGURE 4. Interannual variability (2001–2020) of macrobenthic species richness (A) and within inner and outer areas (B) of the Bay of Santa Catarina Island during the summer seasons.


General linear model results showed that variations in the richness of the macrobenthic communities were significantly affected by DO, DIP, and MHW maximum intensity between 2001 and 2020 (Table 1). In situ temperature, MHW frequency and cumulative intensity showed no influence on the benthic communities within this period. Data were adequately represented by the negative binomial models, with estimates of dispersion parameters generally close to one (range: 0.97 – 1.16).


TABLE 1. GLM results for the Bay of Santa Catarina Island between 2001 and 2020.

[image: Table 1]Qualitative analysis of phyto- and protozooplankton showed differences between station 2 and 4 (Supplementary Table 1). In station 2, which is shallower and located inside the Bay of Santa Catarina Island, the taxon richness was lower, with 42 units, 81% of Bacillariophyceae, 7% of Dinophyceae, 10% of ciliate (protozooplankton) and 2% of other phytoplankton groups. In station 4, deeper and located outside the bay, the taxon richness was greater, with 58 units, 72% of which were Bacillariophyceae, 21% of Dinophyceae, 3.5% of ciliate and 3.5% of other phytoplankton groups. Station 2 also showed a greater number of organisms of benthic (or ticopelagic) origin, with 24% against 13% in station 4. In both stations potentially toxic taxa such as Pseudo-nitzschia spp., Trichodesmium sp. and the dinoflagellate Dinophysis acuminata were found.



DISCUSSION


Marine Heatwaves and Eutrophication

Our data show that MHW events are increasing both in frequency and intensity in South Brazil, as described by Rodrigues et al. (2019) for a wider area of the South Atlantic. We did not find an increasing temperature trend in the inshore waters of Santa Catarina Island due to the temporal sparseness of the in situ data. However, in 63% of simultaneous measurements of OISST/NOAA satellite data and in situ temperatures (N = 128), the inshore area had significantly higher temperatures than the shelf waters, indicating that heatwave events impacts are likely to be stronger in coastal regions, as observed by Schlegel et al. (2017). During a MHW in summer 2020, the inshore waters were up to 3°C warmer than offshore, and this occurred at the same time as tourism and sewage discharge peaked in the region (Silva et al., 2016). In addition, extreme rainfall events have become more frequent during summer (Ávila et al., 2016), boosting nutrient and organic matter input from the rivers and triggering eutrophication. The water residence time of the bays in the summer (∼18 days) is the lowest among all seasons (∼83 days during winter), due to high rainfall and the offshore transport of coastal waters by the northerly winds, and yet we found elevated nutrient concentrations and hypoxia in the summer as this coastal system is unable to process current sewage loads (Cabral et al., 2020).

The watershed of our study area is now experiencing ∼60% human population growth, two times Brazil’s average (IBGE, 2020). At the same time, sewage treatment is inadequate throughout the region, resulting in high organic matter and nutrient loads (Garbossa et al., 2017; Cabral et al., 2019). We show that DIP has been increasing over the years, probably related to human population increase and inadequate wastewater treatment. The pressure on sewage systems increases in summer, when the number of inhabitants triples in some watersheds because of mass tourism (Silva et al., 2016). Moreover, only 30% of the urban population in the region is serviced by sewerage; most households use cesspits or dump the sewage in natura, polluting the coastal zone. Human adenoviruses have been detected in streams that drain to the bays (Rigotto et al., 2010), and this is directly correlated to the elevated trophic status of its waters (Silva and Fonseca, 2016). Santa Catarina Island bays have moderate to high eutrophication pressure (Cabral et al., 2020). The combination of organic enrichment and eutrophication (Bricker et al., 2008) can cause low oxygen levels in the rivers (Pagliosa et al., 2006) and harmful algal blooms in marine shelf waters (Alves and Mafra, 2018).

Our plankton analyses showed ecological differences between the inner and outer areas of the bay. The highest proportion of diatoms was found inside the bay, indicating that the system is enriched with nutrients and affected by continuous resuspension of sediments. Previous studies also showed that the relative importance of diatoms in the bays increased during dredging in the late 1990’s, leading to more sediment resuspension and, possibly, nutrients and pollutants turnover (Rörig et al., 2010, 2011). Our data show that DIP concentrations after (2001) dredging (1994) were significantly (p < 0.05) higher, never returning to the same levels again (Figure 3). This suggests that, besides sewage inputs, P fluxes from the sediment might contribute to eutrophication, especially during hypoxic events due to P desorption, as already shown for the estuaries that drain to the bay (Pagliosa et al., 2005). The greater taxon richness outside the bay, also with greater relative importance of dinoflagellates (Dinophyceae), shows a less restrictive environment, with more diversity of ecological niches. Moreover, some studies have also shown an increase in harmful algal blooms in the region, possibly related to the degradation of water quality and anomalous meteo-oceanographic events (Proença et al., 2017; Rörig et al., 2018).



Dead Zones and Loss of Biodiversity

Dead zones are spreading worldwide mainly because of increased wastewater discharge from untreated sewage and effluents from agriculture (Diaz and Rosenberg, 2008; Breitburg et al., 2018). The interactive effects of this pollution and MHWs may generate multiple impacts in coastal ecosystems. Ocean warming can contribute to the spread of dead zones, especially in estuaries and bays, where proximity to urban areas and higher water residence times contribute to elevated water temperature and organic matter mineralization rates (Altieri and Gedan, 2014). Our data show that the shallow bays inshore of Santa Catarina Island experience these processes; DO levels in this enclosed system have been decreasing for years, at the same time as sewage and nutrient inputs have been increasing, and MHWs have become more frequent and intense. Monitoring data from 1994 to 2020 show that the first recorded episode of hypoxia and anoxia during summer occurred in 2020, concomitant with a MHW. Monitoring programs and solutions are needed in the Bay of Santa Catarina Island since the interaction of local and climate stressors might also threaten important economic activities around the region, such as aquaculture, fisheries and tourism.

A lack of monitoring data in the coastal ecosystems of the South Atlantic makes it hard to assess and control the deoxygenation problem. Two systems close to the bays have periodic dead zones due to sewage discharge (Conceição lagoon) and agricultural runoff (Madre estuarine system) (Fontes et al., 2011; Barros et al., 2017; Cabral and Fonseca, 2019). These dead zones were developed due to strong vertical stratification (saline or/and thermal) that prevents reoxygenation of the benthos. Water in the Bay of Santa Catarina Island is not stratified as it is tidal and shallow (<3 m depth) and yet we observed hypoxia and anoxia during the MHW event of 2020. Also, sediment in the northern bay is mostly mud enriched with organic matter boosting benthic respiration and deoxygenation (Bonetti et al., 2007). Limited oxygen influx into sediments during hypoxic and anoxic events decreases denitrification and stimulates P desorption from ferric complex, releasing nutrients to the water column and enhancing eutrophication in a positive feedback (Fennel and Testa, 2019).

Biological stress from low DO (< 5.0 mg L–1) was first reported in 2007 and 2008 as outliers. However, concentrations below this threshold started to increase in 2015 and, in summer 2020, dead zones (<2.0 mg L–1) were found. Following long-term (2001–2020) DO reductions and water temperature increases, the benthic communities also lost richness. The innermost region and most urbanized area of the bay was particularly adversely affected. The faunal responses show overlapping effects of high temperatures and low DO linked to the increase of sewage discharges. Our results reinforce the perspective that the biological stress threshold for benthic communities could be 6.0 mg L–1, 1.0 mg L–1 more than the threshold generally used in the literature (Vaquer-Sunyer and Duarte, 2008; Devlin et al., 2011). This highlights that new coastal water quality standards should be pursued in mitigation and restoration programs.

The richness of the macrobenthos in the most urbanized areas around Santa Catarina Island have long been poor, with a more recent deterioration in the outer reaches of the bay between 2001 and 2020. Evidence of macrofaunal negative responses to higher contents of trace metals (copper and lead), suspended particulate matter, nitrogen and phosphorus have been previously found in urbanized estuaries that drain to the bay (Pagliosa et al., 2006; Netto et al., 2018). Richness, abundance, and productivity decrease in virtue of bottom hypoxia, hampering larval settlement, and community recovery (Kodama and Horiguchi, 2011; Sturdivant et al., 2014). The outer areas of the bay have higher exchange with shelf waters (Garbossa et al., 2014), promoting dilution of contaminants. Although these areas had higher macrobenthic richness than the inner bay, their decline between 2001 and 2020 suggests that even the well flushed outer bay is polluted. Carbon and nutrient content over the past 100 years have constantly increased in the bay with population growth (Lamego et al., 2017), likely affecting the benthos.

Local pressures frequently exacerbate global stressors, such as ocean warming (Todgham and Stillman, 2013), increasing the chances of damage to local ecosystem functions. Extreme summer temperatures in the Bay of Santa Catarina Island, such as observed in 2007 (34.1°C) and 2020 (29.8°C), can negatively impact the macrobenthic fauna (Bernardino et al., 2015) since DO levels fall as water temperature increases. The effects of a MHW are superimposed upon the effects of other existing stressors, such as deoxygenation and nutrient enrichment. For example, many polychaete species, the dominant faunal group in our dataset, have declined in abundance in outer parts of the bay over the years. Assemblages subjected to sewage and low DO become dominated by a few tolerant and opportunistic species (Souza et al., 2013; Brauko et al., 2016; Weis et al., 2017). Benthic productivity mediates both biogeophysical and biogeochemical feedbacks to climate change via degradation of organic matter, trophic transfer, denitrification and nutrient remineralization (Bernardino et al., 2015). Long-term monitoring efforts allied to experimental evidence are still needed for a better comprehension of their threshold limits and future scenarios aiming to maintain ecosystem functions.



Local Solutions to Mitigate Local and Global Stressors in Coastal Areas

The increase of remote techniques and studies of coastal regions have revealed spreading degradation of natural ecosystems in the last decade, associated with an increasing human population and deficient wastewater treatment. Transdisciplinary solutions are needed to address this problem, working on regional solutions to global stressors. Islands have scarce water resources for sewage treatment and frequently use crude submarine outfalls. However, given the sensitivity of coastal environments, often within nature conservation and multiple-use zones, oceanic disposal requires tertiary treatment, i.e., nutrient, pathogen and micropollutant removal. Conventional tertiary treatment technologies are costly to implement and maintain (Mota and Von Sperling, 2009), so nature-based technologies are gaining prominence, as they integrate relatively low costs with sustainability. Examples include constructed wetlands (mainly based on aquatic plants) and phycoremediation systems (based on algae).

Wetlands and coastal vegetation can help to improve water quality, by reducing pathogen and nutrient concentrations and increasing oxygen availability (Zedler, 2000; Duarte et al., 2017). Restoration of these systems is a good option to improve effluent treatment in coastal areas. In addition, artificial wetlands can also help water quality restoration. Wetland parks, which combine treatment units in a multifunctional setting (Haron and Feisal, 2020) can be built at the land-water interface, reducing pollution and stimulating recovery of ecological functions. Another option is to use algal-based solutions (Young et al., 2017), such as High-Rate Algal Ponds that generate intense algal growth. Although this technology requires lot of space, it can be an alternative to manage macroalgae growth and to increase nutrient removal and biomass growth. Algal Turf Scrubbers have algal communities growing on screens, with effluent pumped into the system and released with lower nutrient and higher oxygen concentrations (Adey and Loveland, 2007). In Santa Catarina Island, this technology could be useful since the sewage treatment goes up to just the secondary phase and it is not efficient to control eutrophication (Cabral et al., 2019).

Perhaps the greatest challenge to reduce pollution in the coastal zone is not technological, given the sustainable options available. There is a major difficulty in convincing authorities and economic sectors that managing wastewater is an affordable priority (Chrispim et al., 2019) to build resilience to extreme events. Conservation and restoration of coastal wetlands and blue carbon stores, such as mangroves and salt marshes, also enhance CO2 sequestration capacity and biodiversity recovery (Serrano et al., 2019). We propose a conceptual model considering the current scenario of the bays and an improved perspective, where some of the local solutions discussed were applied (Figure 5). The aim of the mitigation strategies is to build resilience against eutrophication and oxygen depletion due to MHWs. Moreover, those measures could help to recover biodiversity, aquaculture and fisheries damaged by MHW events (Carneiro et al., 2020).


[image: image]

FIGURE 5. Current state of the Bay of Santa Catarina Island, polluted by organic and inorganic enrichment, and a future scenario after improved long-term wastewater treatment and wetlands restoration.




CONCLUSION

We show an increase in frequency and intensity of MHWs in southern Brazil and recorded temperatures much higher than those registered using satellites in a socioeconomically important enclosed water body off Santa Catarina Island. Marine heatwaves are more intense in coastal systems with limited water exchange and this emphasizes the importance of monitoring coastal waters. The watersheds of the region are under great pressure due to the combined effect of a recent 60% increase in human population and inadequate sewage systems. This is especially problematic in the summer when the temperatures are high and the number of inhabitants triples due to tourism. Increasing phosphorus concentrations and dominance by diatoms show that the enclosed water body is eutrophic. Dissolved oxygen levels have been decreasing in this enclosed system for years, causing dead zones to appear for the first time, during a MHW in 2020. Spatio-temporal losses in the richness of benthic communities suggest overlapping effects of high temperatures and low oxygen linked to sewage discharge. Currently used thresholds of coastal pollution and related hypoxia are not conservative enough to avoid losses of biodiversity and ecosystems goods and services. Levels of permitted organic and inorganic compounds need to take ocean warming into consideration. We highlight the potential benefits of restoration efforts and relatively low-cost nature-based wastewater treatment technologies. Marine management and mitigation options are also discussed to build local resilience to global-scale warming events.
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Elevated atmospheric carbon dioxide (CO2) is causing global ocean changes and drives changes in organism physiology, life-history traits, and population dynamics of natural marine resources. However, our knowledge of the mechanisms and consequences of ocean acidification (OA) – in combination with other climatic drivers (i.e., warming, deoxygenation) – on organisms and downstream effects on marine fisheries is limited. Here, we explored how the direct effects of multiple changes in ocean conditions on organism aerobic performance scales up to spatial impacts on fisheries catch of 210 commercially exploited marine invertebrates, known to be susceptible to OA. Under the highest CO2 trajectory, we show that global fisheries catch potential declines by as much as 12% by the year 2100 relative to present, of which 3.4% was attributed to OA. Moreover, OA effects are exacerbated in regions with greater changes in pH (e.g., West Arctic basin), but are reduced in tropical areas where the effects of ocean warming and deoxygenation are more pronounced (e.g., Indo-Pacific). Our results enhance our knowledge on multi-stressor effects on marine resources and how they can be scaled from physiology to population dynamics. Furthermore, it underscores variability of responses to OA and identifies vulnerable regions and species.
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INTRODUCTION

A direct consequence of elevated atmospheric CO2 concentrations is the rapid rate of ocean acidification (OA) (IPCC, 2013), causing changes to the biogeochemical composition of our world’s oceans and affecting marine ecosystem goods and services. Global sea surface pH has already decreased by 0.1 U since the Industrial R evolution, and is projected to decrease by up to 0.3 U by the year 2100 (Bindoff et al., 2019), a 10.0% increase in acidity (hydrogen concentration). Organism responses will vary across populations, taxonomic groups, and ecosystem types (Kroeker et al., 2013; Nagelkerken and Connell, 2015). Particularly, calcareous species (e.g., mussels, oysters, coccolithophore plankton, corals) are particularly vulnerable to OA as CO2 interferes with ocean pH and the saturation state of aragonite, affecting the formation of calcium carbonate (CaCO3) structures (Fabry et al., 2008; Ries et al., 2009). While less understood, OA also affects various physiological processes such as acid-base regulation, metabolism, and aerobic scope, as well as sensory abilities, reproduction, and development (Le Quesne and Pinnegar, 2012). These effects can lead to changes in population dynamics such as growth, survival, and fecundity, and ultimately affect marine ecosystem resources (Kroeker et al., 2013).

Interactions between OA and other concurrent climate change drivers (e.g., ocean warming, ocean deoxygenation) could exacerbate their impacts on marine species and ecosystems. In ectotherms, oxygen demand increases with temperature to maintain basal metabolic rates (Pörtner and Lannig, 2009). This reduces the aerobic scope (the capacity to increase aerobic metabolic rate above maintenance levels) and the relative supply of oxygen put toward other aerobic processes such as growth (Figure 1A). We see similar effects on aerobic scope with a reduction in dissolved oxygen concentration (Pörtner and Lannig, 2009). OA is proposed to operate in a similar manner, reducing the overall aerobic scope profile (Pörtner and Farrell, 2008; Figure 1A). Reducing aerobic scope can then have effects on life-history traits (Pauly and Cheung, 2017) (e.g., growth rate, maximum body size) and affect large-scale population dynamics (Cheung et al., 2011; Figure 1). However, this process is not ubiquitous and is not true for all organisms (e.g., Clark and Sandblom, 2013; Lefevre et al., 2017; Jutfelt et al., 2018); simpler alternative mechanisms for scaling physiological effects to life-history traits have yet to be proposed or identified. Studies that examined the effects of changes in multiple environmental variables on marine organisms are mostly limited to laboratory or small-scale field-based mesocosm experiments and are limited to a small number of species and ecosystems (Fabry et al., 2008; Ries et al., 2009; Alguero-Muniz et al., 2017; Doney et al., 2020), the number of environmental variables that could be controlled for as well as the limited representation of the full scope of environmental variabilities (Wahl et al., 2016). There is a call for the need to upscale the available experimental findings from OA-related experiments in terms of the number of environmental variables, species, and ecosystems (Wahl et al., 2016). Thus, it is extremely useful to use available experimental findings to inform projection models (Koenigstein et al., 2016; Furukawa et al., 2018).
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FIGURE 1. Modelling the pathway of the impacts of ocean acidification from organism to population level in a multi-stressor framework. OA impacts were modelled as (A) physiological impacts (Pörtner and Lannig, 2009), then translated to (B) impacts on growth (Cheung et al., 2011), and (C) impacts on fisheries catch potential (Cheung et al., 2016c). Sopt is the optimal temperature at which aerobic scope is at maximum. Deviations in temperature or other stressors such as hypoxia shrink the overall performance curve (blue curve) and reduce the overall aerobic scope (S1) (A), leading to reductions in growth rate and maximum attainable size (w∞) (B), as well as potential decreases in fisheries catch (C). Multi-stressor impacts of temperature, hypoxia, and elevated acidity will exacerbate physiological limitations and impacts on fisheries catch (red curve; S2).


Understanding the implications of the potential multi-stressor interactions for biological communities and fisheries resources at regional and global scales is important for informing climate change mitigation and adaptation policies. Here, we used a dynamic bioclimatic envelope model to project direct physiological impacts of changes in pH, temperature, and oxygen content on the spatial distribution of commercially exploited marine invertebrate populations (i.e., molluscs and crustaceans) (Pörtner and Lannig, 2009; Cheung et al., 2011; Pauly and Cheung, 2017) – the group known to be particularly sensitive to OA. Our model integrates the oxygen- and capacity-limited thermal tolerance model (Pörtner and Lannig, 2009; Deutsch et al., 2015) and the gill-oxygen limitation model (Pauly and Cheung, 2017) to determine biological responses to environmental drivers and the downstream effects on fisheries catch potential (Cheung et al., 2011, 2016c; Figure 1). Using these models, we expect that OA will affect aerobic scope and translate to changes in growth and fisheries catch, and vary depending on climate change scenario. We focus on using these specific hypotheses for how OA may interact with other drivers in impacting marine organisms – other potential mechanisms are outlined in the discussion.



MATERIALS AND METHODS


Dynamic Bioclimatic Envelope Model

Changes in catch potential (described below) of commercially exploited species were estimated using a dynamic bioclimatic envelope model (DBEM) (Cheung et al., 2008b, 2011, 2016b). The DBEM predicts how species abundance will change in space (on a 0.5° longitude by 0.5° latitude grid) and time (annual time steps) using an integrative approach by linking species distribution models (Jones et al., 2012), growth models (Pauly, 1980), physiological models (Pauly, 1981), population dynamics models (Pauly, 1980; Hilborn and Walters, 1992; O’Connor et al., 2007), and macroecological models (Cheung et al., 2008a). Changes in species abundance and catch potential are driven by environmental conditions (e.g., temperature, dissolved oxygen concentration, pH) and habitat (e.g., substrate) (see Cheung et al., 2008a). We used environmental data from Earth system model projections (Dunne et al., 2013) as inputs to drive changes in species abundance. We describe the necessary components of the DBEM below; for a thorough description of the model, see Cheung et al. (2008a, 2011, 2016c).

Initial species distributions were obtained from the Sea Around Us database (Close et al., 2006; Jones et al., 2012; Pauly and Zeller, 2015). Their methods use a sequence of criteria to identify and restrict the habitat of each species on a 0.5° longitude by 0.5° latitude geospatial grid (for a detailed description1). First, species habitats were restricted based on recorded presences in Food and Agriculture Organization of the United Nations (FAO) area(s). Next species habitats were restricted to a north–south latitudinal range within the FAO area(s). An expert reviewed range-limiting polygon was overlaid over the map generated from the previous step. Finally, species-specific parameters [primarily collected from SeaLifeBase (Palomares and Pauly, 2017)] including depth range, habitat preference, and equatorial submergence were used to determine the final distribution map.

Species-specific habitat suitability was characterized by overlaying environmental variables including temperature, salinity, depth, sea-ice, primary production, and dissolved oxygen concentration over the initial species distribution maps. Relative changes in these environmental parameters from initial conditions (i.e., start of the simulation) resulted in changes in habitat suitability. Species were assigned to two depth categories – pelagic or demersal – and environmental conditions were assigned accordingly (sea surface and sea bottom, respectively). Habitat preference was also incorporated to characterize a bioclimatic envelope and habitat preference profile for each species (Cheung et al., 2008b). Carrying capacity – the maximum possible biomass in a spatial cell – is determined using the initial species distribution and is positively correlated with habitat suitability (Cheung et al., 2008b, 2016b). A major assumption of the DBEM is that each cell from the initial species distribution is at carrying capacity. As habitat within each cell changes and becomes more (less) suitable, the carrying capacity will increase (decrease).

Individual growth in the model is represented by the von Bertalanffy growth model with species-specific parameters and is constrained by ecophysiological conditions, specifically oxygen and temperature (Cheung et al., 2011). Populations grow using the logistic growth function (Hilborn and Walters, 1992) and population mortality rates are calculated from an empirical equation from Pauly (1980).

Movement of the organisms at different life stages were represented in the DBEM. Larval dispersal is simulated disperse using advection-diffusion models (Sibert et al., 1999; Cheung et al., 2008b), while net adult diffusion rate is determined by a fuzzy logic model (Cheung et al., 2008b). Animals actively move based on the distance between two geographic cells and their relative dispersal rate (e.g., quicker for large-bodied pelagic species, and slower for small reef-dwelling demersal species). Emigration rates are greater if neighbouring cells have a more favourable habitat, while immigration rates are greater if the present cell is preferable to surrounding neighbour cells.

Annual fisheries maximum catch potential (MCP) for each species was estimated by summing the maximum sustainable yield for each occupied spatial cell. Maximum sustainable yield is assumed to be equal to rKCi/4, where r is the intrinsic rate of population growth and KCi is the carrying capacity (biomass) of a spatial cell i.



Modelling Ocean Acidification Impacts in a Multi-Stressor Framework

We modelled the impacts of OA on species abundance in a multi-stressor framework through somatic growth and mortality rates by combining the oxygen- and capacity-limited tolerance and the gill-oxygen limitation hypothesis (Tai et al., 2018). First, we modelled growth rate dB/dt as a function of oxygen supply (anabolism) and oxygen demand for maintenance metabolism (catabolism) (Cheung et al., 2011):
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where B is species biomass, and H and k represent the coefficients for anabolism and catabolism, respectively. Anabolism scales with body weight (W) to the exponent d < 1, while catabolism scales linearly with (W), i.e., b = 1. Values of d typically range from 0.5 to 0.95 across species (Pauly, 1981; Pauly and Cheung, 2017; Tai et al., 2018), but we assume a mid-range value of d = 0.7. Higher values of d lead to increased sensitivity of growth to temperature, while lower values lead to marginal decreases in sensitivity (Pauly and Cheung, 2017; Tai et al., 2018). Therefore, d = 0.7 is a conservative measure to use as a scaling coefficient across all species.

Effects of environmental drivers (i.e., temperature, oxygen concentration, and pH) are modelled to affect both growth rate parameters H and k. First, temperature affects both oxygen supply and demand for metabolism (Pauly and Cheung, 2017) following the Arhennius equation (e−j/T). Next, oxygen availability affects overall aerobic scope, while other physiological drivers (e.g., acidification) affects maintenance metabolism (Cheung et al., 2011):
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and
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The Arhennius equation constants j1 and j2 (for anabolism and catabolism, respectively) are equal to Ea/R, where Ea and R are the activation energy and Boltzmann constant, respectively. T is the absolute temperature (in Kelvin). Relative changes in oxygen [O2] and hydrogen ion [H+] concentration thus change H and k, respectively. These impacts on growth rate can first be depicted as impacts to aerobic scope (Figure 1A). Coefficients g and h were derived for each species from the maximum weight, von Bertalanffy growth rate parameter, and average environmental temperature reported in the literature (Cheung et al., 2011; Palomares and Pauly, 2017).

With changes in aerobic scope due to environmental stressors, our model predicts changes in life-history parameters including asymptotic weight (W∞) and the von Bertalanffy growth rate parameter K (Figure 1B):
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and
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Environmentally driven changes in life-history growth parameters will affect the size distribution of the population. We used a size transition matrix to model the probability of growing from one size class to the next, as a function of maximum body size W∞ and the von Bertalanffy growth parameter K (Quinn and Deriso, 1999; Cheung et al., 2008b).

Pauly’s (1980) empirical model was used to estimate natural population mortality rates (M):
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using maximum body size, growth rate, and the average water temperature of a species range in degrees Celsius (T′). This model was chosen as it is widely used and life-history data is readily available for all of the invertebrate species tested here (Tai et al., 2018). Mortality is then incorporated into the population dynamics logistic growth model, where population abundance (A) decreases (M × A) as a function of the mortality rate.

We modelled OA impacts on survival rates using a correlative approach for both larvae and adults. We measure changes in acidity and its impacts on growth and survival rates as hydrogen ion concentration [H+]. We model changes in life-history traits based on the model:
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Surv is the survival rate per year and used here as an example but is also applied to growth. Survival rate in year t is equal to the initial (init) survival rate and the relative change in [H+] between year t and initial [H+] conditions. We define Per as the value of the OA effect size (from Kroeker et al., 2013) for the percent change in survival rate with a doubling of [H+] (Supplementary Table 1). We assume a linear relationship because it is the most parsimonious assumption considering the highly variable responses across species (Ries et al., 2009; Tai et al., 2018). We assume that sensitivities of the organisms reported in Kroeker et al. (2013) represents the mean responses of the studied species in our model’s time-step (annual). OA effect sizes for both growth and survival were assigned based on taxonomic groups for crustaceans and molluscs (Supplementary Table 1). Thus, environmental changes will lead to changes in growth rate, maximum body size, and survival rates. We used the DBEM to scale up and determine how the physiological responses to OA and other environmental drivers affect species distributions and fisheries catch potential (Figure 1).



Modelled Species

We modelled the impacts of OA and climate change on 210 commercially exploited marine invertebrate species. Invertebrate species tend to be more sensitive to OA and changes in pH (Kroeker et al., 2013), while the effects on finfish species are generally less sensitive and show greater variation. We included species from the major shellfish fisheries groups including crabs, lobsters, shrimp and prawns, oysters, scallops, and squid. Most species are distributed throughout coastal waters.



Projections of Ocean Conditions

Projections of changing ocean conditions that drived the biological responses represented by the DBEM from 1950 to 2100 were obtained from Earth system models available from the Coupled Model Intercomparison Project Phase 5 (CMIP5). Specifically, we used outputs from three Earth system models: NOAA’s Geophysical Fluid Dynamics Laboratory 2M (GFDL-ESM); Max Planck Institute for Meteorology ESM-MR (MPI-ESM); and Institute Pierre Simon Laplace Climate Modelling Centre ESM-CM5-MR (IPSL-ESM). We make use of one single realization of each model. All model data were re-gridded onto a 1° × 1° grid, and subsequently interpolated onto 0.5° × 0.5° grid of the world ocean using bilinear interpolation method. Ocean condition variables that were used in the DBEM simulations included sea surface and bottom temperature, pH, oxygen level, salinity as well as sea ice extent, and surface advection. We used annual means for environmental data with 24 time steps per year. Our simulations assume that pelagic and demersal species were exposed to sea surface and bottom conditions, respectively.



Model Uncertainties

We quantified the sensitivity of our DBEM results (Cheung et al., 2016a) to three levels of uncertainty: parameter, structural, and scenario uncertainty. Sensitivity to parameter uncertainty was examined by using the upper and lower 95% confidence limits for OA effect sizes on growth and survival rates. Structural uncertainty is defined here as the variance across different earth system models used as input environmental data. We present results from three earth system models that use various socioeconomic scenarios resulting in various levels of atmospheric greenhouse gas concentrations, known as representative concentration pathways (RCPs) to develop scenarios of environmental change. In our analysis, we use a low (RCP 2.6) and a high (RCP 8.5) carbon emissions scenario for DBEM simulations (van Vuuren et al., 2011). The numbers represent radiative forcing values in the year 2100 relative to pre-industrial periods. The low emissions scenario assumes carbon emissions are strongly mitigated and annual global greenhouse gas emissions peaks within a decade but are then substantially reduced. This trajectory is the closest RCP scenario that aligns with targets set with the 2015 “Paris Agreement” from the United Nations Framework Convention on Climate Change Conference of the Parties. The high emissions scenario is our current pathway, where carbon emissions are not curbed and the burning of fossil fuels continues to be the primary source of energy for the industrial sector. With this scenario, minimal efforts are made to reduce carbon emissions or develop green energy sources. We did not assess the scenario uncertainty of the historical period (2005 and prior).



Analysis

Changes to species abundance were calculated as percent changes between initial and final conditions:
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where [image: image] is the mean abundance of a 10 year period. Change in MCP was also calculated using this formula.

Latitudinal centroid LC for each species was calculated by multiplying the abundance of each occupied cell by the latitude Lat of each cell:
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The rate of species distribution latitudinal shift was estimated by finding the slope of a linear regression of the latitudinal centroid for each year. The rate of latitudinal shift was converted to kilometers by multiplying the estimated slope by [image: image] where r = 6378.2, the approximate radius of the earth. This rate was then converted to decadal shifts. This measures the decadal rate at which species are shifting poleward to cooler waters and the “tropicalization” of marine ecosystems.

Species range size for each year was calculated by summing the product of each occupied spatial cell with its average area. Projected percent changes in range size were calculated using the same formulation as Eq. (8), providing a measure of range size contraction or expansion. Correlations between projected changes in range size and abundance of the modelled invertebrates were examined using Pearson Correlation test.

Effects of OA were isolated from effects of other global change drivers by finding the difference in the outputs between simulations run with modelled effects of OA and without OA [change in hydrogen ion concentration is set to zero in Eq. (3)]. OA is expected to amplify responses in aerobic scope and subsequent life-histories, and these effects were isolated to illustrate the separate and additive effects of OA with other critical global change stressors (i.e., ocean warming, decreased oxygen content) (Cheung et al., 2016c). The projected MCP across pelagic and demersal invertebrates were summed and their changes by year 2100 relative to the average of 1951–1960 were reported.




RESULTS

Intermediary non-spatially explicit results show that modelled impacts of ocean warming and acidification show synergistic effects on aerobic scope, reducing aerobic scope by as much as 75% under the high CO2 scenario by the end of the century (Figure 2A). Continuing with this scenario, maximum body size was projected to decrease by as much as 66% (Figure 2B). Ocean acidification had substantial effects, accounting for over 60% of the reduction in aerobic scope and 32% of the decrease in maximum body size. Global invertebrate MCP was projected to decrease by about 12% in the high CO2 scenario due to physiological (e.g., ocean warming and acidification), and habitat constraints (e.g., primary production, habitat suitability), of which ocean acidification accounts for over 3% of this decrease (Figure 2C). Impacts under the low CO2 scenario are considerably lower, where aerobic scope and maximum body size were projected to decrease by 15 and 23%, respectively, while the change in MCP was negligible (Figure 2).
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FIGURE 2. Scaling the multi-stressor responses from the organism level to fisheries catch under the low CO2 and high CO2 climate change scenarios (blue and red, respectively), averaged across all modelled species (N = 210). Differences between projections with and without the modelled effects of ocean acidification (OA) are shown with solid and dashed lines, respectively. (A) Effects of projected ocean warming and acidification on aerobic scope for growth. (B) Change in the von Bertalanffy growth curve and maximum body size in the 2091–2100 period. (C) Changes in global maximum catch potential (MCP) projected by the dynamic bioclimatic envelope model. Results shown are relative to the 1951–1960 period and are multimodel averages from the three earth system models used in this study.


Impacts of global change on the MCP of marine invertebrate fisheries shows regional variation where tropical regions will generally see a loss in catch while northern regions will see an increase if we continue on the “business-as-usual” high CO2 trajectory relative to the strong mitigation low CO2 trajectory (Figure 3). Increases in catch at higher latitudinal regions are largely driven by warming oceans that result in species distribution shifts and increased species turnover (Cheung et al., 2016c). Regions around the coral triangle such as the Indonesian Sea are projected to lose the most (Cheung et al., 2016c), and our models project decreases of >30% for invertebrate catch potential.
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FIGURE 3. Projected impacts by considering multiple changes in environmental conditions on maximum catch potential (MCP) of marine invertebrates across large marine ecosystems. Results shown are for the 2091–2100 period (relative to 1951–1960) in high CO2 (RCP 8.5) relative to low CO2 scenario (RCP 2.6).


Ocean acidification is projected to decrease annual global invertebrate fisheries MCP by 0.75% for each 0.1 U decrease in surface pH, and 3.4% by the end of the century (Figures 2C, 4A), although this is highly variable across regions. West Arctic large marine ecosystems – including North Bering, Chukchi Sea, Beaufort Sea, Queen Elizabeth Islands archipelago, Canadian high Arctic, and North Greenland – are likely to be most susceptible to OA as pH is projected to decrease by up to 0.5 U and fisheries catch potential to decrease more than 20% by the end of the century in a high CO2 scenario (Figure 4B). While catch potential is projected to increase overall in Arctic regions, OA will largely reduce gains in potential catches for species sensitive to OA (Lam et al., 2014). Our projections show that these impacts due to OA are exacerbated with greater changes in surface temperature and oxygen concentration (i.e., IPSL earth system model) (Figure 4B and Supplementary Figures 1, 2). Currently, there are only a few commercial marine fisheries in the West Arctic (Zeller et al., 2011) – largely restricted by national and international agreements such as commercial fishing bans in the Beaufort Sea and central Arctic – due to our limited knowledge of the baseline state and the sustainability of fisheries exploitation across these regions (e.g., Cobb et al., 2008).
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FIGURE 4. Projected ocean acidification (OA) impacts on maximum catch potential (MCP) of marine invertebrates in addition to other climate change stressors for global (A) and other major regions (B–D). Surface pH is used here to show the relationship between acidity and MCP. Thicker coloured lines are multi-model means and thinner lines are simulations with the different earth system models: GFDL-ESM2M; MPI-ESM-MR; IPSL-CM5A-MR. Black lines and grey bands are selected smoothed regressions and 95% confidence limits. MCP data are smoothed by a 10-year running mean and relative to 1951–1960.


Large marine ecosystems of the Northeast Pacific Ocean show decreases in MCP of up to 6% annually by year 2100 under the high CO2 scenario (Figure 4C). This region includes the highly productive fishing regions of the East Bering Sea, Gulf of Alaska, and California Current large marine ecosystems. Across this region, there are highly valuable capture fisheries including Alaskan king crab and Dungeness crab fisheries, as well as open-system mariculture fisheries such as Pacific oyster and geoduck fisheries (Tai et al., 2017). Other studies using ecosystem models of the Northeast Pacific also found amplified negative impacts on species abundance with multiple global change drivers (Ainsworth et al., 2011). Similarly, projections of OA impacts on the California Current ecosystem showed negative direct impacts on epibenthic invertebrates and downstream indirect impacts on higher trophic level species assemblages (Marshall et al., 2017).

Impacts of OA on fisheries catch potential in the Central Indo-Pacific region (i.e., Gulf of Thailand, South China Sea, Sulu-Celebes Sea, Indonesian Sea) were much less significant, where MCP decreases an additional 2% by year 2100 in the high emissions scenario (Figure 4D). Overall, catch potential across tropical regions is projected to substantially decrease overall due to global change (Cheung et al., 2016c), and while the impacts of OA are negative, they may be overshadowed by temperature-driven changes (McNeil and Sasse, 2016). However, OA effects on critical habitat forming species (e.g., corals, mussels) or key intermediate trophic-level species (e.g., seastars) could lead to substantial ecosystem changes (Hoegh-Guldberg et al., 2007; Sunday et al., 2017).

Biogeographical changes of range size showed a positive correlation (r = 0.78; Supplementary Table 2) with changes in abundance (Figure 5A), while absolute changes in range sizes were positively correlated with increased rates of latitudinal centroid shift (r = 0.52; Supplementary Table 2). For most species, OA had negative impacts on abundance and range size, as well as decreased rates of latitudinal shift (Figure 5B). Species that had large decreases in abundance and range size, quicker rates of latitudinal shift, and exacerbated effects due to OA are likely to be at greatest risk to global change (e.g., banded carpet shell, Atlantic bay scallop) (Figure 5). Such species may also face substantially elevated risk of extinction as population viability is generally positively correlated to range size (Purvis et al., 2000). Some species such as the northern quahog showed positive responses (i.e., range expansion, abundance increase) to global non-OA environmental changes (Figure 5A) and negative responses to OA, likely due to an increase in suitable habitat but limited by the sensitivity to OA. Mollusc species, particularly scallops, mussels and oysters, showed greater losses in catch potential in the high CO2 scenarios when compared with crustacean species (Supplementary Figure 3), explained by the greater effect size for the parameters used for molluscs than crustaceans (Supplementary Table 1). However, changes in catch potential for molluscs showed more variability to the effects of OA, suggesting that the interaction effects of OA and other environmental drivers in our model are not consistent across mollusc species within the same group. Conversely, crustaceans appear to be more robust to OA than molluscs (Ries et al., 2009; Whiteley, 2011; Wittmann and Pörtner, 2013; Kroeker et al., 2013) as they are generally more mobile and thus have the ability to more quickly shift their geographic range.
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FIGURE 5. Biogeographical changes in range size, abundance, and distributional shift of latitudinal centroids for 210 invertebrate fisheries species in the high CO2 scenario. (A) Responses to global change drivers excluding ocean acidification, and (B) responses to ocean acidification separated from other stressors. Values shown are multi-model means for 2091–2100 period relative to 1951–1960. Correlations between variables are shown in Supplementary Table 1. Note log scales.


Sensitivity analyses showed that our model results of OA impacts are most sensitive to parameter uncertainty. Parameter uncertainty (OA effect size) accounted for most of the uncertainty (50–90%) in the first half of the model simulations, and decreased to ∼60% in later years (Figure 6). Therefore, it is imperative to obtain accurate empirical data for parameter effect size of OA responses in order to accurately project species responses to global change. This is especially important for more localized and species-specific analyses; our results summarize effects of OA across large spatial extents and many species, therefore we used mean effect sizes across taxonomic groups. Furthermore, the proportion of total uncertainty was smallest for model uncertainty, suggesting our results are robust to the different structures of Earth system models at the global scale. Scenario uncertainty initially accounted for >25% of total uncertainty but its absolute uncertainty was negligible during this early part of the simulation. Scenario uncertainty increased from the year (∼2010) where environmental conditions diverged (Supplementary Figure 2) between low and high CO2 scenarios to account for >30% of the uncertainty by the end of the simulations (Figure 6).
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FIGURE 6. Testing model variability for the projected impacts on maximum catch potential (MCP) due to ocean acidification (OA). (A) Projected changes using the upper and lower bounds of parameter, model, and scenario uncertainty; and (B) the proportion of total uncertainty allocated to each source of uncertainty. Default conditions held constant when testing each source of uncertainty were: (1) parameter = mean OA effect size; (2) model = GFDL-ESM2M; and (3) scenario = RCP 8.5. Results are smoothed by 10-year running means and relative to the 1951–1960 average.


One component of uncertainty not specifically tested here is the various models of mechanistic physiological responses to environmental stressors. The models used here are much less complex than the alternatives (e.g., Then et al., 2015), which generally require a more thorough understanding of the mechanisms involved (Lefevre et al., 2017) and life-history parameters that are not readily available for all species tested. Previous studies have highlighted that the chosen models are not universally applicable (Lefevre et al., 2017; Pörtner et al., 2018), yet the oxygen- and capacity-limited thermal tolerance model provides a connection between physiological constraints and higher ecological phenomena (see response to Jutfelt et al., 2018). Thus, by combining empirical physiological and life-history models, we are able to link environmentally driven changes in aerobic scope to trade-offs with life-history parameters (Tai et al., 2018) – e.g., growth, survival – which then scale to population dynamics.



DISCUSSION

Our current understanding indicates that marine invertebrates are at most risk to the direct effects of OA (Kroeker et al., 2013), although these effects will likely differ across regions (Figure 3). OA effects on marine invertebrate fisheries will have major implications for food security, livelihoods, and the global economy. At over 50 billion USD annually, invertebrate fisheries account for over 1/3 of the value of internationally traded seafood (FAO, 2014). Invertebrates support many valuable fisheries, especially in developing countries where over 50% of internationally traded seafood is caught (FAO, 2014). Developing tropical areas are already projected to be most susceptible to global change (Cheung et al., 2016c) and OA could exacerbate food and income insecurities currently faced in these regions. For example, in areas across the Fijian Islands invertebrates comprise over 70% of artisanal and 50% of subsistence harvests (Teh et al., 2009). Most of the non-subsistence catch in Fiji is exported with the largest invertebrate fisheries valued at $8.4 million FJD (∼$3.8 million USD) in 2003 (Teh et al., 2009). Additionally, small-island developing nations such as the Pacific Islands are highly dependent on invertebrates for both additional income sources and subsistence (Kronen et al., 2010). Ease of access and the minimal gear requirements for invertebrate fishing has facilitated women and even children to participate in subsistence harvesting and remains a source of easily attainable “backup” protein when fishing at sea is unsuccessful (Harper et al., 2013; Codding et al., 2014).

Regionally, invertebrates in the Arctic were projected to be most at risk to ocean acidification, potentially altering the trends in catch potential driven by warming. Previous studies using DBEM projected that ocean warming, reduction in sea ice and increases in primary production increase exploited fishes and invertebrates catch potential in the high latitude regions, although uncertainties of such projections are high partly because of the complexity of changing ocean biogeochemical conditions in the Arctic that were not fully represented in the Earth system models and DBEM (Cheung et al., 2016c). Here, we highlighted that the relatively larger decrease in pH in the Arctic Ocean and its impacts on invertebrates catch potential add to such uncertainties.

For some larger fishing nations invertebrate fisheries make substantial economic contributions. In Canada, lobster fisheries were valued at over $1.1 billion CAD in 2015 and its exports contributed over $2 billion CAD to the Canadian economy (DFO, 2015). Similarly, sea scallops in the United States had dockside revenues estimated at $559 million USD in 2012 (Cooley et al., 2015). Fisheries catch in regions at higher latitudes are projected to increase with global change (Cheung et al., 2016c), but this may not equate to benefits to fishers and the economy. Decreases in highly valuable species (e.g., shellfish) may outweigh any increases in catch of less valuable species, potentially resulting in lost revenues (Lam et al., 2016). If OA has largely negative effects on organism function, this could further reduce overall catch and amplify any losses in fisheries catch. Modelling of OA effects on marine fisheries resources has largely suggested negative impacts to fisheries resources (Ainsworth et al., 2011; Cheung et al., 2011; Lam et al., 2014).

Projection models such as these provide valuable insight for possible future scenarios to identify regions and species that may be most sensitive to global change, and where to concentrate adaptation and mitigation efforts. However, the extent of OA impacts remains uncertain. Impacts of OA on fisheries has been widely discussed and resulted in qualitative and quantitative modelling efforts (Cooley and Doney, 2009; Ainsworth et al., 2011; Ekstrom et al., 2015). These studies are informative and provide a baseline understanding of the potential OA impacts on species and possible downstream effects on fisheries resources. Our spatially explicit, multi-stressor model provides a step toward better understanding how the distribution and abundance of fisheries resources will change at a global scale. Such large-scale models highlight regions that are most susceptible to OA and global change, such as the Arctic (AMAP, 2013), and areas where OA may be overshadowed by other drivers, such as temperature in the tropics (Cheung et al., 2016c). Variability in responses to the different environmental conditions across regions and species indicate which environmental variables are of most concern. Moreover, the global-scale gridded modelled historical environmental conditions that our modelling used do not fully match with local conditions at specific sites as revealed from observations (Bopp et al., 2013). Future studies may apply our modelling framework to local-scale particularly in areas where site-specific data are available. Furthermore, the projected ocean acidification by the Earth system models are more representative of the open ocean where variations in pH are strongly driven by changes in atmospheric carbon dioxide level. However, many exploited invertebrates inhabit coastal areas where ocean acidification is influenced by other non-atmospheric CO2 drivers such as freshwater and nutrient inputs. Future studies could use environmental drivers projected from regional-scale high resolution biogeochemical models which could resolve some of these complexities in factors affecting ocean acidification in coastal waters and their impacts on invertebrates. This could include the incorporation of population-specific estimations of biological sensitivity, if the information is available, to provide finer-grained representations. Then, the capacity of fisheries to adapt and mitigate global change impacts can be evaluated together with biological models to better inform management decisions and conservation efforts. Our study supports previous findings that strong mitigation of CO2 emissions lead to benefits in fisheries catch potential (Cheung et al., 2016c), and that these benefits are further extended due to the minimization of OA. In addition, while our study focuses on the long-term mean trends in the responses of invertebrates to ocean acidification and other environmental drivers, our modelling framework could be applied to study the effects of compounded extremes or environmental variabilities (e.g., marine heatwaves and acidification extremes) on marine species (Cheung and Frölicher, 2020; Ainsworth et al., 2020; Burger et al., 2020).

Accurate projections of OA and global change impacts on marine fisheries require interdisciplinary integration to determine how multiple environmental drivers interact to affect species at various levels of biological organization. Also, previous modelling studies show that ocean warming, deoxygenation and changes in net primary production are important global change drivers on the catch potential and biogeography of marine species with regional variations in their relative importance. Here, we show that adding ocean acidification to these ocean variables further increases the complexity of responses of marine species to multiple environmental drivers under climate change. Thus, development of multi-stressor models requires collaboration between physiologists, biologists, oceanographers, and modellers. The development of modelling impacts of multiple drivers on marine resources is relatively new, yet numerous advances have been made to facilitate efforts and develop a thorough understanding of multi-stressor impacts (Haigh et al., 2015; Koenigstein et al., 2016). Our study contributes to the development of modelling efforts for global change, as well as to better understanding potential interactions of multiple stressors on the spatial distribution of marine fisheries resources.
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Assessing the vulnerability of marine invertebrates to ocean acidification (OA) requires an understanding of critical thresholds at which developmental, physiological, and behavioral traits are affected. To identify relevant thresholds for echinoderms, we undertook a three-step data synthesis, focused on California Current Ecosystem (CCE) species. First, literature characterizing echinoderm responses to OA was compiled, creating a dataset comprised of >12,000 datapoints from 41 studies. Analysis of this data set demonstrated responses related to physiology, behavior, growth and development, and increased mortality in the larval and adult stages to low pH exposure. Second, statistical analyses were conducted on selected pathways to identify OA thresholds specific to duration, taxa, and depth-related life stage. Exposure to reduced pH led to impaired responses across a range of physiology, behavior, growth and development, and mortality endpoints for both larval and adult stages. Third, through discussions and synthesis, the expert panel identified a set of eight duration-dependent, life stage, and habitat-dependent pH thresholds and assigned each a confidence score based on quantity and agreement of evidence. The thresholds for these effects ranged within pH from 7.20 to 7.74 and duration from 7 to 30 days, all of which were characterized with either medium or low confidence. These thresholds yielded a risk range from early warning to lethal impacts, providing the foundation for consistent interpretation of OA monitoring data or numerical ocean model simulations to support climate change marine vulnerability assessments and evaluation of ocean management strategies. As a demonstration, two echinoderm thresholds were applied to simulations of a CCE numerical model to visualize the effects of current state of pH conditions on potential habitat.
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INTRODUCTION

Climate change is accelerating the oceanic uptake of anthropogenic CO2, causing a decline in pH and the availability of calcium carbonate minerals, a process termed ocean acidification (OA). Intensification of OA conditions directly contributes to the decline in suitable habitats for many marine invertebrates, such as mollusks, echinoderms, crustaceans, and pteropods (Kroeker et al., 2013; Fabricius et al., 2014; Przeslawski et al., 2015; Bednaršek et al., 2019, 2020), potentially altering their population abundances, causing local extirpation, shifts in species’ geographical ranges and, at worst, global extinction. Many studies have described pathways related to OA vulnerability, but only a few that have identified the thresholds where those effects occur. Taxon-specific syntheses are lacking on the critical thresholds at which OA impacts a range of developmental, physiological, biomineralization, growth and behavioral, and lethal endpoints. These thresholds are critical to the development of management strategies, as they provide an understanding of the priority species and geographic areas and a means with which to evaluate preventative or ameliorative strategies.

Ocean acidification thresholds have been previously described for pteropods (Bednaršek et al., 2019) and decapods (Bednaršek et al., in review). Thresholds have yet to be comprehensive described for echinoderms, despite their known sensitivity (e.g., Dupont et al., 2008; Wood et al., 2008; Spicer et al., 2011; Byrne et al., 2013; Kroeker et al., 2013; Stumpp et al., 2013; Byrne and Fitzer, 2019; Byrne and Hernández, 2020), though only a few thresholds have been reported (Dorey et al., 2013; Jager et al., 2016; Lee et al., 2019). Echinodermata is one the most abundant and ecologically successful phyla of marine animals and have been successful in colonizing a range of habitats, including shallow coastal, neritic (0–200 m), down to upper (0.2–1 km), and lower bathyal (>2000 m) zones (Micael et al., 2009; Lawrence, 2013, 2020; Byrne and O’Hara, 2017). Echinoderm classes including the Crinoidea (e.g., feather stars), Ophiuroidea (e.g., brittle stars) and Asteroidea (e.g., sea stars), Echinoidea (sea urchins), and Holothuroidea (sea cucumbers) are ecologically important as ecosystem engineers in rocky reef ecosystems, serving as macroalgal grazers and keystone predators where their grazing and predation play a key role in structuring benthic communities (Paine, 1966; Lawrence, 2013, 2020; Filbee-Dexter and Scheibling, 2014). They also have important functions in benthic-pelagic coupling as bioturbators and remineralizers (Ambrose et al., 2001) and as a food source for crustaceans, fish, mammals, and sea birds (Baden et al., 1990; Mattson, 1990; Wolfe et al., 2018). Economically, sea urchins’ gonads and cucumber based beche-de-mer products contribute to a multi-million-dollar industry for international food markets (Conand and Byrne, 1993; Eriksson and Byrne, 2015; O’Hara and Byrne, 2017; Teck et al., 2018).

Echinoderms represent an ideal animal model for understanding the balance between the sensitivity and tolerance mechanisms to OA conditions, due to their diverse habitat preferences and associated local and regional carbonate chemistry exposure regime (Wolfe et al., 2020) that structures their acclimatization and adaptation strategies (Barry et al., 2010; Yu et al., 2011; Calosi et al., 2013b, 2017; Kelly et al., 2013; Sunday et al., 2014; Vargas et al., 2017), The sensitivity of echinoderms to OA occurs via multiple pathways that are also life stage specific. Common pathways of OA sensitivity include reduced ability for homeostasis, skeletogenesis and growth rate, increased mortality, impaired reproduction; alterations to the chemosensory behavior; and reduced feeding efficiency (Wood et al., 2008, 2011; Byrne et al., 2010, 2013; Spicer et al., 2011; Barry et al., 2014; Taylor et al., 2014). pH effects on larvae occur through various pathways (Politi et al., 2004; Byrne and Przeslawski, 2013; Byrne et al., 2013; Padilla-Gamiño et al., 2013), such as the allocation of metabolic energy for protein synthesis and ion transport (Pan et al., 2015), with the acid-base and osmo-ionic regulatory reaching their capacity threshold (Dupont and Thorndyke, 2012; Stumpp et al., 2012b; Byrne et al., 2013; Dubois, 2014; Smith et al., 2016; Byrne and Fitzer, 2019) and resulting in reduced scope for growth and metabolic requirements, and ultimately also negatively impacted organismal performance and survival. Given greater larval echinoderm OA sensitivity and the control of larval recruitment on population abundance and distribution, the larval OA thresholds define a key point of vulnerability by which the ecological and economic role of echinoderms within coastal marine ecosystems could be heavily compromised in the future.

This study presents a comprehensive literature review and a synthesis of published studies related to the experimental and in situ OA exposure that were published through October 2018 for echinoderm taxa of California Current Ecosystem (CCE), an eastern boundary upwelling system on the Pacific Coast of North America. From ∼12,000 compiled data points, statistical analyses were conducted to identify duration-dependent pH thresholds specific to the life stage and their habitat (pelagic, benthic). Through the expert discussion, deliberation and consensus, eight representative pH thresholds were selected ranging from duration-dependent early warning to lethal impacts. The experts also provide recommendations on how to apply these thresholds to monitoring data and model output, here demonstrated as an example application to a CCE numerical model to illustrate the importance of life history in determining species sensitivity. Finally, further research is recommended to improve the understanding of echinoderm responses to OA and to support the implementation of OA thresholds to various management applications, from climate change to local pollution impact assessments.



MATERIALS AND METHODS

The synthesis was conducted in three steps. First, a review of literature was conducted on the effects of OA on echinoderm species present in the CCE to compile information on the species-specific experimental or observational responses to OA stress, including the treatment duration, life stage, and geographic region. When limited information was available for a CCE species, a geographically expanded data search was conducted on phylogenetically closely related species. Second, statistical analyses were used to identify thresholds of OA for each of the impairment pathways. Finally, a panel of decapod experts provided their professional judgment to evaluate the quality of studies, weigh (or remove) them based on that data quality assessment, assign a duration-dependent threshold and associated confidence score, which was based on the data quality and consistency of findings for the studies (Table 1). The experts also scored them for regional importance in the CCE (Table 1). To illustrate how these thresholds could be applied, two thresholds applied to simulations of a regional biogeochemical model to visualize potential habitat constraints.


TABLE 1. Compilation of the magnitude and duration of the expert derived thresholds of echinoderm pH thresholds for effect pathways by life stage and habitat, life function (response parameter and unit), direction of response, and species used in study.
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Literature Review and Compilation of Raw Experimental or Field Observation Data

The literature search was conducted by searching Google Scholar and Web of Science, as well as the reference lists of the identified studies for analysis until October 1, 2018. The search terms used included “ocean acidification” or “climate change” with “echinoderm.” The literature search and review identified 40 experimental studies and one observational study that met the minimum criterion of: (1) experimental studies with data on a minimum of four treatment levels or (2) field stress-response studies conducted across a range of pH values. It is important to note that not each study needs at least four treatments levels, but all the studies combined that have contributed to the generation of one specific thresholds need to have at least four experimental treatment levels.

This search yielded a review database of 13 species: six sea urchins/sand dollars (Dendraster excentricus, Lytechinus pictus, Mesocentrotus franciscanus, Strongylocentrotus droebachiensis, Strongylocentrotus fragilis, and Strongylocentrotus purpuratus), four brittle stars (Amphiura filiformis, Ophiocten sericeum, Ophionereis schayeri, and Ophiura ophiura). Approximately 55% of the data came from CCE-specific studies. No data suitable to generate pH thresholds were available for holothuroids and crinoids, so these groups were excluded from the review. Data were extracted presented from Supplementary Material associated with the articles or from the article’s figures using WebPlotDigitizer version 4.31. A range of covariates were recorded including the life stage, taxonomic information, location, and treatment duration (days). A total of ∼12,000 datapoints were extracted from the raw experimental data in published literature or from authors with unpublished data. Data from multi-generation studies were excluded.

An explicit step in the review involved standardizing the specific response metric and/or the OA measure, specifically related to the individual body size with growth rate and feeding rate. If needed, metabolic parameters were transformed so that the units were comparable among studies. A variety of OA exposure metrics were used across studies, but the majority used pH as the primary measure; as such, all data were placed in the context of this single parameter. When another carbonate system parameter was utilized but the paper contained the necessary water chemistry values, it was converted to pH using the R Seacarb package (Gattuso et al., 2019), using Equation 1. Program preferences were set to use carbonate system solubility products from Lueker et al. (2000), KHSO4 dissociation constants from Dickson et al. (1990), total boron from Lee et al. (2010), and kf from Dickson and Riley (1979) as cited in Dickson and Goyet (1994). If pH values were unavailable or not able to be generated, the study was excluded. When possible (i.e., when sufficient water chemistry data were available), pH values were converted to pHT.

Additional categorical variables were recorded in the review database and included life stage, habitat depth, geographic origin, and duration. Egg and larval (pelagic), juvenile and adult (benthic) life stages of echinoderms are physiologically disparate and will experience fundamentally different exposure regimes. Thus, data were categorized by life stage independently. Most data (about 50%) were from studies of larval stages, while only 17% of the data came from adult life stages. Additionally, benthic organisms will experience different pH ranges depending on whether they inhabit shallow (<200 m) or deep water (>200 m depth) so species data were categorized by habitat depth. All the data came from shallow-water species, apart from one deep-water species (S. fragilis). A total of 237 response endpoints across various species, life stages and geographic locations were characterized into four effect categories: (1) behavior, (2) growth, (3) physiology, and (4) mortality.



Threshold Analysis

Two types of statistical analyses were used support expert decisions on thresholds (Supplementary Figure 1). First, a breakpoint was identified, defined as the point at which there is a significant change in echinoderm responses (Y-axis) as a result of the incremental change in the environmental stressor (x-axis, e.g., pH pHT). Piecewise regression analysis was used to identify the breakpoint in slopes in the response measures over the gradient in OA stress (package “segmented”; version 2.15.1, Muggeo, 2008; R Development Core Team, 2020). A Davies test was used to determine the significance of the breakpoint. Second, the data were fitted to least squares regression (LSR). When the LSR was significant at p value < 0.05 and data followed a linear trend, the panel (see below) considered what were meaningful changes in the response parameters and used that information to support their threshold decisions. Table 1 provides the LSR-predicted percent change from the mean of the control treatments in the dataset that final pH threshold represents, based on expert consensus. Data were analyzed in R (Version 3.5.0). Only analyses that were significant at p < 0.05 are reported in the text (Table 1). After running the threshold analyses for all studies, the thresholds were grouped by response metric, life stage, habitat depth, duration, and species.



Expert Consensus on Thresholds and Exposure Duration and Assessment of Uncertainty

We employed a formal, structured process to obtain the expert evaluation and synthesis of OA effects on selected decapod parameters, including: (1) evaluation of study data and threshold analyses; (2) assembly of expert panel members based on their expertise; (3) expert discussion through the consensus-based approach to select the final set of thresholds and associated confidence scores.

The expert panel were recruited based on the following criteria related to the required expertise: (1) echinoderm ecophysiology; (2) echinoderm taxonomy and morphology, biomechanics, biomineralization; (3) echinoderm ecology and community ecology; and (4) OA biogeochemistry and observations. The candidates were ultimately selected based on a qualitative evaluation of the quality and depth of the publication record and the availability of the candidates to attend a 3-day workshop. OA expertise was highly regarded, but not strictly required if the expert provided a unique expertise.

Our process required that the experts considered and discussed the statistical threshold analyses and the underlying study data, applied their individual expertise, communicated relevant information, and made recommendations or challenged the conclusions to ultimately generate a set of consolidated thresholds. The experts excluded studies with data quality limitations or interpretability issues, refined interpretation of the analytical outcomes based on their knowledge of the studies and how data should be weighted for unbiased results. In one case (swimming speed), they pulled in Chan et al. (2011), which had only two treatments because they decided to combine it with Chan et al. (2016) because of the compatible response measures and experimental procedures. After discussion of these data and their interpretation, each of the nine experts and now listed in the co-author contribution section, voted on the numeric value as well as the confidence score for each specific threshold, providing a rationale for their choice as needed, particularly if it deviated from the majority opinion. The experts identified the most appropriate time frame (duration) over which the thresholds should be applied. Experts could abstain from voting if they did not feel confident that there was sufficient evidence that the threshold existed for a given metric. In cases where the experts disagreed with the statistical result and/or were divided in their opinions, the threshold value with the most votes was chosen; if there was no clear majority on the value and the uncertainty, the value was discussed until consensus was reached.

Experts were asked to score their confidence in the final threshold into one of nine categories based on the scoring metric developed by the IPCC (Supplementary Figure 1). The matrix has two components, the agreement and evidence. The agreement indicates the consistency of results among studies, while evidence encompasses the quantity and quality of studies used to establish the threshold. For agreement, a study comprising a single experiment had low level of agreement by default, though a single paper could contribute to a high level of agreement if multiple experiments were done on multiple species. The group identified 1–3 studies as a low evidence, 3–10 studies as a medium evidence, and 10 or more studies as a robust evidence. These were guidelines rather than strict rules because individual studies contained different amounts of data. Agreement referred to agreement amongst experiments on the specific parameter being considered (e.g., swimming speed) as opposed to the general category as a whole (e.g., behavior).



Scoring for Regional Relevance

Echinoderms have diverse habitat preferences and exposure related to the natural variability of the local and regional carbonate chemistry (Wolfe et al., 2020) that structures their acclimatization and adaptation strategies (Barry et al., 2010; Yu et al., 2011; Calosi et al., 2013b, 2017; Kelly et al., 2013; Sunday et al., 2014; Vargas et al., 2017). Thresholds were designated with a CCE regional relevance score, acknowledging this issue of local acclimatization and adaptation. A score of #1 indicated low relevance (species that are not present in the CCE, and study not conducted on specimens from the CCE); #2 indicated medium relevance (species that are found in the CCE but study conducted on specimens from outside of the CCE); and #3 indicated high relevance (species that are found in the CCE and study conducted on specimens from the CCE) (see Tables 1, 2). All data from urchin were only from the CCE species whereas brittle stars were from species not found in the CCE.


TABLE 2. Description of all the responses for which the thresholds were determined with accompanied biological (life stage, habitat, function) and threshold parameters (LR, breakpoint point, relevance in CCE, confidence score).
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Applying Thresholds to Numerical Ocean Biogeochemical Model Simulations

Experts recommended use of measures such as: intensity (magnitude deviation from threshold), duration (number of days below threshold), frequency (the number of events below the pH threshold for events longer than the duration threshold), severity (duration times intensity of departure from the thresholds), and recovery (average number of days between adverse events; Hauri et al., 2013). Application of OA thresholds to either monitoring data or numerical model simulations considered available data on relevant demographics parameters. This included habitat-specific life history, vertical dimensions of habitat of different life stages and their seasonal occurrence, an appropriate spatial and vertical aggregation, duration of exposure and adaptation traits.

These measures were applied for a set of OA thresholds applied to a set of model simulations from the Regional Ocean Modeling System (ROMS; Shchepetkin and McWilliams, 2005, 2009), with biogeochemical elements (Biogeochemical Elemental Cycling; BEC, Moore et al., 2004) that has been developed for the CCE, the Pacific Coast of North America. The ROMS-BEC model provides a realistic three-dimensional representation of the physical circulation (Renault et al., 2020) and the biogeochemical cycles of nutrients, oxygen, inorganic and organic carbon species, and several plankton functional groups (Deutsch et al., in review). The simulation analyzed here is at 1 km spatial resolution southern CCE horizontal resolution domain of the ROMS-BEC, a geographic region synonymous with California coast (Deutsch et al., 2020; Renault et al., 2020). Daily pH values at specific water depths that were life- and species- specific were used together with the duration of exposure associated with a specific threshold over the 10-year simulation from 1996 to 2007. Two case studies focused on thresholds applicable to two different life stages. A respiratory effects threshold (pH = 7.75; 1-week duration) was applied year-around for the adult sea urchin species (e.g., S. fragilis, S. droebachiensis, etc.) to represent their habitat found along the 0–500 m shelf of the Californian coast. A larval behavioral response threshold (impaired swimming speed; pH = 7.7; 1-week duration) was applied to pelagic habitat for echinoderm species including S. purpuratus and D. excentricus over April–July period (Kenner and Lares, 1991; Basch and Tegner, 2007; Hammond and Hofmann, 2010).



RESULTS OF EXPERT CONSENSUS


pH as the Measure to Define OA-Related Stress Level

The expert panel recommended pH as a measure to describe the stress levels in echinoderms because the majority or studies frequency reported pH as a variable (12 out of 16), as well as because most of the synthesis and meta-analyses literature up to date used pH as a comparable response. Based on the studies selected, pH response in experimental treatments spanned a range of pH conditions of 6.44–8.31 (Figure 1), with exposure duration varying from 1 day to 5 months, but predominantly <50 days.


[image: image]

FIGURE 1. Summary of the number of experimental studies with respect to pH levels used.




Synthesis of Thresholds by Endpoints

The expert synthesis produced eight thresholds across multiple physiological, growth and development, behavioral, and survival endpoints (Table 1 and Figure 2), scored by expert confidence certainty (Figure 3 and Table 1) and CCE relevance (Table 1) and the implication for the echinoderm group.
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FIGURE 2. Synthesis of thresholds for echinoderms related to eight different endpoints, separately by depth and life stage. The magnitude (pH) and duration of exposure of the endpoints are provided. Thresholds were determined based on experimental data using breakpoint analyses, linear regressions, and expert consensus.
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FIGURE 3. Confidence score based on the combination of degree of volume and quality of evidence and degree of agreement among studies for the eight different endpoints identified as determined by the expert consensus. Figure adapted from IPCC 2014 report.



Behavior: Larvae

The larval behavior threshold was based on larvae swimming speed data from two papers on the sand dollar D. excentricus and S. purpuratus (Chan et al., 2011, 2016). Swimming speed increased with decreasing pH. The panel placed the threshold at pH = 7.70 (7-day duration), corresponding a LSR predicted 35% reduction from the experimental control (p = 0.023, R2 = 0.12, F = 5.22, DF = 40). The threshold was rated as low evidence and agreement (two studies, Table 1). The observed change in swimming behaviors could be a result of coordinated morphological changes (D. excentricus), which has biomechanical implications for larvae to maintain directed movement (stability) in moving water and imply settling at a smaller size and elevate risk of juvenile mortality (Chan et al., 2015, 2016).



Behavior: Adults

The threshold for behavior of adults living in the deep-water below 200 m was determined based on a single study of S. fragilis related to the time of righting (Taylor et al., 2014). The righting time (after being flipped over) as a measure of muscular function could indicate an indirect measure of the exposure to physiologically stressful conditions and increased with decreasing pH. The breakpoint analysis detected a significant breakpoint at pH = 7.25 (p = 0.034) which the panel adjusted down 7.20 (30-day duration), with low evidence confidence rating (single study). In general, the panel considered behavioral category to be not only data deficient but also highly variable, making it difficult to generalize this threshold across wide range of behavior patterns. Only deep-water data were available for this threshold; there is no equivalent shallow-water threshold that could be synthesized.



Physiology: Larvae

Respiration rate was considered a proxy for aerobic metabolism and was derived from Dorey et al. (2013) and Stumpp et al. (2013). At the chosen threshold of 7.74 (14-day duration), respiration was an LSR-predicted 25% higher than the experimental control value (p = 0.04, R2 = 0.04, F = 0.74, DF = 16), a value with low evidence (two studies). Larval respiration increased with reduced pH levels, an effect that could be attributed to increased basal metabolic demand (Dorey et al., 2013) and a reduction in gastric pH and intracellular pH (Stumpp et al., 2012a, Stumpp et al., 2013). This is indicative of increased cost to maintain the cellular and digestive system acid-base balance and resulted in increased compensatory feeding.



Physiology: Shallow-Water Adults

Two metrics, extracellular fluid pH and respiration rate, were combined into the category of physiological threshold for adults of shallow species (Wood et al., 2008, 2010, 2011; Christensen et al., 2011; Spicer et al., 2011; Taylor et al., 2014). Despite some initial evidence of compensation or intracellular buffering capacity (Spicer et al., 2011; Stumpp et al., 2012b; Moulin et al., 2014; Stumpp and Hu, 2017), reduced seawater pH led to an overall linear decrease in extracellular fluid pH. Given this reason, and the fact that the response was strongly linear (LSR p < 0.001, R2 = 0.81, F = 167, DF = 40), the panel placed the extracellular fluid pH threshold at a lower pH = 7.60 (7-day duration), an LSR-predicted value 42% below the experimental control (Table 1) and low evidence. The panel noted that the buffering capacity is highly species-specific (Calosi et al., 2013a), varying among individuals within a species (Guscelli et al., 2019) and can take up to 6–12 months for a species to regain its initial acid-base status (Spicer, unpubl.).

Data on rates of aerobic metabolism came from four studies (Table 2) of brittle stars (A. filiformis, O. ophiura, O. schayeri, and O. sericeum), and were normalized using control values to facilitate study comparisons (Wood et al., 2008, 2010, 2011; Christensen et al., 2011). The panel set respiration threshold was set at pH = 7.75 (7-day duration) based on consistent changes after a week of exposure in all species, a value representing a LSR-predicted 35% increase from the experimental control (p = 0.004, R2 = 0.55, F = 13.22, DF = 11). The expert panel gave this threshold medium evidence and medium-to-high agreement. Respiration rate initially increased with decreasing pH, indicating increased energetic demand for vital biological processes, such as calcification (Wood et al., 2008) or mucus production (Christensen et al., 2011), as well as a likely plastic metabolic response that buffers against the temporary increase in energetic demand. Brittle stars have the capacity to withstand a certain degree of physiological stress due to acclimatization and/or adaptation to local conditions (as seen in echinoderms – Pespeni et al., 2013 – and other phyla, see Calosi et al., 2013b, 2017; Lardies et al., 2014; Vargas et al., 2017). However, ultimately the respiration rates decreased, and the respiratory threshold identified here refers to the loss of compensation capacity.



Physiology: Deep-Water Adults

The feeding rate threshold for the adults of deep-water species was determined from a single study investigating the feeding rate of S. fragilis, a species that, while adapted to the lower pH conditions typical of depths >200 m, exhibits poor ability to regulate acid-base balance (Taylor et al., 2014). To utilize this study, the panel adjusted the control pH in the experimental treatments from 7.92 to 7.64 to reflect naturally occurring low pH conditions. Feeding rate decreased linearly and a final threshold of pH = 7.38 was a value roughly equivalent to an LSR-predicted 25% reduction from the control treatment (p < 0.001, R2 = 0.47, F = 45.23, DF = 52). With only a single study, it was rated low in confidence (Table 1). The implication of this threshold is important toward understanding how the shifts in grazing rates, competition, and other biological interactions, can restructure communities in deep-sea benthic ecosystems (Barry et al., 2014). Reduced foraging efficiency could lead to food limitation and potential decline in an individual’s growth, survival and ultimately, negatively affect population dynamics.



Growth and Development: Larvae

The thresholds for larval growth rate (expressed as μm d–1) were developed from three different metrics and 10 studies (see Table 1). The three metrics were: growth rate along the midline for S. purpuratus, total body length and symmetry index, for S. droebachiensis and S. purpuratus, respectively. The growth rate for S. purpuratus was calculated by fitting a logarithmic regression on the size data over the first week of the experiment when growth is mostly linear (Stumpp et al., 2011; Dorey et al., 2013). Only papers that found a significant treatment-related difference in growth rate were included (Stumpp et al., 2011; Pespeni et al., 2013; Pan et al., 2015; Chan et al., 2016). The panel positioned the growth rate threshold for S. droebachiensis at pH = 7.49 (7-day duration) based on a 35% LSR-predicted reduction of the experimental control (p < 0.001, R2 = 0.61, F = 42.38, DF = 27). The total body length threshold, based on six studies of S. purpuratus (Yu et al., 2011; Matson et al., 2012; Kelly et al., 2013; Padilla-Gamiño et al., 2013; Pespeni et al., 2013) was placed at pH = 7.67 (7-day duration), 46% below the experimental control value, and below the statistical breakpoint of 7.74 (p = 0.025). The final threshold considered was based on a single study on S. droebachiensis (Dorey et al., 2013) of a symmetry index of the right and left postoral arms, with asymmetry indicating abnormal morphological development. The panel set the threshold at pH = 7.64 (14-day duration), a value corresponding to LSR-predicted 35% linear reduction from the experimental control (p = 0.0018, R2 = 0.36, F = 12.63, DF = 22).

The panel thought it useful to provide a single mean threshold for larval growth and development based on the three thresholds. The panel judged two of these thresholds were of higher quality (larval growth rate, total body length) and were given twice as much weight as the symmetry index that was fair quality. This yielded a final pH = 7.62 (7-day duration set conservatively) with high level of evidence and medium-to-high agreement between studies for larval growth and development. The implication of this thresholds related to the fact reduced larval growth and development thresholds signal important changes in the organismal energy budget. Also, they can alter larval movement and clearance rates (Chan, 2012), prolong duration in the pelagic larval stage, delay settlement, and significantly reduce the number of settlers due to high mortality in the plankton (Chan et al., 2016).



Growth and Regeneration: Adults

The panel considered establishing a growth and regeneration thresholds for shallow water adults, based on a single study examining arm regeneration rate in O. ophiura (Wood et al., 2010). Arm regeneration rate increased with decreasing pH and a threshold was considered at pH = 7.63 (30-day duration), consistent with a LSR 35% = 7.63 (p = 0.004, F = 13.7, DF = 10). However, the study only had three treatments and finally, the panel deferred because of data quantity and consistency with other thresholds and chose not to set a threshold. Likewise, no equivalent dataset exists from which to derive a threshold for deep-water species.



Mortality: Larvae

Larval mortality signals the potential number of recruits to the population and increases with declining pH. The mortality threshold was based on mortality data from two studies on S. droebachiensis that tracked mortality over time and mortality occurred after 1 week of exposure (Dorey et al., 2013; Chan et al., 2015). The panel set the threshold at pH = 7.23 (7-day duration) a value consistent with breakpoint analyses (p < 0.001).

No adult mortality threshold could be produced from the synthesized studies, an artifact of limitations of the lower range of experimental pH conditions tested, which are often constructed with the aim to investigate future experimental conditions of the surface open water, largely deviating from the current benthic pH conditions (e.g., as seen for intertidal habitats, Wolfe et al., 2020). In this case, insufficient experimental data could be partially complemented by evidence from the spatially limited field studies around the marine vents. In these environments, echinoderms have been observed at pH = 7.1 but not at pH of 6.8 (Calosi et al., 2013a; Foo et al., 2018; González-Delgado and Hernández, 2018), positioning the local threshold below 7.1. The panel declined to advance this threshold into the selected set of all the thresholds.



Demonstration of Threshold Application to Southern CCE Model Numerical Simulations

Application of the exposure metrics (duration, intensity, frequency, and severity of departure of the thresholds) and thresholds of larval behavioral and adult physiological impairments to ROMS-BEC numerical simulations illustrate key points in echinoderm application (Figure 4). First, these exposure metrics indicate that declining habitat suitability is more severe for benthic (adults) than for pelagic (larval) life stages. The conditions that characterize the exposure (maximum) with pH below the thresholds for the adult physiology occur for 60–100 days (Figure 4A), with 30–50 such events (Figure 4B) occurring in the coastal regions on the annual basis, and with 0.15–0.25 pH units below the threshold (Figures 4C,D). Comparatively, the percent time below the larval thresholds is shorter (5–15%; Figure 4E) and the events are less frequent (Figure 4F) and less intense (Figures 4G,H). Second, there is a consistent pattern of increasing magnitude, duration, and severity from offshore to onshore (Figure 4); on average, the greatest magnitude and duration of exposure to low pH conditions that could result in impaired physiological or behavioral responses of adults or larvae, respectively, is in the CA coastal regions where both life stages are most abundant and ecologically important. Thus, increased OA-related exposure can occur frequently and might carry the risks related to the cross-generational carryover effects through adults’ exposure (Byrne et al., 2020).


[image: image]

FIGURE 4. Examples of threshold applications to modeled estimates of pH for adults and larvae at the bottom (topographic 0–500 m) and surface, respectively, along the California coast. Duration (upper left), frequency (upper right), intensity (lower left), and severity (lower right) were calculated for two thresholds, respectively: (A–D) Physiology (respiration)threshold for adult echinoderms threshold in the over the upper 0–500 m benthic habitat (5 m above the depth) (pH = 7.75; applied for 7 days over the entire year period); (E–H) Physiology (behavior) threshold for larval echinoderm stages (pH = 7.70 applied for 7 days in the upper surface waters over the entire year for details see section “Materials and Methods”).




DISCUSSION


Synthesis of the Effects of OA on Echinoderms: Synthesis and Limitation

This synthesis, represented in a form of eight thresholds, shows a high level of confidence that OA negatively affects a variety of biological processes (behavior, physiology, growth and development, survival) and represent a potential risk for echinoderm population’s demography and survival. It demonstrates robust evidence from the primary literature that indicates echinoderm sensitivity to OA. Compared with the pH thresholds for pteropods (Bednaršek et al., 2019), decapods (Bednaršek et al., in review), and bivalves (Barton et al., 2012; Gimenez et al., 2018), the pH thresholds across all life stages of the echinoderm are significantly lower.

Our conclusion of lesser pH sensitivity of echinoderms contrasts with the results of several reviews of invertebrate groups that indicated that echinoderms are more sensitive to acidification (Byrne and Przeslawski, 2013; Kroeker et al., 2013; Wittmann and Pörtner, 2013; Przeslawski et al., 2015). However, it is consistent with the Dupont et al. (2010) who found that echinoderms appear to be robust to future 2100 conditions (RCP 8.5). Five of the eight thresholds occur in the narrow pH range of 7.60–7.75, indicating that multiple pathways will be affected simultaneously and impact organismal fitness. The magnitude and duration of exposure required to trigger this effect was highly variable amongst endpoints and life stages; the duration that triggered larval and shallow-water adult thresholds (7 days) was comparable to that for pteropods (2–14 days, Bednaršek et al., 2019), but adult deep-water species (>200 m) required prolonged OA conditions >30 days in order to trigger this effect. Lower pH thresholds were associated with less sensitive stages and processes (like lethality) in adults, while higher pH thresholds are characteristic for the early life stages. This is indicative of higher susceptibility in the early life stages compared to adults and a potential bottleneck for species/population responses and agree with previous studies (Kroeker et al., 2013; Przeslawski et al., 2015). Work by Lee et al. (2019), which was published after our working group’s deliberations determined sensitivity thresholds of larval S. purpuratus based on midgut pH, metabolic rate and expression of acid-base transporters, suggested a physiological tipping point of pH = 7.20. Similarly, Hu et al. (2017) showed that pH regulation in the larval gut was strongly correlated with the larval sensitivity to OA. In addition, the outcome for these larvae, however, appears to be strongly influenced by carryover effects that depend on the pH environment of their parents. Overall, robust evidence from the primary literature and agreement on echinoderm biological responses across reduced pH levels in the experimental conditions (Sato et al., 2018) lend a strong support for a potential role of echinoderm thresholds as a useful tool to interpret monitoring data and biogeochemical model simulations.

Echinoderm OA thresholds are habitat dependent, underscoring that processes of acclimatization and adaptation to small-scale variability environmental conditions and multiple stressors can structure species sensitivity in the regional OA hotspots. The processes of acclimatization and adaptation to local environmental conditions can structure species sensitivity across the small-scale spatial, temporal, and vertical variability in the regional OA hotspots. The adults of the single deep-water habitat species can tolerate inherently lower pH conditions due to their exposure and adaptation to naturally low pH conditions and variability, ultimately resulting in lower OA thresholds (e.g., Calosi et al., 2013b; Dorey et al., 2013; Chakravarti et al., 2016; Vargas et al., 2017; Byrne et al., 2020). In contrast, shallow water species tend to live at higher pH levels, which are reflected in their higher pH threshold values. These processes can influence the larval sensitivity through the carryover effects that depend on the pH environment of their parents. For instance, S. purpuratus larvae generated from parents living in the CCE upwelling zone are more resilient to low pH compared to larvae by parents from higher ambient pH conditions (Yu et al., 2011; Byrne et al., 2013; Kelly et al., 2013). How the greater resilience of CCE echinoid larvae to OA applies to the other regions and taxonomic groups is not known. For instance, the larvae of the North Atlantic ophiuroid Ophiothrix fragilis are extremely sensitive to OA (Dupont et al., 2008) demonstrating that a cross-life stage impacts might appear sooner than predicted only based on a single pathway. This emphasizes the fact that echinoderm OA thresholds are OA-habitat exposure dependent and need to be considered on the regional scale.



Threshold Application to Observations or Numerical Modeling Simulations

Application of thresholds to numerical model simulations and observations can visualize the magnitude, duration, severity of OA exposure (Hauri et al., 2013), and potential for biological effects, a critical step to marine resource and water quality management (Bednaršek et al., 2020). However, the management applications of these investments cannot be fully realized without practical guidance on how to consistently apply them (Weisberg et al., 2016). Such guidance should take all relevant demographics parameters, including habitat specific life history, an appropriate horizontal and vertical aggregation, duration of exposure and adaptation traits, into account. Here, we demonstrated the application of echinoderm thresholds to biogeochemical model output based on insights from the current knowledge of the echinoderm ecology. The model output show that larval echinoderms are already being exposed to pH conditions along the California coast to the extent to cause negative sub-lethal response (Figure 4). Late autumn and winter conditions indicate relaxation of low pH conditions for pelagic stages, but exposure to low pH in the benthic habitats for the juvenile/adults. Based on the determined thresholds, prolonged benthic adult exposure to low pH can lead to reduced fitness and survival (Morley et al., 2009; Steckbauer et al., 2015), however, this could be offset through a species plasticity or adaptation capacity. This is particularly the case in the CCE with its known mosaic pattern in upwelling and pH variability (Chan et al., 2017) that can differentially structure vulnerability of the spatially distant adult populations. As such, the information on the adaptation scope should be included into the model input when available. Finally, one issue in accurate model interpretation of the larval OA exposure is the lack of understanding of their vertical distribution, which is considered a “black box” of echinoderm ecology (Chan et al., 2018), yet paramount to appropriately understanding their temporal and spatial distribution with respect to particular life stage and critical habitats of impact.



Limits of Synthesis and Priority Research Recommendations

On several occasions, experts did not support assigning the thresholds to a specific process, or thresholds had high uncertainty because they were based on a single study. These instances were due to insufficient or poorly curated data (which were removed from consideration); disparity in response measures or equivocal responses with poor signal to noise ratio; data gaps that did not allow for the extrapolation across spatial scales or life stages, insufficient evidence (shallow and deep-water adult growth and mortality and shallow water behavior); for and the number of experimental treatments (more than three); and because the studies did not realistically capture in situ pH variability the defines species exposure in the field (e.g., Frieder et al., 2014; Kapsenberg et al., 2018; Hoshijima and Hofmann, 2019; Chan and Tong, 2020).

Beyond the expert scoring of confidence based on amount and agreement of evidence, other sources of uncertainty exist in the echinoderm pH thresholds. First, information was pooled across species from different localities in order to increase applicability of thresholds across taxa, as well as augment the statistical power and confidence for several endpoints. An important caveat to pooling is that it assumes that different locations can be treated comparatively despite potentially reducing the signal based on the OA related pre-exposure history re to OA conditions. Second, experimental data used in this synthesis measured effects based on chronic, static pH conditions, which does not realistically capture the natural variability species experience in the field, including press (long term perturbations), and pulse events [extreme events, discrete variability (e.g., Frieder et al., 2014; Kapsenberg et al., 2018; Hoshijima and Hofmann, 2019; Chan and Tong, 2020)], fluctuating conditions or “relaxation period” to test the duration of the exposure needed for the organisms to recover. Third, potentially the largest knowledge gap, relates to the need to consideration of OA with other stressors, that can potentially act as modulators for OA thresholds. Sufficient evidence exists to show that combinations of multiple stressors can change the magnitude and the direction of single, univariate stressors (Christensen et al., 2011; Wood et al., 2011; Guscelli et al., 2019). However, there is still a considerable lack of experimental data that included treatments of OA with variable temperature and DO, which precluded consideration of how to incorporate multiple stressors into the OA thresholds. Currently, only five studies have been identified that have dual stressor effect using the same species and response measures were identified. Furthermore, no studies exist examining the effects of pH and low dissolved oxygen on the physiology of the echinoderm species found in the CCE.

Additional field and experimental data can refine these thresholds over time, particularly if conducted in a way to extract or identify thresholds rather than simply document OA adverse effects. These kinds of integrated analyses provide an opportunity for identifying information gaps; here we identified five areas where future research investments would substantially improve our ability to define OA thresholds. To overcome the limitations of synthetizing the data from the experiments that are not intended for threshold extraction, the experimental designs should increase the number of treatments and scale the appropriate range of OA stress in order to optimize threshold derivation (see for example Christen et al., 2013; Dorey et al., 2013). The application of thresholds can also be improved if a critical understanding of the relationship between exposure duration and recovery time is acquired. Experimental evidence also needs to be validated in the field, supported by the co-location of the biological and chemical monitoring and development of geochemical proxies. Studies focusing on the role of local acclimatization and adaptation vs. short-term plasticity are needed, such as latitudinal experiments with genetically different populations differing to track genetic changes and variation in time and space, as well as laboratory breeding and natural selection experiments. Ultimately, for a more accurate future projections with incorporated ecological complexities, studies with multiple stressors and trophic levels and supported with demographic and ecosystem models are urgently needed.
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Coastal environments commonly experience strong oxygen fluctuations. Resulting hypoxia/reoxygenation stress can negatively affect mitochondrial functions, since oxygen deficiency impairs ATP generation, whereas a surge of oxygen causes mitochondrial damage by oxidative stress. Marine intertidal bivalves are adapted to fluctuating oxygen conditions, yet the underlying molecular mechanisms that sustain mitochondrial integrity and function during oxygen fluctuations are not yet well understood. We used targeted mRNA expression analysis to determine the potential involvement of the mitochondrial quality control mechanisms in responses to short-term hypoxia (24 h at <0.01% O2) and subsequent reoxygenation (1.5 h at 21% O2) in two hypoxia-tolerant marine bivalves, the Pacific oysters Crassostrea gigas and the blue mussels Mytilus edulis. We hypothesized that the genes involved in the mitochondrial quality control will be upregulated during hypoxia, and the less hypoxia-tolerant of the two studied species (M. edulis) will show a stronger dependence on transcriptional upregulation of these pathways than C. gigas. To test these hypotheses, mRNA expression of 17 (C. gigas) and 11 (M. edulis) marker genes involved in mitochondrial fusion, fission, proteolysis and mitophagy was analyzed in the digestive gland of M. edulis and C. gigas in normoxia and during hypoxia-reoxygenation (H/R) stress. In the mussels, the mRNA expression of the transcripts related to mitochondrial dynamics and quality control was strongly altered during H/R stress showing a shift toward fission, suppression of fusion, an increase in mitochondrial proteolysis and onset of mitophagy. These changes indicate that H/R stress induces mitochondrial injury in M. edulis requiring upregulation of the protective mechanisms to segregate the dysfunctional mitochondria by fission and degrade the oxidative damaged proteins and/or organelles. Unlike mussels, the transcript levels of all studied genes in the oysters remained at the baseline (normoxic) levels during H/R stress. This muted transcriptional response of C. gigas is in agreement with earlier findings showing better ability to maintain cellular homeostasis and higher resistance to apoptosis during H/R stress in the oysters compared with the mussels. The revealed species-specific differences in the expression of the mitochondrial quality control pathways shed light on the potentially important mechanisms of mitochondrial protection against H/R-induced damage that might contribute to hypoxia tolerance in marine bivalves.
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INTRODUCTION

Deoxygenation driven by nutrient pollution and warming is a major stressor in estuarine and coastal oceans worldwide (Breitburg et al., 2018, 2019). The deficiency (hypoxia) or lack (anoxia) of oxygen occurs in the estuarine and coastal habitats where oxygen depletion due to respiration outstrips the oxygen influx from diffusion, water mixing and photosynthesis. As a result, these habitats can experience hypoxic periods from a few hours (such as in a diel cycling hypoxia) to several weeks or months in the case of seasonal hypoxia (Diaz and Rosenberg, 1995, 2008). Most benthic metazoans including important ecosystem engineers and keystone species of bivalves, crustaceans and fish require oxygen to survive and complete their life cycles, and oxygen deficiency can lead to a decrease in growth, performance and survival of marine benthos thereby threatening coastal marine ecosystems (Diaz and Rosenberg, 1995). Low motility of benthic marine invertebrates such as bivalves limits their ability to escape local hypoxia, making them reliant on physiological and biochemical adaptations to survive oxygen deficiency (Grieshaber et al., 1994). Metabolic regulation is at the crux of such adaptations due to the direct dependence of the mitochondria (generating >90% of the cellular ATP) on oxygen availability and the key role of these organelles in the energetic and redox balance of the cell. Investigation of mitochondrial responses to fluctuating oxygen conditions is thus important for understanding the fundamental physiological mechanisms setting limits of hypoxic tolerance in marine organisms.

In benthic invertebrates, severe hypoxia (<4% O2) and anoxia results in transition to a metabolically suppressed state, where ATP production and consumption are downregulated and anaerobic pathways are engaged to compensate for insufficient aerobic ATP generation (Hochachka et al., 1996; Hochachka and Lutz, 2001; Storey, 2002). Under these conditions, the mitochondrial respiration strongly declines or ceases (Zwaan et al., 1991; van den Thillart et al., 1992). In hypoxia-sensitive organisms such as terrestrial mammals, mitochondria become depolarized and eventually damaged during hypoxia due to the ATP depletion, acidosis and Ca2+ overload (Piper et al., 2003; Chen et al., 2007; Solaini et al., 2010). Post-hypoxic reoxygenation restores the aerobic ATP synthesis in mammalian mitochondria but may come at a cost due to a surge of the mitochondrial production of reactive oxygen species (ROS) that can damage the cellular proteins, lipids and DNA (Cadenas and Davies, 2000; Paradis et al., 2016). Similar patterns of mitochondrial responses during hypoxia-reoxygenation (H/R) stress involving oxidative damage, collapse of the mitochondrial membrane potential and loss of the OXPHOS capacity has been reported in hypoxia-sensitive marine mollusks such as the bay scallops (Ivanina and Sokolova, 2016; Ivanina et al., 2016). In hypoxia-tolerant organisms such as freshwater turtles, fish and marine intertidal mollusks, mitochondrial respiration, OXPHOS capacity and membrane potential are preserved and the oxidative damage is mitigated during the H/R stress (Galli and Richards, 2014; Sokolova, 2018; Sokolova et al., 2019). These findings imply that maintenance of the mitochondrial integrity through mitochondrial damage sensing and quality control mechanisms might play an important role in mitochondrial tolerance to H/R stress (Berlett and Stadtman, 1997; Cabiscol et al., 2000; Zorov et al., 2014). However, the mitochondrial quality control mechanisms remain poorly understood in hypoxia-tolerant organisms including benthic marine bivalves and require further investigations.

The mitochondrial quality control is well studied in hypoxia-sensitive terrestrial mammals (such as rodents) and encompasses a complex protective network of proteins regulating mitochondrial dynamics (fission and fusion), as well as proteases and mitophagic pathways degrading oxidatively damaged proteins and defective mitochondria (Eisner et al., 2018; Li and Liu, 2018). Under normal conditions, mitochondria tend to form mitochondrial networks by mitochondrial fusion. Fusion of the outer mitochondrial membrane (OMM) is mediated by mitofusins 1 and 2 (Mfn1 and 2), while dynamin-related GTPase OPA1 induces fusion of the inner mitochondrial membrane (IMM) (Chen et al., 2003; Song et al., 2009). Under stress, membrane depolarization activates the metalloendopeptidase OMA1, which degrades OPA1 (Baker et al., 2014; Xiao et al., 2014) and induces mitochondrial fission through interactions of dynamin-related protein DRP1 and its adaptor proteins (the mitochondrial fission factor Mff and fission protein 1 Fis1) (Otera et al., 2010; Losón et al., 2013). Mitochondrial fission removes the damaged mitochondria and facilitates apoptosis under extreme cellular stress (Youle and van der Bliek, 2012), while the hypoxia upregulated protein (HYOU1) supports the mitochondrial repair by suppressing premature hypoxia-induced cell death (Ozawa et al., 1999).

Mechanisms involved in the degradation of the damaged proteins and organelles play an important role in the cellular responses to hypoxia in mammalian models. Protein quality surveillance in the mitochondria is supported by multiple ATP-dependent and –independent proteases including Lon protease and paraplegin (both selectively degrading oxidatively damaged proteins) (Atorino et al., 2003; Venkatesh et al., 2012; Kuo et al., 2015; Pinti et al., 2015; Shanmughapriya et al., 2015; Sepuri et al., 2017), the IMM protease ATP23, and the caseinolytic matrix peptidase chaperone (Osman et al., 2007; Doyle and Wickner, 2008). On DNA level, the helicase Twinkle is responsible for mtDNA maintenance and replication (Spelbrink et al., 2001). Cells can also degrade complete damaged mitochondria through mitophagy to prevent joining of dysfunctional mitochondria to the network. These pathways involve the PTEN-induced kinase 1 (PINK1) which accumulates under the hypoxia and recruits Parkin to tag damaged mitochondria for degradation (Eiyama and Okamoto, 2015). Mitophagic mediators in the PINK1-Parkin pathway are regulated via reversible phosphorylation by a serine/threonine-protein phosphatase PGAM5 (Chen et al., 2016). Additional to the PINK1-Parkin pathway, an alternative mitophagic pathway degrading unhealthy mitochondria is mediated by the mitochondrial eating protein (MIEAP) (Kitamura et al., 2011; Nakamura and Arakawa, 2017).

The important role of mitochondrial quality control mechanisms (involving the regulation of the mitochondrial fission and fusion, proteolysis and mitophagy) in the responses to H/R stress is well established in the hypoxia-sensitive mammalian models such as rodents (Kulek et al., 2020; Wang and Zhou, 2020). Earlier studies also indicate that high activity and upregulated mRNA expression of mitochondrial proteases correlates with elevated hypoxia tolerance in marine bivalves (Ivanina and Sokolova, 2016; Ivanina et al., 2016). However, involvement of the pathways regulating mitochondrial dynamics and quality control in the response to H/R stress have not been extensively studied in hypoxia-tolerant organisms including bivalves. Here, we explored the molecular mechanisms underlying the mitochondrial responses to H/R stress by measuring the mRNA expression of key marker genes in the mitochondrial quality control pathways in the Pacific oyster Crassostrea gigas and the blue mussel Mytilus edulis. The two studied species are commonly exposed to fluctuating oxygen conditions in intertidal, coastal and estuarine habitats and are therefore good models to study the mitochondrial adaptations to hypoxia and reoxygenation stress (Sokolova et al., 2019).

Earlier studies found that the Pacific oyster is more tolerant to abiotic stressors (including hypoxia) than the blue mussel (David et al., 2005; Le Moullac et al., 2007; Sokolov et al., 2019). At the cellular level, higher hypoxia tolerance of C. gigas was associated with the resistance to apoptosis and muted inflammation response indicating less pronounced mitochondrial and cellular damage during the H/R stress in oysters compared with the mussels (Falfushynska et al., 2020a,b). Therefore, we hypothesized that the less hypoxia-tolerant of the two studied species (M. edulis) will more strongly rely on the regulation of the mitochondrial quality control mechanisms to counteract the H/R-induced cellular damage compared with the more tolerant C. gigas that experiences less cellular injury (Falfushynska et al., 2020b) and thus might require less protection from the inducible mitochondrial quality control mechanisms. To test this hypothesis, mRNA expression of 17 (C. gigas) and 11 (M. edulis) key genes in the mitochondrial fusion, fission, proteolysis and mitophagy pathways were analyzed by quantitative RT-PCR in the digestive gland of the two studied species of bivalves exposed to hypoxia and reoxygenation relative to the normoxic controls. We focused on the transcript levels of the following marker genes: for mitochondrial fission and fusion - mfn2 (encoding mitofusin 2), opa1 (mitochondrial dynamin-like 120 kDa protein), dnm1l (dynamin-1-like protein), mff (mitochondrial fission factor), fis1 (mitochondrial fission protein 1); for protein and DNA quality control - tsfm (encoding mitochondrial translation elongation factor Ts), lonp1 (mitochondrial Lon protease), spg7 (paraplegin), oma1 (mitochondrial metalloendopeptidase OMA1), clpB (mitochondrial caseinolytic matrix peptidase chaperone subunit B), atp23 (mitochondrial inner membrane protease ATP23), twnk (mitochondrial twinkle mtDNA helicase); and for mitophagy - mieap (encoding mitochondrial eating protein), hyou1 (hypoxia upregulated protein 1), prkn (parkin), pink1 (PTEN-induced kinase 1), and pgam5 (mitochondrial serine/threonine protein phosphatase PGAM5).



MATERIALS AND METHODS


Animal Maintenance

Adult oysters [mean shell length ± the standard deviation (SD): 99.3 ± 13.1 mm] were obtained from the low intertidal zone of the German Wadden Sea near List/Sylt (55°01′42″N 8°26′04″E) and transported within 48 h of collection to the University of Rostock, Germany. Adult blue mussels (mean shell length ± SD: 52.5 ± 3.22 mm) were collected at Warnemünde marina “Mittelmole” (54°10′49.4″N 12°05′19.9″E) and brought to the University of Rostock within an hour of collection. All bivalves were transported in coolers lined with seawater-soaked paper towels, and the shells were cleaned from epibionts upon arrival. Two weeks prior to experiments, oysters and mussels were acclimated in recirculated temperature-controlled aquarium systems (Kunststoff-Spranger GmbH, Plauen, Germany) with aerated artificial seawater (ASW) (Tropic Marin®, Wartenberg, Germany) at salinity 33 ± 1 (C. gigas) and 15 ± 1 (M. edulis), respectively, and temperature 15 ± 0.5°C. These salinity and temperature were within natural range of the respective oysters’ and mussels’ habitat conditions. Bivalves were fed ad libitum by continuous addition of a commercial live algal blend (DTs Premium Blend Live Marine Phytoplankton, Coralsands, Mainz Kastel, Germany) according to the manufacturer’s instructions (0.01 ml g–1 fresh mass per day) using an automatic aquarium feeder.



Experimental Exposures

Bivalves (three oysters or six mussels in 2 l of ASW) were exposed to 24 h of severe hypoxia (<0.1% O2) by bubbling the ASW with pure nitrogen (Westfalen AG, Münster, Germany) in air-tight chambers at 15 ± 0.5°C and respective salinity. Oxygen concentration was monitored with an IntellicalTM LDO101 Laboratory Luminescent/Optical Dissolved Oxygen (DO) Sensor (HACH, Loveland, CO, United States). During exposure, bivalves were not fed to prevent bacterial growth in the chambers. It is worth noting that oysters and mussels spontaneously close their shells and cease feeding during hypoxic exposures regardless of the presence of algae in surrounding water. After hypoxia exposure, a subset of bivalves was allowed to recover in normoxic ASW (21% O2) for 1.5 h. The H/R incubation times were chosen based on tidal and diurnal cycles of oxygen fluctuations and previous findings that show that strongest mitochondrial response to reoxygenation occurs within the first hours of recovery (Kurochkin et al., 2009; Richards, 2011; Ivanina and Sokolova, 2016; Andrienko et al., 2017). The control group was maintained in normoxia (21% O2) in recirculated temperature-controlled aquarium systems (10 oysters or 30 mussels per 30 l of seawater) with continuous feeding as described in section “Animal Maintenance.”

Hepatopancreas tissue was sampled on ice after hypoxia, reoxygenation and in normoxic control, immediately shock-frozen in liquid nitrogen and stored at −80°C until further analysis. We have chosen hepatopancreas because it is one of the largest metabolically active organs in bivalves involved in digestion, energy storage and maintenance of energy homeostasis (Gosling, 1992; Kennedy, 1996). Furthermore, earlier studies in bivalves showed strong hypoxia-induced shifts in the hepatopancreas metabolome (Haider et al., 2020) and induction of apoptotic and inflammatory responses in this tissue during H/R stress (Falfushynska et al., 2020a). This makes hepatopancreas a useful tissue to investigate the pathways that maintain the mitochondrial integrity during H/R exposure. Samples sizes were 10 and 6 per treatment group for oysters and mussels, respectively.



Quantitative Real-Time PCR (qRT-PCR)

RNA extraction and cDNA synthesis was conducted as described elsewhere (Falfushynska et al., 2020a). Briefly, 20 to 50 mg hepatopancreas tissue were extracted in RNA Extracol (EURX Ltd.–molecular biology products, Gdansk, Poland) according to manufacturer’s instructions using an automatic homogenizer for 40 s at 6.0 m s–1 (FastPrep-24 MP Biomedicals, Valiant Co. Ltd., Yantai, Shandong, China). To avoid potential cross-reaction with residual DNA, RNA extracts were treated with DNase using the TURBO DNA-free kit (ThemoFisher Scientific, Waltham, MA, United States). RNA with a 280/260 absorbance ratio > 2.0 assessed by NanoVue PlusTM spectrophotometer (GE Healthcare, Chicago, IL, United States) was used for further processing. cDNA was synthesized from 2 μg of total RNA using RevertAid RT Kit (Thermo Fischer Scientific, Waltham, MA, United States). Expression levels were quantified by quantitative PCR (qPCR) using the StepOnePlus Realtime-PCR System instrument (Applied Biosystems, Thermo Fisher Scientific Corp., Foster City, CA, United States) and Biozym Blue S’Green qPCR BlueMix Separate ROX kit (Biozym Scientific GmbH, Hessisch Oldendorf, Germany). Each reaction comprised of 10 μl 2x qPCR master mix with ROX additive, 6.4 μl DNase/RNase-free water, 1.6 μl gene-specific reverse and forward primer mix (each to a final concentration of 0.4 μM) and 2 μl cDNA. For the genes where species-specific annotated transcript sequences were available, gene-specific primers were designed using published gene sequences of M. edulis and C. gigas in the NCBI/GenBank database. This was the case for all C. gigas target genes (except lonp1, opa1, hyou1 and fis1) and for the housekeeping genes from M. edulis. For those Mytilus sequences where no annotated transcripts were found in the NCBI/GenBank, we have used a transcriptome from a closely related species Mytilus galloprovincialis that belongs to the Mytilus edulis species complex (Varvio et al., 1988; Gaitán-Espitia et al., 2016). M. edulis and M. galloprovincialis are closely related, genetically similar and characterized by a high degree of hybridization and introgression in the nature (Gosling and Wilkins, 1981; Varvio et al., 1988; Gardner, 1996; Daguin et al., 2001; Gaitán-Espitia et al., 2016). To identify the candidate regions for primer design in Mytilus, we have aligned M. galloprovincialis sequences with available homologous sequences from multiple molluscan species, including Crassostrea. The regions with the high degree of nucleotide sequence conservation were chosen for primer design, and the qPCR was conducted under stringent conditions to avoid non-specific priming. The relevant fragments of sequence alignments between Crassostrea and M. galloprovincialis are provided in Supplementary Table S1. For lonp1, opa1, hyou1 and fis1 genes, for which no transcript from C. gigas were publicly available at the time of this study, primers were designed using a sequence from a closely related species, Crassostrea virginica (Supplementary Table S2). The identified sequence segments were then used to design gene-specific primers (Table 1). For primer check, the fragments were amplified using the following cycling parameters: 2 min at 95°C for polymerase activation, 40 cycles of 15 s at 95°C and 30 s at 60°C. Only the primers that produced a single product of expected length were used in the following analyses. All 17 target genes were successfully amplified from C. gigas. Six out of 17 target genes (including tsfm, clpB, mieap, atp23, hyou1, and twnk) could not be amplified from Mytilus due to the low quality or insufficient length of the respective transcript sequences available in the NCBI/GenBank.


TABLE 1. Primers used for qRT-PCR for genes of mitochondrial quality control in C. gigas and M. edulis.

[image: Table 1]To measure mRNA levels of the target and housekeeping genes, the following cycling parameters were used: 2 min at 95°C for polymerase activation, 40 cycles of 15 s at 95°C, 15 s at 57°C (annealing), 20 s at 72°C (extension) and 30 s at a primer specific reading temperature (for acquiring the product signal). For quality control, the melt curve analysis was conducted at the end of each run. To determine the apparent amplification efficiency of the primers and to correct for the possible plate-to-plate variation, a standard dilution series of a single pooled cDNA sample was run on each plate. All measurements were conducted in duplicates. Expression levels of the target samples relative to the reference genes were conducted using the relative standard curve method (Dorak, 2006). Reference genes were chosen as described elsewhere (Falfushynska et al., 2020a). In pilot experiments, we tested five potential housekeeping genes (encoding eukaryotic elongation factor 1, α-tubulin, β-actin, ubiquitin and 18S rRNA) as potential reference genes. Only one out of five tested genes (eukaryotic elongation factor 1 in mussels and actin in oysters) showed no significant change in expression (p > 0.05) with ≤1 difference in mean CT values between different experimental treatments. Therefore, target mRNA expression was normalized to the expression of a reference gene (β-actin βAct for C. gigas and the eukaryotic elongation factor 1 eEF1 tsfm for M. edulis) and the mean CT of the normoxic group as described elsewhere (Dorak, 2006)



Statistics

Data were tested for normal distribution in IBM® SPSS® Statistics v. 25 (IBM Corp., Armonk, NY, United States) using the Shapiro-Wilk test and for homogeneity of variances by the Brown-Forsythe test in SigmaPlot 13 (v. 13.0.0.83, Systat Software Inc., San Jose, CA, United States). Outliers were removed using box-whisker plots in IBM® SPSS® Statistics. Non-normally distributed data were transformed via Box-Cox transformation by Minitab 19 (Minitab LLC., State College, PA, United States). Significant differences between exposures were tested by a one-way ANOVA within each species using SigmaPlot 13. Oxygen regime was used as a fixed factor with three levels (normoxic control, 1 day hypoxia, reoxygenation). Significant differences between the pairs of means were determined using a Tukey’s Honest Significant Differences (HSD) post hoc test. Pearson correlation analysis was carried out by RStudio’s packages “mixOmics” and “factoextra” [v. 1.2.5033 and R v. 3.6.3 (R Core Team, 2020)] with cut off R = 0.6. To reduce the dimensionality of the data, the principal component analysis (PCA) was conducted on transformed data with outliers replaced by group means. PCA and graphs were designed in RStudio. All effects were considered significant at p < 0.05.



RESULTS


Mitochondrial Dynamics: Fusion and Fission

In M. edulis, severe hypoxia suppressed mRNA levels of mfn2 encoding mitofusin-2, which were rapidly restored during reoxygenation (Figure 1A). Transcript levels of opa1 encoding dynamin-like 120 kDa protein did not change during H/R exposure in the mussels (Figure 1C). In C. gigas, tissue levels of mfn2 and opa1 mRNA did not change in response to H/R stress (Figures 1B,D).
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FIGURE 1. mRNA expression of mitochondrial fusion proteins in M. edulis and C. gigas hepatopancreas in response to H/R stress. (A,C) M. edulis; (B,D) C. gigas; (A,B) mfn1 mRNA; (C,D) opa1 mRNA. Experimental groups: C, control; H1, short-term (1 day) severe hypoxia; H1R, short-term (1 day) severe hypoxia and subsequent 1.5 h reoxygenation. Means are depicted as points within corresponding Box-Whisker-plot. Outliers are shown as asterisk (*). Different letters above plots represent values that are statistical significantly different from each other (p < 0.05). Plots sharing a letter are not significantly different (p > 0.05). N = 6–10.


Transcript levels of mitochondrial fission mediators dnm1l, mff and fis1 were significantly higher in the hepatopancreas of the mussels exposed to hypoxia than the control group (Figures 2A,C,F). Reoxygenation led to a further significant increase in the mRNA expression levels of these genes. Levels of mff mRNA were ∼4-fold and 6-fold elevated in hypoxia and reoxygenation, respectively, compared to control. Expression of fis1 mRNA was ∼2.5- to 3-fold increased in hypoxia and reoxygenation compared to normoxia. The dnm1l gene was ∼1.5- to 2-fold elevated by hypoxia and reoxygenation in the mussels compared to normoxic control. In C. gigas, transcript levels of the mitochondrial fission factors dnm1l, mff, tsfm and fis1 were not significantly affected by hypoxia and reoxygenation (Figures 2B,D,E,G).
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FIGURE 2. mRNA expression of mitochondrial fission proteins in M. edulis and C. gigas hepatopancreas in response to H/R stress. (A,C,F) M. edulis; (B,D,E,G) C. gigas; (A,B) dnm1l mRNA; (C,D) mff mRNA; (E) tsfm mRNA; (F,G) fis1 mRNA. Experimental groups: C, control; H1, short-term (1 day) severe hypoxia; H1R, short-term (1 day) severe hypoxia and subsequent 1.5 h reoxygenation. Means are depicted as points within corresponding Box-Whisker-plot. Outliers are shown as asterisk (*). Different letters above plots represent values that are statistical significantly different from each other (p < 0.05). Plots sharing a letter are not significantly different (p > 0.05). N = 6–10.




Mitochondrial Protein and DNA Quality Control

Transcript levels of the genes encoding mitochondrial proteases involved in the protein quality control including lonp1 and spg7 were not affected by hypoxia and reoxygenation in M. edulis (Figures 3A,C). In contrast, transcript levels of metalloendopeptidase OMA1 (oma1) increased during hypoxia and reoxygenation by ∼1.5-fold and ∼1.7-fold, respectively, compared to the normoxic controls (Figure 3E).
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FIGURE 3. mRNA expression of mitochondrial protein quality control and proteolysis proteins in M. edulis and C. gigas hepatopancreas in response to H/R stress. (A,C,E) M. edulis; (B,D,F) C. gigas; (A,B) lonp1 mRNA; (C,D) spg7 mRNA, (E,F) oma1 mRNA. Experimental groups: C, control; H1, short-term (1 day) severe hypoxia; H1R, short-term (1 day) severe hypoxia and subsequent 1.5 h reoxygenation. Means are depicted as points within corresponding Box-Whisker-plot. Outliers are shown as asterisk (*). Different letters above plots represent values that are statistical significantly different from each other (p < 0.05). Plots sharing a letter are not significantly different (p > 0.05). N = 6–10.


In C. gigas, the mRNA level of the genes involved in mitochondrial protein quality control including lonp1, spg7, oma1 (Figures 3B,D,F) as well as four additional genes (not measured in M. edulis due to the lack of specific primers) including clpB, mieap, atp23 and hyou1 did not change in response to H/R stress (Figures 4A–D). Transcript levels of the mitochondrial helicase TWINKLE (twnk) responsible for mtDNA maintenance, remained unchanged in C. gigas throughout experimental exposures (Figure 4E) (no data are available for M. edulis due to the lack of specific primers).
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FIGURE 4. mRNA expression of mitochondrial quality control proteolysis and mtDNA maintenance in C. gigas hepatopancreas in response to H/R stress. (A–D) C. gigas; (A) clpB mRNA; (B) mieap mRNA; (C) atp23 mRNA; (D) hyou1 mRNA; (E) twnk mRNA. Experimental groups: C, control; H1, short-term (1 day) severe hypoxia; H1R, short-term (1 day) severe hypoxia and subsequent 1.5 h reoxygenation. Means are depicted as points within corresponding Box-Whisker-plot. Outliers are shown as asterisk (*). Different letters above plots represent values that are statistical significantly different from each other (p < 0.05). Plots sharing a letter are not significantly different (p > 0.05). N = 6–10.




Mitophagy

In M. edulis, hypoxia induced a ∼2-fold higher expression of prkn mRNA (encoding a mitophagy mediator Parkin) compared to normoxic condition (Figure 5A). The levels of prkn remained elevated during reoxygenation in the mussels (Figure 5A). Expression of its co-mediator pink1 did not change with hypoxia, while reoxygenation led to a ∼2.5-fold increase of pink1 expression compared to normoxic controls (Figure 5C). Transcript levels of the protein phosphatase PGAM5 showed a decreasing trend with hypoxia, followed by a significant increase during reoxygenation (Figure 5E). In C. gigas, the expression pattern of the studied mitophagy genes did not show pronounced effects of hypoxia and subsequent reoxygenation (Figures 5B,D,F).
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FIGURE 5. mRNA expression of mitophagy proteins in M. edulis and C. gigas hepatopancreas in response to H/R stress. (A,C,E) M. edulis; (B,D,F) C. gigas; (A,B) pink1 mRNA; (C,D) prkn mRNA, (E,F) pgam5 mRNA. Experimental groups: C, control; H1, short-term (1 day) severe hypoxia; H1R, short-term (1 day) severe hypoxia and subsequent 1.5 h reoxygenation. Means are depicted as points within corresponding Box-Whisker-plot. Outliers are shown as asterisk (*). Different letters above plots represent values that are statistical significantly different from each other (p < 0.05). Plots sharing a letter are not significantly different (p > 0.05). N = 6–10.




Data Integration

The principal component analysis in M. edulis hepatopancreas revealed two principal components explaining 47.2% (PC1) and 19.1% (PC2) of the data variation (Figure 6C and Supplementary Table S3). The 1st component showed high positive loadings for genes of mitochondrial fission (dnm1l, mff, fis1) and fusion (opa1) and mitophagy (prkn, pink1) (Figure 6D and Supplementary Table S4). The 2nd principal component had high positive loadings of genes of mitochondrial quality control (spg7, lonp1) and a strong negative loading of mfn2, mediator of mitochondrial fusion.
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FIGURE 6. PCA score plots and variable loading plots based on the studied biomarkers from M. edulis and C. gigas during H/R stress. (A,B) C. gigas; (C,D) M. edulis; (A,C) PCA score plot, position of the individual measurements from different experimental group within a coordinate system of first and second principal component. Horizontal axis depicts PC1 and vertical axis PC2. Colored ellipse includes all samples within 95% confidence interval. (B,D) Variable loading plot, visualization of weight distribution of different biomarkers on first and second principal component based on correlations between variables and dimensions. Close vectors define positive correlation between corresponding biomarkers. Coloring of vectors visualize coordinates. Horizontal axis depicts PC1 and vertical axis PC2. Gene name with appended “t” depicts transformed data to ensure normal distribution. Experimental groups: C, control, red; H1, short-term (1 day) severe hypoxia, green; H1R, short-term (1 day) severe hypoxia and subsequent 1.5 h reoxygenation, blue. Gene abbreviations: mfn2, mitofusin 2; opa1, mitochondrial dynamin-like 120 kDa protein; dnm1l, dynamin-1-like protein; mff, mitochondrial fission factor; fis1, mitochondrial fission protein; tsfm, mitochondrial translation elongation factor Ts; lonp1, mitochondrial Lon protease; spg7, paraplegin; oma1, mitochondrial metalloendopeptidase OMA1; clpB, mitochondrial caseinolytic matrix peptidase chaperone subunit B protein homolog; mieap, mitochondrial eating protein; atp23, mitochondrial inner membrane protease ATP23; hyou1, hypoxia upregulated protein 1; twnk, mitochondrial twinkle mtDNA helicase; prkn, E3 ubiquitin-protein ligase parkin; pink1, PTEN-induced kinase 1; pgam5, mitochondrial serine/threonine protein phosphatase PGAM5; βAct, beta Actin


In M. edulis, control and reoxygenation group were clearly separated along the 1st principal component (Figure 6C). Hypoxia and to greater degree reoxygenation induced a shift toward more positive values of the 1st principal component compared to the normoxic control reflecting upregulation of fission genes mff, fis1 and dnm1l and a gene encoding a mitochondrial protease oma1. All experimental treatment groups showed a high variance along the 2nd principal component axis.

Pearson correlation on mRNA expression of M. edulis showed a tight connection between the fission mediators fis1, mff and dnm1l, fusion mediator opa1, mitophagic inducing genes prkn and pink1 and mitochondrial dynamics regulator oma1 (Figures 7C,D).
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FIGURE 7. Correlation network and corresponding heatmap of biomarker expression in C. gigas and M. edulis in response to H/R stress. (A,B) C. gigas; (C,D) M. edulis; (A,C) correlation network; (B,D) heatmap. Functional gene groups: orange, mitochondrial fission; light blue, mitochondrial fusion; green, mitochondrial quality control and proteolysis; yellow, mitophagy; pink, mtDNA maintenance. Pearson correlation coefficient: red, positive correlation; blue, negative correlation. Correlation networks are based on Pearson’s correlation with a cutoff of 0.6 and maximum of 1. Non-colored fields of heatmaps and thin shaped correlation network represent non-statistical significant correlations. Thickness of lines represent statistically significant correlations (p < 0.05). Underlying Pearson correlation coefficient are depicted in associated heatmap. Gene name with appended “t” depicts transformed data to ensure normal distribution.


In C. gigas, the 1st and 2nd principal component explained 64.3% and 7.9% of variance, respectively (Figure 6A and Supplementary Table S5). All genes analyzed in this study had high positive loadings on the 1st principal component (>0.05) (Figure 6B and Supplementary Table S6).

Gene transcription of C. gigas from all three experimental treatments showed considerable overlap in the plane of the two first principal components consistent with the lack of change in the mRNA expression profiles of the studied genes in response to the H/R stress. In C. gigas, no apparent correlated gene clusters were found with the tight correlation across all studied genes (Figures 7A,B). These data indicate that the observed variability and correlations in the mRNA expression profiles of C. gigas mostly reflects individual differences between bivalves rather than the effects of the oxygen regime.



DISCUSSION

Short-term severe hypoxia and subsequent reoxygenation had different effects on mRNA expression of mitochondrial quality control in C. gigas and M. edulis (Table 2). In C. gigas, transcript levels were not affected by H/R stress indicating that the mitochondrial injury thresholds needed to induce the protective quality control mechanisms might not have been reached in this hypoxia-tolerant species. In M. edulis, mRNA expression of the transcripts related to mitochondrial dynamics and quality control was strongly regulated during H/R stress showing a shift toward the predominance of mitochondrial fission over fusion and an onset of mitophagy.


TABLE 2. Summary of the observed changes in mRNA expression patterns of the mitochondrial quality control genes in Crassostrea gigas and Mytilus edulis.
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Effects of H/R Stress on Transcriptional Regulation of Mitochondrial Quality Control in the Mussels

Mitochondrial dynamics (in particular fission and fusion) plays a critical role in maintaining functional mitochondria during stress exposures in animals (Youle and van der Bliek, 2012). In mammalian models, ischemia-reperfusion (I/R) stress regulates transcription and post-translational modifications of fusion and fission proteins reflecting the important role of the mitochondrial dynamics in adjustments to interrupted oxygen supply (Li and Liu, 2018). Cellular stress commonly shifts mitochondrial dynamics toward mitochondrial fission to allow degradation of damaged mitochondria and avoid re-joining of non-functional mitochondria into the mitochondrial network (Chen et al., 2016; Eisner et al., 2018; Sokolova et al., 2019). The GTPase Drp1/Dnm1l mediates mitochondrial fission in response to cellular stress signals such as increase of Ca2 + concentration, ROS production or depolarized mitochondrial membrane as shown during H/R (I/R) stress in mammalian models (Yu et al., 2016; Tian et al., 2017; Yang et al., 2017; Li and Liu, 2018). Drp1/Dnm1l binds to the OMM with the help of the adaptor proteins Mff and Fis1 and initializes division of the membrane (Mears et al., 2011; van der Bliek et al., 2013; Osellame et al., 2016). Drp1/Dnm1l is a transcriptional target of p53 and, in rats, it is regulated at the transcriptional level (Li et al., 2010). The finding of transcriptional upregulation of dnm1l and its two adapter proteins mff and fis1 during H/R stress in M. edulis is consistent with upregulation of the fission pathways possibly as a mechanism to protect mitochondrial integrity by segregation of dysfunctional mitochondria (Twig et al., 2008; Anzell et al., 2018). mRNA expression of the fission-related proteins remained elevated during reoxygenation indicating that 1.5 h reoxygenation might not be sufficient for the full recovery of the mitochondrial fusion-fission balance in M. edulis.

Fusion is an effective strategy to protect against the stress-induced DNA damage, as the damaged mitochondria fuse with the healthy ones and replace the damaged mitochondrial DNA through complementation (Youle and van der Bliek, 2012). In our present study, mRNA levels of a key fusion mediator mfn2 (encoding the mitochondrial Mfn 2 protein) were suppressed during hypoxia in M. edulis indicating downregulation of the mitochondrial fusion pathways. This lack of induction of mfn2 might indicate that mitochondrial DNA damage is not critically involved in the H/R stress responses of the blue mussels. An earlier study in the eastern oysters C. virginica showed an increase in the levels of DNA damage during exposure to 6 days of hypoxia and subsequent reoxygenation in the oysters exposed to a toxic metal cadmium, but not in their counterparts exposed to H/R stress only (Kurochkin et al., 2009). In the mussels M. edulis, hypoxia caused by emersion (72 h) had no effect on the DNA damage assessed by the Comet assay (Singh and Hartl, 2012). In the brown mussels Perna perna, 24 h of emersion-induced hypoxia led to the elevated oxidative DNA damage in the gills but not in the digestive gland (Almeida et al., 2005). In these studies, the oxidative lesions were assessed in the total rather than the mitochondrial DNA. To the best of our knowledge, the effects of H/R stress on the mitochondrial DNA damage have not been studied in marine bivalves. It is worth noting that mitofusin 2 requires energy in the form of GTP to mediate the mitochondrial fusion (Filadi et al., 2018), so that the downregulation of mfn2 in hypoxia-exposed mussels might be a consequence of the metabolic rate depression, a common energy-saving strategy to survive the oxygen deficiency in hypoxia-tolerant mollusks (Hochachka, 1993; Storey, 1998; Storey and Storey, 2004). During reoxygenation mRNA expression of mfn2 returned to the normoxic (baseline) levels in the mussels, which indicates a rapid re-balancing of mitochondrial fusion during post-hypoxic recovery.

The transcript levels of opa1 (encoding the mitochondrial dynamin-like GTPase OPA1) were not affected by H/R stress in M. edulis. The mitochondrial OPA1 is involved in the regulation of the mitochondrial fusion and the cross-talk between fusion and fission (Cipolat et al., 2004). In mammals, OPA1 activity is regulated transcriptionally (Ryu et al., 2015; Zheng et al., 2019) as well as post-translationally through proteolytic cleavage by the mitochondrial metalloprotease OMA1 (Chen et al., 2016). Mitochondrial stress such as a decrease in the mitochondrial membrane potential or ATP deficiency stimulates the proteolytic processing of OPA1 generating short isoforms unable to support mitochondrial fusion (Anand et al., 2014; Chen et al., 2016; Ali and McStay, 2018). The posttranslational regulation of OPA1 allows for rapid suppression of mitochondrial fusion and mitochondrial fragmentation but might not be reflected in the changes in mRNA expression (Ali and McStay, 2018). Nevertheless, opa1 was observed to be transcriptionally regulated during formation of immune cells in mice (Ryu et al., 2015), while disorders related to impaired mitochondrial functions were associated with transcriptional regulation of opa1 (Zheng et al., 2019). The observed stability of opa1 mRNA in the mussels might indicate the lack of involvement of OPA1 in the mitochondrial response to the H/R stress in M. edulis. Alternatively, if post-translational regulation plays a predominant role in the OPA1 activation in the mussels, activation of OPA1 might not be reflected at the transcript level. Further studies are needed to distinguish between these alternative explanations.

In M. edulis, H/R stress led to a strong upregulation of oma1 mRNA encoding the mitochondrial metalloprotease OMA1. As discussed above, OMA1 mediates the proteolytic cleavage of fusion mediator OPA1 during stress thereby suppressing mitochondrial fusion (Anand et al., 2014). OMA1-dependent degradation of OPA1 is thus essential for the selective removal of defective mitochondrial fragments and prevention of incorporation of those into the mitochondrial network (Head et al., 2009; Baker et al., 2014). Consequently, elevated oma1 expression during hypoxia and subsequent reoxygenation in the mussels might reflect the overall shift in the mitochondrial fusion-fission dynamics toward the predominance of fission (Ali and McStay, 2018) and is consistent with the transcriptional upregulation of the fission regulating proteins dnm1l, mff and fis1 and suppressed expression of a fusion regulator mfn2 in M. edulis during the H/R stress. Furthermore, OMA1 mediates an ATP-independent proteolytic breakdown of misfolded inner membrane proteins and is complementary to the action of m-AAA proteases (Käser et al., 2003). OMA1 activity is strongly upregulated in response to various stresses in metazoans, plants and yeast (Bohovych et al., 2014; Rainbolt et al., 2015; Migdal et al., 2017) and is required for stabilization of the mitochondrial respiratory supercomplexes and maintenance of the mitochondrial respiration (Bohovych et al., 2015; Richter et al., 2015). Therefore, transcriptional upregulation of oma1 during H/R stress in the mussels might assist in the degradation of the damaged mitochondrial proteins and protection of the mitochondrial integrity and function.

Our study shows that unlike oma1, two other studied mitochondrial proteases (including the mitochondrial Lon protease and paraplegin, encoded by lonp1 and spg7, respectively) are not transcriptionally upregulated during H/R stress in M. edulis. Lon protease is highly conserved throughout organisms and essential for mitochondrial proteostasis (Pinti et al., 2015). It is activated by ROS, protein carbonylation and lipid peroxidation (Kuo et al., 2015) and specifically targets the oxidatively damaged proteins for ATP dependent degradation (Bota and Davies, 2002; Bayot et al., 2010). Lon protease activity is regulated transcriptionally and post-translationally suggesting a fine tuning by several mechanisms, although stronger regulatory patterns are commonly seen at the protein level (Pinti et al., 2015). Earlier studies in bivalves showed that Lon protease mRNA expression was upregulated during H/R stress in the hypoxia-sensitive scallops Argopecten irradians but not in the hypoxia-tolerant hard shell clams Mercenaria mercenaria (Ivanina et al., 2016). Upregulation of lonp1 transcripts in the scallops was associated with accumulation of oxidative lesions (i.e., lipid and protein peroxidation products) in the mitochondria, whereas in the hard shell clams the mitochondrial oxidative stress markers remained at the baseline (normoxic) levels (Ivanina et al., 2016). Upregulation of lonp1 mRNA expression was also found in the Eastern oyster C. virginica during simultaneous exposure to high temperature and a toxic metal cadmium (Sanni et al., 2008), a combination of stressors known to cause strong oxidative stress in oysters (Bagwe et al., 2015). Taken together, these findings indicate that transcriptional upregulation of lonp1 in bivalves might occur when the oxidative stress reaches a species-specific threshold in the mitochondria, and the lack of transcriptional upregulation of lonp1 mRNA levels during H/R stress in M. edulis might indicate that this threshold has not been reached under the conditions of our present study. Similar to lonp1, transcript levels of spg7 gene encoding a mitochondrial metalloprotease paraplegin did not change during H/R stress in the mussels. To the best of our knowledge, expression of spg7 has not been studied in other marine bivalves. In model organisms including mammals and yeast, paraplegin is regulated by mitochondrial stress signals such as Ca2+ accumulation and elevated ROS levels (Ishihara et al., 2006; Shanmughapriya et al., 2015). If similar ROS-dependent mechanisms exist in bivalves, the lack of spg7 (as well as lonp1) transcriptional responses to H/R stress might be explained by the relatively low levels of oxidative stress insufficient to trigger transcriptional upregulation of these proteases. Further studies of the ROS production, oxidative injury and expression of mitochondrial proteases in bivalve mitochondria during exposures to different stressors are required to test this hypothesis and shed light on the thresholds of mitochondrial injury required for induction of these protective mechanisms.

Mitophagy is a selective form of autophagy to degrade damaged mitochondria (Pickles et al., 2018). Based on the studies in the model organisms, the PINK1-Parkin pathways plays a key role in the stress-induced mitophagy (Jin et al., 2010). In healthy mitochondria, the constitutively expressed PINK1 is translocated to mitochondria in a membrane-potential-dependent manner, cleaved by proteases and released to cytosol for further degradation. Membrane depolarization in dysfunctional mitochondria causes stabilization and dimerization of PINK1 on mitochondrial surface (Ding and Yin, 2012). Bound PINK1 recruits and phosphorylates parkin (Dagda et al., 2009; Eiyama and Okamoto, 2015), which tags damaged mitochondria for further degradation by mitophagy (Narendra and Youle, 2011). Activity of the protein phosphatase PGAM5 also contributes to the activation of mitophagy (Chen et al., 2014; Wu et al., 2014) and promotes the mitochondrial fission by activating the Drp1/Dnm1l protein (Wang et al., 2012). In our present study, hypoxia exposure induced elevated mRNA expression of prkn in M. edulis, while the transcript levels of the associated key genes pink1 and pgam5 rose during reoxygenation mitochondria. This expression pattern indicates an onset of mitophagy during reoxygenation as the PINK1-parkin pathway is increasingly required to tag dysfunctional mitochondria caused by oxidative stress. Transcriptional upregulation of PGAM5 also indicates activation of the cell death pathways (Wang et al., 2012) during reoxygenation in M. edulis, consistent with the earlier findings of upregulated apoptosis in this species during H/R stress (Falfushynska et al., 2020a).

The correlation network analysis showed strong correlation of mRNA expression of all three fission mediators, the PINK1-parkin pathway regulators and oma1, underpinning the common regulatory mechanism for these pathways. This is also reflected by the clear separation of mRNA expression profiles of the mussels exposed to hypoxia and (especially) reoxygenation from the normoxic control groups along the 1st principal component axis in the PCA associated with the high loadings of the fission-mitophagy-related transcripts. An earlier study showed a similar major shift of the mRNA expression profiles of the pro-apoptotic and pro-inflammatory genes in M. edulis exposed to the short-term H/R stress (Falfushynska et al., 2020a). The metabolic profiling in a related study showed onset of anaerobiosis, downregulation of gluconeogenesis and a shifted balance between protein synthesis and breakdown in M. edulis indicating early onset of severe stress response during H/R exposure (Haider et al., 2020).



Muted Transcriptional Response of the Mitochondrial Dynamics and Quality Control Genes During H/R Stress in C. gigas

Unlike M. edulis, C. gigas did not change its mRNA expression in any of the 17 studied genes in response to 24 h hypoxia and subsequent 1.5 h reoxygenation. Furthermore, the overlap of gene transcription found by PCA and the apparent tight correlation across all studied genes supports a conclusion of the lack of a transcriptional shift in the studied pathways during H/R stress in the Pacific oyster. A similar transcriptional stability was found for lonp1 expression after 6 days of hypoxia and 1–12 h of reoxygenation in the eastern oyster C. virginica (Ivanina et al., 2010). Previously, metabolic and mRNA expression profiling on apoptotic and pro-inflammatory genes in C. gigas revealed no changes in response to short-term hypoxia (Falfushynska et al., 2020a; Haider et al., 2020). Only 6 days exposure to hypoxia led to a small shift in metabolite profiles indicating metabolic rate depression, maintenance of balanced FAA/metabolite pool and effective detoxification by urea and purine cycles. Furthermore, maintenance of steady activity levels of mitoproteases during the H/R stress was earlier reported in C. gigas (Ivanina and Sokolova, 2016). Together with the muted mRNA expression regulation of mitochondrial quality control genes and mitochondrial dynamics, these findings indicate that 24 h of severe hypoxia might not be sufficient to induce strong stress markers in C. gigas. However, short-term hypoxia (24 h, <1% O2) and subsequent reoxygenation affected a reversible phosphorylation pattern of mitochondrial quality control proteins such as PGAM5 in C. gigas (Sokolov et al., 2019). This indicates that despite the lack of a strong transcriptional induction of the key genes in the mitochondrial quality control pathways, the activity of these pathways might be modulated by posttranslational protein modifications (PTM) in C. gigas. This hypothesis requires further investigation as the role of the PTM in the regulation of the mitochondrial function of marine bivalves has not been extensively studied (Sokolov et al., 2019; Falfushynska et al., 2020b). Notably, a muted transcriptional response to short-term hypoxia and subsequent reoxygenation has been earlier shown for other important pathways involved in cellular bioenergetics of the oysters. Thus, hypoxia induced genes (especially respiratory chain genes) were regulated in C. gigas only after 7 days of exposure to 30% O2 saturation, with no apparent changes at the earlier exposures (David et al., 2005). In the eastern oyster C. virginica, key marker genes in the mitochondrial electron chain and Krebs’ cycle, as well as the cytosolic glycolytic genes showed stable expression during 6 days of severe hypoxia (< 1% O2) and subsequent reoxygenation (Ivanina et al., 2010). Like other hypoxia-tolerant mollusks, the Eastern and Pacific oyster rely on metabolic rate depression to cope with oxygen deficiency (Storey and Storey, 2004) and use a reversible global transcription repression to arrest energy consuming transcription (Larade and Storey, 2002). Only specific transcription factors seem to be upregulated to allow transcription of certain hypoxic genes (David et al., 2005). These factors might contribute to the muted transcriptional response during H/R stress in the oysters. Overall, the hypoxia tolerant Pacific oyster seems to maintain its mitochondrial integrity and functions by reversible enzyme regulations sufficient for fast recovery in reoxygenation, which might contribute to the high stress tolerance of this species adapted to the habitat conditions of daily immersion and emersion (Sussarellu et al., 2013). Further investigations in a broader comparative framework (involving multiple species of bivalves with different levels of hypoxia tolerance) are needed to determine whether the hypoxia-tolerant mitochondrial phenotypes generally correlate with the transcriptional stability and stronger dependence on post-translational regulatory mechanisms during H/R stress in marine bivalves.



CONCLUSION

Our study showed that differential transcriptional regulation of the mitochondrial quality control pathways is involved in the molecular response to H/R stress in the blue mussels M. edulis but not in the oysters C. gigas. In the mussels, the H/R stress induced the pathways related to the mitochondrial fission, mitophagy and ATP-independent mitochondrial proteolysis. Interestingly, the transcripts of the proteins encoding ATP-dependent mitochondrial quality control proteins (such as mitofusin 2, Lon protease and paraplegin) remained stable or downregulated during hypoxia, possibly as a consequence of the metabolic rate depression and an associated decrease in the ATP turnover rates. In C. gigas, no clear transcriptional response of the mitochondrial quality control pathways was found during H/R stress, with all studied transcripts maintained at control (normoxic) levels. This might indicate that unlike M. edulis, other mechanisms (such as post-transcriptional and post-translational regulation of the respective pathways) are involved in the regulation of the mitochondrial integrity in oysters. Alternatively, it is possible that the level of the mitochondrial damage in oysters did not reach the threshold required to trigger the respective transcriptional activation of the mitochondrial quality control pathways. The latter explanation appears plausible, given the relative stability of the metabolomics profile and the transcript levels of other stress genes (such as those involved in apoptosis and inflammation) during H/R stress in oysters compared with the mussels (Falfushynska et al., 2020a; Haider et al., 2020). Our present study and earlier published research (Falfushynska et al., 2020a; Haider et al., 2020) also indicate that the mRNA expression of the stress-related genes may not be a good biomarker of hypoxia-induced stress in an extremely tolerant species such as C. gigas. It is worth noting that the natural habitat conditions differ with regard to salinity (ocean vs. brackish, respectively) and the tidal height (intertidal vs. subtidal, respectively) between the two studied populations of the oysters and the mussels. Further studies are needed to determine whether the established links between the mRNA expression profiles of the stress-related mitochondrial genes and hypoxia tolerance reflect the species-specific differences between the oysters and the mussels, or some other aspects of the local adaptation to the divergent habitats in which these organisms were collected.
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Increasing atmospheric CO2, cold water temperatures, respiration, and freshwater inputs all contribute to enhanced acidification in Arctic waters. However, ecosystem effects of ocean acidification (derived from anthropogenic and/or natural sources) in the Arctic Ocean are highly uncertain. Zooplankton samples and oceanographic data were collected in August 2012–2014 and again in August 2017 to investigate the pelagic sea snail, Limacina helicina, a biological indicator of the presence and potential impact of acidified waters in the Canadian Beaufort Sea. Between 2012 and 2014 L. helicina abundance ranged from <1 to 1942 Ind. m–2, with highest abundances occurring at stations on the Canadian Beaufort Shelf in 2012. The majority of individuals (66%) were located between 25 and 100 m depth, corresponding to upper halocline water of Pacific origin. In both 2014 and 2017, >85% of L. helicina assessed (n = 134) from the Amundsen Gulf region displayed shell dissolution and advanced levels of dissolution occurred at all stations. The severity of dissolution was not significantly different between 2014 and 2017 despite the presence of larger individuals that are less prone to dissolution, and higher food availability that can provide some physiological benefits in 2014. Corrosive water conditions were not widespread in the Amundsen Gulf at the time of sampling in 2017, and aragonite undersaturation (Ωar < 1) occurred primarily at depths >150 m. The majority of dissolution was observed on the first whorl of the shells strongly indicating that damage was initiated during the larval stage of growth in May or early June when sea ice is still present. Evidence of shell modification was present in 2014, likely supported by abundant food availability in 2014 relative to 2017. The proportion of damaged L. helicina collected from coastal embayments and offshore stations is higher than in other Arctic and temperate locations indicating that exposure to corrosive waters is spatially widespread in the Amundsen Gulf region, and periods of exposure are extreme enough to impact the majority of the population.
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INTRODUCTION

The intrusion of CO2 into the oceans is supporting the acidification of waters in regions around the Arctic (AMAP, 2018). Reduced summer sea ice provides a positive feedback to CO2 uptake as ocean-air gas exchange is enhanced by the larger areas and longer periods of open water (Cross et al., 2018; Zhang et al., 2020). Additional factors, including water mass transport, low water temperatures, upwelling, riverine inflow, sea ice meltwater, and respiration, contribute to the acidification process and create regional differences in the extent and duration of low pH waters (Feely et al., 2008, 2016; Azetsu-Scott et al., 2010, 2014; Robbins et al., 2013; Qi et al., 2017). Biological effects of Arctic ocean acidification, derived from anthropogenic and/or natural sources (IPCC, 2011), are highly uncertain at individual to ecosystem scales.

With increasing acidity, the saturation state of calcium carbonate (CaCO3) minerals (e.g., aragonite, calcite) decreases creating suboptimal conditions for the formation and maintenance of shells. The CaCO3 saturation state (Ω) is the product of calcium and carbonate ion concentrations divided by the apparent stoichiometric solubility product for either aragonite or calcite (Feely et al., 2008). The calcium ion concentration is estimated from the salinity, and the carbonate ion concentration is calculated from measurements of the dissolved inorganic carbon (DIC) and total alkalinity (TA). With increased exposure to undersaturated conditions, physical damage (e.g., shell dissolution) as well as physiological costs, may impact feeding, growth or reproduction (Kroeker et al., 2013; Bednaršek et al., 2017a) of a variety of benthic and pelagic calcifying species and fish of high-latitudinal habitats, such as red king and Tanner crabs (Long et al., 2013), bivalves (Klok et al., 2014), and salmon (Ou et al., 2015; Williams et al., 2019).

The planktonic sea snail, Limacina helicina, is the most common shelled pteropod in arctic waters. This genus is found in all oceans, and is particularly abundant at high-latitudes (Bednaršek et al., 2012a). It produces an external aragonite shell (Bednaršek et al., 2012a). Aragonite is a metastable polymorph of calcium carbonate that is 1.5 times more soluble in seawater than are shells secreted from calcite (Fabry et al., 2008). Consequently, L. helicina is sensitive to dissolution under corrosive conditions and is a sensitive indicator of the presence and impacts of acidified water. In corrosive waters (Ωar < 1 ∼1.5 for pteropods; Bednaršek et al., 2019), L. helicina can be affected by varying degrees of shell dissolution (Bednaršek et al., 2012b) with concurrent declines in calcification (Comeau et al., 2010), decreases in growth (Lischka et al., 2011; Gardner et al., 2018) and, increased mortality (Busch et al., 2014; Bednaršek et al., 2017a).

Limacina helicina is known to occur on the Canadian Beaufort Shelf and in the Amundsen Gulf during the open-water period (Darnis et al., 2008; Walkusz et al., 2013). In this study L. helicina was selected as a biological indicator of ocean acidification in the Canadian Beaufort Sea. This region has relatively low Ωar compared to other ocean regions due to colder water temperatures and regional circulation patterns, especially the inflow of naturally corrosive, undersaturated Pacific halocline waters (Fabry et al., 2009; Mathis et al., 2015; Qi et al., 2017; Cross et al., 2018; Mol et al., 2018). Reductions in saturation state of halocline waters is occurring off (i.e., Canada Basin) and on the shelf (i.e., upper halocline) (Miller et al., 2014; Qi et al., 2017; AMAP, 2018; Cross et al., 2018; Mol et al., 2018) and increases in upwelling are expected to enhance localized and periodic undersaturation events as the halocline waters mix with and displace supersaturated surface waters (Mathis et al., 2012, 2015; Qi et al., 2017; Mol et al., 2018).

Given the current state of ocean acidification in Arctic waters, and expected declines in aragonite saturation, the objectives of this study were to, (1) identify the distribution of L. helicina, in offshore habitats of the Canadian Beaufort Sea and in coastal embayments of the Amundsen Gulf not previously assessed and, (2) evaluate the presence and extent of L. helicina shell dissolution in years with contrasting sea-ice opening (2014 and 2017) to identify potential environmental drivers of the observed dissolution. Earlier opening of the sea ice could affect multiple factors relevant to pteropod status including mixing of saturated and undersaturated waters, as well changes in the timing and availability of food. This study provides an initial assessment of the biological impact of acidified waters in the Canadian Beaufort Sea, comparing effects among different habitats of the Amundsen Gulf. We hypothesized that highest shell dissolution would be associated with areas of known upwelling, specifically Cape Bathurst and Cape Parry in the Anguniaqvia niqiqyuam Marine Protected Area, because of exposure to low Ωar.



MATERIALS AND METHODS


Study Area

Sampling locations varied between years due to sea-ice conditions and program priorities. Sampling on the Canadian Beaufort Shelf extended to slope waters in 2012 and to the west side of Banks Island in 2014 (Figure 1). In the Amundsen Gulf, sampling extended eastward to Dolphin and Union Strait and five different embayments were sampled (Franklin, Darnley, Wise and Walker bays, and Minto Inlet). Water depth in embayments (i.e., Minto Inlet and Franklin Bay) approaches 300 m in deep channels whereas water depth reaches over 600 m in the central basin of the Amundsen Gulf (Figure 1). The water column of the study area is stratified and dominated by three main layers depending on station location. Generally, at the time of the study, the nutrient-depleted surface Polar mixed layer (Salinity < 31.6; ca. 0–50 m depth) lays over the nutrient rich Pacific halocline (32.4 < Salinity > 33.1; ca. 50–200 m), and the warm Atlantic layer (Salinity > 34) is located at depths >200 m (Carmack and MacDonald, 2002). The water layers are influenced by dynamic physical oceanographic processes including cross-shelf and localized upwelling and eddies (Williams and Carmack, 2008; Sévigny et al., 2015; Kirillov et al., 2016) as well as seasonally variable inflow of the Mackenzie River.
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FIGURE 1. Upwelling, embayment and gateway transects sampled in 2014 and 2017 to assess pteropod shell dissolution in the Amundsen Gulf.


Shell dissolution results are compared among three areas (Figure 1) with different oceanographic conditions, (1) the recurrent upwelling areas of Cape Bathurst (CPB transect) and Cape Parry (CPY transect), (2) Dolphin and Union Strait (DOL and DUS transects), an oceanographic gateway between the Amundsen Gulf and the Coronation Gulf of the Kitikmeot region, and, (3) small embayments of Amundsen Gulf (Wise (WIS transect) and Walker Bay (WLK transect), and Minto Inlet (MNT and MTI transects) that have a semi-distinct circulation relative to the central gulf. During the ice-covered period, the upwelling and gateway areas are generally covered with seasonal pack ice whereas the small embayments are covered with seasonal land-fast ice.



Sampling and Analyses

From 2012 to 2014 sampling was conducted as part of the Beaufort Regional Environmental Assessment Marine Fishes program (BREA-MFP) and in 2017 work continued as part of the Canadian Beaufort Sea-Marine Ecosystem Assessment (CBS-MEA) program. In all years sampling occurred between the first week of August and mid-September. During this period there is no polar night (complete darkness). Twilight illumination increases at the end of August with daylight decreasing to ca. 13 h by mid-September.

Zooplankton sampling and CTD casts were conducted in all years along transects that ranged in depth from 20 m to a maximum of 1020 m on the lower slope of the Beaufort Shelf. At each station, physical oceanographic data (salinity, temperature, and dissolved oxygen) were collected with a rosette-mounted Seabird SBE-25 CTD and averaged over 1 m intervals. Herein we provide chlorophyll a (chl a) concentrations from 2014 to 2017, corresponding to the years of shell dissolution analyses. Total chl a was determined from discrete water samples collected with the rosette. Duplicate chl a subsamples were filtered onto 25-mm Whatman GF/F filters and extracted for 24 h in 90% acetone at 4°C in the dark, for fluorometric determination (10AU Turner Designs fluorometer), according to Parsons et al. (1984).

Sampling for DIC and TA occurred in 2017 only. DIC and TA samples were collected from the rosette in 250 ml borosilicate glass bottles and preserved with mercuric chloride following the best practices (Dickson et al., 2007). The DIC was determined using gas extraction and a coulometric titration with photometric endpoint detection (Johnson et al., 1985). The TA was measured by open-cell potentiometric titration with a full curve Gran end-point determination (Haradsson et al., 1997). All measurements were calibrated using Certified Reference Material supplied by A. Dickson, Scripps Institute of Oceanography. Precision of measurements for DIC and TA was better than 0.1 and 0.2%, respectively. The saturation state of seawater with respect to aragonite was calculated from the DIC and TA measurements with the CO2SYS program (Lewis and Wallace, 1998) using the dissociation constants of Lueker et al. (2000) and the boron constant of Lee et al. (2010).

The vertical distribution of L. helicina was determined from zooplankton taxonomy samples (2012–2014, 2017) collected with a HYDRO-BIOS MultiNet, type Midi (0.25 m2 aperture, 150 μm mesh) deployed to within 10 m of the bottom. All zooplankton sampling was conducted during the daytime hours, ca. 7 am to 6 pm local time. The net was hauled vertically and programmed to collect stratified samples from a maximum of five depth strata. Targeted strata were generally 0–25 m, 25–50 m, 50–100 m, 100–200 m, and >200 m. Samples from each depth stratum were preserved in a 4% buffered formaldehyde solution in seawater. Samples processed in the lab were split using a Folsom splitter (2012, Fisheries and Oceans Canada, Freshwater Institute) or beaker method (2013, 2014, Van Guelpen et al., 1982, Huntsman Marine Institute). L. helicina was identified from splits containing ca. 300 individuals or from larger fractions when rare. From the 2017 CBS-MEA zooplankton samples, only select stations from CPB, MTI and DUS transects were analyzed to inform the three oceanographic areas identified for shell dissolution comparisons (Figure 1). Abundances presented as Ind. m–2 have been integrated over the entire water column, to the maximum sampling depth at each station.

In 2014 and 2017, L. helicina was opportunistically collected from MultiNet or oblique Bongo net (500 μm mesh) tows at stations within the three focal areas. Individual specimens were carefully picked, without magnification, from fresh samples for dissolution analyses. The individual L. helicina were rinsed with fresh water to remove salts and stored frozen at −80°C until analysis. Such preservation eliminated any potential of shell dissolution during the storage.

Limacina helicina shell dissolution was assessed by scanning electron microscopy (SEM). Shells were prepared for SEM analysis by, (i) removal of abiogenic crystals from the shell surface, (ii) dehydration, (iii) mounting on the SEM stub, (iv) removal of the organic layer, and (v) sputter coating. Detailed procedures are provided in Bednaršek et al. (2012b), noting that a longer period (ca. 25 min versus 15–20 min) was needed to remove the organic layer from the larger individuals collected in the Amundsen Gulf. SEM images of shell microstructure were taken across the entire shell and a stage of dissolution [no dissolution, Type I, II, or III (Table 1)] was assigned to each individual based on the extent of pitting, cracks, and/or areas where aragonite crystals were absent, porous or dissolved. Shell size and the distribution of shell damage were recorded. Descriptions of each dissolution category and associated saturation condition from other studies are summarized in Table 1.


TABLE 1. Descriptive features of pteropod shell dissolution stages and associated saturation conditions as described in Bednaršek et al. (2012b).
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RESULTS


Environmental Conditions

There was at most a 1-month time difference in the start of sea-ice opening during the years when shell dissolution was assessed (2014 and 2017). In 2014 the day of sea-ice opening [DOO, last day sea-ice concentration drops below 80% before the first summer minimum (Peng et al., 2018); data from the Canadian Ice Service] occurred during the week following June 2nd and July 7th at Cape Bathurst and Minto Inlet, respectively. In 2017 the DOO was earlier relative to 2014, occurring during the week following May 8th and June 26th at the same respective locations. The sea-ice loss period occurs over a period of weeks in the Dolphin and Union Strait area, with bands of fractured ice persisting in the area. In contrast to Cape Bathurst and Minto Inlet, the DOO was slighter earlier in 2014 relative to 2017, estimated for the week following May 19 and May 29, respectively.

The water masses in Amundsen Gulf, that set the general physical and geochemical conditions, mostly originate from outside the gulf. The three dominant water masses (polar mixed layer, Pacific halocline and Atlantic layer) were present in each of the three areas where shell dissolution was assessed, and the water column structure was generally similar in 2014 and 2017 (Figure 2). Deeper waters flow in to the gulf, and extend into the embayments, from the Beaufort continental slope, and from the offshore Beaufort Gyre. The Atlantic-origin bottom waters transitioned to Pacific-origin water (Figure 2) around 200 m depth. The Pacific-origin waters included Pacific Winter Water, identified by the temperature minimum (∼−1.3°C) at ∼150 m deep (see Figure 2 at salinity ∼33), and Pacific Summer Water, identified by the temperature maximum (∼−0.2°C) at ∼50 m deep (see Figure 2 at salinity ∼31).
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FIGURE 2. Temperature-salinity plots for pteropod shell dissolution focal areas in the Amundsen Gulf in 2014 and 2017. Embayments include Wise and Walker bays, and Minto Inlet in 2014 and Minto Inlet in 2017.


As is expected for the Arctic Ocean, surface waters in the three areas were generally freshened due to a combination of factors including river water input, ice melt, and the advection and mixing of lower salinity waters. In the Amundsen Gulf, the direct river inputs are from the relatively small rivers, such as the Hornaday River that flows into Darnley Bay. The large inflow from the Mackenzie River can also have a direct influence when summertime downwelling favorable winds occur on the shelf, pushing Mackenzie River water to the coast where it rapidly flows into the Amundsen Gulf in a boundary current. In 2017 surface water freshening is especially evident at Cape Bathurst (salinity as low as 26) where Mackenzie River plume waters are more frequently observed.

In 2017, aragonite saturation in the Amundsen Gulf ranged from 0.95 to 3.43 (average 1.47) in the surface mixed layer (0–50 m), 0.69–2.15 (average 1.09) in the Pacific halocline (50–200 m), and 0.72–1.40 (average 1.10) in waters deeper than 200 m (Figure 3), similar to summer measurements in Shadwick et al. (2011). Aragonite undersaturation occurred at upwelling, embayment and gateway stations, with 98% of undersaturated samples occurring between 100 and 600 m. Aragonite saturation state, over the entire water column, was correlated to dissolved oxygen concentrations at Cape Bathurst, Minto Inlet, and Dolphin and Union Strait (r = 0. 50, p < 0.01).
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FIGURE 3. Aragonite saturation (Omega) and Limacina helicina abundance (Ind. m–3) at Cape Bathurst (CPB), Dolphin and Union Strait (DUS), and Minto Inlet (MTI) in 2017. Sections correspond to 2017 transects in Figure 1, running from the SW to NE.


Chlorophyll a integrated concentrations over the euphotic zone were, on average, four times higher in 2014 than 2017 at the stations in the Amundsen Gulf. In the three areas assessed for dissolution, integrated euphotic zone (maximum 100 m depth) chl a concentrations averaged 54.1 ± 35.5 mg m–2 and 14.1 ± 2.2 mg m–2 in 2014 and 2017, respectively. In 2014, the highest chl a concentrations occurred in the embayments, reaching 144.5 mg m–2 in Wise Bay. Primary production contributed to the observed Ωar supersaturation in the surface waters at the time of sampling and given that maximum values of Ωar correspond with peak summer open-water phytoplankton concentrations in Amundsen Gulf (Shadwick et al., 2013), it is expected that euphotic zone Ωar would have been higher in August/September 2014 than measured in August/September 2017 (Figure 3).



Limacina helicina Distribution

The abundance and distribution of L. helicina varied spatially and between years (2012–2014) on the Beaufort Shelf and in the Amundsen Gulf (Figure 4). These pteropods were found in all small embayments, i.e., Wise and Walker bays and Minto Inlet, sampled for the first time, indicating that this species is widely distributed in near-shore as well as offshore areas of the Canadian Beaufort Sea. Shelf waters contained the highest number of individuals in 2012 (water column integrated abundance, maximum 1942 Ind. m–2). However, they were not found or occurred at abundances ≤5 Ind. m–2 during repeat sampling on the shelf in 2014. In the Amundsen Gulf, L. helicina was found primarily in surface waters (86% of individuals in 0–25 m strata) of offshore stations in 2013, whereas they were more broadly distributed in 2014 (Figure 4). In 2017, L. helicina abundance ranged from 0 to 625 Ind. m–2 at select stations from the Cape Bathurst, Minto Inlet and Dolphin and Union Strait transects (Figure 3), with the majority of individuals distributed between the 50–100 m (52 ± 35%) and the 100–200 m (32 ± 22%) depth strata. The abundance of L. helicina in 2017 was not correlated to Ωar but was weakly correlated to dissolved oxygen concentrations (Kendall’s τ = 0.37, p = 0.01).
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FIGURE 4. Distribution of Limacina helicina on the Beaufort shelf and in the Amundsen Gulf, 2012–2014 (sampling depth integrated abundance indicated by circles, Ind m–2). Inset table shows the distribution (%) of Limacina helicina present in sampled depth strata, all stations combined within a year.




Shell Size and Growth Pattern

The diameter of individuals assessed for shell dissolution averaged 932.2 ± 469.8 μm in 2014 and 732.1 ± 357.7 μm in 2017. There was no significant difference in the size of individuals collected in August versus September suggesting limited growth during the study period (Figure 5). Among the individuals assessed for shell dissolution, there were two size classes present. Firstly, the majority of individuals was between 500 and 700 μm in size and can be considered juveniles, and secondly, adult individuals ≥1000 μm that were present in small numbers compared to the juveniles. The low numbers of adults present (<10% of examined individuals) during the August to September sampling period in 2014 and 2017, indicates that the peak of adults was probably earlier in the spring with spawning occurring in May–June, just prior to or at the time of sea-ice melt/break-up. A May/June spawning is consistent with larvae developing into the juveniles that were found in the August–September period.
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FIGURE 5. Limacina helicina size range of individuals collected during August (n = 40) and September (n = 98) sampling dates. 2014 and 2017 samples are combined.




Shell Dissolution

In both years, every individual assessed displayed some level of shell dissolution indicative of decreased supersaturation or undersaturated Ωar conditions. Levels of dissolution (Table 1) were similar in 2014 (Type I 17%, Type II 13%, Type III 70%) and 2017 (Type I 10.5%, Type II 18.5%, Type III 71%) (Figure 6). There were no individuals detected without shell dissolution but the shells were not entirely covered with dissolution damage; rather spots of the various Type I–III dissolutions were observed in discrete locations on the shells (Figure 7). The high percentage of Type III dissolution indicates a very high incidence of the most severe dissolution present. The ratio of shells with dissolution linked to undersaturated (Ωar < 1) conditions (i.e., Type II + Type III) was not significantly different between years (Wilcoxon, p = 0.4) and the extent of shell dissolution did not significantly vary between the upwelling (n = 41), embayment (n = 60), or Dolphin and Union Strait gateway (n = 33) areas (Kruskal–Wallis, p = 0.4–0.7; Figure 8). The ratio of individuals with Type II or Type III dissolution was not significantly correlated to Ωar measured at the time of sampling but the occurrence of Type II and Type III dissolution did increase with increasing average salinity (Kendall’s τ = 0.40, p = 0.02). Higher average salinity was found in the Pacific and Atlantic layers, relative to the surface polar mixed layer, corresponding to the seasonal occurrence of undersaturated Ωar conditions in the deeper layers.
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FIGURE 6. Limacina helicina dissolution severity in 2014 and 2017. Sample size (n) indicated on each bar.
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FIGURE 7. Scanning Electron Microscope (SEM) image (A) showing the distribution of dissolution on a Limacina helicina shell collected near Cape Bathurst in 2017. In panel (B), damage on the first whorl is shown in greater detail with the squares indicating deeper-protruding Type III dissolution.
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FIGURE 8. Distribution and extent of Limacina helicina shell dissolution (Type I, II, or III) in the Amundsen Gulf. 2014 and 2017 data are combined for upwelling, embayment and gateway areas.


For the 2014 sampling period, the majority of the most intense shell dissolution (Type III) occurred in Walker Bay (93% of individuals) followed by similar dissolution rates in Minto Inlet (80% of individuals) and Dolphin and Union Strait (83% of individuals), whereas only 40% of individuals from Cape Parry showed Type III dissolution. In 2014 the most severe dissolution occurred for samples collected between 25 and 80 m depth, and several individuals from Minto Inlet and Dolphin and Union Strait, collected from >150 m, also exhibited Type III dissolution.

In 2017 the highest occurrence of Type III dissolution (93% of individuals) was found at stations along the Cape Bathurst transect, followed by Dolphin and Union Strait (63% of individuals) and Minto Inlet (70% individuals) stations. General trends for Type II and Type III dissolution seem to indicate more dissolved shells in the inlets/nearshore areas, with a gradual decrease in dissolution intensity with increasing distance from shore. Similar to 2014, water depths ca. 25–50 m had the highest occurrence of Type II and Type III dissolution although stations along the Dolphin and Union Strait transect had the majority (12 of 18 individuals) of Type III dissolution at depths >100 m.



Distribution of Shell Dissolution

The most significant extent of shell dissolution damage occurred on the first whorl (Figure 7) across stations and individuals, although smaller extents of dissolution were also scattered around the shell, in particular at the growing edge. The extent of overall shell dissolution is likely linked to the various degrees of Ωar throughout the pteropod life history, with the growing edge dissolution linked to the most recent Ωar < 1 conditions. The most intense shell dissolution on the first whorl most likely relates to when Ωar conditions were lower during the period of sea-ice melt when early life stages were present. Given that the timing of sea-ice melt likely coincides with the spawning event, the low Ωar conditions at the time of spawning would explain the most extensive dissolution on the larval shell around the first whorl.

In 2014 there was evidence of shell structural modification in the adults, but not in juveniles (Figure 9). Shell modification was focused around the first whorl, and was evident as a crystalline regrowth overlaid on surface areas of dissolution. This structural modification in the shape of crystalline regrowth was unstructured and homogenous, and in this, distinctively different than the typical prismatic and underlying cross-lamellar microstructure of pteropod shells (Sato-Okoshi et al., 2010). Shell modification was evident on few individuals, in particular where the shell dissolution was most severe, and not across all the adults. In 2017, there was no or extremely limited evidence of shell modification, again only in the adult group, indicating some plastic responses in adults, but not in the juveniles.
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FIGURE 9. Shell modification on adult Limacina helicina collected from Minto Inlet in 2014, (A) observed on recessed area of shell with severe underlying dissolution of the surface shell layer, (B) the modification on the shell is of crystalline origin, yet it appears unstructured relative to typical pteropod shell microstructure. The white arrow points to the recessed area (A) and shell modification layer (B).




DISCUSSION


Abundance and Growth of the Pteropod Limacina helicina

Limacina helicina was widely distributed across the study area including coastal embayments. Although the occurrence of dissolution was severe and consistent in 2014 and 2017, L. helicina abundance was variable between years (Figure 4). Highest abundance was observed on the Beaufort shelf (1948 Ind. m–2) within the range previously observed during cross-shelf transects in the same region (0 to >10,000 Ind. m–2, Walkusz et al., 2010; Smoot and Hopcroft, 2017). Abundances measured in the Amundsen Gulf were similar to later season (September/October) sampling reported by Darnis et al. (2008). Abundances recorded on the Beaufort shelf are among the highest recorded since the 1950s (Bednaršek et al., 2012a), identifying the Beaufort Sea as an important pteropod hotspot across all ocean regions. Despite the sensitivity of polar waters to ocean acidification, dense populations of Limacina spp. also occur in Antarctic waters (e.g., Bednaršek et al., 2012c; Nishizawa et al., 2016) and it is evident that L. helicina life history is well adapted to the short productive season on Arctic shelves.

Limacina helicina abundance was not correlated with aragonite saturation (Ωar) at the time of sampling in 2017, and further comparative studies are needed to adequately assess population level responses to annual acidification conditions in the Beaufort Sea. Hypoxia or oxygen minimum zones (dissolved oxygen < 3.5 ml l–1) have not been detected in the study area suggesting that the positive correlation between L. helicina abundance and dissolved oxygen may be a result of food web linkages between zooplankton and primary producers. During the study period, L. helicina was distributed primarily in the upper 50 m of the water column (Figure 4) where a subsurface chl a maximum is usually located shortly after ice break up, and persists at lower concentrations under post-bloom conditions (Martin et al., 2010). Chlorophyll a integrated concentrations over the euphotic zone were, on average, four-times higher in 2014 than 2017 at the stations in the Amundsen Gulf. Oceanographic and sea-ice conditions, and shelf upwelling can drive interannual variations in primary production of this order of magnitude in the Canadian Beaufort Sea, with cascading impacts on food availability to zooplankton grazers (Tremblay et al., 2011). Despite the higher summer chl a concentrations in 2014, L. helicina abundance was ca. four times lower in 2014 than the 2017 stations assessed (Figure 3). However, individuals were on average larger in 2014 suggesting that the additional summer resources supported enhanced growth but the later ice opening in 2014 may have impeded recruitment, possibly due to a timing mismatch between critical life stages and needed resources.

Growth estimates suggest that L. helicina in Amundsen Gulf likely spawned in May or June, coinciding with the sea-ice algal bloom (Riedel et al., 2008; Różańska et al., 2009) and possible onset of an under-ice or ice-edge phytoplankton bloom in June (Mundy et al., 2009), or early phytoplankton bloom as observed in years of early sea ice retreat (Sallon et al., 2011). The sea-ice algal bloom provides abundant and critical food (Michel et al., 1996; Kohlbach et al., 2016) to support high growth rates following spawning in surface waters. The consumption of ice algae specifically by pteropods has been identified through food web studies in the high Arctic and in Antarctica (Kohlbach et al., 2016, 2018). Pteropods are reported to feed opportunistically, switching from phytoplankton to mobile prey post-bloom (Gilmer and Harbison, 1991; Pasternak et al., 2017). Open-water isotopic signatures of L. helicina from the Beaufort Shelf and Amundsen Gulf indicate pelagic feeding closely linked to phytoplankton (δ13C −25.5 ± 0.79 ‰, δ15N 9.09 ± 0.8 ‰; Stasko et al., 2017; A. Ehrman unpublished data), in agreement with evidence of an efficient transfer from primary producers to pelagic grazers in this region (Forest et al., 2011; Sallon et al., 2011). Around Cape Parry, L. helicina was trophically positioned more closely to phytoplankton than the key zooplankton grazer, Calanus hyperboreus (Niemi et al., 2020). It is likely that herbivory provides the highest quality diet to support L. helicina energy requirements and consequently, tolerance to less favorable (Ωar < 1) conditions.

The low number and size of adults observed in August indicates a potential mass adult mortality event after spring spawning. In the study years, the population may have been comprised of a single cohort that overwinters and has a longevity of a single year. The life span of L. helicina is location dependent and has been reported to range from one to over 3 years (Kobayashi, 1974; Gannefors et al., 2005; Bednaršek et al., 2012c; Wang et al., 2017). Reliance on the sea-ice algal and spring phytoplankton blooms, in the oligotrophic Beaufort Sea, may only support a single cohort which increases the susceptibility of the population to the effects of ocean acidification. Contingent on key factors such as stratification and mixing which shape the response of primary producers to on-going changes (Ardyna et al., 2011; Blais et al., 2017), the lengthening of the open-water period due to sea-ice loss and potential increased occurrence of fall phytoplankton blooms (Ardyna et al., 2014) may benefit cohort recruitment and population resilience.



Exposure

Spawning in May or June indicates that larval and juvenile stages are primarily exposed to spring and summer Ωar conditions whereas adults are more exposed to Ωar conditions at overwintering depths and under the sea ice. In the Amundsen Gulf, L. helicina occurred primarily in the top 50 m (Figure 4) comprised of corrosive waters of Pacific origin and Arctic surface waters freshened by sea-ice melt and Mackenzie River inflow. This water column habitat is thus susceptible to seasonal and episodic Ωar < 1 conditions as well as enhanced acidification (i.e., lower aragonite undersaturation) from the intrusion of anthropogenic CO2 via air-sea exchange and lateral transport. We hypothesized that dissolution would be highest in areas of upwelling, a known source of undersaturated waters for shelf environments (Feely et al., 2008; Schulz et al., 2019). However, the extent of dissolution was not significantly different between the upwelling, embayment and gateway areas (Figure 8), with 83% (2014) and 89.5% (2017) of individuals assessed displaying advanced (Type II or III) shell dissolution. Severe dissolution occurred at every station, indicating that Ωar dissolution thresholds were surpassed across the entire region. The prevalence of dissolution in the Amundsen Gulf is the highest reported from the natural environment including all the high-latitudinal habitats reported so far (Bednaršek et al., 2012c, 2014). The proportion of individuals affected by Ωar < 1 conditions in the Amundsen Gulf is significantly higher than in the Gulf of Alaska or the Bering Sea (Bednaršek et al., submitted). Amundsen Gulf Limacina is also more impacted than those in regions of known change. For example, in the California Current ecosystem it is estimated that the incidence of severe shell dissolution due to anthropogenic ocean acidification has doubled in near shore habitats since pre-industrial times yet, on average, only 53% of onshore individuals and 24% of offshore individuals were found to have severe dissolution damage (Bednaršek et al., 2014).

The extent of dissolution was positively correlated with salinity, supporting the notion that Pacific-origin waters are a stronger driver of dissolution than the freshened surface water with reduced buffering capacity (Yamamoto-Kawai et al., 2009; Qi et al., 2017; Zhang et al., 2020). Water conditions near the surface and around the coast (i.e., in embayments) of Amundsen Gulf are variable due to wind forcing of the ocean. Upwelling and downwelling is particularly evident at Cape Bathurst where it is topographically amplified (Williams and Carmack, 2008), and undersaturated Pacific-origin water can reach the surface during upwelling events. Due to the large response of the coastal ocean to wind forcing, synoptic, seasonal and inter-annual variation in the winds over Amundsen Gulf and the adjacent Beaufort Shelf and Slope will be strong drivers of coastal conditions, including salinity, dissolved nutrients and aragonite saturation state.

Flow along the coast, continental shelf and slope has the potential to move water from far away to the gulf. For example, surface drifters during a downwelling favorable autumn storm traveled along the coast from the Canadian Beaufort Shelf to Darnley Bay in a few days (B. Williams unpublished data). Therefore, pteropods sampled in Amundsen Gulf could have been brought to the gulf by surface oceanic flows and thus conditions experienced on the Beaufort Shelf or slope may have also contributed to their shell dissolution. Exposure to Ωar undersaturated conditions may also be affected by tidal mixing which has the potential to mix the low-omega, high-nutrient Pacific-origin water with surface waters in shallow regions where tidal flows are amplified. In the study area, regions of potential tidal mixing include the continental shelves on either side of the mouth of Amundsen Gulf, including Cape Bathurst, as well as Dolphin and Union Strait (McLaughlin et al., 2004; Hannah et al., 2009).

Ocean acidification impacts are related to both the magnitude and duration of Ωar < 1 exposure in natural environments. Pteropod responses are likely based on recurring patterns of exposure, and experimental work suggests that natural populations can exist near their physiological tolerance limit (Bednaršek et al., 2017b). From the 1970s to 2010, the aragonite saturation state has been variable and declining in the upper halocline and deep waters of the Canada Basin and Beaufort Sea (Miller et al., 2014; Zhang et al., 2020). Within this period of decline, an annual (2007–2008) study found that the upper halocline waters of the Amundsen Gulf, between 50 and 150 m depth, had Ωar < 1 conditions for the entire year except for a short reprieve during June/July (Shadwick et al., 2011). This seasonal persistence of Ωar < 1 conditions in the halocline is similar to seasonal estimates from the Pacific Arctic region (Cross et al., 2018). In this study, Ωar conditions (Figure 3) were similarly distributed as Shadwick et al. (2011), with saturated conditions occurring in waters <50 m and Ωar < 1 occurring in the halocline and Atlantic water masses. This indicates that Ωar undersaturated conditions continue to be a persistent characteristic of the Pacific layer in the Amundsen Gulf and are the result of both natural and anthropogenic sources for the increased CO2 and lower aragonite saturation state (Ko and Quay, 2020; Zhang et al., 2020). Ongoing monitoring is needed to identify how the saturation state is changing over time and how susceptible species and life stages in the Amundsen Gulf will be affected, with respect to physical damage, physiological impairments, or mortality, by both the magnitude of Ωar < 1 exposure, and the rate at which Ωar decreases in coming years.

Although L. helicina was located primarily above 50 m at the time of sampling (94–98%, Figure 4), it is expected that L. helicina undergoes diel migrations (Lalli and Gilmer, 1989), suggesting Ωar < 1 exposure in the Pacific layer on a daily basis. This regular exposure could explain dissolution at the growing edge. The surface mixed layer represents an important portion of habitat without undersaturated conditions. However, the surface mixed layer can be below or near Ωar = 1 for periods of weeks, in the study area, as biological processes lower Ωar by up to 0.3 in the spring and fall (Chierici et al., 2011) and wind events bring undersaturated waters to the surface episodically. In the central Arctic Ocean, widespread Ωar undersaturation of surface waters is projected within the next decade due to elevated atmospheric CO2 (Steinacher et al., 2009) and a similar response to elevated atmospheric CO2 is projected for the Amundsen Gulf given seasonal warming and freshening as well as lower alkalinity which limits the region’s capacity to buffer saturation decreases (Shadwick et al., 2013). Consequently, the surface mixed layer habitat will likely become increasingly corrosive with respect to the magnitude and duration of Ωar < 1, thereby increasing pteropod exposure over daily and annual cycles.

Severe dissolution on the first whirl (Figure 7B) indicates that larval pteropods are vulnerable to dissolution, and Ωar < 1 conditions due to the remineralization of organic matter can occur when larvae are present in the Amundsen Gulf (Shadwick et al., 2011). Pteropods may over winter at depths >50 m, similar to key copepod species in the Amundsen Gulf (Darnis and Fortier, 2014). Consequently, hatching and metamorphosis to the juvenile stage could all occur within the undersaturated Pacific halocline where the corrosive Pacific Winter Water resides (Qi et al., 2017; Zhang et al., 2020). Recent under-ice sampling in Darnley Bay, an Amundsen Gulf embayment, measured Ωar < 1 near 100 m depth in April, with values 3 m below the sea ice averaging only 1.2 (B. Williams, unpublished data). A dissolution threshold of Ωar = 1.2 has been identified for pteropods from other ocean regions (Bednaršek et al., 2019). Although dissolution thresholds have not been experimentally determined for the Amundsen Gulf, it is possible that the larval shell with a thinner or incompletely formed organic layer, is vulnerable to Ωar > 1 conditions such that seasonal or even short-term exposure of larvae while at depth, or feeding near the ice, may affect pteropod recruitment and thus interannual variability in L. helicina abundance. Annual measurements of Ωar in the Pacific halocline and surface mixed layer are needed from the study area to advance our understanding of seasonal and episodic occurrences of Ωar < 1 conditions.



Shell Modification

This study provides evidence of shell modification in adult individuals sampled in 2014. A homogenous yet unstructured crystalline layer was deposited in patches over damaged areas on the surface of only the first whorl (Figure 9). The shell modification occurred at locations with the most severe dissolution suggesting that the pteropods may have initiated such a process to build a more mechanically durable shell by reducing the porosity or increasing its thickness. Beaufort Sea pteropods naturally build thinner shells in comparison to those from other high latitude habitats (Bednaršek et al., submitted), that could become even thinner under severe dissolution as observed in this study. More detailed study of the crystalline layer is required to describe the modifications at the nano- or micro-scale of shell building. The unstructured and homogenous layer deposited on the pteropod shells may be similar to reduced crystallographic control of shell formation observed for mussels grown under acidification conditions (Fitzer et al., 2016).

Shell modification as a repair mechanism has been previously documented for L. helicina in Arctic waters, characterized as a thickening of the shell caused by the deposition of newly formed aragonite on the inside of the shell (Lischka et al., 2011; Peck et al., 2016, 2018). In this study it is not possible to determine the seasonal timing of the shell modification. It could have occurred during the growth of early life stages, in which case the structurally homogenous crystalline deposition represents a plastic repair response to unfavorable conditions (i.e., lower Ωar in the spring). Alternatively, it could have deposited under more favorable conditions later in the summer, in which case the unstructured layer would qualify as shell regrowth.

The observed shell modification in 2014, and not in 2017, implies that such deposition is not always feasible and is likely dependent on suitable environmental conditions (Seibel et al., 2012). In 2014, summer phytoplankton concentrations may have provided an adequate, accessible energy source to support shell modification in the absence of other metabolic costs such as reproduction. The absence of the unstructured layer on juvenile shells suggests that energy may have been allocated to growth rather than repair. The shell modification may confer some resilience for damaged adults, and as such potentially allows for higher fitness and better reproductive success.

The shell modification appears to be more of a plastic response to the external environmental conditions, rather than an adaptive response. It is evident that the observed depositions on the first whorl do not constitute a process that would have entirely eliminated the shell dissolution apparent at the individual or population level. Given that the shell modification process was only observed in a few adult individuals at spatially limited locations (e.g., Minto Inlet), regrowth could be an energetically expensive process that organisms will not initiate unless the severity of dissolution is at a critical stage. Nevertheless, under future conditions with lower aragonite undersaturation, it is possible that energy devotion to shell modifications may become more common, or necessary, for survival. If shell modifications are not possible in juveniles, future decreases in aragonite undersaturation may lead to death in early life stages with population and ecosystem consequences.



Ecosystem Linkages

In the Amundsen Gulf, the prevalence and location of dissolution on shells identifies Limacina spp. as a sensitive biological indicator of Ωar < 1 exposure on a seasonal basis, as proposed for other ocean regions (Bednaršek et al., 2012b, 2017b). Longer periods of monitoring are required to use Limacina spp. as a population-level indicator of anthropogenic ocean acidification (IPCC, 2011) given that variability in abundance and distribution is likely related to multiple factors, including the timing of sea-ice opening. Due to ongoing anthropogenic contributions of atmospheric CO2, it is predicted that Arctic L. helicina will be unable to form shells by the end of the century (IPCC SRES A2 scenario; Comeau et al., 2012). Tolerances to current rapid rates of change and cumulative perturbation of marine ecosystems are not well known such that the future survival of Limacina spp. is uncertain despite apparent resilience to perturbations in the Earth’s carbon cycle over evolutionary timescales (Peijnenburg et al., 2019).

Pteropods contribute significantly to marine biogeochemical cycling (Pasternak et al., 2017; Buitenhuis et al., 2019) and are components of zooplankton, fish and seabird diets. On the Canadian Beaufort Shelf, L. helicina was found to be a small component of demersal Arctic Cod diets (Majewski et al., 2016), specifically age one fish (Walkusz et al., 2013). L. helicina can be a significant part of Pacific Salmon diets, with L. helicina abundance explaining 30% of the variability of pink salmon survival in Prince William Sound (Doubleday and Hopcroft, 2015). Dense populations of pteropods in nearshore waters may provide critical energy for juvenile fish. Recent nearshore fish collections in Darnley Bay (2018 and 2019) and near Sachs Harbour (Banks Island, 2018) found Limacina sp. in the stomachs of Arctic Char (n = 4; <1–13% of diet items), Starry Flounder (n = 2; 30–93% of diet items) and Greenland Cod (n = 1; 98% of diet items) (D. McNicholl, unpublished data). These results provide evidence that that L. helicina are used by Arctic nearshore fishes with different life histories and feeding strategies. The high numbers in some stomachs (100–160 individuals) suggest that Limacina sp. may be available in dense populations for nearshore fishes in coastal areas of Amundsen Gulf and are consumed, at minimum, opportunistically. Further studies are needed to assess nearshore distributions of L. helicina, e.g., the occurrence of swarms, and the accessibility of pteropods to key life stages of fishes and other predators.

Limacina helicina, as a model indicator, provides direct evidence of combined effects of anthropogenic ocean acidification and other natural processes on aragonite saturation state in the Amundsen Gulf that surpasses other ocean regions. An understanding of food web and other ecosystem consequences (e.g., carbon cycling) requires regional, inter-annual assessments to determine, among other things, pteropod recruitment success relative to the aragonite saturation state over annual cycles. In addition, L. helicina provides a warning for other biota with life stages and structures sensitive to calcium carbonate dissolution. Of particular concern is the direct effect of ocean acidification on larval otoliths of near and off-shore fishes in the study area, especially Arctic Cod. L. helicina, when treated as a biological indicator, can be an important component of monitoring, and modeling wider ecosystem change related to anthropogenic CO2 intrusion or cumulative effects of changing atmospheric-ice-ocean interactions.



CONCLUSION

The prevalence of dissolution observed in this study indicates the presence of Ωar < 1 conditions under the sea ice when larval L. helicina were present, as well as during open-water periods when dissolution occurred along the growing edge of shells. The timing of sea-ice opening may be a key driver of the interannual variability in L. helicina abundance. However, sea ice and resource variability did not appear to affect the wide spread occurrence and observed severity of dissolution. The seasonal persistence of Ωar < 1 in the Pacific layer suggests that this L. helicina habitat in the Amundsen Gulf is largely corrosive and populations possibly function near their tolerance level such that some adult individuals can initiate shell modifications upon the most severe dissolution conditions if resources are adequate and available. The energetic balance between shell modification and growth needs to be better understood to determine the response of L. helicina populations to variable environmental conditions, and the follow-on consequences for the ecosystem.

Past occurrence and recent trends in shell dissolution are not currently known for the Beaufort Shelf or the Amundsen Gulf. It is expected that dissolution has been augmented by enhanced acidification over the last 20 years. Changes in Pacific winter waters are currently driving the rapid expansion (i.e., area and depth) of ocean acidification in the western Arctic Ocean (Qi et al., 2017) and the Canadian Beaufort shelf remains vulnerable to changes in the volume and freshwater content of Pacific waters, upwelling of undersaturated waters, as well as the intrusion of atmospheric CO2 over a lengthening open-water period. Given the ecological importance of L. helicina in the Canadian Arctic, the inclusion of L. helicina as an indicator species in offshore and coastal programs will inform the severity of biological responses to ongoing ocean acidification. The severe occurrence of dissolution indicates that other vulnerable species and life stages should also be assessed.
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Zooplankton can serve as indicators of ecosystem health, water quality, food web structure, and environmental change, including those associated with climate change and ocean acidification (OA). Laboratory studies demonstrate that low pH and high pCO2 associated with OA can significantly affect the physiology and survival of zooplankton, with differential responses among taxa. While laboratory studies can be indicative of zooplankton response to OA, in situ responses will ultimately determine the fate of populations and ecosystems. In this perspective, we compare expectations from experimental studies with observations made in Puget Sound (Washington, United States), a highly dynamic estuary with known vulnerabilities to low pH and high pCO2. We found little association between empirical measures of in situ pH and the abundance of sensitive taxa as revealed by meta-analysis, calling into question the coherence between experimental studies and field observations. The apparent mismatch between laboratory and field studies has important ramifications for the design of long-term monitoring programs and interpretation and use of the data produced. Important work remains to be done to connect traits that are sensitive to OA with those that are ecologically relevant and reliably observable in the field.
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INTRODUCTION

Zooplankton are excellent indicators of ecosystem health, food web function, and water quality (Beaugrand, 2005) because their short life cycles allow them to respond to seasonal variations and abrupt changes in environmental conditions. While the response of zooplankton to ocean acidification (OA) is understudied compared with that of many benthic species, the critical importance of zooplankton to marine food webs underscores the need to better understand their sensitivities to changing seawater carbonate chemistry. Laboratory studies show that low pH and high pCO2 associated with OA can significantly affect the survival, growth, calcification, development, and reproduction of planktonic organisms (Kroeker et al., 2013; Busch et al., 2014; Cripps et al., 2014; Busch and McElhany, 2016; McLaskey et al., 2016; Tills et al., 2016; Bednaršek et al., 2017; Lischka and Riebesell, 2017), and that sensitivity to current and projected levels of pH and pCO2 can vary substantially among zooplankton taxa. Understanding the ecological context in which these responses occur is important, given the co-occurring environmental stressors (e.g., increasing temperature and oxygen stress) to which zooplankton are exposed.

Here, we present the results of an exploratory study to assess the level of correspondence between the results of experimental studies and field observations of zooplankton abundance in a natural setting. Specifically, we asked whether relative sensitivities to pCO2 as reported in the literature and revealed through meta-analysis could explain a significant proportion of the variation in zooplankton abundance at two time points, across six stations, in Puget Sound, Washington. We focused on Puget Sound because pH and pCO2 are known to vary substantially across short spatial and temporal scales, often reaching values that are more extreme than in open-ocean environments (Feely et al., 2010; Bianucci et al., 2018; Pelletier et al., 2018), and because the fate of zooplankton in nearshore environments such as this imposes critical controls on food webs and fisheries in coastal environments. We interpret our results in the context of long-term monitoring studies and their utility in detecting biological response to ocean change.



EVIDENCE FROM CONTROLLED EXPERIMENTS

To better understand zooplankton sensitivities to OA conditions in Puget Sound, we performed a meta-analysis of experimental studies reporting responses of seasonally abundant, holoplanktonic taxa known to occur in Washington State’s marine waters. Meroplanktonic larvae of shellfish, including crabs, were also included due to their regional economic and ecological importance. Studies published in peer-reviewed journals over the 10-year period from January 2009 to February 2019 were included. We modified the approach of Wittmann and Pörtner (2013) to determine the effect of increasing pCO2 on major taxonomic groups and to compare sensitivity across groups. The coarse nature of our taxonomic groupings was necessitated by the relative scarcity of published results and was similar to the broad taxonomic levels used by Wittmann and Pörtner (2013). For each species, we interpolated and extrapolated data to help compensate for missing values and cleaned the dataset to eliminate duplicative response categories. For example, because weight and diameter are both measures associated with growth, only one was used in the meta-analysis, thereby reducing the likelihood of over-representation of response categories by including only one experiment per response category per study. Thirty-six studies met our criteria for inclusion in the meta-analysis, representing 17 species and eight taxonomic groups.

Negative responses increased with increasing levels of pCO2 across taxonomic groups, with the exception of shrimp and larvaceans (Figure 1). Pteropods emerged as the taxon most sensitive to OA, showing negative effects at pCO2 levels as low as 530 μatm. Copepods were the second-most sensitive group, with reproduction and survival negatively affected at pCO2 levels as low as 824 μatm. Larval bivalve calcification, growth, development, reproduction, and survival were negatively affected, with calcification affected at pCO2 levels as low as 545 μatm. Shrimp were the only taxon to show positive response to OA conditions, but this was not consistent across studies. Krill development, growth, metabolism, and survival were all negatively affected at pCO2 levels as low as 956 μatm, while crab larvae showed tolerance up to pCO2 levels of 1,361 μatm. Jellyfish growth was affected at pCO2 levels above 1,000 μatm, but other response categories showed no effect. Larvaceans showed the least sensitivity, with no significant response to the levels of pCO2 tested. We note, however, that our meta-analysis included only one study of larvaceans.
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FIGURE 1. Top panel: Percent (%) of representative experiments across all taxonomic groups (pteropod, copepod, bivalve larvae, shrimp, krill, crab larvae, jellyfish, and larvacean) exhibiting positive (green), negative (red), or no significant response (yellow) to elevated levels of pCO2 (μatm). The number above each bar indicates the number of experiments analyzed for each level of pCO2, not including interpolated or extrapolated data. Bottom panels: Responses to varying levels of pCO2 by taxonomic group, with n representing the number of studies included in the analysis.


Pooling data across all taxa revealed that calcification was the response category most sensitive to increasing pCO2, followed by development, growth, reproduction, survival, and metabolism, in that order.



MATCHING EXPERIMENTAL DATA WITH FIELD OBSERVATIONS

To compare results of the meta-analysis with field observations, we collected zooplankton via vertical tows and used standard techniques to characterize water chemistry at six stations in Puget Sound in 2017 from June 23 to 30 and again from August 25 to September 01 (hereafter referred to as June and August). The sampling stations and dates were chosen to cover a range of physical and chemical conditions, targeting stations where high pCO2 or low pH had been previously reported (Feely et al., 2010; McLaskey et al., 2016; Pelletier et al., 2018). We chose abundance as our response variable because abundance or its co-variate, biomass, is the most commonly measured variable in long-term monitoring studies, including those that have been used to detect changes due to ocean condition (e.g., Hays et al., 2005; Mackas and Beaugrand, 2010; McKinstry and Campbell, 2018). Moreover, abundance has been used to detect response to change in short-term studies of marine microbes (Currie et al., 2017; Rahlff et al., 2021).

Twenty-five taxonomic groups of zooplankton were represented in our samples. Copepods were abundant across stations, accounting for 70% of total abundance across all samples, while larvaceans were abundant at two stations in August, accounting for 15% across all samples.

To compare sensitivities between experimental and field settings, we used the taxon-specific sensitivities revealed by the meta-analysis to infer a hierarchical range of susceptibilities to pCO2. We grouped taxa into four categories, with pteropods (and all other gastropods), copepods, and bivalve larvae designated as “most susceptible”; shrimp and krill as “susceptible”; crab larvae, jellyfish, and larvaceans as “least susceptible”; and all other taxa as “insufficient data.” The distribution of differentially susceptible taxa varied across stations and sampling points (Figure 2), but overall we detected no clear association between zooplankton abundance and sensitivity as inferred from meta-analysis.
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FIGURE 2. Total abundance of zooplankton (individuals/m3) by broad taxonomic grouping at six stations established by the Puget Sound Regional Synthesis Model program (P8, P12, P15, P28, P38, and P402) sampled in Puget Sound, WA, United States in June and August 2017. Isopods and arachnids were recorded three or fewer times and were omitted. The color of each taxon is based on estimated levels of susceptibility to ocean acidification derived from the meta-analysis: red taxa are most susceptible, yellow taxa are susceptible, blue taxa are least susceptible, and gray taxa have insufficient data. The mean pH for each station is recorded in white in the center of each pie.


The BIOENV function (R package “vegan”: Clarke and Ainsworth, 1993) was used to estimate the combination of environmental variables most highly correlated with the biological matrix. The best fit model did not include pCO2 or its covariate, pH, but instead included a combination of minimum temperature, maximum dissolved oxygen, and minimum fluorescence. Research indicates that zooplankton are negatively affected by pCO2 conditions that currently occur in Puget Sound, including conditions that were observed in this study (Barton et al., 2012; McLaskey et al., 2016; Bednaršek et al., 2017, 2020c). Our results, however, did not suggest that zooplankton abundance was responsive to low pH or waters undersaturated with respect to Ωar; if effects were present, they were not detectable by our methodology. The mean values of pH observed across stations ranged from 7.45 to 7.90; for comparison, the pH predicted for the surface ocean by the end of this century is 7.75 (IPCC, 2014).



DISCUSSION

Zooplankton abundance as measured in the field did not reflect evidence from laboratory studies regarding organismal response to low pH/high pCO2. Taxa reported to be most susceptible to low pH in the laboratory reached high abundances at stations with pH as low as 7.45. Our analysis revealed that temperature, dissolved oxygen, and fluorescence, but not pH, were leading environmental variables influencing zooplankton abundance at the locations and dates sampled.

Zooplankton abundance tends to be positively associated with primary production (or its correlate, chlorophyll fluorescence), and our observations confirm the importance of primary production to zooplankton abundance in Puget Sound. This strong positive relationship is consistent with evidence that food availability can mediate organismal response to OA (Thomsen et al., 2013; Pansch et al., 2014; Ramajo et al., 2016). We note, however, that this is not always the case: for example, Brown et al. (2018, 2020) found that food sufficiency exacerbated the negative effects of low pH on organismal performance. Given our limited dataset, the relationship between food availability and zooplankton abundance in our study should be interpreted with caution with respect to zooplankton response to OA.

Although several of our stations were similar in the physical and chemical properties we measured, their zooplankton communities differed, especially in our samples from August. Notably, the stations differ in depth, but according to our analyses, depth did not appear as a significant explanatory factor. Factors that we did not measure, such as life-cycle timing, competition and predation, and physical factors such as advection, could contribute to differences in community composition. Moreover, while all species considered in this study inhabit Washington waters, most studies included in the meta-analysis used specimens collected from outside of our study area. Consequently, we cannot evaluate the potential influence of local adaptation, including changes in gene expression that can act on short timescales. Accounting for local adaptation will be important in any study that strives to make inferences about the response of local populations to OA conditions, but the difficulties of measuring local adaptation at meaningful scales remain considerable.

The expression of behavioral traits likely plays important but unstudied roles in determining differential sensitivity to OA in natural habitats. Some zooplankton species exhibit behaviors that can influence their ability to tolerate or avoid stressful conditions. Copepods, for example, have been shown to actively adjust their position or motility in response to a variety of stimuli, including turbulent flow (Michalec et al., 2017), light (Martynova and Gordeeva, 2010), pollutants (Michalec et al., 2013), and hypoxia (Keister and Tuttle, 2013), while echinoderm larvae can alter their swimming behavior to avoid low pH (Maboloc et al., 2020). Our data collection methods almost certainly obscured any behavioral responses that might have occurred.

Moreover, we cannot estimate the duration of individual exposure to specific levels of pH or other stressors. While seawater pH varies seasonally in Puget Sound (Feely et al., 2010; Pelletier et al., 2018), variation also occurs over diel cycles and short-term changes in circulation (Murray et al., 2015). Variation in the duration of exposure could partially explain why the meta-analysis revealed copepods to have high sensitivity to OA but our field observations did not. Zooplankton species and life stages with stronger vertical migration capabilities have been associated with higher tolerance to low pH because they experience a wide range of pH daily (Lewis et al., 2013). Our decision to identify samples to higher-order taxonomic levels (i.e., not to genus or species) allowed broad assessment across taxa, but constrained our ability to detect species-specific differences in response to environmental conditions, including those caused by differences in behavior.

Copepods dominated nearly every station we sampled, and much of the mismatch we observed between experimental and field observations could be attributable to our categorization of copepods as “most susceptible.” A more detailed look conceivably would reveal differential responses among species and life stages of copepods, not all of which are likely to be highly susceptible to OA. Our analysis failed to capture variation at this level, and in assigning all copepods to the same category, we could have overestimated the abundance of highly susceptible taxa. This observation suggests that, for monitoring programs, sampling to the lowest possible taxonomic level is advisable. It also cautions against the use of coarse taxonomic data to infer ecological response or for use as input to numerical models.

New research that has been published since the completion of our meta-analysis suggests that our results could over- or underestimate susceptibility among the taxa we included. One such study demonstrates that early life stages of a common copepod in Puget Sound—a taxon in the most susceptible category according to our meta-analysis—are generally tolerant of short-term direct effects of OA (McLaskey et al., 2019). Another study found that larval crabs—a taxon in the least susceptible category—may be more sensitive than indicated by prior laboratory studies (Bednaršek et al., 2020a). These apparent discrepancies likely result from a combination of factors, including a relatively small but growing literature, differential responses among life-history stages, and the short duration of our field sampling.

Over the course of this study, zooplankton at the stations sampled were exposed to a wide range of environmental conditions, including pH as low as 7.30 and Ωar as low as 0.32, conditions that could be expected to elicit responses among susceptible taxa. According to our meta-analysis, survival is among the least sensitive response categories, suggesting that changes in abundance due to differential survival could take time to grow to detectable levels. Sub-lethal effects may emerge more readily, but our data indicate that sublethal effects, if operative in these populations, were not of sufficient magnitude or duration to cause measurable declines in population abundance over the period sampled. Despite the limited temporal duration of our observations, we expected that such effects may have emerged across sites because the large spatial differences in seawater conditions that we sampled across are generally consistent year after year (Feely et al., 2010; McLaskey et al., 2016; Pelletier et al., 2018). This observation is important in the context of long-term monitoring programs that use measures of zooplankton abundance as indicators of environmental conditions. The strength of inferences made possible by monitoring data is likely to be dependent on the strength of the relationship(s) between OA conditions and the abundance of specific taxa. It is important that the scale of the response variable is adequate to reveal effects over the temporal and spatial scales sampled.

Even so, abundance is a logical first factor to examine zooplankton response to OA based on the expectation that significant effects of low pH or high pCO2 on development, reproduction, and other traits that influence individual fitness ultimately will be reflected in measures of population abundance. Moreover, changes in abundance can serve as an indicator of zooplankton response to OA. For example, Smith et al. (2016) used natural gradients in CO2 to show significant reductions in zooplankton biomass and abundance under high CO2 conditions. Other taxa have shown similar declines in abundance in response to increasing pCO2 or acidity (Hall-Spencer et al., 2008; Cigliano et al., 2010; Kroeker et al., 2011). Measures of abundance are commonly used for zooplankton observations in time series, and relative shifts in species abundances have been used extensively to examine zooplankton responses to climate (e.g., Mackas et al., 2007; Mackas and Beaugrand, 2010; Peterson et al., 2017) and as input to models of food web and ecosystem response to OA (Busch et al., 2013; Marshall et al., 2017). Abundance data can also capture shifts in a species’ center of abundance, indicating the directionality and magnitude of responses to climate change (Chivers et al., 2017). Hence, understanding the utility and limitations of abundance measures to broader environmental and ecological inquiries is essential to interpretation of empirical studies and to natural resource management. Importantly, the results of our study suggest that the relationship between measures of zooplankton abundance and seawater pH is not simple, emphasizing the utility of intensive sampling over longer time periods to elucidate underlying relationships. Longer time series that pair chemical and biological observations and distinguish the effects of seawater carbonate chemistry from factors such as temperature and dissolved oxygen will improve attribution of biological effects among co-occurring stressors (Doo et al., 2020). Our results underscore the importance of long-term monitoring of species abundance to determine the direction and magnitude of change associated with climate and OA.

Low statistical power is common among small datasets, and interpretation of our results is further limited by the existing literature. Many zooplankton monitoring efforts lack long-term and consistent data even though it is increasingly recognized that decades-long time series will be needed to confidently identify the effects of OA on zooplankton abundance. Our findings corroborate this by demonstrating that snapshots of zooplankton abundance in relation to seawater pH can fail to detect effects of pH on abundance and community composition, even when spatial gradients in pH are relatively steep and conditions differ sharply among sampling locations.

Although abundance is more easily and frequently measured in field settings, other variables could be more informative. Measuring calcification is a clear choice because of its known sensitivity to low values of Ωar and the relative wealth of relevant laboratory studies concerning the ability of organisms to create calcium carbonate structures under OA conditions. Recent research studying in situ impacts on calcification found reduced calcification in pteropods collected in the California Current Ecosystem (Mekkes et al., 2021) and severe dissolution in pteropods in our study area (Bednaršek et al., 2020b). Importantly, some measures of calcification can be made on preserved samples, potentially alleviating constraints of some monitoring programs. However, calcification is important to only a subset of key zooplankton taxa, and even for calcifiers, is only one of many processes affected by OA. Where possible, adding biological measures in addition to abundance may provide key insights into sensitivity and add substantial value to monitoring programs. Ultimately, including mechanistic studies that can reveal cause-and-effect relationships between OA conditions and biological response will be more informative than correlation-based studies alone.

Overall, we found that observations of zooplankton abundance and community composition in response to pH and pCO2 did not match experimental evidence from the literature. We propose that this mismatch could be explained by a number of factors, including response to co-occurring physical factors such as temperature and dissolved oxygen, data limitations, and biological and ecological factors, including food availability, competition and predation, local adaptation, life history stage, and the taxonomic level at which data are aggregated. Accounting for such factors in monitoring studies should improve our ability to attribute change to specific causes. Finally, and perhaps most importantly, our results underscore the importance of testing evidence from laboratory studies against the response of natural populations in defined settings. Context clearly matters, and assumptions to the contrary are likely to lead to equivocal or even misleading findings.
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Exposure to the impact of ocean acidification (OA) is increasing in high-latitudinal productive habitats. Pelagic calcifying snails (pteropods), a significant component of the diet of economically important fish, are found in high abundance in these regions. Pteropods have thin shells that readily dissolve at low aragonite saturation state (Ωar), making them susceptible to OA. Here, we conducted a first integrated risk assessment for pteropods in the Eastern Pacific subpolar gyre, the Gulf of Alaska (GoA), Bering Sea, and Amundsen Gulf. We determined the risk for pteropod populations by integrating measures of OA exposure, biological sensitivity, and resilience. Exposure was based on physical-chemical hydrographic observations and regional biogeochemical model outputs, delineating seasonal and decadal changes in carbonate chemistry conditions. Biological sensitivity was based on pteropod morphometrics and shell-building processes, including shell dissolution, density and thickness. Resilience and adaptive capacity were based on species diversity and spatial connectivity, derived from the particle tracking modeling. Extensive shell dissolution was found in the central and western part of the subpolar gyre, parts of the Bering Sea, and Amundsen Gulf. We identified two distinct morphotypes: L. helicina helicina and L. helicina pacifica, with high-spired and flatter shells, respectively. Despite the presence of different morphotypes, genetic analyses based on mitochondrial haplotypes identified a single species, without differentiation between the morphological forms, coinciding with evidence of widespread spatial connectivity. We found that shell morphometric characteristics depends on omega saturation state (Ωar); under Ωar decline, pteropods build flatter and thicker shells, which is indicative of a certain level of phenotypic plasticity. An integrated risk evaluation based on multiple approaches assumes a high risk for pteropod population persistence with intensification of OA in the high latitude eastern North Pacific because of their known vulnerability, along with limited evidence of species diversity despite their connectivity and our current lack of sufficient knowledge of their adaptive capacity. Such a comprehensive understanding would permit improved prediction of ecosystem change relevant to effective fisheries resource management, as well as a more robust foundation for monitoring ecosystem health and investigating OA impacts in high-latitudinal habitats.

Keywords: Gulf of Alaska, Bering Sea, Amundsen Gulf, ocean acidification, pteropod morphotype shell dissolution, genetic structure, spatial connectivity, vulnerability assessment


INTRODUCTION

The pervasiveness of global climate change threatens biodiversity, habitat suitability, ecosystem function, structure and services (Bindoff et al., 2019). Such changes are especially pertinent in high-latitudinal habitats across the eastern North Pacific Ocean, including the Gulf of Alaska (GoA) and its subpolar gyre, the polar waters of the Bering Sea, one of the most productive seas on the planet (Brown et al., 2011), and the Amundsen Gulf of the Canadian Beaufort Sea. Yet, the subpolar and polar seas are sensitive to ocean acidification (OA) due to naturally low buffering capacity, coupled with multiple climate-change and related physical-chemical drivers, such as increasing freshwater input from glacial runoff, rivers, sea ice melt, and increasing temperature (Mathis et al., 2011; Evans et al., 2013; Cross et al., 2013, Hauri et al., 2020). Substantial changes in carbonate chemistry conditions have already been detected, demonstrating increasing corrosiveness in high-latitudinal North Pacific regions (IPCC, 2014, 2019; Carter et al., 2017, 2019; Bindoff et al., 2019; Hauri et al., 2021). These changes coincide spatially and temporally with the habitats of important commercial and subsistence fisheries (Mathis et al., 2014), underscoring the need for a detailed understanding of the species tolerances and their habitats that will most likely be at risk. Currently, experimental data from the Pacific subpolar gyre, GoA, and Bering Sea show that economically important crab species (Long et al., 2013, 2016) and coho salmon (Williams et al., 2019) are sensitive to OA. However, very limited information exists from field measurements on the current impacts of OA on the most sensitive marine calcifying zooplankton (Cai et al., 2020), such as pteropods, with direct or indirect importance for the fisheries. Pteropods are a key species within the high-latitudinal ecosystems (Kobayashi, 1974; Fabry, 1989; Bednaršek et al., 2012a) that demonstrate severe sensitivity to OA. Multiple biological pathways of this species are impacted by OA conditions, compromising their growth, fecundity, and ultimately their survival (Comeau et al., 2009; 2010; Lischka et al., 2011; Bednaršek et al., 2014, 2019; Feely et al., 2016; Manno et al., 2016). As a result of such OA-related sensitivity, pteropods rank in the top quartile of ecological integrity indicators and are used to identify early warning signs and habitats of concern related to OA (Bednaršek et al., 2017).

Pteropods have a wide-ranging, year-around distribution in the subpolar gyre (Mackas and Galbraith, 2012), offshore and coastal habitats of the GoA (Tsurumi et al., 2005; Doubleday and Hopcroft, 2015), and Bering Sea (Eisner et al., 2014, 2017; Janssen et al., 2019), and the Amundsen Gulf (Darnis et al., 2008; Walkusz et al., 2013; Niemi et al., 2021). Pteropods in the GoA are commonly found in the diets of various life stages of Pacific Salmon species, such as pink, sockeye and chum salmon (Auburn and Ignell, 2000; Daly et al., 2019), that rely upon pteropods to support somatic growth and lipid reserves, especially during the critical summer and autumn growth periods (Auburn and Ignell, 2000; Armstrong et al., 2005; Beauchamp et al., 2007; Zavolokin et al., 2014; Doubleday and Hopcroft, 2015; Daly et al., 2019). They can also play a role in the diet of various fish in the Bering Sea, where high pteropod abundance occurs in the southern part of the basin, predominantly during the autumn (Eisner et al., 2014, 2017, 2017), making them one of the most dominant components of the diet of various salmon species (Zavolokin et al., 2007). In the Amundsen Gulf, pteropods comprise a small component of demersal Arctic cod diets (Majewski et al., 2016) and can be found at high numbers in the stomachs of coastal fish, including Arctic char (Niemi et al., 2021). In addition, given that pteropods in these regions have one of the highest abundances and biomass on the global scale, they also significantly contribute to the biological pump, especially to the carbonate flux (Bednaršek et al., 2012a). The most abundant species is Limacina helicina, which is present in two forms that are morphologically distinct from each other in the adult stage; one designated as L. helicina helicina, distinguished by an extended spire with striated surface, and the other as L. helicina pacifica, with a depressed (flat) spire and no striae present (McGowan, 1963; Janssen et al., 2019).

Assessing OA risks requires explicit linkages between three components (sensu Williams et al., 2008): (1) regional and local exposure to OA (e.g., changes in habitat suitability, spatial and temporal habitat change); (2) species’ sensitivity governed by intrinsic metabolic and ecological traits, such as climatic preferences, reproductive outputs, habitat use, and biotic and abiotic interactions; and (3) resilience and adaptive capacity (e.g., genetic and phylogenetic diversity, phenotypic plasticity, life history traits, dispersal potential, spatial connectivity). Emerging literature illustrates the species’ sensitivity under increasing OA exposure, but little is known about a vital component of the risk assessment: their distinct ecological, phenotypic or evolutionary specialization to changing conditions (e.g., Williams et al., 2008; Burridge et al., 2015).

Given the key role of pteropods in high-latitude ecosystems, there is an urgent need for an integrated assessment of OA risks for pteropod population viability in the high-latitudinal habitats, including the eastern part of the North Pacific, GoA, Bearing and Amundsen Gulf. Following Williams et al. (2008), we delineated pteropod OA risk assessment as a combination of exposure, sensitivity, and adaptive capacity. First, OA exposure was estimated using hydrographic observations and regional ocean biogeochemical models; we used model outputs to define short-term, seasonal OA exposure, as well as longer-term OA trends with the interannual and decadal changes that characterize a gradual OA intensification in the species’ exposure. These metrics of change offer tools to delineate the location of OA hotspots and habitat suitability with respect to OA, as well as temporal windows during which the biological exposure will be most significant.

Second, sensitivity was determined by observing early and well-defined negative effects of OA on pteropods, starting at aragonite saturation state (Ωar) values below 1.3 (Bednaršek et al., 2019), which is related to the shell biomineralization processes (dissolution and calcification). Such sensitivity was explored with respect to various morphotypes and matched with Ωar observations of the pteropods’ place of origin. Another important aspect of sensitivity is life history, specifically that of exposure severity as it co-occurs with varying levels of vulnerability over pteropod life stages.

Third, potential resilience was related to adaptive capacity, or phenotypic plasticity, genetic population structure, and population (spatial) connectivity. Genetic-based analyses can be used to identify cryptic species and their distribution and connectivity across all regions. Given limited knowledge about pteropod cryptic diversity (on the level of Limacina spp.) in the region, we focus our initial efforts on characterizing diversity at the species, subspecies, and morphotype levels (Maas et al., 2013; Gasca and Janssen, 2014; Sromek et al., 2015a,b; Shimizu et al., 2018, 2021). OA-induced exposure would not necessarily result in local vulnerability if individuals were replaceable. Evidence of co-occurring cryptic species or subspecies with differential response to OA might buffer changes in abundance. Similarly, large-scale spatial connectivity between geographic areas may promote replacement from unaffected areas.

Here, we conduct a comprehensive assessment of OA risks for the pteropod population in the eastern North Pacific Ocean and identify the areas of potential concern with respect to OA in the North Pacific subpolar gyre, GoA, Bering Sea, and Amundsen Gulf. We used a combination of high-resolution models, chemical observations, particle tracking and genetic surveys of species morphometrics to determine exposure, biological responses related to sensitivity, and resilience or adaptive capacity of pteropods to OA.



METHODS


Physical-Chemical Seawater Characterization

Water samples for physical and chemical parameters were collected on the GO-SHIP P16N cruise (Figure 1A), the Dyson cruise in the Bering Sea (Figure 1B) and in the Amundsen Gulf (Canadian Beaufort Sea-Marine Ecosystem Assessment, or CBS-MEA; Figure 1C). Water was collected with a CTD/rosette package equipped with sensors for temperature (°C), salinity (PSU), and oxygen (μmol kg–1), and a rosette of Niskin bottles for collecting discrete water samples throughout the water column. Dissolved oxygen was measured using titrations. Dissolved inorganic carbon (DIC) and total alkalinity (TA) samples were collected at discrete depths throughout the water column. In the Bering Sea, TA and DIC lab analyses were conducted on the water samples where pteropods were present. DIC and TA samples were collected in 250 ml borosilicate glass bottles and preserved with mercuric chloride following Dickson et al. (2007). DIC was measured using gas extraction and colorimetric titration with photometric endpoint detection (Johnson et al., 1998). TA was determined using open-cell potentiometric titration with a full curve Gran end-point determination (Haradsson et al., 1997). Certified Reference Materials (CRMs) were analyzed with both the DIC and TA samples as an independent verification of instrument calibrations (Dickson et al., 2007; Feely et al., 2016). Precision of measurements for DIC and TA was better than 0.1 % and 0.2 %, respectively. The saturation state of seawater with respect to aragonite was calculated from the DIC and TA measurements with the CO2SYS program (Lewis and Wallace, 1998) using the dissociation constants of Lueker et al. (2000) and the boron constant of Lee et al. (2010). Based on the uncertainties in the DIC and TA measurements and the thermodynamic constants, the uncertainty in the calculated Ωar was approximately 0.02. The Ωar observed values were correlated with the pteropod shell parameters (dissolution, density, thickness).
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FIGURE 1. Biological samples taken in the Eastern pacific subpolar gyre and the GoA (A; samples analyzed from stations 164 to 204), and the Bering Sea (B; blue ellipses) and Amundsen Gulf (C) with three indicated transects related to the pteropod origin (Cape Bathurst (CPB), Dolphin and Union Strait (DUS), and Minto Inlet (MTI; see Niemi et al., 2021).




Pteropod Sampling

The list of stations where pteropods were collected, along with the data on abundance (reported in individuals per m2), shell morphological and genetic characteristics across all the investigated stations (North Pacific subpolar gyre, GoA, Bering Sea, Amundsen Gulf) are presented in Figure 1 and Table 1. Pteropods were sampled at 12 stations ranging from 48° to 56°N in the Gulf of Alaska and North Pacific subpolar gyre on the GO-SHIP P16N cruise in May and June 2015. Pteropods were collected using 202 and 335 μm mesh Bongo nets that were obliquely trawled for 20 min across the upper 100 m of the water column at night. Pteropod samples from the Bering Sea were obtained during an oceanographic survey by NOAA Alaska Fisheries Science Center (DY17-04 and DY17-08) in spring and summer (April and August) 2017. Samples were collected using 505 μm mesh net at six different stations. All pteropods were preserved in 100% buffered ethanol. Such sampling method does not accurately represent pteropod abundances or their life stages, and thus, abundance data was not reported for the Bering Sea. During the 2018, pteropods in the Amundsen Gulf were collected using a 500 μm mesh Bongo net that was obliquely trawled for up to 15 min across five different depth strata: 0–25 m, 25–50 m, 50–100 m, 100–200 m, and > 200 m. All sampling was conducted during daylight hours and pteropods were handpicked and frozen (−80°C) for genetic and shell analyses. From the 2018 CBS-MEA sampling stations, pteropods were selected from stations at CPB, MTI and DUS transects to be analyzed for shell morphometrics, density, and thickness.


TABLE 1. Collected samples with indication for all the additionally conducted measurements on shell morphology, genetics, and dissolution estimates from the Eastern Pacific subpolar gyre and GoA on the GOSHIP P16N cruise; Dyson CBS-MEA in the Bering Sea cruise; and in the Amundsen Gulf.
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Exposure to OA in the GoA Based on the GoA-COBALT Model

To estimate seasonal, decadal, and long-term exposure to OA in the GoA, we used model output from a hindcast simulation conducted with the GoA-COBALT (Carbon, Ocean Biogeochemistry and Lower Trophic) model (Hauri et al., 2020). This model is based on the three-dimensional physical Regional Oceanic Model System (ROMS, Shchepetkin and McWilliams, 2005), the modified version of the COBALT (3PS-COBALT, Stock et al., 2014; van Oostende et al., 2018) model, and the moderately high-resolution terrestrial hydrological model by Beamer et al. (2016). Physical initial and boundary conditions were taken from the Simple Ocean Data assimilation ocean/sea ice reanalysis 3.3.1 (SODA; Carton et al., 2018). Dissolved inorganic carbon (DIC) and total alkalinity (TA) initial conditions were taken from the mapped version 2 of the Global Ocean Data Analysis Project (GLODAPv2.2016b; Lauvset et al., 2016) data set. DIC was adjusted to the corresponding hindcast year using regional anthropogenic CO2 estimates by Carter et al. (2017). Nitrate, phosphate, oxygen, and silicate initial conditions were extracted from the World Ocean Atlas 2013 (Garcia et al., 2013). All other variables were initialized based on a climatology from a GFDL-COBALT simulation (1988– 2007), as described in Stock et al. (2014). The model was run from 1980 to 2013 and was forced with atmospheric pCO2 observations from the Mauna Loa CO2 record (1last accessed 22 January 2018). Winds, surface air temperature, pressure, humidity, and radiation were forced with data from the Japanese 55-year Reanalysis (JRA55-do) 1.3 project (Tsujino et al., 2018). Modeled freshwater was brought in from numerous rivers and tidewater glaciers at a 1 km resolution and daily timestep with point-source river input via exchange of mass, momentum, and tracers through the coastal wall at all depths (Beamer et al., 2016; Danielson et al., 2020). Nutrient, DIC, and TA concentrations in the freshwater were based on available observations (Stackpoole et al., 2016, 2017). The reader is referred to Hauri et al. (2020) for more information on the model and a detailed model evaluation.



Exposure to OA in the Bering Sea

Ocean acidification (OA) exposure in the Bering Sea was estimated with model results from a 10 km horizontal resolution implementation of the Regional Ocean Modeling System (ROMS; Shchepetkin and McWilliams, 2005; Danielson et al., 2011) denoted as “Bering10K”, coupled to the BEST-NPZ ecosystem model (Gibson and Spitz, 2011). Atmospheric forcing of air temperature, winds, specific humidity, rainfall, and shortwave and longwave radiation come from The Climate Forecast System Reanalysis (CFSR; Saha et al., 2010) and CVSv2 operational analysis (Saha et al., 2014). Tidal mixing and ice dynamics were also included. The BEST-NPZ ecosystem model recently underwent a substantial code revision aimed at improving model simulation of biological variables, namely primary productivity, through revisions to the ecosystem light and nutrient equations and by increasing the number of vertical layers from 10 to 30 (Kearney et al., 2020). This ecosystem model includes two phytoplankton groups (large and small), microzooplankton, large and small copepods, and euphausiids. Phytoplankton productivity consumes nutrients (nitrate, ammonium, iron) which are transferred to zooplankton biomass via grazing, or to detritus via mortality. Carbonate chemistry has also been added to model ocean acidity and elucidate underlying mechanisms of inorganic carbon cycling within different shelf regions (Pilcher et al., 2019). Boundary and initial conditions for DIC and TA were calculated from empirically derived fits with salinity using ship-based data collected during the Bering Sea Ecosystem Study (BEST) and Bering Sea Integrated Research Project (BSIERP). Freshwater runoff was modified to contain seasonally varying concentrations of DIC and TA representative of outflow from the mouth of the Yukon River. Atmospheric CO2 varied seasonally following output from the NOAA Earth System Research Laboratory’s CarbonTracker 2016 Product (CT2016; Peters et al., 2007).



Estimating Spatial Connectivity Using Particle Tracking Model

To examine spatial connectivity in the GoA, we used hydrodynamic output from the model hindcasts described in Coyle et al. (2019). Atmospheric forcing of air temperature, winds, specific humidity, rainfall, and shortwave and longwave radiation were interpolated from the CFSR (Saha et al., 2010) and CVSv2 operational analysis (Saha et al., 2014). These hindcasts include coastal runoff (Beamer et al., 2016) as well as explicit tidal dynamics (and associated mixing). Tidally filtered weekly averaged velocities from this ROMS-based, 3-km resolution model were re-gridded to regular latitude-longitude-depth coordinates, and these values were subsequently interpolated to track particles forward in time, using a daily time step, at a constant 200 m depth.

The literature suggests that, due to prevalent currents, pteropods from the eastern North Pacific Gyre are advected (McGowan, 1963) into the GoA via northwards transport. As such, we initiated particle tracking in the offshore regions at 53°N in April for the following reasons: first, the prevalence of the northward advection that can carry pteropods from the offshore eastern Pacific subpolar gyre toward the GoA within the duration of their life cycle; second, the known offshore regional presence of pteropods and their spring spawning (e.g., Mackas and Galbraith, 2012; Doubleday and Hopcroft, 2015); third, southernmost boundary in the model domain where the initiation was feasible. The duration of particle tracking for 8 or 12 months was used to correspond to the pteropod life history, delineated by the completion of their early life stage into subadults or adults (Fabry, 1989). The particle tracking location with the shortest duration of initiation was thus used as an indicator of the early, most sensitive life stages, while the location of particles with the longest duration indicated the presence of the adults.

To examine spatial connectivity in the Bering Sea, a similar procedure was employed using output from the ROMS-based, 10-km resolution model described in Kearney et al. (2020). The physical structure and forcing of this model was identical to the version used for the Bering Sea OA exposure methods, as described above for the ROMS Bering 10K model. Regularly gridded, weekly averaged velocities from this model hindcast were interpolated to track particles backward in time using 60°N, 173°W as an ending location (on April 15, 2017) in a daily time step at a constant 50 m depth, which is an average depth distribution for L. helicina.



Morphometrics of Pteropod Morphotypes

Individuals of two different morphotypes of species Limacina helicina, recognized as L. helicina helicina and L. helicina pacifica, were selected from the samples to conduct the analyses at the morphotype level. The samples did not include morphotype characterization for individuals smaller than 0.5 mm in diameter. Individual pteropod height and width were measured with the Amscope software (Irvine, CA, United States) to subsequently determine specific morphotype. Separation of different morphotypes is possible only among the adults (McGowan, 1963; Janssen et al., 2019); thus, we only analyzed the adult life stages. Separation of the adults was first based on the presence or absence of striation (Janssen et al., 2019) and the shape of the shell (high spired shape vs flattened). The shape was reported as a height-diameter ratio (H/D) ratio (McGowan, 1963). Lower H/D ratios (flat shells) with no striation identified adult L. helicina pacifica, while higher H/D (with extended shell spire) and striation presence identified the adults of L. helicina helicina (Figure 2). When H/D ratios were plotted against the diameter of the shell, the shell proportions were fairly constant throughout the size range of the individuals collected, allowing subsequent separation of the two morphotypes (McGowan, 1963). Altogether, 98 individuals were analyzed for the morphometric analyses: 56 from the Eastern Pacific subpolar gyre, including the GoA, 17 from the Bering Sea, and 25 from the Amundsen Gulf. However, the sampling approach was not adequate to quantitatively determine spatial distribution of different morphotypes. We used both morphotypes for genetic analyses and shell dissolution analyses, while only L. helicina pacifica was used for investigating shell dissolution in combination with bulk shell density and thickness, due to insufficient sample numbers for L. helicina helicina.
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FIGURE 2. Various degrees of pteropod shell dissolution from the GoA and the Bering Sea, progressing from increased porosity, moderate to the most severe dissolution; Type I (A,B), Type II (B,C), and Type III (C). Two different Morphotypes of Limacina helicina: Limacina h. helicina (D) and Limacina h. pacifica (F) with respective images of their shell thickness for Limacina h. helicina (E) and for Limacina h. pacifica (G). Color bar indicates the CT number as a shell density from 380 (lowest density) to 1000 (highest density).




Bulk Shell Density and Thickness Using Microcomputer Tomography (μXCT)

For measures of pteropod shell deposition processes, an average of 10 organisms of L. helicina pacifica per station were analyzed for bulk shell density and thickness using micro-computed tomography (μXCT; Figure 2). Only the adult animals with greater than 4 whorls were analyzed, so that shell deposition patterns could be related to a single life stage, thus excluding the early life stages that could potentially introduce life-stage bias. We differentiated two morphotypes based on their H/D ratio (McGowan, 1963; Janssen et al., 2018), as well as the absence of striation. Therefore, density and thickness measurements were morphotype-specific (only on L. helicina pacifica). A total of 83 air-dried individuals were analyzed, 41 from the Eastern subpolar gyre with the GoA, 16 from the Bering Sea and 25 from the Amundsen Gulf. After overnight drying, a μXCT ScanXmate–D160TSS105 (Comscantecno Co., Ltd., Yokohama, Japan) was used to apply X-rays to the sample stage. This system can rotate through 360 degrees, with high-resolution settings (X-ray focus spot diameter, 0.8 μm; X-ray tube voltage, 80 kV; detector array size, 1024 × 1024; 1800 projections/360°, four-times averaging). This X-ray analysis focused on the aragonite shell; therefore, the soft tissue inside the shells was not considered and was numerically removed from the 3D images. Spatial resolution of the scanned image was from 1.0 to 1.2 μm, depending on the size of the shell. Reconstruction of 3D tomography was obtained by the convolution back projection (CBP) method used the ConeCTexpress (Comscantecno Co., Ltd., Yokohama, Japan). Calculation of shell thickness and density was performed by Molcer Plus imaging software (White Rabbit Corp., Inc., Tokyo, Japan).

To evaluate the bulk density of shell, we used the CT number. The CT number is a relative number of mean grayscale value with respect to the standard material of known density. When the object is constituted by a single substance, the CT number is proportional to the bulk density. In this study, we used a limestone grain (calcite crystal, calcite standard NIST RM8544 (NBS19)) with a 300 μm diameter as the standard material, which has the same composition of the target material. This limestone particle was used on individual pteropod shells for all analysis and the calculation of the CT number. Pteropod bulk shell density was evaluated by 16-bit grayscale contrasts (65,536 gray level gradations) of a transparent image achieved by μXCT. We used the CT number of the pteropod shell which is represented by equation 1:
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where μshell, μair, and μcalciteSTD were the X-ray attenuation coefficients of the sample, calcite, and air, respectively. The bulk shell density for an entire test was evaluated with equation 2:
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where n was the CT number, Tn was the total number of voxels with a specific CT number (n), and T was the total number of voxels in the whole shell. The highest density was 1000 and the lowest density was 230, being represented by the boundary between the pteropod shell and the surrounding air. The mean CT number indicated the mean density of an individual test as normalized per shell length, which we refer to as ‘normalized shell thickness’ or ‘normalized bulk shell density’ in the text below.

Bulk shell density (g per cm–3) was calculated from the mean CT number as following:
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Shell morphometrics (H/D ratio), thickness, and density data were compared with the observational data related to Ωar to investigate the impact of carbonate chemistry on shell-building processes over the depth of the water column inhabited by the pteropods (sensu Bednaršek et al., 2014). In addition, shell density and thickness were statistically correlated to the H/D ratio across all the investigated basins using either linear or polynomial regression (Supplementary Figure 1).



Shell Dissolution

We identified the incidence of different types of shell dissolution across individuals (Table 1 and Supplementary Figure 2) collected along carbonate chemistry gradients and compared shell dissolution across different regions of the subpolar gyre, GoA and Bering Sea. While evaluating shell dissolution, it is important to have as unbiased process as possible. Thus, while we randomly selected the individuals for shell dissolution not to introduce any bias in the shell examination process, we also made sure we had a sufficient number of organisms present to determine any difference in the shell dissolution between two different morphotypes. When the number of organisms allowed for this, we aimed to equally split the analyzed subsample between two different morphotypes (in the North Pacific subpolar gyre and the GoA); however, when this was not possible due to insufficient amount of pteropod individuals (such as in the Bering Sea), then we analyzed whatever morphotypes were present. The occurrence of pteropod shell dissolution in the Amundsen Gulf, as relevant to this study, has been described by Niemi et al. (2021) and here only discussed briefly. Shell dissolution was assessed for each individual and an average value was calculated per station (Table 1 and Supplementary Figure 2). We analyzed 10-15 individuals from each of 12 stations from the subpolar gyre, including the GoA, and 6 stations from the Bering Sea.

We prepared each individual by removing the organic layer using a combination of protocols (Bednaršek et al., 2012b, 2016a). Briefly, pteropods were transferred from 100% to 70% and 50% ethanol in gradual steps, rinsed thoroughly with DI water, exposed to diluted bleach (5% sodium hypochlorite) for a treatment of approximately 30 min that was subsequently rinsed with DI water for 2-3 times to clean the shell surface, and subsequent air-dried for 12 h. Mounted samples were coated with a combination of Au-Pd for 120 s at 35A before being examined under the scanning electron microscopy (SEM).

For measures of shell dissolution severity, the presence of three categories of dissolution was assessed following Bednaršek et al. (2012b). Type I indicated a shallow, upper-prismatic level of dissolution, followed by Type II with modest dissolution protruding deeper into the cross-lamella layer, and Type III indicating the most severe dissolution protruding deeper into the crystalline layers (Supplementary Figure 2). The percentage dissolution type occurrence was assessed per each individual and correlated with the observational cruise data related to Ωar in the subpolar gyre, the GoA and the Bering Sea.



GENETIC-BASED ANALYSES


Sample Collection

Between five and 17 individuals per station were sampled from the Bering Sea and Gulf of Alaska cruises (Table 1). Sampling was opportunistic and depended on frequency and condition of individuals collected at each station. An additional 13 individuals were sampled from the Amundsen Gulf to act as “outlier” samples to determine species or subspecies distribution across broader oceanographic basins (Table 1). Individuals were photographed prior to DNA extraction and their morphotypes were recorded using the methods described above.



DNA Extraction, PCR, and Sequencing

DNA from each individual was extracted using the QIAGEN DNeasy tissue extraction kit (Hilden, Germany). An approximately 600 base pair region of Cytochrome c oxidase I (COI) unit was amplified using universal primers for marine invertebrates (Forward: GGTCAACAAATCATAAAGATATTGG, Reverse: TAAACTTCAGGGTGACCAAAAAATCA; Folmer et al., 1994; Geller et al., 2013; Sromek et al., 2015b). Polymerase chain reactions comprised 10–15 ng of template DNA, 4.0 mM MgCl2 and GoTaq G2 Master Mix (Promega, United States), using an initial cycle at 98°C for 3 min, 30 cycles of 10 s at 98°C, 30 s at 55°C and 30 s at 72°C, and 5 min at 72°C. PCR products were Sanger sequenced in both directions at a commercial facility (Molecular Cloning Laboratories, San Francisco, CA, United States). Consensus haplotype sequences for each individual were created using the COI forward and reverse sequences obtained.

To determine whether there was evidence for cryptic species within the regions we sampled, we examined genetic distances between individual haplotypes and visualized the data using phylogenetic trees. The haplotype distribution across the two morphotypes was explicitly examined. To determine whether there was evidence for population structure, genetic distances were calculated within and between haplotypes at each geographic station. Finally, the sequences generated as part of the current study were compared to previously published sequences (Supplementary Tables 1, 2), to determine whether there was any evidence for species or population differentiation across the range of L. helicina.

In all analyses, sequences were aligned between individuals using the Muscle algorithm (Edgar, 2004). Pairwise distances (p-distance) between haplotypes and populations were estimated in MEGA V7.0 (Kumar et al., 2016), and standard error estimates were derived using 500 bootstrap replicates (Supplementary Tables 3, 4). Phylogenies between haplotypes were determined using a Minimum-spanning network (Bandelt et al., 1999), calculated in PopART (Leigh and Bryant, 2015).



RESULTS


Habitats of Concern in the Subpolar Gyre and GoA as Related to OA

The P16N cruise data (from 2015) in the subpolar gyre and GoA shows that the dissolution-inducive corrosive waters (threshold for severe dissolution Ωar < 1.2; Bednaršek et al., 2019) are shallowest at about 53°N, 152°W (Figure 3), with the isolines of Ωar < 1.2 deepening both to the south in the southern subpolar region and to the north on the GoA continental shelf. The corrosive waters are characterized by “low” temperature (< 6°C), high DIC (> 2180 μmol kg−1), and Ωar < 1.2 (Figures 3A–F).
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FIGURE 3. Plots of observational data from the P16N cruise (Eastern Pacific subpolar gyre and the GoA) sections of: potential temperature °C (A,B); dissolved inorganic carbon (DIC) in μmol kg–1 (C,D); and aragonite saturation state, Ωar (E,F). The sections on the left are from the south to north transect (black-colored contour on the small map), and the sections on the right (red colored contour on the small map) are from the west to east transect (see insert map in E). The pteropod station numbers are at the top. Indicated are the two solid black contour lines showing Ωar of 1 and 1.3.


GoA-COBALT model output (Hauri et al., 2020) of the time series of Ωar at 54°N, 152°W and at 57°N, 152°W indicate that the Ωar shoaling into the upper 50 – 100 m of the water column occurs during winter and early spring, partially extending into summer (Figure 4). At depths greater than 100 m, most of the deeper waters across the GoA and shelf region are undersaturated with respect to aragonite (Ωar < 1). In the GoA model outputs from 2013, there is a west-to-east deepening of Ωar in the upper 100 m of the water column, with the minimum Ωar occurring at about 51-55°N, 152°W, in the subpolar gyre (Figures 3, 5). Accordingly, the depth of the Ωar saturation horizon (where Ωar = 1) is shallowest in the western part of the study region (< 100 m) and deepens toward the eastern side of the subpolar gyre to approximately 110-130 m (Figure 6). The highest saturation state and deepest aragonite saturation horizon occur in the summer and autumn months, and significantly lower saturation states and shallower Ωar horizon occur during winter and early spring months (Figure 4). Summertime subsurface Ωar (spatially averaged across 50 to 100 m depth, and temporally averaged across June, July, and August) is generally < 1.3 across the region, especially in the near-shore regions of the northern and eastern GoA. From Kodiak (57°N/150°W) southward, wintertime (temporally averaged across December, January, and February) subsurface Ωar increases to levels > 1.3 along the shelf, while off the shelf, a large area stays undersaturated with respect to Ωar (Figure 4A). In the central region of the subpolar gyre and the GoA, Ωar saturation horizon is located near 50 m throughout the year (Figure 5A), while seasonal changes in the Ωar saturation horizon in the eastern part of the GoA cause shorter periods of exposure to low Ωar conditions (Figures 5A,B).
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FIGURE 4. Modeled aragonite saturation state of the Eastern Pacific subpolar gyre and the GoA as a function of depth and time (years) at station 191 (A, 54°N and 152°W) and at a random location on the shelf (B, 57°N and 152°W). Solid black contour lines show Ωar equal to 1 and 1.3. On the shelf, the seafloor is located at around 140 m depth (white area). Model output is from the GoA -COBALT hindcast simulation described by Hauri et al. (2020).
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FIGURE 5. Average seasonal aragonite saturation state (modeled data) across the upper 50 to 100 m in the GoA for June to August (A,C; left column) and December to February (B,D; right column) for 2013 (top row) and 1980 (bottom row). Solid black contour lines depict aragonite saturation state equal to 1 and 1.3. White areas show locations where the topography is shallower than 50 m. Model output is from the GOA-COBALT hindcast simulation described by Hauri et al. (2020).
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FIGURE 6. Average seasonal depth of the aragonite saturation horizon [m] in the GoA for June to August (A,C; left column) and December to February (B,D; right column) for 2013 (top row) and 1980 (bottom row). Solid black contour lines depict depth of the aragonite saturation horizon at 50 and 100 m (modeled data). White areas show locations where the aragonite saturation (Ωar) horizon is deeper than the topography, indicating the absence of undersaturated waters. Model output is from the GOA-COBALT hindcast simulation described by Hauri et al. (2020).




Decadal Changes in OA Habitats in the GoA Over the 34-Year Period

In evaluating long-term change in the subpolar gyre and GoA since the 1980s, the model output suggests significant decline of Ωar in the upper 100 m of the water column (Figure 4). The area of undersaturated water over the 50 to 100 m depth range more than doubled between 1980 and 2013 at the location of the model output (Figure 4A). Such modelling results are consistent with large-scale field observations (Carter et al., 2017). While some subsurface waters are already undersaturated with respect to aragonite in 1980, areas of Ωar < 1 are now much more widespread across the GoA. Furthermore, in 1980, Ωar frequently reach levels < 1.2 in waters deeper than 50 m, while in more recent years, Ωar also frequently reaches levels < 1.2 in the upper 50 m of the water column in both on- and off-shelf areas on a seasonal basis (Figure 6). In particular, the subpolar gyre is significantly lower in Ωar in the winter months. While Ωar conditions in the subpolar gyre in the 1980s ranged from 0.8 < Ωar < 1.2, current ranges are from 0.5 < Ωar < 0.8. Overall, the center of the subpolar gyre is currently the most vulnerable to the effects of increasing OA (Hauri et al., 2021). Although the eastern part of the GoA has seen a similar magnitude of change, the current OA conditions are less severe.



Current Habitats of Concern With Respect to OA in the Bering Sea

The Bering Sea 10K model output suggests that in the subsurface water between 50 and 100 m Ωar is < 1.3 across nearly all of the Bering Sea shelf, and Ωar < 1 for large portions of the northwestern shelf for both winter (December-February) and summer (June-August) months (Figure 7). In Figure 7, regions with a depth < 50 m, which are representative of the inner-shelf domain, are excluded. Subsurface Ωar values are generally lower in summer months compared to winter months, except for a relatively small region of buffered waters within Bristol Bay. The most corrosive waters are located in the northwestern Bering Sea. Panels A and B in Figure 8 illustrate a depth profile of model output for Ωar along the midnorth (MN) shelf transect (denoted by the magenta line in Figure 7). Phytoplankton productivity in surface waters and respiration at depth generate a very strong vertical gradient in Ωar during summer, compared to a relatively weak vertical gradient in winter. Surface Ωar values are greater than 2 during the summer, but less than 1.3 during the winter. Panel C in Figure 8 shows the modeled vertical profile of Ωar at an outer shelf location over the entire 2003–2012 period. This figure illustrates the seasonal cycle of low winter surface values, followed by higher surface Ωar values in spring-summer, and a subsequent subsurface drawdown in autumn due to respiration. Such intense seasonal changes in the spatial and vertical Ωar conditions define the exposure time of less favorable conditions (Ωar < 1.3) on a seasonal basis. The subsurface values of Ωar tend to decrease by ∼0.1 over the 2003-2012 timeframe, coinciding with a shift in physical variability from a warm temperature period to a cold temperature period. This temperature shift in the colder years due to increased vertical mixing and nutrient resupply in the euphotic layer (Pilcher et al., 2019) generates an increase in primary productivity and anthropogenic carbon uptake, with subsequent increase in respiration that exacerbates the expected OA trend over this timeframe. The surface trends of 0.025–0.04 units/year are significant for the inner and middle shelf domains (Pilcher et al., 2019).
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FIGURE 7. Average seasonal aragonite saturation state (Ωar) across the upper 50 to 100 m in the Bering Sea for June to August (A; upper) and December to February (B; lower), averaged over 2003-2012 (modeled data). Solid black contour lines depict aragonite saturation state equals 1 and 1.3. White areas show locations shallower than 50 m. Magenta line shows the midnorth (MN) shelf transect, and cyan plus-sign denotes the MN18 station location. Model output is from the Bering10K hindcast simulation described by Pilcher et al. (2019).
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FIGURE 8. Transect plots of aragonite saturation state (Ωar) in the Bering Sea, along the midnorth (MN) shelf transect line, denoted by the magenta line in Figure 7, for (A) June July August (JJA) and (B) December, January, February (DJF), averaged over 2003-2012 (modeled data). (C) Aragonite saturation state at station MN18 (cyan plus-sign, Figure 7) as a function of depth (y-axis), and time (x-axis). Model output is from the Bering10K hindcast simulation described by Pilcher et al. (2019).




Current Conditions in the Amundsen Gulf

Generally, in the Canadian sector of the Amundsen Sea, the supersaturated conditions occurred in surface waters, while undersaturated conditions (Ωar < 1) occurred across the Gulf in the Pacific halocline layer (50–200 m). Some smaller-scale variation in the Ωar is possible, depending on the transects sampled (Figures 9A–C), with such conditions described in more detail by Niemi et al. (2021). In the areas where pteropods were collected, Ωar in the Pacific layer ranged from 0.76 to 1.3, and averaged around 0.88, indicating that the pteropods’ main habitat is largely corrosive in summer (Figure 9).
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FIGURE 9. Transect plots of aragonite saturation state (Ωar; based on the observational data) in the Amundsen Gulf in the Canadian Arctic sampled in August 2018. Transects extend across Dolphin and Union Strait (A); Minto Inlet (B) and across the mouth of the Gulf from Cape Bathurst (C). Red boxes on the transect maps include the biological stations investigated for pteropod shell dissolution (previously published in Niemi et al., 2021).




Sensitivity-Related Biological Parameters


Morphotype Distribution

Pteropods were present across all of our study regions in high abundances, especially from 55 °N (Table 1). Based on the presence of striations, as well as H/D ratios, two adult morphotypes were detected: L. helicina helicina with an inflated spire and striated whorls (Figure 2D), and L. helicina pacifica with a depressed flat spire and no striation (Figure 2F). The H/D ratios plotted against the diameter of the shell showed a relatively constant ratio, regardless of the size range of the adults (Supplementary Figure 1A). The ranges of H/D values for the two morphotypes were similar to those previously reported by McGowan (1963). The H/D range for L. h. pacifica was between 0.8 to 1, while H/D range for L. h. helicina was higher than 1. All morphotypes were found in all three basins (Supplementary Figure 1B).



Shell Thickness and Density Related to the Shell Morphometrics

The distribution of H/D ratios in two morphotypes was also related to a specific range of normalized shell thickness and density (Supplementary Figures 1C,D). Normalized bulk shell thickness showed an inverted bell curve shape relationship with the H/D ratio; its decrease was correlated with declining H/D ratios to a value of approximately 0.9 to 1. Below this ratio, normalized shell thickness started to increase (polynomial fit with R2 = 0.17, p-value = 8.622E-05). These results indicate that the organisms with lower spire (lower H/D range) built thicker shells compared to those on the upper range that built thinner shells (Supplementary Figure 1C). The density was not dependent on the H/D ratio, with similar densities across the range (R2 = 0.052; p = 0.0155; Supplementary Figure 1D).



Environmental Control on Shell Building Processes

The impact of Ωar on the processes of pteropod morphometrics and shell characteristics (H/D ratio, normalized bulk shell density and thickness) across all investigated ocean regions (GoA, Bering, Amundsen) was examined in one morphotype, L. h. pacifica only. The H/D ratio of adult individuals was significantly correlated with Ωar. Linear regressions showed the best fit of H/D ratio to be correlated with the Ωar, at 50 m (Ωar,50) representing an average depth of daily pteropod vertical migration (Figure 10A; R2 = 0.6966, p = 8.074E-16). Linking shell morphometrics with the Ωar, adult individuals with higher H/D ratios (extended shell with higher spire) were observed at higher Ωar, while the organisms with lower H/D (flatter shell with lower spire) were present at lower Ωar. We fitted normalized bulk shell thickness against Ωar averaged over 100m depth (Ωar,avg100). The best linear fit shows the shell thickness to significantly increase with a declining Ωar,avg100 (Figure 10B; R2 = 0.31, p-value = 0.028). At higher values of Ωar, adult pteropods built shells with higher H/D ratios and lower shell thicknesses (Figures 10A,B; Supplementary Figure 1). We also fitted shell thickness against the Ωar at 100 m; the best fit found was polynomial one, where shell thickness increased up to a Ωar of 1.1, upon which it started to decrease (R2 = 0.623; p-value = 2.581E-07; Figure 10C). This value could be considered an inflection point (threshold), below which the shell building processes start to decline. Such patterns were observable when combining the data of L. helicina pacifica across investigated ocean regions. However, on the regional basis, the lack of sufficient data or limited Ωar,avg100 condition gradients prevented us from making conclusions for each region separately, especially for the Bering Sea region with its narrow range of Ωar,avg100 conditions. Normalized bulk shell density was not significantly correlated with Ωar,avg100 (R2 = 0.027, p-value = 0.273; Figure 10D). These results imply that only the processes influencing shell thickness, and not density, were impacted by the carbonate chemistry conditions.
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FIGURE 10. Height-diameter (H/D) ratio distribution (A), normalized bulk shell thickness with linear fit (B), normalized bulk shell thickness with polynomial fit (C), and normalized bulk shell density (D) along the omega saturation state (ar) in three basins (based on the observational data) in Limacina helicina pacifica. The equations for correlation with omega saturation state (Ωar) or the combination of temperature and Ωar are following: Shell morphology (H/D; Figure 10A) = 0.32095+0.33014* Ωar; Normalized Shell Thickness (linear; Figure 10B) = 0.001459+0.001895* Ωar; Normalized Shell Thickness (polynomial, Figure 10C) = 0.005569−0.0010466* Ωar −0.0004721* Ω Normalized Shell Thickness (f (T and Ωar)) = 6.803*10−3−3.984*10−5*T-2.364*10−3* Ωar; Normalized Shell Density (Figure 10D) = −182.5+294.3* T −234.9* Ωar.




Pteropod Shell Dissolution Across the Regions

High resolution observations of pteropod shell surface under SEM demonstrated a range of dissolution values, depending on observed Ωar conditions at the specific sample locations (Figure 2). The samples collected during spring-summer in the subpolar gyre and the GoA were characterized by a notable difference in the shell dissolution, with the stations across the central and western side of the study region (stations 178-191, Figure 11) showing the greatest severity of dissolution (Table 1). The areas of dissolution spatially coincide with the regions characterized by a shallower Ωar depth horizon, depicted in both the observational data and model outputs (Figure 5). In comparison, shell dissolution declined toward the east, with complete disappearance of any dissolution patterns east of 139°W. In addition, the more inshore locations (Station 187) had less severe dissolution compared to the offshore samples. This result again coincides with the GoA-COBALT model output of higher Ωar onshore and lower Ωar and shallower Ωar saturation horizon offshore (Figures 5, 11).
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FIGURE 11. The depth of the aragonite saturation state (Ωar; based on observational data) along two sections conducted on P16N cruise in the Eastern P16N cruise in the Eastern Pacific subpolar gyre (A) and GoA (B). with corresponding proportions of different types of pteropod shell dissolution. Pteropod samples were analyzed from stations 164 to 204.


Out of the six collected samples in the Bering Sea during spring-summer, various dissolution ranges were observable (Table 1), mostly characterized by Type I and II dissolution, with only station 24 having more severe (Type III) dissolution present. Because there was insufficient data from the cruise to interpolate across the stations, we could not correlate shell dissolution with the oceanographic gradients as in the GoA, so we used the model output instead (Figures 7, 8). The stations with the most severe dissolution were distributed over the central part of the eastern Bering Sea shelf. This coincides with the model outputs of the observed shallow Ωar horizon and Ωar < 1 around 50 m depth during this period, which is also in the Bering 10k model output. Intact organisms were present in the southern part of the Bering Sea and around the Aleutian Islands, with the Ωar horizon positioned at depth ranges below 100 m.

Shell dissolution in the Amundsen Gulf was described in detail by Niemi et al. (2021). In short, shell dissolution was widespread, occurring at coastal and offshore locations as well as in small embayments. In an initial assessment of 134 samples of L. helicina, greater than 85% of individuals exhibited severe dissolution. The majority of shell damage occurred on the first whorl, indicating that damage likely occurred in early life stages during the spring period (May/June) when sea ice may still be present in the Amundsen Gulf. Overall, we found no observable difference in shell dissolution between two different morphotypes across any of the high latitude regions, indicating that shell dissolution is not a trait that would be morphotype-specific.



Biological Parameters Related to Resilience and Adaptive Capacity


Genetic Analyses

A total of 176 individuals were sequenced at cytochrome c oxidase I (COI) across 21 stations (Supplementary Tables 1, 2). Of these, 130 represented the L. helicina helicina phenotype and 38 represented the L. helicina pacifica phenotype. The phenotype of eight sequences were not determined due to sample deterioration. After alignment, 544bp were shared across all individuals, representing 20 unique COI haplotypes across the entire dataset.

Haplotype diversity was low (Supplementary Table 3): overall nucleotide diversity was 0.005 (SE 0.001). Pairwise distances between individual haplotypes varied between 0.002 and 0.009. These values were lower than accepted for species definition at the CO1 locus (Hebert et al., 2003). The samples were dominated by three haplotypes (Figure 12A): Haplotype 1 was found in 118 individuals, Haplotype 2 in 34 individuals, and Haplotype 3 in 5 individuals. The remaining haplotypes were found in two individuals (Haplotype 4 and 5) or in one individual only (Haplotypes 6-20).
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FIGURE 12. (A) Minimum spanning network between 20 CO1 Haplotypes sequenced across 176 L. helicina morphotypes, sampled from the eastern North Pacific, GoA, Bering Sea and Amundsen Gulf. Haplotypes are joined by number of mutations (horizontal lines), circle sizes represent number of individuals representing each haplotype. The two morphotypes are represented in blue (L.helicina helicina) and green (L. helicina pacifica). Samples in purple could not be phenotyped. (B) Distribution of the three most common COI haplotypes across sampling stations in the Eastern Pacific subpolar gyre, GoA, Bering Sea and the Amundsen Gulf.


The minimum spanning network described a star phylogeny for CO1 haplotypes (Figure 12A); that is, several short branches connected by a common haplotype. Such phylogenies are often interpreted to represent an evolutionarily recent founder event, followed by population expansion. There was no evidence for genetic differentiation between L. helicina morphotypes (Figure 12A). Both morphotypes were represented within three most frequent haplotypes.

Visualization of the frequency distributions of the three most common haplotypes (1-3) suggests that sequence diversity decreases in the northernmost populations, particularly in the Bering Sea and Amundsen Gulf (Figure 12B). However, formal analysis of haplotype diversity between stations sampled revealed no significant differences between populations (Supplementary Table 4). Divergence of haplotype frequencies between populations varied between 0.001 and 0.002, with standard errors falling in the same order of magnitude. The power of this analysis may be affected by sample sizes, which varied between 5 and 17 individuals per station. However, given the high frequency of the most common haplotype, as well as the close relationship between these haplotypes, large sample sizes per station would be required to detect putative differences.

A total of 259 published COI sequences (Supplementary Table 2) were combined with the 179 sequences derived from this study and were grouped into nine broad geographic regions: Amundsen Gulf, Bering Sea, subpolar gyre, Greenland, Kara Sea, Hudson Bay (Northern Canada), Western North Pacific, Svalbard and White Sea. Global haplotype divergence was small, with most haplotypes differing from each other by a few mutations (Supplementary Figure 3). However, two previously described haplogroups (Abyzova et al., 2018; Shimizu et al., 2018) described the data, with evidence of a unique haplogroup limited to Svalbard and the Kara Sea, and dominance of the second haplogroup in the Bering Sea, Amundsen Gulf and North Pacific Seas. While the haplogroups differ by only a few mutations, these data suggests separate colonization and divergence events and broad-scale population structure. However, pairwise tests for divergence (Supplementary Table 5) revealed small pairwise distances between geographic regions.



Spatial Connectivity Based on Particle Tracking Model Outputs

Particle tracking models were used to investigate pteropod spatial connectivity over the subpolar gyre in the GoA. These were based on the assumption of a northward juvenile pteropod advection from the eastern North Pacific and life duration of approximately eight months to a year, during which pteropods would reach adulthood. The results indicate that pteropods were dispersed throughout the entire area during this period, irrespective of location origin (Figure 13), with high abundances present (Table 1). On the other hand, shorter durations of particle tracking indicated the locations of the early life stages, which are dependent on the location of their spawning.
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FIGURE 13. Particle tracking at (A) 200 m depth in the Eastern Pacific subpolar gyre for a time period of 8 months (280 days), and (B) at 50 m depth in the Bering Sea for the time period of 12 months (365 days). Vertical scale bar indicates (A) number of days in the forward tracked particles since their release near 53°N, 143°W on April 15, 2012; and for (B) days of the backward tracked particles using 60°N, 173°W as ending location on April 15, 2017 (with initial release in April 15, 2016). Blue colors indicate shorter, and red color indicate longer time intervals since release. Initial release is indicted by a square. The hydrodynamic output from the model hindcasts is described by Coyle et al. (2019) and Kearney et al. (2020).


Northward advection dominates in the first three months after the typical spawning period in late spring. In the following 4–8 months, flow of the GoA waters occurs westward along the Aleutian Islands (Figure 13A). If initiation is assumed to occur in the offshore subpolar gyre, the early life stages can thus reach the GoA in the summer, while the subadults and adults would be distributed in the GoA’s coastal and shelf region and advected westward in the winter. The dispersal of the particles over long distances demonstrates large-scale biogeographic distribution with no apparent species boundaries across the entire area.

Extensive spatial connectivity was also observed in the Bering Sea (Figure 13B), where we tracked particles backward in time for a full year from a mid-shelf location on the northwestern shelf. This ending location was chosen based on observational results. Particles reaching this destination all originated from the south, primarily from the Gulf of Alaska (passing through Unimak Pass), but also from the deep basin to the north of the Western Aleutian Islands. From either starting location the particles travel along the shelf break to the north of the Aleutian Islands during an approximately 8-month period, subsequent to their initial release in April. In general a smaller spread of particles was observed for the Bering Sea than was the case in the GOA. Note these results are not strictly comparable, as we tracked particles forward in time in the GOA case, and backwards in the Bering Sea case. It is further possible that more dispersion would have been obtained with a different ending location in the Bering Sea. Fundamentally, however, the smaller spread of the Bering Sea tracks reflects the presence of vigorous 200-km scale eddies in the deep GOA, as compared to the relatively quiescent conditions on the shallow Bering Sea shelf.



DISCUSSION

This interdisciplinary study provides an integrated OA risk assessment for high-latitudinal pteropod populations of the subpolar gyre, GoA, Bering Sea and Amundsen Gulf. Here, we synthetize multi-faceted components of the risk assessment, as defined by OA exposure, species and morphotype sensitivity, and resilience through genetic structure and spatial connectivity.

Model output comparisons between the two regions (the GoA and the Bering Sea) revealed the differences in the magnitude of Ωar conditions, both in the context of the vertical gradients and seasonal cycles related to Ωar. Overall, the model outputs as well as data based on P16N cruise observations (Figure 1), suggest that Ωar is lower in the North Pacific subpolar gyre, while the habitats in the eastern part of the GoA seem to be less OA-compressed, providing more favorable conditions for pteropod populations. The Bering Sea, in comparison, has somewhat lower values of Ωar and a shallower Ωar horizon than the subpolar gyre/GoA. This observation is consistent with decreasing Ωar towards the poles in North-Pacific-Arctic waters (Mathis et al., 2015), indicating that this region may have experienced more severe biological impacts corresponding with the changes, especially in the last two to three decades (Carter et al., 2017). Seasonality is an important parameter to consider, because it defines the duration of exposure to less favorable conditions. In the GoA, the subsurface conditions are less favorable in the summer, while the subsurface conditions in the Bering Sea are less favorable in the winter (Figures 5–8). As illustrated by the Bering Sea model, vertical habitat suitability is reduced in the summertime, showing persistent subsurface Ωar < 1.2 conditions despite high surface Ωar conditions that are buffered by substantial primary productivity. There is a clear exception in the subpolar gyre, where unfavorable conditions appear to persist throughout the year. Still, while surface waters of the subarctic Pacific are projected to become Ωar < 1 (Bindoff et al., 2019), global model simulations suggest that surface waters of the Bering Sea will remain supersaturated even under the RCP 8.5 scenario. Hence, the upper surface waters represent suitable habitat for sensitive pelagic calcifiers. However, it remains uncertain if the vertical migrators, such as pteropods, could only occupy surface waters given their ecological dependence on deeper depths (Lalli and Gilmer, 1989).

With respect to the trend observed over the last 34 years, the GoA-COBALT model output of the subpolar gyre and the GoA suggests a declining trend of Ωar and shoaling of the Ωar saturation horizon. This indicates that pteropod populations have been experiencing an increase in exposure to lower Ωar in their habitats over decadal time scales. While we do not have biological data over the same time period as the model output, we assume that it is very likely that the severity of pteropod shell dissolution described here is a consequence of rapid, multiple human-related impacts in the region, and not a natural change in the region (Mathis et al., 2015; Carter et al., 2017; Hauri et al., 2021). The lack of a hindcast simulation in the Bering Sea does not allow such biological risk assessment over a longer time period.

Insights into the seasonal carbonate chemistry variability is important to infer the impacts of exposure within the L. helicina life history. The life cycle of northern high-latitude pteropods is regionally specific, lasting between 1 and 2 years (Kobayashi, 1974; Fabry, 1989; Gannefors et al., 2005), and is characterized by late spring-summer spawning, with subsequent presence of subadults and adults during the winter periods of the corresponding years. Successful recruitment depends mostly on survivorship during two key periods: the early life stages that have higher sensitivity to OA, and the adult stages that are responsible for successful spawning and recruitment (Bednaršek et al., 2016b). Model outputs during the spring-summer period can be used to characterize exposure of the early life stages (larval and juveniles) to OA, while the model outputs integrated over the upper 50–100 m of the water column for the winter months can serve as an approximation of the adult exposure (Bednaršek et al., 2019). The summer conditions in the GoA are more favorable, thus early life stages will be less impacted relative to the adults that experience lower Ωar wintertime exposure. In contrast, the Bering Sea has opposite seasonality, characterized by the summer reduction of the suitable Ωar conditions, with adults being less impacted compared to the early life stages. It is also important to note that regionally specific conditions, like the year-round unfavorable conditions in the subpolar gyre, might impact both early and adult life stages, delineating this region of the highest OA concern.

Observations of adult pteropod shell dissolution during spring-summer surveys in both basins spatially correlate with the spring spatial carbonate chemistry patterns, as delineated by the P16N cruise observations and biogeochemical models in the GoA and subpolar gyre (Figures 1, 11). In the GoA, there was more severe dissolution in the western part of the study area, coinciding with the highest pteropod abundances, and less severe dissolution in the onshore waters. In the Bering Sea, severe dissolution occurred in the north-central part, where the model outputs projected lower Ωar compared to the higher Ωar in the south. The GoA is more likely to experience severe spring and summertime dissolution of pteropod shells compared to the same period in the Bering Sea. Our data show that thinner shells, along with dissolution uniformly distributed around the shell surface, are evidence of an impact related to lower Ωar cumulative exposure (Bednaršek et al., 2016a). This is opposite to the conclusion from Peck et al. (2016); namely that dissolution only occurs if the periostracum is damaged or if imposed through predation pressure. More severe dissolution in the Amundsen Gulf likely occurs because of the dominance of undersaturated Pacific waters within the pteropod habitat, where prolonged low Ωar exposure could represent higher risks, characteristic of the polar habitats of the Northern Hemisphere. Given that our genetic analyses show that the Amundsen Gulf pteropods share the same species distribution as the GoA and the Bering Sea individuals, there is no reason to believe that another more resilient species or subspecies will replace the current populations (Niemi et al., 2021).

There are additional parameters that can impact shell processes (Bednaršek et al., 2018; Oakes and Sessa, 2020), including regional parameters that can reverse the shell patterns observed in this study (Mekkes et al., 2021), making it important to compare the differences always among the same morphotypes. Seasonal patterns of high primary production in the Bering Sea could potentially offset some of the negative effects (sensu Bednaršek et al., 2018), with temperature and oxygen also playing a role in the shell building processes (Mekkes et al., 2021). Both the GoA and the Bering Sea pteropods have substantially less severe dissolution compared to that reported in the Arctic regions, such as the Amundsen Gulf. Limited extent of shell repair in the form of crystalline regrowth was reported in the presence of abundant food availability only in a few adult organisms (Niemi et al., 2021). Against a general pattern of thinner shells with only a few individuals displaying limited shell repair, this data shows high risk for pteropod population. Our findings therefore do not support the observation of pteropod resilience to OA by Peck et al. (2018).

Sensitivity and adaptation capacity were evaluated by examining the shell morphometric characteristics. Flatter and thicker (lower H/D) individuals were found in habitats associated with more severe Ωar, while high-spire, less thick (high H/D) individuals were present at higher Ωar. This distribution likely indicates that pteropods can build thicker shells and display some plastic responses, thus indicating a phenotypic response in the less favorable conditions that protects them against intense shell dissolution. A divergent range of plastic responses in the two distinct phenotypic morphotypes could be differential acclimation to Ωar exposure. The extended height over the same diameter results in higher surface shell area of L. helicina helicina, pointing towards the fact that a larger extent of shell surface can be exposed to the surrounding waters compared to L. helicina pacifica with lower surface area. As such, we postulate that different morphotypes might develop in the native habitats characterized by the intensity of Ωar exposure. By inhabiting more intense OA conditions, L. helicina pacifica may form flatter and thicker shells to protect the shell against more severe exposure to lower Ωar. Flatter shells with lower surface exposure is intended to reduce the exposure to low Ωar, while thicker shells can potentially tolerate more extensive dissolution better at lower Ωar. On the other hand, L. helicina helicina inhabits the habitat with less severe, low Ωar exposure and does not need such protecting mechanisms; greater shell surface and thinner shells can be sustained at less intense OA condition.

Pteropod morphotype distribution data over much larger spatial scales in the North Pacific clearly demonstrates the eastward occurrence of L. helicina pacifica, while L. helicina helicina is dominant westwards (McGowan, 1963). In combination with the carbonate chemistry data over the examined area that shows a progressing shoaling of carbonate chemistry eastwards (Carter et al., 2017; Cai et al., 2020), there is a spatial pattern of L. helicina helicina inhabiting the westward region with higher Ωar and L. helicina pacifica present in the lower Ωar eastward region, to which they seem to be more adapted to via their morphometric characteristics. However, given the presences of both morphotypes across the stations of the investigated area of the subpolar gyre and the GoA, our study is likely not spatially extensive enough to be able to demonstrate differential morphotype occurrence over Ωar scales.

In terms of shell building processes, pteropods continue building their shells even under lower Ωar conditions (sensu Comeau et al., 2010) but at reduced growth rates, presumably due to the trade-offs in the compensatory processes. However, it seems that the conditions of around 1.1 < Ωar > 1.3 (Figures 10B,C) could be delineated as a threshold below which the shell building process becomes energetically more expensive, and thus, shell processes start to decline. A similar Ωar biomineralization threshold was previously reported by Bednaršek et al. (2019). Interestingly, shell density seems to be an independent process not driven by Ωar, likely pointing towards the fact that building a shell with consistent density is an important process for the organisms and is thus more tightly regulated than processes governing shell thickness. While the differences across the eastern-western area in aragonite saturation state were substantially different, we note minimal differences in temperature across the same area, with only 1-2°C difference (Figures 3A,B), suggesting a relatively homogenous habitat temperature wise (sensu McGowan, 1963). As Ωar and temperature are highly colinear in both basins, it makes it impossible to differentiate which parameter is a major driver behind the biological responses. In addition, the lack of data on other potentially important parameters, such as food availability (sensu Bednaršek et al., 2018) is currently not allowing for a more accurate interpretation and prediction of the drivers and mechanisms behind the biomineralization processes and population-level outcomes under future OA intensification.

Beside a direct impact of OA on reproduction (sensu Manno et al., 2016), there could be indirect implications of energetic expenditure related to reproductive outputs. The assumption is that higher Ωar conditions would allow individuals to potentially invest more energy into growth, resulting in larger shells with greater tissue mass. Building shells under low Ωar conditions (below 1.1) would require greater energetic investment, which may be indirectly reflected in smaller-sized organisms. Since the reproductive efforts of the individuals are inherently linked to tissue weight (Lalli and Gilmer, 1989), smaller-sized organisms with lower gamete production might have a lower reproductive effort under future OA intensification.

Examining the parameters related to the adaptation capacity (genetic structure, cryptic species, and spatial connectivity) is also important to potentially determine the morphotype-level risks on pteropod population level. For example, OA-induced exposure would not necessarily result in local vulnerability if individuals were replaceable or if spatial connectivity may bring new flux of organism from less impacted areas, while the presence of genetically differentiated subspecies with differential response to OA might buffer changes in distribution and abundance. Despite morphological differences, genetic analyses reveal that there was no basis for differentiation between these two forms at the species level, because both share mitochondrial DNA haplotypes. In addition, particle tracking modeling indicates that the organisms are well mixed over the investigated area, supporting genetic uniformity of the investigated pteropods. Therefore, we suggest that the differences in morphotypes might reflect phenotypic plasticity related to the differential exposure to prevailing OA-related environmental conditions, but likely not limited to Ωar only. Alternatively, such differences may arise through fine- scale population structure and local adaptation; this explanation cannot be ascertained with our available data. We conclude that there is no evidence for cryptic species or subspecies across the geographic ranges sampled, based on tests for divergence at the mitochondrial DNA cytochrome oxidase I locus. It is unlikely that hidden species diversity may account for differential morphotype responses to low Ωar. It is possible that there is within-species diversity that should be examined using nuclear DNA markers. Our results reveal a possible reduction in haplotype diversity in northern populations, which may point toward population differentiation. However, this result was not significant. On a species-wide range, the previously reported differentiation between unique haplogroups in the Arctic Ocean north of mainland Europe (Kara Sea and Svalbard), the Western North Pacific (Shimizu et al., 2018), and the Okhotsk Sea (Shimizu et al., 2021) was supported here by the addition of further samples from the subpolar gyre, the Bering Sea, and Amundsen Gulf. While the differences between the two haplogroups were small, the results suggest population structure at the species-wide scale, explained by separate colonization events with subsequent divergence over broad geographic ranges. These results are intriguing, given that the single molecular marker used has relatively little power to differentiate between populations.

Investigations based on particle analyses and prevailing advective patterns suggest extensive spatial connectivity. These analyses further support the result of a single cosmopolitan species of L. helicina, revealed by the mitochondrial DNA analyses. Given the time trajectories of the particles modeled here, the results suggest a continuous process of repopulation and intermixing of pteropods in the GoA region in the spatial context of the North Pacific subpolar gyre. High connectivity might alleviate localized negative impacts, especially if different morphotypes are constantly repopulating this region, therefore providing resilience. However, poor survival at different life history stages may affect recruitment throughout the region. For example, the early life stages encounter exposure to low Ωar conditions between 53 and 56°N through northward advection. It is also unknown to what degree adaptive capacity at the population level may buffer recruitment variation. Overall, high risk for pteropod population persistence with intensification of OA has to be assumed because of their known vulnerability, along with low evidence for species diversity and the progressive severity of OA exposure, despite their wide connectivity across the considered habitats and our insufficient knowledge on their adaptive capacity in the high latitudes.

Corresponding with pteropod high risk related to OA in the high latitudinal habitats are also high-risk repercussion for the commercially important fisheries and high trophic levels marine vertebrates. Considering the magnitude of OA change in this region coupled with a high pteropod biomass (Bednaršek et al., 2012a; Doubleday and Hopcroft, 2015), negative pteropod population implications could ultimately have an impact for the fisheries dependent on pteropods as a food source, most explicitly for the various salmon species, cod and char, during the fall time in the absence of the other food sources essential for successful fish development. Moreover, given the changes in pteropod shell building processes, i.e. reduced calcification and shell thickness and lower H/D ratio, along with increased dissolution, these high latitudinal regions’ with one of the highest pteropod abundances on a global scale (Table 1; Bednaršek et al., 2012a) might also experience potentially significant biogeochemical effects related to the biological pump, resulting in the lower carbonate export fluxes over time (Carter et al., 2021; Lee and Feely, 2021; Sulpis et al., 2021). The results of this study suggest that an important component of the alkalinity change in the North Pacific may be the result of changes in pteropod production and dissolution. Moving forward into the future, the ecological and biogeochemical implications of these long-term changes will depend on multiple interacting processes, including the morphotype distribution, net shell calcification and dissolution, changes in the morphometrics, their abundance and phenology.

Given the dominance of pteropods in the subpolar gyre and the GoA, long-term observations should be strategically positioned along the W-E gradients where the differences in OA are most pronounced. Understanding of biological vulnerability on the regional scales provides an opportunity to prioritize monitoring to manage, and thus potentially reduce, the realized impact on the fisheries and ecosystems in the high-latitudinal ecosystems under predicted climate change scenarios.
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Supplementary Figure 1 | The distribution of two different morphotypes based on the H/D ratios (L. helicina helicina and L. helicina pacifica) (A), and as separated per different ocean basins (B). The H/D ratio was correlated with the normalized shell thickness (C) and the density (D) from the individuals across the three ocean basins.

Supplementary Figure 2 | Depiction of three different types of dissolution (each column representing Type I, II or Type III) found on the pteropod shells collected across different basins (gyre, GoA, Bering, and Amundsen Gulf). Types and the extent of dissolution are linked with the sample location and additional analyses conducted on the samples (Table 1). Each photo depicts the type of shell dissolution of the individual organism from a different sampled location, with the scale bar indicating the size.

Supplementary Figure 3 | Minimum spanning network between CO1 Haplotypes sequenced across 427 individual L. helicina, sampled from the Amundsen Gulf (abbr. BeauSea), Bering Sea (abbr. BerngSea), Eastern North Pacific (abbr. ENPac), Greenland (abbr. Grnld), Kara Sea (abbr. Kara), Hudson Bay (abbr. NCanada), Western North Pacific (abbr. WNPac), Svalbard (abbr. Svbd) and White Sea. Haplotypes are joined by number of mutations (horizontal lines), circle sizes represent number of individuals representing each haplotype.

Supplementary Table 1 | COI gene sequences for both morphotypes of L. helicina across all the investigated regions (subpolar gyre, GoA, Bering, Bering Sea, Amundsen Gulf).

Supplementary Table 2 | Referenced studies, locations, and accession numbers of the previously published COI gene sequences for Limacina helicina.

Supplementary Table 3 | Estimates of Evolutionary Divergence (p-distance) between COI haplotype sequences 1-20 (in bold), genotyped in L. helicina collected from the North Pacific, Bering Sea and Amundsen Gulf. Below the diagonal: number of base pair differences per site calculated between haplotypes. Standard error estimate(s) derived from 500 bootstrap replicates are above the diagonal.

Supplementary Table 4 | Estimates of Evolutionary Divergence (p-distance) between Stations, based on COI haplotype sequences sampled at each station. The number of base differences per site from averaging over all sequence pairs between groups below the diagonal, standard error estimate(s) derived from 500 bootstrap replicates are above the diagonal.

Supplementary Table 5 | Estimates of Evolutionary Divergence (p-distance) between regions. The number of base differences per site from averaging over all sequence pairs between groups below the diagonal, standard error estimate(s) derived from 500 bootstrap replicates are above the diagonal. The samples originate from the North Pacific (abbr. ENPac), Greenland (abbr. Grnld), Kara Sea (abbr. Kara), Hudson Bay (abbr. NCanada), Western North Pacific (abbr. WNPac), Svalbard (abbr. Svbd) and White Sea.
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To distinguish between the distribution and activity of ammonia-oxidizing bacteria (AOB) and ammonia-oxidizing archaea (AOA) in the Pearl River estuary (PRE), we investigated the DNA- and cDNA-based β-proteobacterial and archaeal amoA genes on three size-fractionated particles of >3.0 μm, 0.45–3.0 μm, and 0.22–0.45 μm. Results showed that AOB were more abundant in the freshwater with high concentrations of ammonium (NH4+) and low dissolved oxygen, whereas AOA were dominant in the NH4+-depleted seawater and sensitive to temperature. Obvious shifts in ammonia-oxidizing communities were found along the salinity gradient in the PRE. AOB clearly presented a particle-associated nature, as evidenced by higher relative abundance of amoA genes attached to the large particles (>3.0 μm) and their transcripts exclusively detected on this fraction. Moreover, higher transcriptional activity (indicated by the cDNA/DNA ratio) of AOB on the large particles, suggesting AOB were actively involved in ammonia oxidation despite their lower abundance in the mid- and lower estuarine regions. In contrast, AOA exhibited higher transcriptional activity on the 0.45–3.0 μm and 0.22–0.45 μm particles, implying the free-living strategy of these microbes. Together, these findings from field observations provide useful information on the ecological strategies of ammonia-oxidizing communities in response to different environmental conditions.
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INTRODUCTION

Nitrification is an important process in the marine nitrogen cycle, which determines the distribution of oxidized and reduced nitrogen components in the ocean (Ward, 2008). It is an oxygen- and alkalinity-consuming process, contributing to hypoxia development and the enhancement of ocean acidification especially in coastal waters (Hu and Cai, 2011). The produced greenhouse gas nitrous oxide (N2O) through nitrification pathway highlights its importance in the global climate change (Santoro et al., 2011; Stein, 2011; Löscher et al., 2012; Frame et al., 2017). Ammonia oxidation is the first and rate-limiting step of nitrification, which is microbially mediated oxidation of ammonia (NH3) to nitrite (NO2–). Ammonia-oxidizing bacteria (AOB), including a few genera of β- and γ-Proteobacteria, and ammonia-oxidizing archaea (AOA) belonging to Thaumarchaeota are the two major types of microorganisms that catalyze ammonia oxidation and N2O production in the estuarine and marine ecosystems (Ward, 2008; Santoro et al., 2011; Stein, 2011; Löscher et al., 2012; Frame et al., 2017).

Estuaries, which are highly affected by coastal nutrients and eutrophication due to anthropogenic activity, have been found to occur high rates of nitrification at the land-ocean interface (Bricker et al., 2008; Damashek et al., 2016). Estuaries are also recognized as the hot-spot regions for N2O production and emission (Seitzinger and Kroeze, 1998; Mortazavi et al., 2000; Usui et al., 2001; Kroeze et al., 2010; Allen et al., 2011; Lin et al., 2016). In estuarine regions, the distribution of AOB and AOA generally presents a complex picture; for example, the ratio of AOB to AOA varies extensively and exhibits an inconsistent pattern along a salinity gradient (Caffrey et al., 2007; Mosier and Francis, 2008; Sahan and Muyzer, 2008; Santoro et al., 2008; Bernhard et al., 2010). On the other hand, it is well-established that AOB are in general larger in size than AOA (Holt et al., 1994; Könneke et al., 2005; De La Torre et al., 2008; Hatzenpichler et al., 2008; Jung et al., 2011; Lehtovirta-Morley et al., 2011; Tourna et al., 2011). Related studies in estuaries showed that AOB more clearly attached to particles (>3.0 μm) in the high-turbidity freshwater (Zhang et al., 2014; Hou et al., 2018), whereas the free-living (<3.0 μm) AOA appeared to be more abundant in a low-particle and saline environment (Hou et al., 2018). However, the activity of AOB versus AOA in estuarine systems and their relationship with different size-fractionated particles, are still currently lacking.

The Pearl River estuary (PRE) is one of the complex estuarine systems, which is a funnel-shaped sub-estuary with a surface area of 1,180 km2 (Dai et al., 2014). The low-salinity waters in the upper PRE are characterized by low concentrations of O2 and they are rich in nutrients from anthropogenic sources. NH4+ is the dominant species of inorganic nitrogen with extremely high concentrations of ∼300–800 μmol L–1 in this region, and NO3– becomes more important seaward (Dai et al., 2008). A year-round pattern of dramatic decrease in NH4+ and increase in NO3– is found in the upper estuary. This feature suggests an elevated level of nitrification (Dai et al., 2006, 2008; He et al., 2014), which corresponds to a high concentration of N2O in the water column (Lin et al., 2016; Ma et al., 2019). Moreover, the remineralization of organic matter leads to the formation of hypoxic zones both at the head of the estuary and in the downstream bottom waters, which may enhance the nitrification rates performed by nitrifying microorganisms (He et al., 2014; Su et al., 2017; Qian et al., 2018; Zhao et al., 2020). The hydrological and chemical parameters of the waters in the mid- and lower estuarine regions are primarily controlled by the intermixing of freshwater and seawater (Harrison et al., 2008). The complicated biogeochemical settings of PRE provide an ideal ecosystem for elucidating the distribution patterns of AOB and AOA in response to the environments (Hou et al., 2018; Ma et al., 2019).

To better understand the activity of AOB and AOA and their relationship to the environmental parameters in the PRE, we investigated the abundance and transcripts of AOB and AOA amoA genes on different size-fractionated particles. According to the shapes and sizes of AOB and AOA cells reported in the coastal and estuarine waters (Supplementary Table 1), we found the diameter of AOA cells generally less than 0.3 μm and relatively larger size for AOB cells. Filters of three pore sizes (3.0 μm, 0.45 μm, and 0.22 μm) were applied to fractionate particles in the PRE.



MATERIALS AND METHODS


Study Sites and Sampling

Our study was based on a summer research cruise that was conducted along the mainstream of the PRE in July 2014 (Figure 1). According to its geographical characteristics, the PRE is divided into an upper region, which is upstream of the Humen outlet, and mid- and lower regions, called Lingdingyang (Figure 1). Surveys of the waters in the mid- and lower estuarine region (Lingdingyang) were conducted during July 19–22 (Section “A”), whereas those conducted in the upper estuary from Humen to Guangzhou (Section “P”) took place during July 28–29. Water samples were taken from the surface (0.5 m) and bottom (2.0–15.0 m) layers of each site by using a conductivity-temperature-depth (CTD) rosette sampling system (SBE 25, Sea-Bird Co., United States) fitted with 4 L Niskin bottles (General Oceanics). Samples for total suspended matter (TSM) were collected by filtering 1–2 L of water onto pre-combusted and pre-weighed GF/F membranes (Whatman), and then stored at −20°C. Samples collected for the determination of inorganic nutrients were filtered with 0.45 μm cellulose acetate membranes and frozen at −20°C until analysis. The exception was NH4+, which was analyzed on board immediately after collection. Samples for N2O were collected into 125 mL headspace glass bottles, to which 100 μL of saturated HgCl2 was added. The bottles were immediately closed with rubber stoppers and aluminum crimp caps, and then stored in the dark at 4°C until analysis.
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FIGURE 1. Map of the Pearl River estuary and the sampling sites in July 2014. The dotted boxes separate the study sites into the upper, mid, and lower estuarine regions. The open triangles represent the sites (P05, A01, A06, A10, and A11) where we conducted size fractionation experiments.




Analysis of Biogeochemical Parameters

The temperature and salinity were determined using the CTD system. Dissolved oxygen (DO) was measured using the Winkler titration method (Carpenter, 1965). The TSM on the filters were lyophilized and then weighed. The increase in weight of the filters represents the content of TSM. NH4+ was analyzed using the indophenol blue spectrophotometric method (Pai et al., 2001). Nitrate (NO3–), and nitrite (NO2–) were measured by an automatic analysis system (Bran-Lube, GmbH) (Han et al., 2012). N2O was determined at 25°C using a purge and trap system (Tekmar Velocity XPT, United States) coupled with a gas chromatograph (Agilent 6890, United States) equipped with a μECD detector (Lin et al., 2016; Ma et al., 2019).



Size Fractionation Experiments


Experimental Design

Size fractionation experiments were conducted at site P05, which is located in the upper estuary, sites A01 and A06, which are located in the mid-estuary, and sites A10 and A11, which are located in the lower estuary (Figure 1). For the gene analysis, water samples of 500–1000 mL were sequentially filtered through 3.0 μm, 0.45 μm, and 0.22 μm polycarbonate membranes (47 mm diameters, Millipore, IsoporeTM, United States) within ∼2 h at a pressure <0.03 MPa to retain the size fractionated communities (>3.0 μm, 0.45–3.0 μm, and 0.22–0.45 μm). To avoid the aperture of membrane filters blocked, we carefully monitored the filtration rates and changed the membrane filters when each 250–500 mL of water was filtered. RNAlater solution (Ambion, Austin, TX, United States) was immediately added to the samples to prevent RNA degradation. The filters were then immediately frozen in liquid nitrogen and stored at −80°C until further analyses.



Nucleic Acid Extraction and qPCR Analysis

DNA was extracted using a modified enzyme-phenol/chloroform protocol (Xia et al., 2015). According to Tan et al. (2019), RNA was extracted using the TRIzol reagent (Ambion, Austin, TX, United States) in combination with the PureLinkTM RNA Mini kit (Ambion, Austin, TX, United States), eluted with 50 μL RNase-free water and stored at −80°C. cDNA was obtained by reverse transcribing RNA using the First-Strand cDNA Synthesis kit (Invitrogen, Austin, TX, United States).

The Bact1369F/Prok1541R (Suzuki et al., 2000), 340F/1000R (Gantner et al., 2011), Arch-amoAF/Arch-amoAR (Francis et al., 2005), and amoA-1F/amoA-2R (Rotthauwe et al., 1997) primers were used for qPCR of the bacterial 16S rRNA, archaeal 16S rRNA, AOA-amoA and β-AOB-amoA genes, respectively. qPCR was performed using a LightCycler 480 Instrument II (Roche, Basel, Switzerland). All the samples were measured in triplicate, each in a total volume of 10 μL, comprising 0.5 μL of the template, 5 μL of 2 × SYBR Green Master Mix (Takara, Otsu, Japan), 0.5 μL of each primer, and 0.2 μL of ROX II. Details of the qPCR assays and primer sets are provided in the Supplementary Tables 2, 3. The presence and abundance of γ-AOB-amoA gene were also checked using two primer sets A189-F/A682-R and amoA3F/amoA4R (Holmes et al., 1995; Lam et al., 2009). However, the obtained results may be inaccurate due to its extremely low abundance. This is consistent with the previous study conducted in the PRE that found no trace of γ-AOB sequences in amoA clone libraries (Jin et al., 2011). Therefore, the data of γ-AOB-amoA gene was not included in the present study.




Statistical Analyses

The parametric ANOVA test or non-parametric Mann–Whitney U test was applied for comparing two variables, depending on the normality of the data set. The bivariate correlations between environmental factors and amoA genes were described by Pearson correlation coefficients (Table 1), using SPSS 18.0 (SPSS Inc., Chicago, IL, United States). False discovery rate (FDR)-based multiple comparison procedures were applied to evaluate the significance of multiple hypotheses and identify truly significant results (FDR-adjusted P value) (Pike, 2011). Table 1 shows the environmental parameters correlated significantly (P < 0.05) with at least one of the total abundances of DNA-based and cDNA-based amoA genes of β-AOB and AOA on the three size-fractionated particles. In addition, detrended correspondence analyses (DCA) were conducted based on the environmental parameter datasets and qPCR-based abundance of amoA genes. The maximum gradient length of DCA was >4.0, thus a canonical correspondence analysis (CCA) was used to analyze the variations in the AOB versus AOA distributions on different size-fractionated particles under different environmental constraints using R (version 3.4.4; vegan 2.5-3). The value of variance inflation factor (VIF) was used to check the multicollinearity of correlating variables, and here we used environmental parameters without multicollinearity (i.e., VIF < 10) in CCA (Sadyś et al., 2014). The qPCR-based relative abundances and environmental parameters were normalized via Z transformation (Magalhães et al., 2008). Hypothesis testing was performed using a Monte Carlo analysis (999 permutations).


TABLE 1. The Pearson correlations between environmental parameters and total abundances of DNA-based and cDNA-based amoA genes of AOB and AOA on the three size-fractionated particles.

[image: Table 1]




RESULTS


Hydrochemistry and Biogeochemical Characteristics

In this investigation, we covered 22 sites in the PRE, including the upper (P01–P07), mid (A01–A06), and lower (A07–A11) estuarine regions (Figure 1). Most sites in the upper estuary were characterized by freshwater such that the salinity was close to 0, except for site P07 at which the salinity in the surface and bottom waters was 0.3 and 0.9, respectively. The salinity in the mid and lower estuarine regions increased seaward from 0.7 at site A01 to 16.5 at site A11 in the surface waters and from 1.6 at site A02 to 33.8 at site A11 in the bottom waters (Figure 2A). In general, the concentrations of TSM decreased seaward from the upper estuary. In the surface waters, the highest TSM concentration of 79.9 mg L–1 was found at site P01 and the lowest concentration of 8.2 mg L–1 was detected at site A11. The TSM concentrations were relatively higher in the bottom waters, with highest value of 124.4 mg L–1 at site P01 and lowest value of 16.5 mg L–1 at site A07 (Figure 2B). The total concentrations of NO3– + NO2– increased from 83.4 μmol L–1 at site P01 to >150 μmol L–1 at sites P06 and P07 in the upper estuary, and then decreased seaward to 3.2 μmol L–1 in the bottom water at site A11 (Figure 2C). The NH4+ concentration in the upper estuary was highest 308–314.6 μmol L–1 at site P01 and decreased dramatically to 1–2 μmol L–1 at site P06. Lower concentrations of NH4+ were found in the mid- and lower estuarine regions, ranging from 9.9 μmol L–1 at site A05 to below the detection limit at site A11 (Figure 2D).


[image: image]

FIGURE 2. The distributions of salinity (A), total suspended matter (TSM) (B), nitrate (NO3−) + nitrite (NO2−) (C), ammonium (NH4+) (D), dissolved oxygen (DO) (E), and nitrous oxide (N2O) (F) in the Pearl River estuary in July 2014. The dotted vertical lines separate the study sites into the upper, mid, and lower estuarine regions. The salinity and DO datasets in the mid and lower regions (Lingdingyang) were reported previously by Su et al. (2017). The blue open squares and red open dots represent samples collected in the surface and bottom waters, respectively. Humen Outlet is represented here at 0 km. Negative distance values represent sites in the upper estuary, and positive distance values represent sites in the mid- and lower estuary.


As shown in Figure 2E, the DO concentration varied from 24.6 to 139.4 μmol L–1 in the upper estuary with the lowest value in the bottom water at site P05, and it was relatively higher in the mid- and lower estuarine regions, ranging from 69.8 to 224.7 μmol L–1. In addition, the N2O concentration was higher in the upper region, ranging from 32.6 to 157.7 nmol L–1, and decreased seaward in the mid- and lower estuarine regions (20.2 to 5.2 nmol L–1) (Figure 2F). The highest N2O concentration was observed in the bottom water at site P05, corresponding to the lowest DO concentration therein. The concentrations of DO and N2O in the surface and bottom waters had significant negative linear correlations (Supplementary Figure 1). However, the DO concentrations did not significantly correlate with NH4+ concentrations in the surface and bottom waters (Supplementary Figure 1).



Distributions and Transcripts of amoA Genes on the Different Size Fractions

The abundances of the β-AOB and AOA amoA genes were measured on three size-fractionated samples, collected from five sites representing the upper estuary (P05, with surface salinity of ∼0), mid-estuary (A01 and A06, with surface salinity of 0.6–3.3), and lower estuary (A10 and A11, with surface salinity of ∼16.5), respectively. We defined the three size fractions as the large (>3.0 μm), medium (0.45–3.0 μm), and small (0.22–0.45 μm) particles.

The total abundance of the DNA-based β-AOB amoA gene on the three size fractions varied from 1.11 ± 0.20 × 104 to 1.61 ± 0.31 × 105 copies L–1, with higher abundance in the upper estuarine waters and lower abundance in the mid- and lower estuarine waters (Figure 3A). In contrast, the total abundance of the DNA-based AOA amoA gene on the three size fractions increased seaward, varying from 4.72 ± 0.63 × 103 copies L–1 in the upper estuarine waters to 7.57 ± 0.48 × 106 copies L–1 in the lower estuarine waters (Figure 3B). The ratios of β-AOB/AOA for DNA-based amoA gene varied from 0.002 to 30.1 along the salinity gradient in the PRE (Supplementary Figure 2). Overall, the DNA-based β-AOB amoA genes had higher abundance than AOA only in the freshwater at site P05, whereas the abundance of the DNA-based AOA amoA genes were approximately 1–3 orders of magnitude higher than AOB in the saltwater (non-parametric Mann–Whitney U test, P < 0.01). Such distribution patterns were consistent on the different size fractionated particles (Supplementary Figure 2).
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FIGURE 3. Total abundance of the DNA-based and cDNA-based amoA genes of β-AOB (A) and AOA (B) on three size-fractioned particles (>3.0 μm, 0.45–3.0 μm, and 0.22–0.45 μm) along the salinity gradient in the PRE. Note that the cDNA-based β-AOB amoA genes were only detected on particles of >3.0 μm (red solid circle). cDNA at site P05 was not studied because these samples were not stored with RNAlater (see text). The suffixes “S” and “B” of site information represent the surface and bottom samples at each site, respectively.


In general, the AOB had higher abundance on the large particles. Their relative abundance (when compared with the total amounts of β-AOB amoA genes) on this size-fraction varied from 33.5 to 93.2%, with higher values in the mid-estuary (Figure 4A and Supplementary Table 4). The relative abundances of DNA-based AOA amoA gene were 0.0–82.4% on the large particles, 16.7–70.0% on the medium particles, and 0.9–58.5% on the small particles, respectively (Figure 4B and Supplementary Table 4). Compared with AOB, the AOA were not dominated in any size fractionated particles. In addition, no clear trends in their relative abundances were found on the three size fractions (Figure 4B).
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FIGURE 4. Relative abundance of the DNA-based amoA genes of β-AOB (A) and AOA (B) on the different size fractions along the salinity gradient in the PRE. In addition, the relative abundance of the cDNA-based amoA genes of AOA (C) on the different size fractions are also shown. The dashed line separates the study sites into the upper estuarine region, and the mid- and lower estuarine regions. The suffixes “S” and “B” of site information represent the surface and bottom samples at each site, respectively. The detailed data are presented in Supplementary Table 4.


Notably, β-AOB amoA gene transcripts were only detected on the large samples, where the cDNA-based gene abundances varied from 7.76 ± 0.41 × 103 to 2.70 ± 0.11 × 104 copies L–1 (Figure 3A). In contrast, AOA amoA gene transcripts were detected on all three of the size fractions with the total cDNA-based genes varying from 2.41 ± 0.84 × 103 to 7.96 ± 0.22 × 105 copies L–1 (Figure 3B). The cDNA-based AOA amoA genes on the large particles ranging from 47 ± 57 to 7.74 ± 0.26 × 104 copies L–1 (Figure 3B) accounted for a minor contribution to the total abundances (0.5–35.1%), whereas higher contributions were found on the smaller size fractions of 0.22–0.45 and 0.45–3.0 μm (Figure 4C). Unfortunately, we did not obtain cDNA from the samples collected from site P05 in the upper estuary because these samples were stored without RNAlater. Thus, an accurate comparison of the P05 samples with the samples from the other sites, which were stored with RNAlater, was not possible.



Correlations Between the Abundance of the amoA Genes and Environmental Parameters

The bivariate correlations between environmental parameters and total abundances of the amoA genes on the three size-fractionated particles in the PRE were described by Pearson correlation coefficients (R value, see Table 1). The DNA-based β-AOB amoA genes on the three size fractions were significantly correlated (P < 0.05) with temperature (R = 0.776), NO2– (R = 0.700), and salinity (R = −0.720), while the cDNA-based β-AOB amoA genes that were only detected on the large particles were positively correlated (P < 0.05) with NH4+ (R = 0.844) and NO2– (R = 0.786). Unlike to AOB, both DNA-based and cDNA-based AOA amoA genes on the three size fractions were negatively correlated with temperature (P < 0.05-0.01). The correlation between AOA amoA genes and NH4+ concentrations (R = −0.550, P = 0.13) was not significant.

The CCA was further conducted to identify variations in the distributions of the ammonia oxidizers on the large, medium, and small particles under different environmental constraints. As shown in Figure 5, the first two CCA axes explained 93.5% of the variations in the AOB and AOA amoA genes on the different size fractions under the environmental parameters in the PRE. NH4+, DO, temperature, and salinity were the significant variables that determined the distributions of different size-fractionated ammonia oxidizers in the PRE (P < 0.05-0.01), whereas the TSM may play a minor role. It is worth noting that DO was not significantly correlated with the total abundances of DNA- and cDNA-based AOB and AOA amoA genes during the study period. Overall, the AOB-related samples were consistently distributed in the upper estuary. The AOB on all three size fractions were positively correlated with NH4+ and temperature, whereas negatively correlated with DO and salinity. Conversely, the AOA-related samples distributed in the mid- and lower estuarine regions (Lingdingyang), with reverse correlations with the environmental parameters. In addition, the AOA on the small particles, and on both the large and medium particles were divided by the positive and negative half of CCA2 axis.
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FIGURE 5. Constrained ordinations of the DNA-based AOB and AOA amoA genes on the large (L; >3.0 μm; solid circle), medium (M; 0.45–3.0 μm; crossed circle), and small (S; 0.22–0.45 μm; open circle) size-fractionated particles with environmental factors by canonical correspondence analysis (CCA). Samples in the surface and bottom waters from the upper estuary (n = 2) and the Lingdingyang (the mid- and lower estuary, n = 7) are also shown. The vectors represent the environmental variables. These variables that have statistically significant influence on the distribution of size-fractionated ammonia oxidizers are marked with asterisk and revealed by the red arrows. Temp stands for temperature.





DISCUSSION


Distribution of AOB Versus AOA in Response to Environmental Factors in the PRE

In estuaries characterized by strong gradients in salinity, TSM and nutrients, the AOB and AOA often display disparate patterns in response to environmental features (Leininger et al., 2006; Wuchter et al., 2006; Santoro et al., 2008; Zhang et al., 2014). In this study conducted in the PRE, the abundance of AOB exceeded that of AOA in the freshwaters. The numbers of AOB decreased with an increase in salinity, whereas the AOA were more abundant in the high-salinity waters of the lower estuary. Similar distribution patterns of AOB and AOA have been reported in Chesapeake Bay (Ward et al., 2007) and Westerschelde estuary (Sahan and Muyzer, 2008). However, other studies showed different distribution patterns of AOB and AOA along the salinity gradients. For example, in San Francisco Bay (Mosier and Francis, 2008) and Weeks Bay (Caffrey et al., 2007) AOB were found to outnumber AOA as the salinity increased. In addition, in Plum Island Sound estuary, the ratios of AOA to AOB generally decreased with increasing salinity, but AOA were more abundant than AOB (Bernhard et al., 2010). The abundances and distribution patterns of AOB and AOA in the estuarine system are not solely regulated by the salinity effect. Our results based on the CCA and Pearson correlation revealed that the distribution patterns of ammonia-oxidizers in the PRE were likely controlled by a combination of temperature, salinity, substrate (NH4+ and NO2), and DO (Table 1 and Figure 5).

The β-AOB amoA genes decreased along the salinity gradient, while the AOA amoA genes increased considerably at sites with salinity higher than 0.5 (Figure 3). The corresponding ratios of β-AOB to AOA amoA genes changed from >30 in the freshwater to 0.002 in the seawater. This result indicates obvious shifts in ammonia-oxidizing communities in the PRE. The disparate distribution patterns of AOB and AOA also reflect differences in their adaptation to the various environmental gradients of the PRE. The β-AOB amoA genes were more abundant in the upper estuary than those in the lower estuarine regions. This finding is consistent with a previous study, which similarly found that AOB had a higher abundance than AOA along the Dongjiang tributary in the upper reach of the PRE (Sun et al., 2014). Low DO (<30 μmol L–1) and enriched NH4+ substrate (25–30 μmol L–1) in the upper estuary (Figure 2) may stimulate the growth and activity of AOB on the large particles, as we found that the abundance and transcripts of β-AOB amoA gene on the large particles were positively correlated with DO and NH4+ (Table 1 and Figure 5). This is supported by the previous studies that indicated higher abundance of DNA-based AOB amoA genes associated with increased potential nitrification rates in the upper PRE (Sun et al., 2014; Hou et al., 2018). Our observation suggests that AOB amoA genes might be more active in rich substrate and oxygen-depleted conditions.

In contrast, AOA were generally more abundant than AOB in the mid- and lower estuarine regions that are characterized by the low concentrations of NH4+, due to mixing with oligotrophic seawater (Figures 2, 3). Recent studies have proposed that the AOA have evolved their substrate-transport mechanisms to thrive in conditions of low NH4+, and they thus have a higher affinity to oligotrophic environments (Martens-Habbena et al., 2009; Kits et al., 2017). Archaea of Marine Group I are generally the abundant archaeaplankton members of the coastal and open ocean (Karner et al., 2001; Könneke et al., 2005). Indeed, the Nitrosopumilus maritimus SCM1 has been recently found as the dominated amoA genotype AOA in the PRE (Zou et al., 2019). In addition, it is reasonable that changes in salinity due to the physical mixing has more effect on the distribution of the AOA on the small particles (Figure 5). Notably, we observed that temperature (27.7–31.5°C) was negatively correlated with AOA amoA gene transcripts and the abundances of AOA amoA gene on the different size fractions in the present study (Table 1 and Figure 5), which supports the finding that increasing temperature (24–34°C) would suppress ammonia oxidation in the oligotrophic offshore where AOA dominate in the ammonia oxidizers (Zheng et al., 2020). Together, these results reveal the AOA are sensitive to temperature and adapt to the NH4+-depleted environment.



Niche Differences of AOB Versus AOA on Size Fractionated Particles

The size-fractionated results clearly showed that in the PRE, the AOB prefer to attach to large particles as evidenced by the highest relative abundance of DNA-based β-AOB amoA gene on the large particles at most sites (33.5–93.2% with an average of 62.8%; Figure 4A and Supplementary Table 4). In contrast, the AOA appear not to be dominated on any size-fractionated particle. This finding is consistent with a previous study by Hou et al. (2018), in which a two-size fraction design (>3.0 μm and 0.22–3.0 μm) and different primer sets for amplifying β-proteobacterial amoA were applied. Moreover, cDNA-based β-AOB amoA genes were exclusively detected on the large particles. In this regard, the β-AOB amoA gene on the medium and small particles that accounted for ∼37.2% of total abundances may be inactive. These results suggest the particle-associated nature of AOB. Conversely, more of the cDNA-based AOA amoA genes were detected on the medium and small particles, suggesting the free-living strategy of these microbes. We further compared the transcriptional activity (indicated by the cDNA/DNA ratio) of AOB versus AOA on the large particles. The cDNA/DNA ratios of AOB are significantly higher than those of AOA (Figure 6), suggesting that the AOB community is more metabolically active than the AOA community on the large particles. These findings indicate that the AOB attached to the large particles might be more actively involved in ammonia oxidation than AOA, despite their lower abundance in the mid- and lower estuarine regions.
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FIGURE 6. The transcriptional activity of AOB versus AOA on the >3.0 μm size fraction. The ratio of cDNA-based to DNA-based amoA gene (cDNA/DNA) is defined as the transcriptional activity. The dotted line is the 1:1 line.


In addition, it is possible that the recently discovered complete ammonia-oxidizing (comammox) microorganisms may play a role in ammonia oxidation especially in the mid- to lower estuary. This is because that ammonia affinities of comammox bacteria are higher than those of AOB and most species of AOA, except for Nitrosopumilus species (Kits et al., 2017; Zhang et al., 2020). The presence of comammox bacteria has been reported in sediments of some coastal systems (Yu et al., 2018; Sun et al., 2020; Bernhard et al., 2021). However, recent evidence indicates no comammox bacteria found on suspended particles of 0.22–3 μm in the PRE (close to site A11 in this study) (Zou et al., 2019). The contribution of comammox bacteria attached to the large particles could not be ruled out. In order to fully understand the potential importance of comammox bacteria in the estuary, further studies on their distribution and transcriptional activity on different size-fractionated particles should be considered in future field studies.
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This article describes oxygen distributions and recent deoxygenation trends in three marginal seas – Persian Gulf and Red Sea in the Northwestern Indian Ocean (NWIO) and Andaman Sea in the Northeastern Indian Ocean (NEIO). Vertically mixed water column in the shallow Persian Gulf is generally well-oxygenated, especially in winter. Biogeochemistry and ecosystems of Persian Gulf are being subjected to enormous anthropogenic stresses including large loading of nutrients and organic matter, enhancing oxygen demand and causing hypoxia (oxygen < 1.4 ml l–1) in central and southern Gulf in summer. The larger and deeper Red Sea is relatively less affected by human activities. Despite its deep water having remarkably uniform thermohaline characteristics, the central and southern Red Sea has a well-developed perennial oxygen minimum at mid-depths. The available data point to ongoing deoxygenation in the northern Red Sea. Model simulations show that an amplified warming in the marginal seas of the NWIO may cause an intensification of the Arabian Sea oxygen minimum zone (OMZ). Increases in particulate organic carbon and decreases in oxygen contents of the outflows may also have a similar effect. In the Andaman Sea, waters above the sill depth (∼1.4 km) have characteristics similar to those in the Bay of Bengal, including an intense OMZ. As in the case of the Bay of Bengal, oxygen concentrations within the Andaman Sea OMZ appear to have declined slightly but significantly between early 1960s and 1995. The exceedingly isothermal and isohaline water that fills the deep Andaman Basin is also remarkably homogenous in terms of its oxygen content. A very slight but statistically significant decrease in oxygen content of this water also seems to have occurred over three decades preceding 1995. New information is badly needed to assess the extent of further change that may have occurred over the past 25 years. There have been some reports of coastal “dead zones” having developed in the Indian Ocean marginal seas, but they are probably under-reported and the effects of hypoxia on the rich and diverse tropical ecosystems – coral reefs, seagrasses, and mangroves – in these seas remain to be investigated.
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INTRODUCTION

The northern Indian Ocean is distinguished by several unusual oceanographic processes arising from its unique geographical setting. The presence of landmass that limits the Indian Ocean at rather low latitudes (∼25°N) has a profound impact on its climate in the form of seasonally reversing winds – the monsoons. Regional geomorphology dominantly controls climate dynamics, particularly the distribution of monsoonal energy and rainfall, and the resultant variability of oceanographic processes. The contribution of orography (especially the presence of the Himalayas, Western Ghats, and East African Highlands) is crucial in this regard (e.g., Chakraborty et al., 2002). Also important is the eastward sloping of the Deccan Peninsula and the Ganges Basin (east of the Delhi Ridge) as a result of which most South Asian rivers flow into the Bay of Bengal (the Northeastern Indian Ocean, NEIO) and not into the Arabian Sea (the Northwestern Indian Ocean, NWIO). This creates a fresher, warmer surface layer and a very strong thermohaline stratification in the NEIO (Naqvi et al., 2006). Moreover, winds are generally weaker in the NEIO than in the NWIO, which in conjunction with the strong stratification prevents large-scale upwelling of cold subsurface waters, even along the eastern boundary (e.g., off Myanmar – Naqvi et al., 2006). Together these processes create favorable conditions for large-scale deep convection in the atmosphere, providing positive feedback to rainfall (Shenoi et al., 2002), which is quite high in the NEIO. Consequently, the NEIO is a region of highly positive water balance (large excess of precipitation and runoff over evaporation). The situation is quite different in most of the NWIO, where strong southwesterly winds drive intense and large-scale upwelling (Naqvi et al., 2006), resulting in low sea surface temperatures (SSTs) during summer in the western Arabian Sea, greatly contributing to regional aridity. The freshwater runoff is very modest and the rainfall is scanty except along the west coast of India. As a result, except for a narrow belt in the eastern Arabian Sea, evaporation far exceeds precipitation and runoff (Prasad, 2004). The contrasting climatic and hydrographic conditions in the NWEO and NWIO are also reflected in oceanographic characteristics of the marginal seas, as described below.

Of the three marginal seas of the Indian Ocean, two (the Red Sea and Persian Gulf) are connected to the NWIO, while the third (the Andaman Sea) forms a part of the NEIO (Figure 1). The Mediterranean-type marginal seas of the NWIO have been fairly well investigated (Morcos, 1970; Grasshoff, 1975, 1976; Brewer and Dyrssen, 1985; Yao et al., 2014a,b; Al-Yamani and Naqvi, 2019). In comparison, oceanographic processes of the Andaman Sea are not so well known (Sen Gupta et al., 1981; Sarma and Narvekar, 2001; Jithin and Francis, 2020). All three marginal seas are connected to open ocean basins having some of the most intense mesopelagic oxygen minimum zones (OMZs) of the world oceans, although the redox status of these OMZs are quite different (Rao et al., 1994; Naqvi et al., 2006; Bristow et al., 2017). Utilizing historical and the most recent data available in public domain (Table 1), the present study investigates distributions of dissolved oxygen and current trends of deoxygenation in these basins.
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FIGURE 1. The marginal seas of the Indian Ocean and locations of stations constituting vertical sections presented in Figures 2, 4, 5: (A) Red Sea, R.V. Sagar Kanya cruise in May 1983 (black symbols); (B) Persian Gulf, R.V. Atlantis II cruise in February 1977; and (C) Andaman Sea, R.V. Knorr cruise in October 1995. The red symbols in (A) denote locations of GEOSECS Station 407 and the two Tyro stations data from which are compared with Sagar Kanya data in Figure 3.



TABLE 1. Sources of data.
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STUDY AREAS


Geological and Geographical Settings

The marginal seas of the NWIO were formed as a result of tectonic movement of the Arabian Plate. The Arabian Plate began separating from the African Plate during the late Oligocene, ∼25 million years before present (Ma) (Stern and Johnson, 2010), creating the Red Sea, and as the Arabian Plate collided with the Eurasian Plate, the Persian Gulf was formed during the early Miocene (23–16 Ma) (Allen et al., 2004). The two basins are quite different in terms of the geomorphology. The Red Sea is ∼1,930 km long, extending in the SSE-NNW direction from the Strait of Bab-el-Mandeb (latitude 12.58°N, longitude 43.33°E) up to latitude ∼28°N, where it bifurcates into the Gulf of Suez and the Gulf of Aqaba. It is on an average ∼280 km wide, and measures ∼438,000 km2 in area (Morcos, 1970). Much of the Red Sea is comprised of shallow shelves, but the central axial trough is quite deep, reaching a maximum depth of ∼3,000 m; the average depth is 491 m (Morcos, 1970). The Red Sea is a silled basin connected to the Gulf of Aden through the Strait of Bab-el-Mandeb where the maximum depth is 160 m according to Sofianos and Johns (2007) and 137 m according to Lambeck et al. (2011).

Like the Red Sea, the Persian Gulf is also almost completely land-locked, having only a narrow connection to the Arabian Sea through the Gulf of Oman at the Hormuz Strait (latitude 26.6°N, longitude 56.25°E); however, unlike the Bab-el-Mandeb the Hormuz Strait does not have a sill. The Persian Gulf is bounded in the northwest by the Tigris-Euphrates Delta at ∼30°N latitude, in the east by Iran and in the west by the Arabian Peninsula. The Persian Gulf basin is wedge-shaped. It is about 1,000 km long, but with a maximum width of 336 km, the total area of the Persian Gulf is only 251,000 km2 (Sheppard et al., 2010). With reference to the main axis the bottom topography of the Persian Gulf is highly asymmetrical with a steep slope on the Iranian side and a very gentle slope on the Arabian side. Thus, the deepest part of the Persian Gulf is off the Iranian coast, but even here the water depth does not exceed ∼90 m. The average depth of the Persian Gulf is only 36 m, and so, in spite of a fairly large area, the total volume of the Persian Gulf is only ∼8,600 km3 (Sheppard et al., 2010) about 1/27 of the volume of the Red Sea (∼233,000 km3) (Morcos, 1970).

The Andaman Sea extends ∼1,250 km from Myanmar to Sumatra (Indonesia). This basin was formed by the oblique converging boundaries of the Indian Oceanic Plate and South East Asian Plate, a process that started in the early Cretaceous and is still ongoing (Scaife et al., 2010). The Andaman-Nicobar island arc created during this process bounds the basin in the west. Due to the complex tectonics the bottom topography is quite rugged (Cochran, 2010). The East Basin is the largest and deepest basin of the Andaman Sea where the maximum depth exceeds 4,200 m. To the north and east of this basin lies the broad continental shelf of Myanmar and Thailand, with the Irrawaddy Delta in the north being another prominent geographical feature. The average depth of the Andaman Sea is 1,096 m.1 However, the connection with the Bay of Bengal through the deepest saddle in the Andaman-Nicobar Ridge is only ∼1,400 m deep at the Great Passage (as determined by the divergence of vertical profiles of temperature within and just outside the Andaman Basin – Naqvi et al., 1994).



Hydrography and Oxygen Distribution

As stated above, the Red Sea and the Persian Gulf on one hand and the Andaman Sea on the other are located in contrasting climatic regimes. Moreover, unlike the Andaman Sea, the Red Sea, and the Persian Gulf are almost land locked. Evaporation rates in both basins are exceedingly high (>2 m year–1) while rainfall is negligible (Sofianos et al., 2002; Sheppard et al., 2010). While the Red Sea does not receive any river runoff, some freshwater flow does occur into the Persian Gulf, although it is quite modest (35–133 km3 year–1) and restricted to the northwestern region, mainly from the Shatt al-Arab River which carries the combined flows from the Tigris, Euphrates, and Karun rivers (Sheppard et al., 2010). The resultant Mediterranean-type (anti-estuarine) exchanges (near surface inflow and near-bottom outflow) between the Red Sea and the Persian Gulf with the Gulf of Aden and Gulf of Oman, respectively, are primarily driven by the highly negative water balance. That is, in order to compensate for the net loss of water within these basins, there is inflow of fresher waters from the Gulf of Aden and the Gulf of Oman. However, these inflows also bring in salt, and in order to maintain the salt balance, there must also be export of more saline waters out of these basins. This mostly occurs close to the bottom by outflowing currents through the Straits of Bab-el-Mandeb and Hormuz. Estimates of respective inflows and outflows are ∼12,620 km3 year–1 and 11,680 km3 year–1 for the Red Sea (Murray and Johns, 1997), and 7,250 km3 year–1 and 6,620 km3 year–1 for the Persian Gulf (Sheppard et al., 2010). Circulation in the Hormuz Strait is two layered: surface water from the Gulf of Oman flows in through the northern part of the strait, although a part of it re-circulates and flows out through the southern part, while the dense, high-salinity water exits the Persian Gulf close to the bottom throughout the year with little seasonal variability (Johns et al., 2003; Pous et al., 2015). A two-layer circulation also prevails in the Bab-el-Mandeb Strait for most parts of the year, but in the summer (June–September) northwesterly winds drive weak outflow at the surface while strong intrusion of Gulf of Aden Intermediate Water (GAIW) occurs at mid-depth above the greatly weakened outflowing current close to the bottom (Maillard and Soliman, 1986; Murray and Johns, 1997; Sofianos et al., 2002; Sofianos and Johns, 2007; Yao et al., 2014a). The outflows from the Red Sea and the Persian Gulf, easily distinguished by prominent salinity maxima, spread widely across the NWIO with their cores located around 27.2 and 26.5 σθ surfaces (Wyrtki, 1971). They play an important role in mesoplelagic water mass structure and biogeochemical cycling in the NWIO (Naqvi et al., 2006). Dense waters within the two seas, from which these outflows originate, are formed through cooling of high-salinity waters in winter. In the Red Sea this happens in the northern extreme of the Red Sea proper and in the Gulf of Suez and Gulf of Aqaba (Wyrtki, 1974). While the upper deep water (above ∼300 m), which is the source of the outflow, is formed in the northern Red Sea (Cember, 1988; Yao et al., 2014b), the deeper waters are supplied by the two gulfs (Woelk and Quadfasel, 1996; Plahn et al., 2002).

Despite the very similar geographical and climatic settings there are three important depth-related hydrographic differences between the Red Sea and the Persian Gulf: (1) The Persian Gulf is far more rapidly ventilated (renewal time ∼1.2 year – Al-Said et al., 2018) than the Red Sea (renewal time 36 years according to Cember (1988), and 40–90 years according to Woelk and Quadfasel (1996); (2) water column in the Persian Gulf is, in general, vertically well mixed; and (3) seasonality is far more pronounced throughout the Persian Gulf as reflected by the very wide SST range (∼12–35°C – Al-Yamani et al., 2004; Al-Said et al., 2018).

Distributions of temperature, salinity and dissolved oxygen along the main axes of the Red Sea and the Persian Gulf are presented in Figures 2, 4, respectively. While the data from the Red Sea were collected by the author on board R.V. Sagar Kanya in May 1983, those from the Persian Gulf were generated during a cruise of R.V. Atlantis II in February 1977 (Brewer et al., 1978; Brewer and Dyrssen, 1985). Despite marked seasonal changes that are known to occur, especially in the Persian Gulf, these data adequately describe main features of hydrography and spatial oxygen variability in the two seas, and highlight their depth-dependent differences.
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FIGURE 2. Vertical sections of temperature, salinity, and dissolved oxygen along the axial trough of the Red Sea (data collected by the author during the Third Test-Trial Cruise of R.V. Sagar Kanya in May 1983).


As the Sagar Kanya observations were made in early summer, the effect of winter cooling could still be seen in lower SSTs and relatively weaker thermocline near the northern end of the transect, close to the formation zones of deep waters. The isothermal and isohaline character of deep water is evident from the temperature and salinity panels (Figure 2). The mean values (±SD) for temperature and salinity at depths ≥400 m at and south of Station 25 are 21.709 ± 0.035 and 40.569 ± 0.019°C, respectively, with a σθ value of ∼28.59. In fact, the deep water in the Red Sea is warmer and more saline than in any other marine basin (WOA-182). Despite the remarkably uniform thermohaline characteristics, oxygen concentrations are not uniformly distributed within this layer. Instead, the Red Sea exhibits a typical mid-depth oxygen minimum observed in most other parts of the ocean (Figure 2). The oxygen distribution pattern is similar to that reported by Sofianos and Johns (2007), except that the minimum associated with the intruding GAIW with its core around 75 m, reported by these authors, is not seen in the Sagar Kanya data. This is consistent with the observations of Murray and Johns (1997) in terms of the timing of initiation of the GAIW intrusion. Subsurface oxygen concentrations generally decrease southward from the source regions of deep water, but the distribution is somewhat patchy, arising from the complex balance between supply and consumption. One would expect respiration, fuelled by organic matter exported from the euphotic zone, to be important in controlling the intensity of the oxygen minimum. Going by the chlorophyll distribution, the southern extreme of the Red Sea is more productive than the central and northern parts (Brewin et al., 2015), and as it is also most downstream of the deep water flow, the oxygen minimum is expected to be the most intense in the southern Red Sea. Such is not exactly the case. However, it must be pointed out that the deep central axis of the Red Sea is a relatively narrow and elongated feature (Figure 1A). In such a system benthic processes are expected to substantially influence water column characteristics through lateral exchanges/mixing, and this might contribute to the observed slight deviation of oxygen distribution from the expected trend. Moreover, the presence of eddies (Sofianos and Johns, 2003, 2007; Yao et al., 2014b) might also cause the observed patchiness.

In order to check the representativeness of the Sagar Kanya data, oxygen profiles from three selected Sagar Kanya stations are compared in Figure 3 with those from nearby sites sampled on other cruises (SK Station 40 with GEOSECS 407, sampled on board R.V. Melville on December 22, 1977; SK Stations 70 and 74 with two stations sampled on board R.V. Tyro during the Netherlands Indian Ocean Program on February 03, 1993 and May 27, 1992, respectively). Although sampled over 5 years apart and in different seasons, the GEOSECS 407 and SK Station 40 profiles are remarkably similar. The Sagar Kanya data also compare well with the Tyro data collected 9 years later, indicating that oxygen distribution seen in Figure 2 is typical of the Red Sea.
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FIGURE 3. Comparison of oxygen profiles from selected Sagar Kanya (SK) stations with those from nearby stations occupied during other cruises: (A) SK Station 40 (black crosses) sampled on May 24, 1983 with GEOSECS Station 407 (red crosses) sampled on December 22, 1977; (B) SK Station 70 (black circles) sampled on May 29, 1983 with Tyro Station 1 (red circles) sampled on May 27, 1992, and SK Station 74 sampled on May 29, 1983 (black crosses) with Tyro Station 2 (red crosses) sampled on February 03, 1993. See Figure 1 for station locations.


Observations in the Persian Gulf (Figure 4) show weak or no thermal stratification. This is because of low atmospheric temperatures and shallow depths ensure vertical mixing throughout the water column. However, the density does increase with depth. As the Persian Gulf basin is not separated by a sill, the Gulf Deep Water formed along the coasts of Kuwait and UAE is not topographically confined. The highest densities (σθ reaching up to 29.856) occurred off UAE on this cruise. In comparison the maximum σθ value off Kuwait was 29.36 (winter-time density has increased greatly off Kuwait in recent years – Al-Said et al., 2018). The highest density in the deepest part of the Persian Gulf in the south was slightly lower (σθ 29.159 at 76 m at Station 2368), but the near-bottom densities were quite variable (σθ 28.388–29.36 north of Station 2385) along the transect. However, as in the case of the Red Sea Outflow, the density of water that flows out of the Persian Gulf and spreads into the Gulf of Aden and then in the Arabian Sea is much lower (σθ 26.5 – Wyrtki, 1971), reflecting modification of this watermass through mixing in the Hormuz Strait region (Swift and Bower, 2003). Considering the above-mentioned estimates of the volumes of water within the Persian Gulf and of the outflows and inflows, the flushing time of Persian Gulf is just over 1 year (Al-Said et al., 2018), and this is reflected by the well-oxygenated conditions prevailing in the water column. There is one other data set with basin-wide oxygen measurements made on a cruise of F.S. Meteor in the Persian Gulf slightly later in the year (March–April 1965), that shows similar distribution pattern (Grasshoff, 1976). Oxygen concentrations below 70% saturation at mid depths in the southern Gulf were observed on this occasion. At one station located in the central Gulf off Iran, however, a single near-bottom sample had 1.84 ml l–1 O2 (82.11 μM), ∼36% of the saturation value; at two other nearby stations the observed oxygen depletion was more moderate (<80%). Later, in September 1986, minimum oxygen concentrations ranging between 1.2 and 2.0 ml l–1 (53.55–89.25 μM) were measured during a cruise of R.V. Mukhtabar al-Bahr in the southeastern Gulf (El Samra and El Gindy, 1990), and Hashimoto et al. (1998) found even lower oxygen concentrations during the cruise of R.V. Umitaka-Maru – 1.12 ml l–1 (49.98 μM) in December 1993 and 1.00 ml l–1 (44.62 μM) – in December 1994. Unfortunately, other than the observations to be described later that were made on board the Russian Research Vessel Lesnoye in the summer of 1968, there are no basin-wide oxygen data in the global data base from the Persian Gulf for peak summer.
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FIGURE 4. Vertical sections of temperature, salinity, and dissolved oxygen along the main axis of the Persian Sea constructed using data collected during the R.V. Atlantis II cruise in February 1977 (Brewer et al., 1978). Salinity and oxygen sections are redrawn from Brewer and Dyrssen (1985).


The hydrography of the Andaman Sea is greatly influenced by (a) large runoff from the Irrawaddy River that, like other parts of the NEIO, creates a low-salinity surface layer resulting in strong thermohaline stratification (Naqvi et al., 2006), and (b) the isolation of deep waters by the Andaman-Nicobar Ridge below the sill depth (∼1,400 m). As a result, the deep and bottom waters cannot flow into the Andaman Basin, and the water throughout the basin below the sill depth is derived from the Bay of Bengal from the sill depth, and so the thermohaline characteristics of water at depths exceeding 2 km are extraordinarily homogenous. Observations along a zonal (∼10°N) transect in the Andaman Sea made during a cruise of R.V. Knorr in October 1995 (Figure 5) show a potential temperature range of 4.693–4.761 (mean ± SD = 4.73 ± 0.014), and a salinity range of 34.854–34.861 (mean ± SD = 34.860 ± 0.001) with a highly invariable σθ of 27.595 ± 0.001. Just outside the Andaman Sea in the Bay of Bengal this density surface is found at ∼1.4 km, and so this should be the sill depth at the Great Passage.


[image: image]

FIGURE 5. Vertical sections of temperature, salinity, and dissolved oxygen along ∼10°N (part of WOCE I01 Line) in the Andaman Sea constructed using data collected during the R.V. Knorr cruise in October 1995. These data form a subset of those presented in the WOCE Indian Ocean Atlas (Talley, 2013; http://whp-atlas.ucsd.edu/indian_index.htm).


It has been proposed recently that the rate of tide-induced vertical mixing in deep waters of the Andaman Sea is about two-orders of magnitude higher than that in the Bay of Bengal and that this may contribute to downward diffusion of heat in the Andaman Sea, in part accounting for the high deep-water temperature (Jithin and Francis, 2020). However, it must be pointed out that the greatly enhanced vertical mixing is by itself a consequence of the lack of vertical stratification below the sill depth in the Andaman Sea, thereby making the proposed mechanism secondary.

The strong thermohaline stratification resulting from freshwater runoff by the Irrawaddy is seen in Figure 5, which also shows the absence of upwelling over the shelf in the eastern Andaman Sea, typical of the eastern boundaries of the Pacific and Atlantic Oceans at comparable latitudes. The regional OMZ of the NEIO is present below the pycnocline, but unlike the eastern boundaries of the North and South Pacific and South Atlantic where oxygen concentrations within the OMZ often fall below the detection limit of even the highly sensitive STOX oxygen sensors accompanied by the accumulation of nitrite indicating microbial reduction of nitrate (e.g., Thamdrup et al., 2012), such “functional anoxia” does not occur in the Andaman Sea. In fact, the minimum recorded oxygen concentration was slightly lower (15.6 μM O2 at 149 m, Station 1000) at the eastern end of the transect (close to the Ten-Degree Channel) than that measured over the Myanmar-Thailand shelf (22.9 μM at 217 m, Station 1013). What prevents the OMZ of the NEIO from turning fully anoxic (supporting vigorous reductive loss of combined nitrogen) is still not fully understood (Rao et al., 1994; Bristow et al., 2017). One possible explanation is that ballast provided by the terrigenous mineral particles rapidly removes particulate organic matter from the water column to the seafloor with little pelagic degradation (Ittekkot et al., 1992; Rao et al., 1994; Naqvi et al., 1996; Rixen et al., 2019). Anomalous near-bottom anomalies in oxygen and nutrients in the Bay of Bengal (Broecker et al., 1980; Mantyla and Reid, 1995) have been taken as a proof of relatively fresh organic matter reaching the seafloor in the NEIO. Consequently, one should expect significant oxygen depletion in the deep Andaman Basin. Clearly, such is not the case. The remarkably uniform oxygen concentrations (77.9–80.67 μM, mean ± SD = 79.06 ± 0.69 at depths >2 km along the Knorr section) are intriguing. These are consistent with the observations of Naqvi et al. (1994) who reported the apparent oxygen utilization (AOU) at depths >1.3 km in the Andaman Sea (239 ± 2 μM) to be the same as the AOU at 1.3 km just outside the Andaman Sea in the Bay of Bengal, leading them to conclude that the renewal of deep waters in the Andaman Sea is rapid, with minimal chemical changes occurring during the residence of water below the sill depth.



RECENT DEOXYGENATION TRENDS IN OFFSHORE WATERS

In this section, the most recent oxygen data from the three marginal seas are compared with reliable historical data available in the global data base to extract trends of the ongoing deoxygenation. All but one of the data sets used here were generated following the classical Winkler procedure, the principle of which has remained essentially unchanged since its introduction in the late 19th century (Winkler, 1888). Modified applications of this technique for seawater dissolved oxygen measurements since the 1960s claim an accuracy of 0.1% (Carpenter, 1965). While earlier Winkler titrations involved manual titrations with visual end-point detection using starch as the indicator, automated titrations are increasingly being used in recent times. The two techniques give very similar results except when oxygen levels approach zero, and manual titrations yield somewhat higher values (by ∼0.04 ml l–1, 1.8 μM – Banse et al., 2014). Only one data set used here, viz. from the 1995 Knorr cruise in the Andaman Sea was obtained with the automated measurements. The Argo float data, used in the case of Red Sea, are relatively less accurate, but with the existing protocol for oxygen optode calibration and correction of any drift the accuracy of float data is still within 1% (Bettig and Körtzinger, 2015). The shifts in oxygen levels being reported here are well beyond these uncertainties.


Red Sea

There is a dearth of recent information from the Red Sea in the available global databases to assess the ongoing deoxygenation trends in the region, except for the high-density profiles generated by two Argo floats north of ∼23°N latitude (Table 1). While one of these floats operated from September 29, 2015 to February 19, 2017, the other was active from September 30, 2015 to December 29, 2016. A comparison of the data from these floats with those generated north of 23°N latitude during the above-mentioned cruise of R.V. Sagar Kanya (up to Station 29 – Figure 2) is made in Figure 6 (modified from Naqvi, 2019). While the Sagar Kanya data provide a snapshot of the conditions prevailing at the time of the cruise, the float data covered a period well beyond an annual cycle at a very high resolution. Despite the seasonal cooling in the northern Red Sea and in the Gulfs of Aqaba and Suez, which lead to convection and deep water formation, the float data are fairly tightly clustered, with good overlapping of values from the two floats. In addition to the seasonal change, geographical variability – southward decrease in oxygen seen in Figure 2 – would also contribute to the spread seen in Figure 6. Even considering this scatter, oxygen concentrations recorded by the floats during 2015–2017 were generally much lower than those measured on the Sagar Kanya cruise, especially in deeper water (below 400 m). As the concentration shift, most pronounced at the northern stations, far exceeds any potential error in the float data it may be concluded that substantial deoxygenation has occurred the Red Sea over the past three decades.
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FIGURE 6. Comparison of oxygen profiles generated by two Argo floats deployed in the Red Sea north of ∼23°N latitude: #6901573 from September 29, 2015 to February 19, 2017 (black symbols) and #6901577 from September 30, 2015 to December 29, 2016 (blue symbols) with the Winkler oxygen data (red circles) collected during the May 1983 cruise of R.V. Sagar Kanya (Figures 1A, 2).




Persian Gulf

Substantial seasonal changes in oxygen distribution are expected to occur in the Persian Gulf due to wide temperature range. Results of Grasshoff (1976) and Brewer and Dyrssen (1985) (Figure 4) showed that the water column is vertically well-mixed and well-oxygenated during winter almost everywhere. However, an oxycline may develop in the deeper parts of the central and southern Gulf during summer due to warming of surface waters. This is evident from the contrasting profiles (Figure 7) at a station located close to the northern edge of the Qatar’s EEZ that was sampled in late summer (September–October, 2000) and winter (February–March, 2001) (Al-Ansari et al., 2015). While the bottom-water oxygen concentration was ∼90% of the saturation value in winter, the saturation level fell to ∼18% in summer with the lowest recorded concentration of 0.86 ml l–1 (38.38 μM). In order to resolve the seasonality from the decadal scale shift, oxygen profiles at a number of stations sampled by the R.V. Lesnoye in September 1968 in the southern Gulf (Table 1) have also been included in Figure 7. The Lesnoye data set is the only historical data set generated in summer from this region. It is clear that summer-time oxygen depletion in the central Gulf also occurred in the 1960s, but not to the extent observed by Al-Ansari et al. (2015). At the same time near-surface oxygen values in the summer of 2000 were higher than most values in 1968, a tell-tale sign of eutrophication. Extrapolating their highly limited data, Al-Ansari et al. (2015) estimated the area of the “hypoxic” zone to exceed 7,000 km2. Obviously, this estimate suffers from large uncertainty; nevertheless, in all likelihood the emergence of hypoxia in Qatari EEZ appears to be linked to human activities. If so, it is expected that further declines in oxygen should have occurred over the past two decades, underlining the urgent need for generation of new data from the southern Gulf, especially in summer.
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FIGURE 7. Comparison of oxygen data in the Persian Gulf collected east of longitude 51.77°E during a cruise of R.V. Lesnoye in September 1968 (black profiles) with measurements made north of the Qatar peninsula during cruises of R.V. Mukhtabar al-Bahr in September–October 2000 (red symbols) and February–March 2001 (blue symbols).




Andaman Sea

A large number of oxygen profiles were generated from the Andaman Sea during the International Indian Ocean Expedition (IIOE), which can be used as the baseline for detecting and quantifying changes, if any, that have occurred in the region since then. These data, extracted from the WOD-NOAA database for the period 1961–1964 (Table 1), were compared with the latest publicly available data. Unfortunately, as the entire Andaman Sea falls within the EEZs of surrounding countries, it is not easily accessible for international exploration. The Knorr cruise that sampled WOCE I01 Line was an exception. Not only are there no more recent bottle data from this region in the global data base, there have also not been any BIOARGO floats deployments in the Andaman Sea so far.

While the Knorr data came from a zonal transect, the IIOE stations were located over a wide latitudinal range. While this would not make a difference for the data below the sill depth (∼1.4 km) since the deep water is exceedingly homogenous throughout the basin, it would matter for shallower depths because oxygen concentrations below the surface mixed layer and above the sill depth decrease steadily northward (Wyrtki, 1971). This is reflected in the larger scatter of oxygen concentrations at shallower depths, especially close to the oxygen minimum, in Figure 8, where all IIOE data are plotted along with the Knorr data. It must also be pointed out that the IIOE observations covered different seasons (Table 1). However, as stated earlier, one of the most distinguishing features of the NEIO, including the Andaman Sea, is the extremely strong stratification in the upper water column arising from the large river runoff and local precipitation. The moderate winter cooling is unable to overcome this barrier, and so in contrast with the NWIO, subsurface layers in the NEIO are not affected by seasonal mixing and are not ventilated by locally formed water masses (Naqvi et al., 2006). The isolation of waters below the pycnocline, including the OMZ, is reflected by low penetration of anthropogenic tracers like tritium and chlorofluorocarbons (Rao et al., 1994; Talley, 2013). Therefore, while no seasonal changes are expected to occur in deep waters, such changes are also most probably negligible within the OMZ. In general, oxygen concentrations measured on the Knorr cruise are slightly lower than those recorded in the early 1960s. At depths >1.5 km the mean ± SD of Knorr oxygen data is 78.40 ± 1.37 μM (1.76 ± 0.03 ml l–1) as compared to 79.73 ± 2.77 μM (1.79 ± 0.06 ml l–1) for the IIOE data. The difference, although small, is statistically significant (2-tailed Student t-test, p = 0.000564). A similar comparison was also made for data from the OMZ, but only within the depth range 150–350 m and from stations located between latitudes 9°N and 11°N. The mean ± SD values for the Knorr data – 22.52 ± 2.51 μM (0.50 ± 0.06 ml l–1) – were even more significantly lower (two-tailed Student t-test, p < 0.00001) than those for the IIOE data – 28.88 ± 3.80 μM (0.65 ± 0.09 ml l–1). However, it may be pointed out that while on the IIOE cruises Winkler titrations were carried out manually with visual end point detection, an automated procedure involving photometric end-point detection was followed on the Knorr. It has been pointed out earlier that at oxygen concentrations approaching zero, automated titrations yield consistently lower values (by ∼0.04 ml l–1, 1.79 μM) than manual titrations (Banse et al., 2014). However, even after considering this potential offset (i.e., subtracting it from each value for the IIOE data), the Knorr values would still be significantly lower (p < 0.00001). Thus, it appears that the core of the Andaman Sea OMZ had already lost small but significant amount of oxygen by the mid-1990s. Accordingly, mean water column oxygen inventory, computed to a constant depth of 3,000 m for the deepest part of the Andaman Basin, decreased from 206.9 mol m–2 (n = 5) during 1961–1964 to 199.9 mol m–2 (n = 2) in 1995.
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FIGURE 8. Comparison of oxygen data from the Andaman Sea collected during the International Indian Ocean Expedition (1961–1964) (red symbols) with those taken on a cruise of R.V. Knorr (black symbols) in October 1995.




Coastal “Dead Zones”

Among the hundreds of hypoxic “dead zones” that are known to have developed globally in coastal waters over the past few decades due to human activities, mainly eutrophication (Diaz and Rosenberg, 2008), there are only two confirmed cases from the Indian Ocean’s marginal seas (Breitburg et al., 2018). The most severe oxygen depletion in this category has been reported from the vicinity of Jeddah, the largest city along the Red Sea shores having a population of around 3 million. Three coastal lagoons in this area – Al-Shabab, Al-Arbaeen and Al-Salam – receive large quantities of treated or untreated sewage discharge from Jeddah City, which in conjunction with restricted flushing creates low oxygen conditions. Hypoxic/anoxic conditions in the Al-Shabab and Al-Arbaeen lagoons have been described in detail by Orif et al. (2017). Although similar data from the water column are not available from the Al-Salam lagoon, considering the sedimentary characteristics described by Abu-Zied and Orif (2019) together with the waste-water runoff and organic matter/nutrients loadings, hypoxia probably affects this lagoon as well. Oxygen concentrations have been observed to fall to hypoxic level of 63 μM in Al-Shahab lagoon, and water in the Arbaeen lagoon turns fully anoxic below 0.5 m with large build-up of H2S (up to 55.5 μM). Substantial loss of fixed nitrogen also appears to occur in these lagoons along with huge production of methane, probably in sediments (Orif et al., 2017). In fact, bottom water methane levels in the Al-Arbaeen lagoon (maximum 13.2 μM) are comparable to those recorded in the deep anoxic basins of Black Sea and Cariaco Basin (Naqvi et al., 2010).

Shorter-lived episodes of deoxygenation have also been reported from coastal waters of Kuwait that receive huge quantities of anthropogenic nutrients and organic matter from land. The group of semi-enclosed bays (Kuwait Bay along with the embedded Sulaibikhat Bay and Doha Bay) located at the northwestern extreme of the Persian Gulf receive enormous quantities of sewage and other effluents from Kuwait City and nearby industrial establishments. The region has extensive mudflats that are highly important from the ecological and biogeochemical points of view (Al-Yamani et al., 2004). The conditions within these sediments are strongly reducing (Dr. Turki Al-Said, personal communication). The tidal amplitude is fairly high (∼4 m), and periodic inundation of reducing intertidal sediments probably causes substantial depletion of oxygen in the overlying waters. An analysis of data collected during January 2009–November 2011 at a number of monitoring stations in this area revealed low oxygen saturation (minimum < 39%) off Kuwait City, extending from Sulaibikhat Bay to Doha Bay (Al-Mutairi et al., 2015). However, further away from the coast in the center of the Kuwait Bay, monthly sampling at a fixed station (K6, latitude 29.45°N, longitude 47.967°E, depth 12 m) being carried out since 2004 revealed that bottom water oxygen content has almost always been above 4 mg l–1 (2.8 ml l–1, 125 μM), the nominal threshold for mild hypoxia (Dr. Faiza Al-Yamani, personal communication). However, eutrophication has led to a marked increase in the frequency of algal blooms, including harmful blooms, in Kuwait’s waters in recent years (Al-Yamani et al., 2012; Al-Yamani and Naqvi, 2019). There have been instances of fish mortality in Kuwait waters associated with hypoxia as described by Al-Yamani et al. (2020). In one such incident mass mortality of sardines (Sardinella fimbriata) occurred in Ras Al-Adrdh Marina, Salimya, Kuwait on August 10, 2005. As the oxygen content was low throughout the water column [1.26 ml l–1 (56.23 μM), 1.19 ml l–1 (53.10 μM) and 0.70 ml l–1 (31.24 μM) O2 at the surface, mid-depth, and bottom, respectively], hypoxia was considered to be a possible cause of the observed mortality. A similar but more extended mortality episode involving the same fish in the same area took place again in June–July, 2011, during which oxygen concentrations were also quite low (Figure 9A). Fish kills also occurred around the same time further to the south in the Messila Marina where the oxygen level in the upper 1 m fell to 0.14 ml l–1 (6.25 μM). Water discoloration by a bloom of the dinoflagellate Gonyaulax verior was conspicuously seen here. An even more widespread mortality event involving two catfish species, Netuma thalassina and Plicofollis tenuspinus, took place in Kuwait waters – especially in Kuwait Bay – in April–May, 2017. This was also associated with water discoloration due to blooms of potentially harmful raphidophycean flagellate Heterosigma akashiwo and dinoflagellate Karenia papilionacea (known to produce Brevetoxin, a neurotoxin). Oxygen measurements made during this period revealed generally well-oxygenated water column, except in one case where the vertical profile in Shuwaikh Port (Figure 9B) showed almost complete oxygen removal close to the bottom (∼10.5 m) (Al-Yamani et al., 2020). Thus, while oxygen-deficiency may or may not be the cause of the observed fish mortality, it is clearly one of the effects of episodic, excessive phytoplankton production (evident from very high oxygen concentration at the surface in Figure 9B) resulting from nutrient-over enrichment in coastal waters of the Persian Gulf.
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FIGURE 9. Oxygen profiles at Rescue Station Marina in Salmiya, Kuwait (latitude 29.34°N, longitude 48.10°E) during a fish kill incident on July 19, 2011 (A), and in Shuwaikh Port (latitude 29.36°N, longitude 47.93°E) on April 30, 2017 (B). Redrawn from Al-Yamani et al. (2020).




DISCUSSION

The results presented above show declining trends in oxygen levels in all three basins. Before discussing their significance it is necessary to address a few issues that have important bearings on the inferences being drawn. First and foremost is the concern about compatibility of oxygen data used. As already discussed, the magnitudes of observed shifts are well beyond potential errors of measurements. The second issue relates to seasonality in oxygen distribution. Again, as pointed out above, seasonality is probably not very pronounced in the deep basins – the Red Sea and the Andaman Sea – below the surface layer. Moreover, in the case of the Red Sea the Argo float data cover all seasons and the range of values recorded by the floats is well below oxygen concentrations measured in 1983. On the other hand, seasonal changes are expected to be quite large in the Persian Gulf. This is, in fact, apparent from the data from the Qatari EEZ in the central Gulf taken during two consecutive summer and winter periods in 2000–2001, with the subsurface water being expectedly more oxygen depleted in summer (Figure 7). However, for the same month (September), bottom water oxygen concentrations were much lower in 2000 as compared to those in 1968. Thus, after taking into account the seasonality, the results strongly indicate increasing summer-time deoxygenation in the Persian Gulf. The third issue pertains to shifting baselines. That is, it is not known to what extent the data used as reference (collected in May 1983 in the case of Red Sea, in September 1968 in the case of the Persian Gulf. and during 1961–1964 in the case of the Andaman Sea) had already been anthropogenically impacted. Such an impact is expected to have been largest in the Persian Gulf that is quite shallow and small in size and has been subjected to human activities for a long time, especially after the discovery of oil and the wealth and “development” it brought to the region around the middle of the last century. However, even if the data used as reference might not represent “pristine” conditions, the comparisons with more recent measurements still yield reliable trends of change.

It is also not clear if or to what extent the observed deoxygenation trends are contributed by long-term natural variability, an inherent problem with any two-point comparison, but one that unfortunately cannot be addressed with the available data. It may be pointed out that there is evidence for existence of such variability in the Red Sea on the decadal scale. Satellite remote-sensed SST data have revealed a warming trend with values ranging from 0.17 to 0.45°C decade–1 across the Red Sea basin for the period 1982–2015 (Chaidez et al., 2017). However, the analysis of available water column data for the period 1958–2017 showed a more complex pattern – a steady decrease in SST from the 1960s up to the mid-1980s and an increasing trend thereafter (Agulles et al., 2020). It has been suggested that the long-term SST oscillations may be associated with the Atlantic Multidecadal Oscillation (AMO) and that the above-mentioned high warming rates over the past three decades or so are probably a combined effect of global warming and a positive phase of natural SST oscillations (Krokos et al., 2019). According to Krokos et al. (2019) the cooling AMO phase may offset the global warming related SST increase in the Red Sea in the future. What is really intriguing is that the temporal trends in subsurface water temperatures appear to be decoupled to the SST trend, showing an overall cooling trend in deep waters during 1958–2017 (Agulles et al., 2020). The data compiled by Agulles et al. (2020) show that since the time of the Sagar Kanya cruise the 100–500 m layer cooled up to mid 1990s and has been warming thereafter; the deeper waters showed a similar pattern, except that the minimum occurred a little later (in the late 1990s) and the subsequent warming has been more subdued. It is hard to reconcile the observed deoxygenation in deep waters of the Red Sea with these temperature variations, but it is clear that the oxygen decrease cannot be simply attributed to decreased solubility in warmer water.

Interannual and decadal-scale variability in oxygen forced by regional climate modes (e.g., the Indian Ocean Dipole) has been reported to control the intensity of seasonal anoxia over the western Indian shelf (Vallivattathillam et al., 2017). Such a variability may also occur in the off shore OMZs of the northern Indian Ocean (Rixen et al., 2020), but convincing evidence for this is lacking so far. Nevertheless, even though it is unlikely, one cannot completely rule out such a variability to account for a part of the oxygen declines being reported here.

Deoxygenation in the Mediterranean-type marginal seas is of special significance because of their unusual hydrography and the potential for its impact extending beyond the marginal seas themselves. For example, it has been pointed out by Seibel et al. (2016), who studied the metabolism and hypoxia tolerance of the Euphausiid species Euphausia diomedeae in the Red Sea, that owing to the higher water temperature and consequently elevated oxygen demand even moderate hypoxia may be physiologically more challenging to organisms than more severe hypoxia in colder water. These authors postulated that E. diomedeae in the Red Sea reached the limits of adaptation even though Pcrit, the partial pressure of oxygen (PO2) below which oxygen consumption rate becomes independent of PO2, occurs deeper (∼270 m) in the water column as compared to the California Current and the eastern tropical Pacific, where waters with more intense oxygen minima are cooler. Changes in oxygen content and temperature will combine to determine the extent of habitat compression of marine organisms in all areas, more so in the Red Sea (Seibel et al., 2016).

Besides impacting local biogeochemistry and ecology, deoxygenation in the Persian Gulf and Red Sea is also expected to affect the intensity and volume of the Arabian Sea OMZ, which is uniquely ventilated by outflows from these regional seas (Naqvi, 2019). These outflows are strongly affected by the climate and local hydrography, particularly temperature (Lachkar et al., 2019). Changes in water temperature in the Red Sea have been discussed above. In the Persian Gulf, analysis of time series data from Kuwait’s coastal waters has revealed a long-term warming rate of 0.38°C decade–1 (Al-Yamani et al., 2017), which is more than thrice the average warming rate (0.11°C decade) in the ocean (Rhein et al., 2013). Given the smaller size of the Persian Gulf, and the associated short renewal time, effects of warming of this magnitude are expected to be far more rapidly manifested than in the case of the Red Sea. Model simulations have shown that warming of the Persian Gulf has a particularly strong impact on the volume and intensity of the OMZ as the Persian Gulf Outflow advects right into the core of the OMZ (Codispoti et al., 2001; Lachkar et al., 2019). Warming will make the outflow lighter, thereby causing intensification of the OMZ and the associated denitrification process. However, this response is projected to be non linear as under strong warming (e.g., by 4°C), loss of nitrate in the upper layer caused by denitrification is expected to provide a negative feedback to deoxygenation. The model simulations also suggested a relatively weaker effect of increase in salinity in the Persian Gulf on the Arabian Sea OMZ (Lachkar et al., 2019). Warming of the Red Sea is also projected to lead to intensification of the OMZ, but to a smaller extent and at greater depths; as a result of the latter, the response to temperature increase is also more linear than in the case of the Persian Gulf Outflow. However, as discussed above, there does not seem to be consistent trend of warming in the Red Sea at depths from which the outflow is drawn. A more direct effect of the ongoing deoxygenation in the Persian Gulf and the Red Sea on the Arabian Sea OMZ would be through depression of preformed oxygen contents of the outflowing waters. This is expected to be caused both by a lower solubility of oxygen in warmer and more saline waters and an increase in oxygen demand as a consequence of increased productivity fuelled by anthropogenically supplied nutrients. Recent intensification of OMZ in the Gulf of Oman, which directly receives the outflow from the Persian Gulf, has been reported by Queste et al. (2018). It may be noted that salinity in the northern Persian Gulf has increased, especially during the crucial winter months when the dense water is formed, by as much as 10 (Al-Yamani et al., 2017; Al-Said et al., 2018). The total organic carbon (TOC) content of these waters is quite high (101.0–318.4, mean 161.2 μM – Al-Said et al., 2018). Even higher TOC values (336.7–543.3 μM) were measured in Kuwait Bay in April 2017 during the phytoplankton bloom mentioned above. Al-Said et al. (2018) proposed that the high oxygen demand arising from elevated TOC may be the principal driver of the emerging hypoxia in the Persian Gulf. They also speculated that the semi-labile portion of the TOC that escapes degradation in the water column may be exported to the Arabian Sea by the outflow, potentially contributing further to the intensification of the Arabian Sea OMZ. To what extent similar processes also operate in the Red Sea, where the magnitude of human perturbation is much smaller, still remains to be investigated.

The observed deoxygenation trend within the oxygen minimum in the Andaman Sea is comparable to that reported by Naqvi (2019) for the northern Bay of Bengal, even though in the latter case the most recent data used for the comparison with the IIOE observations came from April 2007. This provides support to the view that the rate of oxygen decline in the Indian Ocean, in general, and in the NEIO, in particular, is smaller than in the OMZs of the Pacific Ocean (Stramma et al., 2008; Schmidtko et al., 2017). The present analysis shows that the trend also extends down to the depth in the NEIO (1.4 km) from where water in the deep Andaman Basin is derived. The extent to which the modest shift being reported here is caused by warming-related changes in oxygen solubility or circulation, or even increases in oxygen consumption cannot be evaluated with the present data. According to Oschlies (2019) the contribution of lower O2 solubility in seawater arising from global warming to the observed decrease in oceanic O2 inventory is relatively small (15%), but it could be as much as 50% in the upper kilometer of the water column. He attributed the majority of the change in deep waters to altered water circulation. The role of warming-induced increase in respiration also appears to be small (<15%). However, since the Andaman Sea receives large runoff from Irrawaddy River, and is also a part of a region with some of highest deposition rates of nitrogen from the atmosphere (Duce et al., 2008), an increase in primary productivity and associated organic matter export from the surface as an important contributing factor to the observed change cannot be ruled out. It must be pointed out that the current state-of-the-art models underestimate the extent of ocean deoxygenation as compared to what is inferred from observations (Oschlies et al., 2017), underlining the lack of our understanding of controlling processes.

One important common feature of all three marginal seas is they all contain sensitive tropical ecosystems viz. coral reefs, seagrasses and mangroves. Both naturally- and anthropogenically caused hypoxia may occur in some of these ecosystems. One such instance has been reported by Roik et al. (2016) based on an year-long monitoring of physico-chemical variables, which also involved oxygen measurements with a sensor, at 7.5–9 m in three reefs along a cross-shelf gradient off the Saudi Arabian coast in the central Red Sea. Their results showed considerable onshore-offshore and temporal (diurnal to seasonal) variations with an overall oxygen concentration range of 0.05–6.21 ml l–1 (2.2–277.2 μM). The very low values, occurring more often in, but not confined to, summer and in the nearshore reef (the lowest value was recorded in the offshore reef in winter, however, probably arising from community respiration at night), indicate high vulnerability of such ecosystems to human-induced deoxygenation. As compared to temperate ecosystems, occurrence of such deoxygenation from tropical ecosystems is probably greatly under-reported globally, and according to one estimate 13% of all coral ecosystems might have already turned into “dead zones” (Altieri et al., 2017, 2019). The ecosystems of Indian Ocean’s marginal seas probably also suffer from such under-reporting. As exemplified by the above mentioned reports from the relatively well-studied coastal waters of Kuwait, this may particularly apply to the entire Persian Gulf, which is one of anthropogenically most impacted marine areas in the world (Sheppard et al., 2010), as well as to the poorly investigated shores of the Andaman Sea. The need for capacity building to adequately address this deficiency cannot be over-emphasized.
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Weekly and bi-monthly carbonate system parameters and ancillary data were collected from 2008 to 2020 in three coastal ecosystems of the southern Western English Channel (sWEC) (SOMLIT-pier and SOMLIT-offshore) and Bay of Brest (SOMLIT-Brest) located in the North East Atlantic Ocean. The main drivers of seasonal and interannual partial pressure of CO2 (pCO2) and dissolved inorganic carbon (DIC) variabilities were the net ecosystem production (NEP) and thermodynamics. Differences were observed between stations, with a higher biological influence on pCO2 and DIC in the near-shore ecosystems, driven by both benthic and pelagic communities. The impact of riverine inputs on DIC dynamics was more pronounced at SOMLIT-Brest (7%) than at SOMLIT-pier (3%) and SOMLIT-offshore (<1%). These three ecosystems acted as a weak source of CO2 to the atmosphere of 0.18 ± 0.10, 0.11 ± 0.12, and 0.39 ± 0.08 mol m–2 year–1, respectively. Interannually, air-sea CO2 fluxes (FCO2) variability was low at SOMLIT-offshore and SOMLIT-pier, whereas SOMLIT-Brest occasionally switched to weak annual sinks of atmospheric CO2, driven by enhanced spring NEP compared to annual means. Over the 2008–2018 period, monthly total alkalinity (TA) and DIC anomalies were characterized by significant positive trends (p-values < 0.001), from 0.49 ± 0.20 to 2.21 ± 0.39 μmol kg−1 year−1 for TA, and from 1.93 ± 0.28 to 2.98 ± 0.39 μmol kg–1 year–1 for DIC. These trends were associated with significant increases of calculated seawater pCO2, ranging from +2.95 ± 1.04 to 3.52 ± 0.47 μatm year–1, and strong reductions of calculated pHin situ, with a mean pHin situ decrease of 0.0028 year–1. This ocean acidification (OA) was driven by atmospheric CO2 forcing (57–66%), Sea surface temperature (SST) increase (31–37%), and changes in salinity (2–5%). Additional pHin situ data extended these observed trends to the 2008–2020 period and indicated an acceleration of OA, reflected by a mean pHin situ decrease of 0.0046 year–1 in the sWEC for that period. Further observations over the 1998–2020 period revealed that the climatic indices North Atlantic Oscillation (NAO) and Atlantic Multidecadal Variability (AMV) were linked to trends of SST, with cooling during 1998–2010 and warming during 2010–2020, which might have impacted OA trends at our coastal stations. These results suggested large temporal variability of OA in coastal ecosystems of the sWEC and underlined the necessity to maintain high-resolution and long-term observations of carbonate parameters in coastal ecosystems.

Keywords: ocean acidification, coastal ecosystem, long-term monitoring, NE Atlantic, carbonate system dynamics


INTRODUCTION

Coastal ecosystems are often associated with important and variable inputs of nutrients (phosphates, nitrates, nitrites, and silicates) via river discharge, which induce large seasonal and interannual variability of the carbonate system (Gypens et al., 2009, 2011). High nutrient concentrations increase carbon absorption by promoting biological production (Elser et al., 2007). Up to 30% of primary production [and organic matter (OM) remineralization] is concentrated in coastal shelf zones (Walsh et al., 1988; de Haas et al., 2002; Bauer et al., 2013), leading to high uptake (and release) of dissolved inorganic carbon (DIC) and partial pressure of CO2 (pCO2) (Thomas et al., 2005). In addition, natural riverine carbon originating from the lithosphere and organic matter of the terrestrial biosphere (Ludwig et al., 1998) are partly exported to coastal ecosystems (Hartmann et al., 2014). Finally, depending on the nature of the soil, weathering processes can either increase or decrease DIC and total alkalinity (TA) (Hartmann et al., 2009; McGrath et al., 2019) in surface waters. All of these intricate interactions make it difficult to assess the drivers of the carbonate system in the diverse coastal ecosystems.

Continental margins represent only 4.5% of the global ocean uptake of anthropogenic carbon (Bourgeois et al., 2016), estimated at 2.6 ± 0.3 PgC year–1 of CO2 (31 ± 4% of anthropogenic CO2 emissions) (Gruber et al., 2019), yet they are particularly vulnerable to anthropogenic forcing, such as urban development, atmospheric deposition, from fossil fuel combustion and agricultural activities. All of these anthropogenic stressors can have compensatory or additive effects on the CO2 system (Doney, 2010; Sunda and Cai, 2012; Da et al., 2018), and consequently on potential coastal seawater acidification (Borges et al., 2010; Borges and Gypsens, 2010; Wallace et al., 2014; Carstensen and Duarte, 2019). Ocean acidification (OA) has been ongoing over the last 250 years, with a pH decrease of 0.11 units in the global ocean, equivalent to a hydrogen ion concentration increase of 28% (Gattuso et al., 2015). Coastal acidification can be far more dramatic relative to the open ocean as a result of multiple stressor interactions (Duarte et al., 2013; Osborne et al., 2020). OA has major consequences, particularly for organisms with shells or skeletons composed of calcium carbonate (CaCO3) (Doney et al., 2020). Coastal ecosystems can experience extreme OA hotspots due to the intrusion of acidified water with low aragonite saturation states (ΩArag, Feely et al., 2010, 2016; Chan et al., 2017; Fennel et al., 2019) or conversely constitute refuges with more stable pH (Chan et al., 2017). Carbon and pH variability affect algal physiology, impacting phytoplankton inorganic carbon fixation (Raven et al., 2017), and may contribute to increased harmful algal blooms (Fu et al., 2012; Flynn et al., 2015; Raven et al., 2020).

Monitoring of physical and biogeochemical processes in seawater is essential to understand the evolution of oceans, especially in the context of increasing temperature and atmospheric CO2 (IPCC, 2013). Recent decades have seen the emergence of a large number of CO2 monitoring programs in the open ocean (Bates et al., 2014; Sutton et al., 2017). Monitoring stations are distributed around the Pacific (e.g., Munida, Currie et al., 2011; Bates et al., 2014; WHOTS, ALOHA, Sutton et al., 2017) and the Atlantic (e.g., ESTOC, González-Dávila et al., 2010; BATS, Bates et al., 2014), and cover a wide range of latitudes, from sub-polar waters (Iceland/Iriminger seas, Olafsson et al., 2009, 2010; Bates et al., 2014) to tropical waters (CARIACO, Caribbean Sea, Astor et al., 2013; Taylor et al., 2012; Bates et al., 2014; Muller-Karger et al., 2019). The SOOP-CO2 provided pCO2 data acquired from ships of opportunity1, while the growing BGC-Argo array (Claustre et al., 2020) will provide open ocean pH observations, in addition to salinity-derived TA. SOCAT (Bakker et al., 2016) and LDEO Global Surface Database (Takahashi et al., 2020) contribute to these international efforts by compiling quality CO2 observations from the scientific community, while GLODAP (Lauvset et al., 2016) and OceanSODA-ETHZ (Gregor and Gruber, 2021) databases provide global gridded data of the open ocean carbonate system. The limited CO2 system variability in the oceanic environment, compared to coastal ecosystems, favors observations of the alterations associated to climate change such as carbon accumulation or OA. Global estimates of OA in the open ocean were estimated at −0.0018 ± 0.0004 year–1 for the period 1991–2011 (Lauvset et al., 2015) and relate to pCO2 increase of 1.2 ± 0.5 μatm year–1 to 2.1 ± 0.5 μatm year–1 in different ocean basins (Takahashi et al., 2009, 2014). These trends are highly linked to the studied periods and can vary regionally and seasonally (Leseurre et al., 2020). Long-term monitoring in nearshore ecosystems is particularly relevant since these ecosystems host large stocks of shellfish species sensitive to ongoing OA (Doney et al., 2020), yet remain scarce. Coastal margins present additional challenges because of the intense daily, seasonal, and interannual variability associated to these environments (riverine inputs, climatic, and anthropogenic drivers), which make it more challenging to observe trends related to climate change (Kapsenberg et al., 2017; Reimer et al., 2017a; Chen and Hu, 2019).

In the North East Atlantic Ocean, a recent initiative by the Global Ocean Acidification Network (GOA-ON2) has aimed to coordinate, encourage, and maintain long-term observations of the CO2 system at local and national scales. In this context, we report on three time series of carbonate parameters in the southern Western English Channel off Roscoff (SOMLIT-pier and SOMLIT-offshore) and in the Bay of Brest (SOMLIT-Brest), initiated within the French network for the monitoring of coastal environments (SOMLIT3). From 2008 to 2020, we performed weekly to bimonthly observations of carbonate system and ancillary physical and biogeochemical parameters at these northeast Atlantic Ocean coastal stations. The present study, which builds on the work of Salt et al. (2016) and Gac et al. (2020), aims to decipher, for the first time, trends and drivers of OA in NE Atlantic coastal waters based on long-term time series. In light of the relatively long duration of the study, we attempt to identify the main factors influencing the variability of the carbonate system from local [rivers, Net Ecosystem Production (NEP)] to large-scale [North Atlantic Oscillation (NAO) and Atlantic Multidecadal Variability (AMV)] processes.



STUDY AREA

This study focused on coastal waters of the English Channel and the Iroise Sea, located in one of the world’s largest temperate continental margins, the North West European shelf. As part of SOMLIT, two sites (Roscoff and Brest, Figure 1) are sampled bimonthly since 2008 to monitor physical, chemical, and biological parameters, including carbonate system parameters. The region is characterized by low temperature ranges between winter and summer, by sustained wind throughout the year with frequent storms from fall to spring, and by heavy rainfall, with a maximum monthly mean rainfall during December (140 mm at Brest and 125 mm at Roscoff), causing significant discharges of fresh water from many rivers and estuaries (Tréguer et al., 2014). Large-scale hydro-climatic indices such as the NAO (Hurrell, 1995) and the AMV can significantly influence the climate regimes in the area. AMV has been linked for example with decadal variations in temperature and rainfall patterns (Sutton et al., 2018). The NAO produces large changes in surface air temperatures, storm-track position, and precipitation over the North Atlantic and is strongly related to changes in sea surface temperature (SST) at the Brest and Roscoff sites (Tréguer et al., 2014 and reference therein). Freshwater inputs release important nutrient stocks into the aquatic environment (Meybeck et al., 2006; Dürr et al., 2011; Tréguer and De La Rocha, 2013), fueling phytoplankton blooms (e.g., Del Amo et al., 1997; Beucher et al., 2004). In these ecosystems, nutrient inputs maintain sustained phytoplankton biomass during the summer.
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FIGURE 1. Map, bathymetry, and topography of the study area in the southern Western English Channel (sWEC), with the two regions of study: the Brest region, with the SOMLIT-Brest station (black square), the Aulne and Elorn rivers; and the Roscoff region, with SOMLIT-pier (upward black triangle) and SOMLIT-offshore (downward black triangle) stations and the Penzé and Morlaix rivers. Black circles indicate the locations of sampling in the rivers and the black star the location of the Meteo France station (“Guipavas station”) for wind speed data. Bathymetry contours show 20 and 50-m isobaths. (Top left) Map and bathymetry (200-m isobath) of the North Atlantic Ocean with the location of the Mace Head atmospheric station (yellow diamond); the black frame represents the zoom on the study area. Note that the color map (–6000 to 2000 m) is different from the main map.


SOMLIT-Brest is located in the Bay of Brest, a macrotidal estuary located in a semi-enclosed bay covering 180 km2. The hydrology is controlled by exchanges of high salinity and relatively warm waters from the Atlantic Ocean and freshwater inputs from two main estuaries: the Aulne (annual mean discharge during the study period of Qmean = 24.0 ± 24.4 m3 s–1) and the Elorn (Qmean = 5.9 ± 5.0 m3 s–1). Samples were taken at a station near the coast (48°21′32″N; 4°33′07″W) characterized by a shallow water column (∼10 m), not sufficient to observe seasonal stratification due to intense semi-diurnal tidal streams, with a maximum tidal amplitude of 8 m.

The Roscoff stations are located about 55 km north east of Brest in the south of the Western English Channel (WEC), which is a pathway between the North Atlantic Drift and the North Sea. Two stations (a near-shore station SOMLIT-pier, 48°43′59″N; 3°58′58″W, and an offshore station SOMLIT-offshore, 48°46′49″N; 3°58′14″W) were sampled along the coastal gradient in the Roscoff area, which has freshwater inputs from two small rivers, the Penzé (Qmean = 2.8 ± 2.7 m3 s–1) and the Morlaix river (Qmean = 4.3 ± 3.9 m3 s–1). SOMLIT-pier is located near the coast (∼500 m) with a shallow water column (∼10 m), influenced by continental freshwater inputs and by a strong semi-diurnal tidal cycle, with a maximum tidal amplitude of 8 m. SOMLIT-offshore has a deeper water column (∼60 m), representative of the permanently well-mixed waters of the south of the WEC (Pingree and Griffiths, 1978). The distance between this station and the coast (3.5 km) limits the impact of rainwater and river inflow compared to the SOMLIT-pier station.



MATERIALS AND METHODS


Weekly and Bimonthly Measurements of the Long-Term Time Series

Environmental data were collected from 1998 to 2020, whereas carbonate parameters were sampled from July 2008 to December 2020 (see details below). At SOMLIT-Brest (January 1998–2020), sampling took place on a weekly basis at high tide slack. The two Roscoff stations, SOMLIT-offshore (January 1998–2020) and SOMLIT-pier (January 2000–2020), were sampled bimonthly during neap tides and at high tide slack. Sampling in Brest was carried out from the observation pier of Sainte-Anne-du-Portzic, while sampling in Roscoff took place aboard the R/V Neomysis research vessel. During each sampling event, SST measurements were obtained using a Seabird SBE19+, with a temperature accuracy of 0.005°C. Surface seawater (2 m depth at the Brest station and 1 m depth at the Roscoff station) was sampled using a 10-L Niskin bottle. Discrete sea surface salinity (SSS) was measured by storing seawater samples in glass bottles with a rubber seal with analysis conducted in the following months in a temperature-regulated room with a portasal Guidline Salinometer at the SHOM (Service Hydrologique et Océanographique de la Marine) with a precision of 0.002. Samples for dissolved oxygen (DO) measurements were stored in 280-ml brown glass bottles, analyzed after addition of 1.7 ml of Winkler reagent I and II, and kept in the dark in a water bath. DO concentrations were determined by the Winkler method using a potentiometric end-point determination with a Metrohm titrator. The estimated accuracy of this method is 0.2 μM (Carpenter, 1965). To evaluate the impact of non-thermodynamic processes on DO variations, the dissolved oxygen saturation (DO%) was calculated using the equations of Garcia and Gordon (1992) from SST, SSS, and DO values. Chlorophyll-a (Chl a) concentrations were obtained by filtration of 500 ml of seawater through glass-fiber filters (Whatman GF/F) under 0.2 bar vacuum. After storage in plastic tubes at −20°C, Chl a was extracted using the EPA method (1997) with a 90% acetone solution for a few hours at 4°C. Chl a concentrations were determined using a Turner AU10 fluorometer. Nitrate, nitrite, dissolved silicate (DSi), and soluble reactive phosphate (SRP) concentrations were determined following the method of Aminot and Kérouel (2007) using an AA3 auto-analyzer (AXEFLOW) with accuracies of 0.05 μmol L–1 for nitrate and DSi and 0.01 μmol L–1 for SRP and nitrite concentrations.

For carbonate system parameters, TA and DIC measurements were performed from July 2008 to December 2017 at SOMLIT-Brest, from May 2009 to December 2017 at SOMLIT-offshore, and from July 2010 to December 2017 at SOMLIT-pier. Water samples were immediately poisoned with 50 μl of saturated HgCl2. TA and DIC were determined at the SNAPO (Service National d’Analyse des Paramètres Océaniques) using potentiometric analysis following the method of Edmond (1970) and DOE (1994) with accuracies of 2.5 μmol kg–1 for both parameters (see Marrec et al., 2013 for details). A total of 412, 162, and 189 measurements of each parameter were obtained from samples from SOMLIT-Brest, SOMLIT-pier, and SOMLIT-offshore, respectively.

Dissolved inorganic carbon data for 2018–2020 were excluded since unexplained noise appeared among replicates, potentially linked to an extended period of conservations of the samples prior to analysis. Consequently, the SOMLIT-Brest dataset was completed with 72 weekly measurements of pHin situ performed from July 2019 to December 2020. The SOMLIT-pier and SOMLIT-offshore datasets were completed from January 2018 to December 2019 with 48 bi-monthly measurements of TA combined with 72 bi-monthly measurements of pHin situ from January 2018 to December 2020. For these specific periods, TA and pH were collected in 500-ml borosilicate glass bottles and poisoned with 50 μl of saturated HgCl2. TA at SOMLIT-offshore was determined from approximately 51 g of weighed sample at 25°C using a potentiometric titration with 0.1 M HCl using a Titrino 847 plus Metrohm. The balance point was determined by the Gran method (Gran, 1952) according to the method of Haraldsson et al. (1997). The accuracy of this method is ± 2.1 μmol kg–1 (Millero, 2007) and was verified by Certified Reference Material (CRM 131) provided by A. Dickson (Scripps Institute of Oceanography, University of South California, San Diego, United States). pH was determined with an accuracy of 0.002 by spectrophotometry (Perin-Elmer Lambda 11) at a controlled temperature of 25°C with the method of Clayton and Byrne (1993) and corrected by Chierici et al. (1999), using the sulfonephthaleindiprotic indicator meta-CresolPurple (mCP).

The combination of SST, SSS, DIC, TA, DSi, and SRP was used as input parameters for the CO2 chemical speciation model in the CO2sys program (Matlab version by van Heuven et al., 2011, based on calculation of Lewis and Wallace, 1998) to calculate the carbonate system before 2018. For calculation after 2018, SST, SSS, pH, and TA were used as input parameters. K1 and K2 constants were defined based on the last calculations of Waters et al. (2014) on the total pH scale, and the KSO4 dissociation constant was based on Dickson (1990) and Uppstrom (1974). The calculated uncertainties were estimated at 0.6% for pH, 0.5% for DIC, and 14% for aragonite (Millero et al., 2007; McLaughlin et al., 2015). The average of pCO2 uncertainties was close to the uncertainties estimated in Gac et al. (2020), with 18 μatm based on TA/DIC and 11 μatm based on TA/pH. In 2017, three carbonate parameters (pH, DIC, and TA) were collected at the same time at SOMLIT-offshore. Computed pCO2(DIC/TA) and pCO2(TA/pH) showed a robust relationship (1:1 slope, r2 = 0.90; n = 14; p < < 0.001, RMSE = 8). Similarly, pHin situ and pH(TA/DIC) showed robust consistency (1:1 slope; r2 = 0.89, n = 14; p < < 0.001, RMSE = 0.008) during that period, which would indicate that the time-series trends (Section “Analysis of Trends”) were not affected by the change in variables.



Seasonal Measurements in Adjacent Rivers

Four seasonal cruises were performed in the Brest rivers (Aulne and Elorn) in February 2009 (winter), May 2009 (spring), July 2009 (summer), and November 2010 (winter). Surface seawater was sampled using a 10-L Niskin bottle, and SST, SSS, nutrient concentration, TA, and DIC were measured using the methods outlined above and detailed in Bozec et al. (2011). The Roscoff rivers (Penzé and Morlaix river) were sampled from the R/V Neomysis and R/V Aurelia on a monthly basis from February 2011 to November 2011 in the Penzé, completed with seven monthly cruises in the Penzé and Morlaix rivers from January 2019 to July 2019, and from two cruises in January and February 2020, using the same analytical methods. Six stations were sampled along the salinity gradient in the Morlaix and Penzé rivers, and seven stations were sampled in the Aulne and Elorn rivers (Figure 1). The upper stations in the Roscoff estuary presented salinity values below 5, and down to 0 in the Brest rivers. A total of 55 and 230 measurements of each parameter were obtained from Brest and Roscoff rivers, respectively.



Air–Sea CO2 Exchanges

Atmospheric pCO2 (pCO2air) was calculated from the atmospheric molar fraction of CO2 (xCO2) recorded at the Mace Head site (53°33′N 9°00′W, southern Ireland) of the RAMCES network (Observatory Network for Greenhouse gasses) and from the water vapor pressure (pH2O) using the equations of Weiss and Price (1980). Atmospheric pressure and wind data were obtained from the Guipavas meteorological station (48°26′36′N, 4°24′42″W, Météo France) and fitted to the dataset using the monthly averages. Air–sea CO2 fluxes (FCO2, in mmol C m–2 day–1, Equation 1) were determined from the difference of pCO2 between surface seawater and air (δpCO2 = pCO2 − pCO2air), SST, SSS, wind speed, and atmospheric pressure.
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Where k represents the gas transfer velocity (m s–1) and α represents the solubility coefficient of CO2 (mol atm–1 m–3) calculated as in Weiss (1970). The exchange coefficient k (Equation 2) was calculated from the wind speeds with the updated algorithm of Wanninkhof (2014) appropriate for both regional and global flux estimates:
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Where u10 represents the wind speed at 10 m height (m s–1) and Sc denotes the Schmidt number at in situ SST.



Computation of the Thermal vs. Non-thermal Drivers of the pCO2 Signal

The variability of sea surface pCO2 induced by thermal and non-thermal processes was estimated using the equations of Takahashi et al. (1993, 2002), based on the well-constrained temperature dependence of pCO2 (4.23% °C–1) (Takahashi et al., 1993; Millero, 1995). The thermal (pCO2therm) and non-thermal (pCO2non–therm) influence on pCO2 was determined as:
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with annual mean values calculated from January 2008 to December 2017 at SOMLIT-Brest (Tmean = 13.3 ± 2.9°C, n = 493; pCO2,mean = 400 ± 56 μatm, n = 412), SOMLIT-pier (Tmean = 13.0 ± 2.45 °C, n = 245; pCO2,mean = 390 ± 68 μatm, n = 162), and SOMLIT-offshore (Tmean = 12.9 ± 2.2°C, n = 245; pCO2,mean = 412 ± 39 μatm, n = 189).



Determination of Processes Controlling DIC/pCO2 Based on a 1-D Mass Budget Model

The influence of temperature, air–sea exchange, mixing, and biological activity on carbonate parameters was investigated based on the calculations developed in Xue et al. (2016) and adapted to our data as described in detail below. The calculations were based on the difference of SST, SSS, TA, DIC, pCO2, SRP, and DSi at time n and time n + 1 during 8 annual cycles from January 2010 to December 2017 with a time increment at all sites based on monthly averages. The total pCO2 and DIC changes from time n and n + 1 were induced by the combination of different processes explained in Equations 6, 7, and 8 and developed in the following subsections.
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Temperature Changes

The variability induced by thermal processes was estimated using the coefficient proposed by Takahashi et al. (1993) and verified by Millero (1995).
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Air–Sea Exchange

The effect of air–sea CO2 (gas) exchange was first estimated on DIC, and subsequently on pCO2 from DIC, TA, SSS, SST, SRP, and DSi using the CO2SYS program (Section “Weekly and Bimonthly Measurements of the Long-term Time-Series”):
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where FCO2 is the air–sea CO2 flux (see Section “Air-sea CO2 exchanges”), t(n+1) – tn is the number of days between two measurements, ρ is the seawater density (kg m–3) calculated from the TEOS-10 calculations (McDougall et al., 2012), and d is the depth fixed at 10 m for comparable computations at the three stations.



Mixing

Mixing was attributed to the horizontal mixing (or lateral advection) induced by river inputs and Atlantic Ocean waters, while other processes such as evaporation and precipitation were neglected. The effect of mixing on TA and DIC was estimated based on the relationship between DIC and SSS, and between TA and SSS from the seasonal sampling in Brest and Roscoff rivers and coastal stations (Figure 2). These seasonal samplings were performed during typical years in terms of freshwater inputs and then SSS variability (Figure 3). The following equations were used to compute ΔDICmix and ΔTAmix and then [image: image] and [image: image], the predicted DIC and TA values at time n + 1 due to the mixing:
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FIGURE 2. Linear regressions between (A) dissolved inorganic carbon concentration (DIC, μmol kg– 1) and sea surface salinity (SSS), and (B) total alkalinity (TA, μmol kg– 1) vs. SSS based on the data collected at Penze/Morlaix rivers (blue circles) in 2010–2011 and 2019–2020 and Roscoff stations (SOMLIT-pier and SOMLIT-offshore, blue asterisks) from 2008 to 2019 and Elorn and Aulne rivers (orange circles) in 2009–2010 and SOMLIT-Brest (orange asterisks) from 2008 to 2019.
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FIGURE 3. Monthly mean climatology for (A) sea surface temperature (SST, °C), (B) sea surface salinity (SSS), (C) river flow (m3 s–1), (D) nitrate (μmol L–1), (E) Chl a (μg L–1), and (F) oxygen saturation (DO%, %) at SOMLIT-Brest (orange), SOMLIT-pier (light blue), and SOMLIT-offshore (dark blue), from January 2010 to December 2017, and the associated time series of weekly/bimonthly data from January 2008 to January 2020. (C) Brest river flow is shown in orange and Roscoff river flow is shown in blue. The black line represents the atmospheric temperature (°C). The monthly mean climatologies were computed based on complete years acquired from January 2010 to December 2017. Salinity values down to 32.5 and 31.7 (out of the figure range and indicated by black asterisks) were observed in February 2014 and February 2016, respectively. In February 2014, river flow values up to 130 m3 s–1 were observed in the Aulne river (indicated by a black asterisk). Chl a concentrations of 5.9, 6.3, and 5.2 μg L–1 were observed in May 2010, April 2015, and May 2018 (indicated by a black asterisk), respectively. Blue double-arrows below the SSS plot represent the period of sampling in the Roscoff rivers, and the orange double-arrow represents the period of sampling of the Brest rivers.


SlopeDIC/SSS was estimated from the linear regression (r2 = 0.99, n = 585 for Brest rivers and r2 = 0.96, n = 683 for Roscoff rivers) between DIC and SSS (Figure 2A, 46.8 μmol kg–1 uSSS–1 for Brest rivers and 41.3 μmol kg–1 uSSS–1 for Roscoff rivers). SlopeTA/SSS was estimated from the linear regression (r2 = 0.98, n = 660 for Brest rivers and r2 = 0.98, n = 660 for Roscoff rivers) between DIC and SSS (Figure 2B, 55.3 μmol kg–1 uSSS–1 for Brest rivers and 49.5 μmol kg–1 uSSS–1 for Roscoff rivers).

Based on these values, the effect of mixing on pCO2 was computed using the following equation:
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The mixing term at SOMLIT-offshore was considered negligible because sampling always occurred at high tide slack when the influence of rivers did not modify SSS throughout the year.



Biological Processes

The remainder of DIC changes were assigned to biological processes, such as the effect of photosynthesis, respiration, degradation of organic matter, or calcification/dissolution of CaCO3.
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Non-linear Term

[image: image] is a non-linear term calculated from the difference between ΔpCO2 and the sum of pCO2 due to each process detailed above, considering that pCO2 responses to SST or DIC changes were not linear [see Xue et al. (2016) for more details].



Net Ecosystem Production (NEP)

Net ecosystem production represents the difference between gross primary production (GPP) and ecosystem respiration (R). Positive NEP values indicate that the ecosystem is predominantly autotrophic; i.e., the production of organic matter is larger than its consumption. Negative NEP values indicate that the ecosystem is heterotrophic, with higher organic matter remineralization than production. NEP calculations are derived from the biological effect on ΔDIC following the equation:
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Analysis of Trends

Climatologies were computed based on monthly means over the entire period of study. Data were detrended for seasonality by subtracting the respective monthly mean climatology computed for the study period to the time series (hereafter “monthly means”). The resulting residuals were analyzed using linear regressions to compute anomaly trends, called “monthly anomaly trend.” This approach follows methods from Niu (2013) applied on seawater parameters by Tréguer et al. (2014) and Bates et al. (2014) to allow for comparisons of trends observed at different time-series stations. All analyses were performed with Matlab 2020a.


Deconvolution of pHin situ and pCO2

The relative contributions of various drivers on carbonate system trends at Brest and Roscoff were identified based on the deconvolution of pHin situ and pCO2 time series following the methods described in García-Ibáñez et al. (2016) and applied by Kapsenberg et al. (2017) on coastal time series. Equations 12 and 13 represent the changes in pH and pCO2 linked to SST, SSS, TA, and DIC over time (t).
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Here, [image: image] and [image: image] represent the slope contribution of a changing “variable” to the estimated change in pHin – situ or pCO2, respectively. The contribution of each “variable” corresponding to SST, SSS, TA, and DIC. The sensitivity of pHin – situ and pCO2 to “variable” ([image: image] and [image: image]) was estimated by calculating pHin – situ and pCO2 using true values of the “variable” and holding the other three variables constant (mean values of the 2008–2017 time series) and regressing to the “variable.” Sensitivities ([image: image] and [image: image]) were then multiplied by the monthly anomaly trend of the “variable.”




Hydroclimatic Indices

The impact of two main large-scale hydroclimatic indices, the NAO and AMV, on environmental parameters recorded in the study area was investigated to evaluate the climatic context of our observations.

The NAO was calculated by and retrieved from the National Weather Service (NOAA4). NAO is defined as the distribution of atmospheric mass between the Arctic and the subtropical Atlantic and swings from positive (NAO+) to negative (NAO−), producing large changes in surface air temperatures, storm-track position, and precipitation over the North Atlantic and western Europe. Seasonal variations of NAO are controlled by non-linear processes: wave-mean flux intensities and air–sea interactions (Peng et al., 2003). In this study, we compared the winter period to the measured parameters (December–January–February, called here wNAO), when the amplitude was the highest.

The AMV, also known as the Atlantic Multidecadal Oscillation (AMO), was calculated by and retrieved from the Physical Science Laboratory (NOAA5). The AMV describes the pattern of SST in the North Atlantic (Kerr, 2000; Enfield et al., 2001), which can either represent decades of warm or cool anomalies at the basin scale, relative to the global mean.




RESULTS


Hydrographical Properties

Sea surface temperature seasonality at the three sampling sites was characterized by a limited amplitude between winter minimum and summer maximum values (Figure 3A), a typical feature for temperate oceanic regions. The seasonal SST signal was more pronounced in Brest (7.8°C) than in Roscoff (6–6.6°C), with mean minimum values of 9.5°C in Brest and 9.8°C in Roscoff in winter, and mean maximum values in summer of 17.1°C, 16.4°C, and 15.8°C, in SOMLIT-Brest, SOMLIT-pier, and SOMLIT-offshore, respectively. SST increased from February in Brest, one month earlier than in Roscoff. A similar pattern was observed for SST lowering in late summer, with an earlier decrease observed in Brest than in Roscoff. Mean temperatures at SOMLIT-pier were slightly lower during winter than at SOMLIT-offshore and slightly higher during summer.

The seasonal variability of SSS was much more pronounced in Brest than in Roscoff (Figure 3B), highlighting the stronger influence of freshwater inputs in the Bay of Brest than in the coastal sWEC. The lowest SSS values (down to 33.1) were observed in winter in Brest, while in Roscoff, SSS reached minimum values (<35.1) in spring. The highest SSS values were observed in summer at both sites, with mean values of 34.9 in Brest and 35.2 in Roscoff. Salinity at SOMLIT-pier was 0.1 lower than at SOMLIT-offshore along the year because of the proximity of the SOMLIT-pier station to the coast. The impact of riverine freshwater inputs on SSS was evident for Aulne and Elorn river flows (Figure 3C). During the winters of 2013/2014 and 2015/2016, Aulne and Elorn river flows were particularly high, with values > 80 m3 s–1 and > 20 m3 s–1, when the lowest SSS values were recorded at the Brest site. In Roscoff, the two major rivers flowing into the area were characterized by much lower flows (<15 m3 s–1), with limited effects on SSS.



Biogeochemical Seasonality

The higher influence of riverine freshwater inputs in Brest than in Roscoff led to higher maximum winter values of nitrate concentration. Winter nitrate concentrations in Brest reached values higher than 20 μmol L–1, two times higher than in Roscoff (Figure 3D). Nitrate concentrations started to decrease from February in Brest, 1 month earlier than in Roscoff. Most of the winter nitrate stock was consumed from April in Brest, characterized by a sharp decrease. From April to August, nitrate concentrations remained below 3 μmol L–1 and were depleted in summer in the Bay of Brest. Slightly higher nitrate concentrations were observed at SOMLIT-pier than at SOMLIT-offshore during winter. In Roscoff, the winter stock of nitrate decreased more slowly than in Brest, and surface waters were never nitrate depleted during summer at SOMLIT-offshore. Undetectable nitrate concentration were recorded at SOMLIT-pier in some years.

Brest and Roscoff were characterized by a different seasonality in terms of phytoplankton production, as represented by Chl a concentrations (Figure 3E). Spring phytoplankton blooms occurred in April in Brest, with mean Chl a concentration > 1.5 μg L–1. In Roscoff, Chl a concentrations started to increase in spring and reached their highest values (∼1.5 μg L–1) from May to July. In fall and winter, Chl a concentrations remained < 0.4 μg L–1. Chl a concentrations at SOMLIT-pier and SOMLIT-offshore followed a similar dynamic with similar values. Important interannual variability in terms of bloom timing and intensity was observed at both sites. In 2010, an intense spring phytoplankton bloom (Chl a up to 6 μg L–1) was observed in early spring in Brest, but not in Roscoff, where Chl a concentrations remained abnormally high (>2 μg L–1) all summer in that year. On the contrary, intense spring blooms were observed at both Brest and Roscoff in 2015, with values > 2.0 μg L–1 during most of the productive period.

Surface waters were oversaturated in O2 from March to August–September at all study sites (Figure 3F), while O2 undersaturation down to 95% was observed in fall. Winter values were close to atmospheric equilibrium. The highest DO% values (up to 120%) were recorded at SOMLIT-pier. The spring increase of DO% was observed from March in Brest and at SOMLIT-pier, while at SOMLIT-offshore, DO% increased 1 month after with lower maximum DO% values. The end of summer decrease in DO% occurred in August in Brest and at SOMLIT-offshore. At SOMLIT-pier, DO% values > 100% were recorded up to September. Chl a concentrations and DO% followed similar trends for SOMILT-Brest and SOMLIT-offshore. The overall seasonal variability in terms of Chl a concentrations was similar at SOMLIT-offshore and SOMLIT-pier, but the signal in terms of DO% was different, with higher DO% and longer DO% values > 100% at SOMLIT-pier than at SOMLIT-offshore.



Seasonality of the Carbonate System

Total alkalinity did not exhibit marked seasonality at the Roscoff stations, remaining constant all year at around 2335 μmol kg–1 (Figure 4A). At SOMLIT-Brest, TA was < 2300 μmol kg–1 during the winter and was in a similar range to the Roscoff values during the summer. The lowest TA values in Brest were observed during the winters of 2013/2014 and 2015/2016, periods characterized by high riverine freshwater input and low SSS. As shown on Figure 2B, the rivers flowing in the vicinity of the study sites were characterized by low TA end-member values (400–600 μmol kg–1). The lower TA values observed in Brest than in Roscoff were related to the stronger influence of riverine freshwater inputs, which was confirmed by the SSS-normalization of TA (Figure 4E).
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FIGURE 4. Monthly mean climatology for (A) total alkalinity (TA, μmol kg–1), (B) dissolved inorganic carbon (DIC, μmol kg–1), (C) pHin situ, (D) pH25°C, (E) SSS normalized TA (nTA, μmol kg–1), (F) SSS normalized DIC (nDIC, μmol kg–1), (G) ΩArag and ΩCal, (H) pCO2 (μatm), (I) pCO2therm (μatm), (J) pCO2non–therm (μatm), and (K) FCO2 (mmol C m– 2 day–1) at SOMLIT-Brest (orange), SOMLIT-pier (light blue), and SOMLIT-offshore (dark blue), from January 2010 to December 2017, and the associated time series of weekly/bimonthly data from January 2008 to January 2020. The black line represents atmospheric pCO2 (μatm). TA values down to 2194 and 2181 μmol kg–1 (out of figure range and indicated by black asterisks) were observed in January 2014 and February 2016, respectively. FCO2 values of 18.9, –20.82, and 17.3 mmol C m– 2 day–1 were recorded in November 2009, March 2010, and November 2012 (indicated by a black asterisk), respectively. nTA and nDIC computations were based on Friis et al. (2003) and the SSS vs. TA/DIC relationships from Figure 2.


Dissolved inorganic carbon concentrations showed a clear seasonality at the three stations (Figure 4B) with maximum values observed in fall in Brest (>2100 μmol kg–1) and in winter in Roscoff (>2150 μmol kg–1). In Brest, minimum DIC values down to 2050 μmol kg–1 were observed during spring, while DIC reached minimum values during summer in Roscoff. DIC values at SOMLIT-offshore and SOMLIT-pier were in a similar range during winter. From early spring to the end of summer, lower DIC concentrations were recorded at SOMLIT-pier than at SOMLIT-offshore. As for TA, the rivers in the study area were characterized by low DIC values (Figure 2A). The stronger influence of riverine inputs in Brest than in Roscoff might be the cause of low winter DIC values observed in Brest, which were confirmed when the effect of SSS on DIC was accounted for (Figure 4F).

The seasonal variability of pH was more pronounced at SOMLIT-pier and SOMLIT-Brest, with amplitudes > 0.15, than at SOMLIT-offshore, where the pH amplitude was < 0.10 (Figure 4C). Maximum pH values were observed during the spring (>8.10), while values < 8.00 were recorded during winter. Like for Chl a concentrations, pH values reached their maximum spring values 1 month earlier in Brest than in Roscoff. Maximum pH values were attained in April in Brest and in May in Roscoff. After reaching their spring maxima, pH values decreased during the summer down to their minimum fall values for each site. pH25°C was < 0.2 units (Figure 4D) compared to the pHin situ. pH25°C followed a different seasonality close to that of SST, with values > 7.9 during summer and close to 7.8 during winter.

ΩCal and ΩArag were always > 1 and followed a pronounced seasonal variability with higher values during spring and summer than during fall and winter (Figure 4G). In spring, the maximum values of ΩCal at SOMLIT-Brest and SOMLIT-pier were > 4, and ∼3.8 in SOMLIT-offshore. Maximum ΩArag values observed in SOMLIT-Brest and SOMLIT-pier were > 2.5 and ∼2.5 in SOMLIT-offshore. The ΩCal and ΩArag were ∼3.2 and ∼2 during the winter for each station.



Seasonality of pCO2 and FCO2

The seasonal pCO2 signal in the near-shore stations SOMLIT-Brest and SOMLIT-pier were characterized by a similar mean amplitude of ∼170 μatm (Figure 4H). Seasonality was less pronounced at SOMLIT-offshore, where, on an annual scale, the mean pCO2 signal varied from 350 to 480 μatm. Maximum pCO2 values were observed during fall, in October in Brest and in November in Roscoff. During winter, surface water pCO2 decreased down to the atmospheric equilibrium, from January in Brest and in March–April in Roscoff. pCO2 values were minimal in April in Brest (∼310 μatm), in May at SOMLIT-offshore (∼360 μatm), and in June at SOMLIT-pier (∼310 μatm). Sea surface pCO2 remained below the atmospheric equilibrium for 6 months at SOMLIT-pier (up to August), 5 months in Brest (up to June), and only 4 months at SOMLIT-offshore (up to July). On a seasonal scale, pCO2 and pH exhibited clear opposite trends at each site, in terms of both timing and intensity.

The influence of the SST on pCO2 variability is represented by the pCO2therm signal (Figure 4I). Minimum pCO2therm values were observed during winter when low SST favored CO2 solubility in surface waters. Lower pCO2therm values were observed in the nearshore stations at SOMLIT-Brest and at SOMLIT-pier, than at SOMLIT-offshore. The seasonality of the pCO2therm signal was similar between sites in terms of timing, with pCO2therm values below the atmospheric equilibrium from January to April, and above the atmospheric equilibrium from May to November.

The influence of non-thermodynamic processes on pCO2 variability is represented by the pCO2non–therm signal (Figure 4J). pCO2non–therm values were high and above atmospheric pCO2 during fall and winter, with higher values at SOMLIT-Brest and SOMLIT-pier than at SOMLIT-offshore. The seasonal variability was similar at SOMLIT-Brest and SOMLIT-pier, with a higher amplitude (∼200 μatm) than at SOMLIT-offshore (<100 μatm). The seasonality of pCO2non–therm followed an opposite dynamic to DO% and Chl a, with low values observed during the biologically productive period (spring and summer) when DO% and Chl a were high. The overall features of pCO2therm and pCO2non–term seasonality indicated that non-thermal processes counteracted the effect of thermal processes on surface water pCO2 during winter and summer.

The seasonal dynamic of FCO2 at the three sites was characterized by a net sink of atmospheric CO2 in spring and a net source of CO2 to the atmosphere in fall (Figure 4J). FCO2 varied between −20 mmol C m–2 day–1 and +18 mmol C m–2 day–1 during the year. SOMLIT-Brest acted as a sink of atmospheric CO2 from February, while in Roscoff, negative FCO2 values were observed 1 month later. The average seasonal amplitudes were similar at SOMLIT-Brest and SOMLIT-pier, but lower at SOMLIT-offshore due to less pronounced atmospheric CO2 sinks during spring. SOMLIT-offshore acted as a sink of atmospheric CO2 for 4 months (March–June), SOMLIT-Brest was an atmospheric CO2 sink for 5 months (February–June), and at SOMLIT-pier surface waters were a sink of CO2 for 6 months (March–August). Annually, all sites were weak sources of CO2 to the atmosphere except for 2010 and 2015 at SOMLIT-Brest (Table 1) (see Section “Comparison Between Ecosystems of the Processes Controlling the Carbonate System” for details).


TABLE 1. Seasonal and annual means ± standard error (SE) of FCO2 and NEP (in mol C m–2 year–1) at SOMLIT-Brest, SOMLIT-pier, and SOMLIT-offshore from 2009 to 2017.
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Trends Over the 2008–2017 Period

Trends were studied over the 2008–2017 period during which time the DIC/TA and ancillary datasets were robust enough to separate the main drivers of pCO2 and pH. From the first day of sampling to December 2017, SST increased significantly (p-values < 0.001) with observed positive trends of +0.08 ± 0.01°C year–1 at SOMLIT-Brest, +0.06 ± 0.02°C year–1 at SOMLIT-pier, and +0.07 ± 0.01°C year–1 at SOMLIT-offshore (Figures 5A, 6). SST increased at a similar rate as the atmospheric temperature (+0.07 ± 0.04°C year–1, p-value < 0.05). No significant trends were observed for SSS (Figures 5B, 6) or for river flow (data not shown).
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FIGURE 5. Trends of monthly anomalies of (A) SST (°C year–1), (B) SSS (year–1), (C) nitrate (μmol L–1 year–1), (D) Chl a (μg L–1 year–1), (E) TA (μmol kg–1 year–1), (F) DIC (μmol kg–1 year–1), (G) pCO2 (μatm year–1), and (H) pHin situ (year–1) at SOMLIT-Brest (orange), SOMLIT-pier (light blue), and SOMLIT-offshore (dark blue) for January 2008 to December 2017 (see Section “Weekly and Bimonthly Measurements of the Long-term Time-Series” for details on starting dates of sampling). The black lines (A,G) represent the monthly anomaly of atmospheric temperature (°C year–1) and pCO2atm (μatm year–1). The asterisks represent the p-values: ***p-value < 0.001, **p-value < 0.01, *p-value < 0.05, and no asterisk indicates non-significant trends.
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FIGURE 6. Heatmap of the trends of monthly anomalies of the parameters collected at the three SOMLIT stations for the January 2008 to December 2017 period (see Section “Weekly and Bimonthly Measurements of the Long-term Time-Series” for details on sampling dates). Red represents a positive trend, blue denotes a negative trend, and white indicates no trend, with the maximum and minimum attributed based on the maximum and the minimum of the trends of each parameter. The color bar values of pH25°C, nTA, nDIC, pCO2therm, and pCO2non–therm were attributed by the color bar of pHin situ, TA, DIC, and pCO2, respectively. Asterisks represent p-values: ***p-value < 0.001, **p-value < 0.01, *p-value < 0.05, and missing asterisk indicates non-significant trends.


Significant reductions in nitrate concentration were recorded at all sites with rates of −0.19 ± 0.04, −0.21 ± 0.03, and −0.32 ± 0.06 μmol L–1 year–1 at SOMLIT-pier, SOMLIT-offshore, and SOMLIT-Brest, respectively (Figures 5C, 6). Monthly Chl a anomalies remained stable over these 10 years (Figures 5D, 6). DO% significantly (p-values < 0.01) increased (0.18 ± 0.05 % year–1) at SOMLIT-offshore, but not at SOMLIT-pier and SOMLIT-Brest (Figure 6).

Monthly TA and DIC anomalies were characterized by significant positive trends (p-values < 0.001). TA increased by 0.49 ± 0.20 and 1.64 ± 0.32 μmol kg–1 year–1 at SOMLIT-offshore and at SOMLIT-pier, respectively, and by 2.21 ± 0.39 μmol kg–1 year–1 at SOMLIT-Brest (Figures 5E, 6). DIC increased by 1.93 ± 0.28 and 2.61 ± 0.62 μmol kg–1 year–1 at SOMLIT-offshore and at SOMLIT-pier, respectively, and by 2.98 ± 0.39 μmol kg–1 year–1 at SOMLIT-Brest (Figures 5F, 6). Positive TA and DIC trends were associated with significant increases (p-values < 0.001) of seawater pCO2 ranging from +2.95 ± 1.04 to +3.52 ± 0.7 μatm year–1 (Figures 5G, 6), higher than the rise of atmospheric pCO2 (+2.27 ± 0.08 μatm year–1). The highest pCO2 positive trend was observed in Brest. pCO2therm increased at all stations with values similar at SOMLIT-Brest and at SOMLIT-offshore (1.21 μatm year–1) and 0.96 ± 0.26 μatm year–1 at SOMLIT-pier. Reduction of surface seawater pH was observed at all three sites with significant pH decrease of 0.0029 ± 0.0005, 0.0028 ± 0.0010, and 0.0027 ± 0.0004 year–1 (p-values < 0.001) at SOMLIT-Brest, SOMLIT-Pier, and SOMLIT-offshore (Figures 5H, 6).




DISCUSSION


Comparison Between Ecosystems of the Processes Controlling the Carbonate System

The seasonal patterns of pCO2 and air–sea CO2 fluxes in the WEC have been extensively investigated (Borges and Frankignoulle, 2003; Padin et al., 2007; Dumousseaud et al., 2010; Litt et al., 2010; Kitidis et al., 2012; Marrec et al., 2013, 2014) but never based on large carbonate system datasets such as in the present study, with almost a decade of discrete DIC/TA data at three contrasted coastal sites. The seasonal pCO2 signal has conventionally been divided into “thermal” (pCO2therm) and “non-thermal” (pCO2non–therm) signals to disentangle thermal from biological (OM production/remineralization) processes impacting the pCO2 seasonal dynamics in the WEC (Marrec et al., 2013, 2014, Gac et al., 2020) or in the Bay of Brest (Bozec et al., 2011). However, in such nearshore ecosystems, the carbonate system can be affected by various other processes, such as estuarine inputs, mixing, air–sea CO2 fluxes, calcification/dissolution of CaCO3, or pelagic/benthic coupling (Salt et al., 2016; Chen and Hu, 2019; Figure 7). The unprecedented TA/DIC dataset collected in this study over a relatively long period, and concomitantly at three different sites, allowed further evaluation of the drivers of spatial and interannual variability of the carbonate system. A simple comparison of the DIC/TA relationship at the three sites over the 2010–2017 period revealed a high heterogeneity of the carbonate system between nearshore and offshore waters within a limited geographical region (Figure 7). These background concentrations condition the control on FCO2 (Humphreys et al., 2018) and the response or buffering of the ecosystem to various biogeochemical processes (Middelburg et al., 2020). Figure 7 also shows the influence of the dominant drivers and stoichiometry on DIC and TA, indicating complex interactions in these coastal ecosystems. A straightforward SSS-normalization of DIC and TA (Figures 4, 7) revealed a stronger impact of mixing on DIC and TA in the Bay of Brest than in WEC ecosystems. We adapted the study of Xue et al. (2016) (Section “Determination of Processes Controlling DIC/pCO2 Based on a 1-D Mass Budget Model”) to construct a 1-D DIC/pCO2 model to quantify the physical (mixing, air–sea exchange) and biological (NEP) drivers of the carbonate system. This model is well suited for considering freshwater inputs in addition to thermal and non-thermal drivers. Factors driving monthly DIC and pCO2 variability at the three study sites are represented in Figure 8. While the conclusions derived from the 1-D model are in general agreement with those derived from the simple pCO2therm/pCO2non–therm separation, they also illustrate how various processes enhance or cancel each other out. Note that the impact of each factor is represented by monthly ΔDIC and ΔpCO2.
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FIGURE 7. DIC (μmol kg–1) vs. TA (μmol kg–1) and nDIC (μmol kg–1) vs. nTA (μmol kg–1) at (A,B) SOMLIT-Brest, (C,D) SOMLIT-pier, and (E,F) SOMLIT-offshore with the (F) dominant annual processes affecting the carbonate system and their stoichiometric influence on nDIC and nTA.
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FIGURE 8. (Top) Monthly means and (bottom) relative importance (%) of DIC (μmol kg–1) and pCO2 (μatm) changes due to thermodynamics (Δxtem, in yellow), air–sea exchanges (Δxgas, in vermillion), mixing (Δxmix, in light blue), and biological activity (Δxbio, in sea green) at (A,D,G,J) SOMLIT-Brest, (B,E,H,K) SOMLIT-pier, and (C,F,I,L) SOMLIT-offshore. Δx is the difference of pCO2 or DIC between two consecutive months over the January 2010 to December 2017 period. Positive (or negative) values denote the increase (or decrease) between two consecutive months (see Section “Determination of Processes Controlling DIC/pCO2 Based on a 1-D Mass Budget Model” for details on calculations).


Over a full annual cycle, mixing processes had a relatively larger contribution in the Bay of Brest compared to SOMLIT-pier and SOMLIT-offshore. Riverine inputs were characteristic of non-limestone watersheds, with low DIC and low TA end-members, as also observed in coastal and shelf waters around Ireland (McGrath et al., 2016) and in Liverpool Bay (Hydes and Hartman, 2012). These riverine inputs induced decreases of DIC and pCO2 in fall and winter with maxima of 19 μmol kg–1 and 5 μatm, respectively, at SOMLIT-Brest. As mentioned in Sections “Hydrographical Properties” and “Seasonality of the Carbonate System,” the winters of 2013/2014 and 2015/2016 were characterized by large freshwater input responsible for large drawdowns of TA in the bay. Computation based on our model estimated that the contribution of the mixing term on DIC was three to four times higher in November 2013 compared to the annual average, highlighting the strong interannual variability driven by freshwater inputs. It is worth noting that for the same period, the mixing term on DIC at SOMLIT-pier was also four times stronger, reaching −14 μmol kg–1 compared to the standard mean of −3 μmol kg–1 observed over the period (data not shown). Mixing effects were still substantial in the Bay of Brest during early spring, with increased DIC/TA due to the larger contribution of Atlantic surface waters with higher DIC/TA and reduced riverine inputs. Similar observations were made at SOMLIT-pier and SOMLIT-offshore with increasing SSS during spring.

During spring, biological processes controlled the DIC/pCO2 signal at all three sites as previously observed (Marrec, 2014; Salt et al., 2016; Gac et al., 2020). This period was characterized by DO% > 100%, high Chl a (Figure 3E), and DIC/TA ratios following the OM production stoichiometric ratio (Figure 7). We estimated mean DIC uptakes of 30–45 μmol kg–1 in nearshore ecosystems and 15–20 μmol kg–1 offshore with concomitant uptake of pCO2 of 60–80 and 36 μatm, respectively. This biological uptake was counterbalanced by mixing in the Bay of Brest, but more significantly by air-to-sea fluxes for DIC/pCO2 and thermodynamic effect for pCO2 at all three sites. In March 2010 and 2015, exceptional phytoplankton blooms were responsible for an extra DIC uptake 20% to 25% higher than mean annual uptake rates. The competing importance of biological vs. thermodynamics on pCO2 continued during early summer with both signals representing 40% of the variability, while air-to-sea fluxes closed the budget (Figure 8). Starting in July, OM remineralization overtook OM production processes, as revealed by the increase of DIC and pCO2non–therm at all three sites, while DO% decreased. At the same time, thermodynamic effects (for pCO2) and sea-to-air fluxes (for DIC and pCO2) tended to compensate the release of inorganic carbon due to OM remineralization, representing 20% to 30% of the pCO2 signal, respectively (Figure 8).

An enhanced contribution of mixing occurred in early fall in the bay of Brest as mentioned above. Freshwater inputs with low DIC, combined with sea-to-air CO2 fluxes and cooling of surface seawater, all acted to decrease pCO2 in the same proportion as the pCO2 and DIC releases by OM remineralization processes. Similar observations for the fall period were made in the Roscoff ecosystems and continued in early winter, with January marking the transition to another annual cycle. Full characterization and quantification of processes controlling the carbonate system in highly dynamic and contrasted coastal ecosystems relies on long-term time series (Borges et al., 2008; Bauer et al., 2013; Fennel et al., 2019). Without taking into consideration the inherent interannual variability at each site, such characterization can be incomplete (Borges et al., 2008). Extreme values recorded in this study, together with the long duration, strengthen our understanding of the physical and biogeochemical processes driving the carbonate system at these coastal sites.

As mentioned in Section “Study Area,” the water column was well-mixed throughout the year at the three coastal stations with an average depth of 10 m for SOMLIT-pier and SOMLIT-Brest and 60 m for SOMLIT-offshore. For the latter, the relatively deep water column and the limited amount of light reaching the seafloor might limit the contribution of the benthic compartment to the pelagic signal observed at the surface. Conversely, in the two shallow nearshore ecosystems, the benthic compartment may exert a strong control on the carbonate signal with high OM production/remineralization and/or CaCO3 dissolution/precipitation characteristic of benthic communities in various coastal environments (Hammond et al., 1999; Cai et al., 2000; Forja et al., 2004; Martin et al., 2007; Waldbusser and Salisbury, 2014; Oliveira et al., 2018). These two nearshore stations were characterized by different benthic communities with maerl (coralline red algae) beds in the bay of Brest (e.g., Martin et al., 2007; Longphuirt et al., 2007; Lejart and Hily, 2011) and seagrass and macroalgae beds at SOMLIT-pier (Ouisse et al., 2011; Bordeyne et al., 2017). The latter sustained large production/remineralization of OM (Migné et al., 2005; Golléty et al., 2008) with a limited impact of calcification processes, whereas Martin et al. (2006, 2007) showed that intense benthic calcification occurred in the bay of Brest during spring and summer, with dissolution the rest of the year, which exert a control on the carbonate system. Our model did not take into account the impact of the CaCO3 precipitation/dissolution. Salt et al. (2016) estimated that 10% of DIC/TA signals during spring and fall were due to CaCO3 precipitation and dissolution, respectively. During summer, OM production is sufficiently high to mask the effect of calcification, while during winter, sustained freshwater input with low DIC/TA tend to mask dissolution of CaCO3 (Salt et al., 2016). Our model potentially resulted in a minor overestimation of DIC uptake by OM production in spring and an underestimation of the contribution of OM degradation during fall. However, the 1-D model remained robust for identifying the main drivers throughout the year. At SOMLIT-pier, the production/dissolution of CaCO3 was likely negligible, with biological signals on DIC/pCO2 most likely due to the combined effect of benthic and pelagic OM production/remineralization (Gac et al., 2020), both of which are included in the model.

Seasonal and annual NEP (Table 1 and Figure 9) estimates were computed based on modeled DIC budgets with FCO2 correction, providing reliable estimates of the metabolic rates of ecosystems (Borges et al., 2008; Staeher et al., 2012). In the nearshore ecosystems, both benthic and pelagic compartments contributed to NEP estimates, while pelagic processes can reasonably be considered as the major NEP drivers at the SOMLIT-offshore station. Over the study period, the amplitude of NEP per surface area was two times higher in nearshore shallow waters (10 mol C m–2 year–1) than in offshore deeper waters (5 mol C m–2 year–1) (Figure 9) as previously observed in estuarine plumes (Borges et al., 2008) or tidal wetlands (Herrmann et al., 2015; Najiar et al., 2018) vs. shelf waters. From summer to winter, all of the study sites were characterized by negative NEP values; i.e., the ecosystems were heterotrophic. During early spring, positive NEP values indicate that all ecosystems were autotrophic. NEP mirrored monthly FCO2 (Figure 9), except during the transition from spring to summer in nearshore ecosystems when OM remineralization in the benthic compartment could overturn the system to heterotrophic, while pCO2 values of the water column were still below CO2 atmospheric equilibrium (Salt et al., 2016). This transition occurred 1 month earlier in the Bay of Brest than at SOMLIT-Pier. At SOMLIT-offshore, the seasonal trophic state of the ecosystem correlated with the direction of the fluxes. Table 1 shows that all three ecosystems were very close to trophic and atmospheric equilibrium on an annual scale, which led to interannual variability in terms of ecosystem trophic status and sink/source of CO2 from year to year.
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FIGURE 9. Monthly average of FCO2 (blue, mol C m– 2 year–1) and NEP (red, mol C m– 2 year–1) at (A) SOMLIT-Brest, (B) SOMLIT-pier, and (C) SOMLIT-offshore. Shaded areas represent the quartiles of the annual means. (D) NEP vs. FCO2 annual means at SOMLIT-Brest (orange), SOMLIT-pier (light blue), and SOMLIT-offshore (dark blue), from January 2010 to December 2017. The black line represents the 1:1 relationship.


On an annual scale, SOMLIT-Brest waters could either be weakly heterotrophic or autotrophic depending on the year. The close relationship found between NEP and FCO2 (Figure 9D) suggested that amid the numerous drivers of the carbonate system described above, NEP, and more particularly spring NEP, controlled the direction of FCO2. The massive blooms recorded in spring 2010 and 2015, characterized by high Chl a values (Figure 3), were sufficient to turn the ecosystem into an annual sink of atmospheric CO2 (−0.26 and −0.13 mol C m–2 year–1, respectively) compared to the average value of +0.18 ± 0.10 mol C m–2 year–1 over the 2010–2017 period. The latter estimate was similar to recent estimations for the 2008–2015 period of +0.14 ± 0.2 mol C m–2 year–1 (Salt et al., 2016). Similar interannual variability in carbonate system dynamics and FCO2 directions was observed in the South Atlantic Bight (SAB) by Reimer et al. (2017a) and amplified by continental and riverine inputs in the Gulf of Maine (Vandemark et al., 2011) or off the coast of Georgia, United States (Xue et al., 2016).

More pronounced and constant heterotrophic features were observed at SOMLIT-pier and SOMLIT-offshore with mean negative (or close to zero) NEP values with an average value of −0.39 mol C m–2 year–1 from 2010 to 2017. As suggested by the significant correlation (r2 = 0.66, p-value < < 0.05, n = 36 at SOMLIT-Brest; r2 = 0.57, p-value < < 0.05, n = 29 at SOMLIT-pier; and r2 = 0.73 p-value < < 0.05, n = 33 at SOMLIT-offshore, based on the seasonal means of Table 1) between NEP and FCO2, SOMLIT-pier and SOMLIT-offshore were weak sources of CO2 to the atmosphere of +0.11 ± 0.12 mol m–2 year–1 and of +0.40 ± 0.08 mol m–2 year–1 over the 8-year period, respectively. These FCO2 estimations confirmed the near-shore/offshore gradient observed for the 2015–2019 period with values of +0.37 mol C m–2 year–1 and +0.65 mol C m–2 year–1 based on HF data (Gac et al., 2020) and were within the range of larger scale estimations for the sWEC of +0.53 mol C m–2 year–1 (Marrec, 2014).



Deconvolution of Carbonate System Trends During the 2008–2017 Period

Long-term time series of carbonate parameters in coastal ecosystems remain scarce but are essential to assess their evolution under climate change. Time-series based on at least two parameters of the carbonate system are essential to fully understand the processes driving the observed trends. In this study, the DIC/TA dataset revealed a significant increase in DIC concomitant with a somewhat unexpected increase of TA at the two nearshore stations and relatively stable TA at SOMLIT-offshore during the study period (Figure 5). Recent observations based on similar DIC/TA datasets also revealed an increase in TA for the 2007–2015 period, albeit in very different ecosystems at the coastal Point B site in the Mediterranean Sea (Kapsenberg et al., 2017) and in the North Atlantic Subpolar Gyre (Leseurre et al., 2020). In our study, similarly, to the observations made at point B and contrary to the North Atlantic Subpolar Gyre, the increase in TA was concomitant with a significant increase in pCO2 of 3.52 ± 0.47, 2.95 ± 1.04, and 3.11 ± 0.49 μatm year–1 and decrease in pH of −0.0029 ± 0.0005, −0.0028 ± 0.0010, and −0.0027 ± 0.0004 year–1 at SOMLIT-Brest, SOMLIT-pier, and SOMLIT-offshore, respectively (Figure 5).

The deconvolution model (Section “Analysis of Trends”) made it possible to approximate the effect of increasing atmospheric temperature, as well as the increase in DIC exerted by the forcing of atmospheric CO2, on pCO2/pH trends. The observed variations in DIC/TA were associated with sea surface warming of 0.08 ± 0.01°C year–1, 0.06 ± 0.02°C year–1, and 0.07 ± 0.01°C year–1 at SOMLIT-Brest, SOMLIT-pier, and SOMLIT-offshore, respectively. Based on the theoretical relationship between SST and pCO2 of 0.0423% °C–1 (Takahashi et al., 1993), these SST increases resulted in a pCO2 increase of 1.21 ± 0.21, 0.96 ± 0.26, and 1.21 ± 0.24 μatm year–1 over the study period, respectively (Figure 6). These pCO2therm trends were consistent with the slopes related to SST obtained from the deconvolution model for these three stations (Table 2). Similarly, the differences between the trends of pHin situ and pH25°C (Figure 6) were close to the values obtained for the contribution of SST to pHin situ trends based on the deconvolution model. These observations confirmed that the deconvolution model correctly estimated the impact of warming surface waters on the increase of pCO2 and the decrease of pHin situ observed during the study period. The contributions of SST to the observed trends of both pCO2 and pHin situ varied from 26 to 31% at the Roscoff stations and was 35%–37% at SOMLIT-Brest. These contributions related to the increase in temperature were similar to the observations made by Kapsenberg et al. (2017) in the Mediterranean Sea for pCO2therm (+1.19 μatm year–1 for surface waters) with similar trends of SST (+0.07°C year–1, period 2007–2015).


TABLE 2. Deconvolution of pHin situ anomalies ([image: image], year–1) and pCO2 anomalies ([image: image], μatm year–1) at SOMLIT-Brest, SOMLIT-pier, and SOMLIT-offshore.
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The sum of the contributions of SST, SSS, TA, and DIC to the trends of pCO2 and pHin situ based on the deconvolution model was similar to the observed trends of these parameters at the nearshore stations, which further confirmed the robustness of the method for these stations (Table 2). At SOMLIT-offshore, the aggregated trends were slightly overestimated but still near the range of error of the method. The increase in DIC exerted by the forcing of atmospheric CO2 was partly compensated by the increase in TA (which has a buffering effect on OA and is not directly impacted by addition of anthropogenic CO2 to seawater). Using the pCO2 deconvolution model, we can sum the contribution of TA and DIC to pCO2 to assess the relative contribution of ΔDIC to ΔpCO2 that is unrelated to changes in DIC due to TA increase (Kapsenberg et al., 2017). The remaining increase of 2.11 and 2.57 μatm pCO2 year–1 due to increasing DIC at the nearshore stations closely matched the magnitude of atmospheric pCO2 increase during the observation period (2.27 μatm year–1 at Mace Head, Ireland). Since surface waters at the nearshore stations were a weak source of CO2 over annual cycles (Section “Comparison Between Ecosystems of the Processes Controlling the Carbonate System”), we can assume that OA in these coastal sites was mainly driven by this atmospheric CO2 increase. Applying this simple model to pHin situ, assuming changes in DIC are due to both increasing TA (a neutralizing effect) and atmospheric CO2 forcing, the surface OA trend at SOMLIT-Brest can be attributed primarily to atmospheric CO2 forcing (57%), secondarily to warming (37%) and finally to changes in SSS (7%). At SOMLIT-pier, OA can be attributed primarily to atmospheric CO2 forcing (66%), secondarily to warming (31%) and finally to changes in SSS (3%). At SOMLIT-offshore, the model was not as robust as for the other sites, possibly due to limited SSS and/or TA variations. In addition, the annual emission of CO2 to the atmosphere was higher than at nearshore sites, which might have induced a bias in the computation. The OA trend nevertheless seemed to be primarily driven by atmospheric CO2 forcing (71%) and secondarily by warming (27%).

While the trends in atmospheric CO2 and temperature were the main drivers of OA at all three sites, the increase in TA and DIC, beyond what can be attributed to changes in atmospheric CO2, were unexpected. Considering the variability associated with the deconvolution of pCO2 due to DIC increase at the three sites, the atmospheric CO2 increase should represent 33%–49% of the total DIC contribution to dpCO2/dt (Table 2). This leaves 51%–67% of the total DIC contribution to pCO2 trends unaccounted for. The buffering effect of TA partly compensated this DIC contribution in the model for the two nearshore ecosystems. Estimating the additional source of DIC and TA to the surface waters of these ecosystems would require several hypotheses. Assuming that the same processes were responsible for both the increase in DIC and TA, numerous drivers can modify the buffering capacity of the ecosystem (Middelburg et al., 2020). For a complete consideration of each process, we refer to Wolf-Gladrow et al. (2007), and simply consider here the dominant processes driving the carbonate systems described in Section “Comparison Between Ecosystems of the Processes Controlling the Carbonate System” (Figure 7). A decrease in NEP (i.e., increase in OM remineralization) based on DICbio corrected from FCO2 (Section “Determination of Processes Controlling DIC/pCO2 Based on a 1-D Mass Budget Model”) could increase both DIC and TA, but neither NEP nor DO% showed significant trends during the study period (Figures 5, 6). An increase in CaCO3 dissolution in the benthic compartment at both nearshore sites could also result in simultaneous increase in DIC and TA. As mentioned in Section “Comparison Between Ecosystems of the Processes Controlling the Carbonate System,” SOMLIT-Brest and SOMLIT-pier have very different benthic populations with non-calcifying species dominating at SOMLIT-pier. Given the simultaneous increase in DIC/TA at both sites, it is unlikely that CaCO3 dissolution was the additional source of DIC/TA. Long-term variability in river discharge has been linked to intensified drought in Europe (Caloiero et al., 2018) and/or to AMV fluctuations (Tréguer et al., 2014; Sutton et al., 2018). Variations in river discharge can modify both DIC and TA in nearshore ecosystems, but SSS did not exhibit any significant trends during the study period (Figure 5). Increasing TA of the freshwater end-member could be a conceivable mechanism causing the unexpected TA and DIC trends. Positive trends in river TA have been documented in North America and occur via various processes. Stets et al. (2014) observed TA increases in North American rivers together with decrease in nitrate due to modified agricultural practice. Similar modifications in agricultural practice have been encouraged in Brittany and confirmed by the decreasing trends in nitrate concentration in nearshore ecosystems for the past two decades (Figures 3, 10 and Section “Comparison of OA Trends and Climatic Context Over the 1997–2020 Period” below). Changes in end-member DIC/TA could be linked to limestone addition used to enhance agricultural soil pH to counteract acidifying effects of fertilizer usage and nitrogen-fixing plants (Oh and Raymond, 2006; Hamilton et al., 2007). However, given the complexity of TA/DIC control in these agricultural watersheds, this hypothesis cannot be confirmed and would require further evaluation. Maintaining time series of at least two carbonate system parameters in coastal ecosystem is challenging but provides key information on the potential drivers of OA. Given the complexity of these ecosystems, combining these time series with additional regular sampling in adjacent rivers and estuaries might improve our understanding of interacting anthropogenic drivers.


[image: image]

FIGURE 10. Trends of monthly anomalies of (A) SST (°C year–1), (B) SSS (year–1), (C) nitrate (μmol L–1 year–1), and (D) pHin situ (year–1) at (orange) SOMLIT-Brest, (light blue) SOMLIT-pier, and (dark blue) SOMLIT-offshore, and monthly values of (E) NAO and (F) AMV climatic indices. Trends were divided into two periods separated by the slope break detected around 2009–2011 with the STL (Cleveland et al., 1990) applied to the SST time series over the 1998–2020 period (see Section “Comparison of OA Trends and Climatic Context Over the 1997–2020 Period” for details). Asterisks represent p-values: ***p-value < 0.001, **p-value < 0.01, *p-value < 0.05, and no asterisk indicates non-significant trends.




Comparison of OA Trends and Climatic Context Over the 1997–2020 Period

In this study, the additional pH data collected (Section “Weekly and Bimonthly Measurements of the Long-term Time-Series”) at the three sites allowed us to extend the pH trends until December 2020 and to consider the trends previously established for the 2008–2017 period in a larger climatic context covering the period 1997–2020 (Figure 10). With additional pHin situ measurements, we extended the pHin situ trends at SOMLIT-Brest, SOMLIT-pier, and SOMLIT-offshore from 9.5, 8.5, and 7.5 years to 12.5, 11.5, and 10.5 years, respectively. Trends were established with missing data in the time series: The trend at SOMLIT-Brest was established without data in 2018, whereas at the two other sites, sampling was interrupted for the first time in 20 years due to the COVID-19 pandemic from March to June 2020. The OA trends extended until December 2020 remained relatively constant at −0.0026 ± 0.0004 year–1 at SOMLIT-Brest, whereas OA was −0.0046 ± 0.0006 and −0.0045 ± 0.0003 year–1 at SOMLIT-pier and SOMLIT-offshore, respectively. It is worth noticing that the seasonal amplitudes of pH were > 0.15 at the nearshore stations and > 0.10 at the SOMLIT-offshore station and that daily pH variability, linked to the diel biological cycle in the Bay of Brest (Bozec et al., 2011) and to the tidal cycle in Roscoff (Gac et al., 2020), was in the same order of magnitude as seasonal variability. These daily and seasonal amplitudes represented 6 to 10 times the regional OA trend over a decade, respectively. The superimposition of decadal, seasonal, and daily dynamics in coastal ecosystems represents a challenge to quantify pH trends in coastal ecosystems. Keller et al. (2014) estimated time of emergence (ToE), that is, the point in time when a signal finally emerges from the background noise of natural variability, around 12 years for pCO2 and pH and between 10 and 30 years for DIC depending on the study sites. Based on a more recent study by Turk et al. (2019), we estimated a ToE of 11 to 20 years from our dataset. Our study period corresponds to the minimal time period allowing long-term climate trends to emerge from coastal variability and maintaining such time series will be critical to confirm these observed trends.

Previous studies in coastal seas of NW Europe estimated OA either based on seasonal cruises or on voluntary observing ship surveys (Clargo et al., 2015; Ostle et al., 2016; Omar et al., 2019). OA in North Sea surface waters ranged from −0.0022 year–1 (period 2001–2011; Clargo et al., 2015) to −0.0035 year–1 (period 1984–2014; Ostle et al., 2016), with a recent estimate of −0.0024 year–1 in the northern North Sea (Omar et al., 2019). The 2008–2017 trends observed in this study were of the same order of magnitude as those reported in these surrounding coastal margins. These trends were also close to values previously reported at several coastal observatories, such as in the Irminger Sea (−0.0026 ± 0.0006 year–1), in the Cariaco Basin (−0.0025 ± 0.0004 year–1) (see review of Bates et al., 2014), or in the Mediterranean Sea at Point B (−0.0028 ± 0.0003 year–1) (Kapsenberg et al., 2017), although care must be taken when comparing such diverse ecosystems. The North Atlantic trends ranged from −0.0013 ± 0.0009 year–1 (period 1995–2013, Kitidis et al., 2017) to −0.0017 year–1 (period 1993–2017, Leseurre et al., 2020). In open ocean regions of the northern hemisphere, pH trends have been observed concomitantly with sea surface pCO2 increases close to the atmospheric CO2 forcing (Kitidis et al., 2017; Wang et al., 2017; Leseurre et al., 2020). Deviations from these atmospheric trends have been reported for specific periods or regions and may reflect local changes in oceanic buffering capacity as discussed in Section “Deconvolution of Carbonate System Trends During the 2008–2017 Period” and elsewhere (Lauvset and Gruber, 2014; Lauvset et al., 2015; Leseurre et al., 2020). These deviations can be even more significant in coastal margins, as reported in the Mediterranean Sea (Kapsenberg et al., 2017) or in the SAB, with decrease in pH reaching 0.004 year–1 based on multidecadal observations (Reimer et al., 2017b). Our results indicated similar deviations, but these remained relatively limited over the long term, especially for such dynamic coastal ecosystems. As mentioned above, adding 3 years of data increased the trends at SOMLIT-Pier and SOMLIT-offshore to values similar to those observed in the SAB (Reimer et al., 2017b). It is worth noting that independent high-frequency measurement of pCO2 combined with discrete TA sampling at the adjacent ASTAN cardinal buoy (Gac et al., 2020) confirmed a higher increase in pCO2 associated with decrease in pHin situ over the 2017–2020 period. This period was too short to establish any significant trends, but confirmed that for carbonate parameters, especially in coastal ecosystems, values can vary significantly. Decadal-scale observations, which facilitate the understanding of the changes occurring in these ecosystems, remain rather limited.

To further evaluate in which climatic context our observations took place, we relied on concomitant data collected since 1997/2000 at the three sites. Tréguer et al. (2014) reported a decrease of SST of −0.01°C year–1 at SOMLIT-Brest and SOMLIT-pier, and −0.02°C year–1 at SOMLIT-offshore, for the 1997–2013 period. Recently, Charria et al. (2020) extended the 15-year study of Tréguer et al. (2014) to a 20-year period concomitant with our observation of carbonate parameters. During the 1998–2018 period, Charria et al. (2020) reported an increase in SST (+0.008°C year–1 at SOMLIT-Brest and +0.003°C year–1 at SOMLIT-pier). Only a slope break in terms of slope directions could explain such contrasting values between these studies. We applied a seasonal-trend decomposition procedure based on Loess (STL, Cleveland et al., 1990) on the SST time series over the 1997–2020 period. A slope break in the SST time-series clearly appeared around 2009–2011. The STL applied to the SSS time series showed a slope break during the same period (Figure 10). We therefore established trends for these parameters for the 1997–2013 period as in Tréguer et al. (2014), and after the slope break for the 2010–2020 period. We obtained significant SST trends of −0.02°C year–1, p-value < 0.05 and +0.05°C year–1, p-value < 0.001, as well as significant SSS trends around +0.02 year–1, p-value < 0.001 and −0.01 year–1, p-value < 0.001 for the first and second periods at SOMLIT-Brest and SOMLIT-pier, respectively.

Previous studies have shown a significant connection between hydro-climatic indices such as AMV/NAO and SST/SSS variations in the coastal waters of NW Europe (Tréguer et al., 2014; Sutton et al., 2018). A slope break around 2009/2011 (Figure 10D) clearly appeared when the STL was applied to the wNAO. The wNAO (+0.08 ± 0.05 year–1, n = 721, r = 0.48, p < 0.05) increased during 2010–2020 and was related to warming in European surface waters (Sutton et al., 2018; Charria et al., 2020; Figure 10), which, on a longer time scale, was correlated with positive AMV (Sutton et al., 2018). At the SOMLIT stations, as previously reported by Tréguer et al. (2014), regressions between SST and wNAO showed significant correlations (r = 0.59, p-value < 0.01 at SOMLIT-Brest; r = 0.64, p-value < 0.001 at SOMLIT-pier; and r = 0.56, p-value < 0.01 at SOMLIT-offshore, Table 3). Several studies have previously linked the NAO and AMV to pCO2 variability during short study periods (Breeden and McKinley, 2016; Landschützer et al., 2019). Recently, a 100-year time series of proxy-reconstructed carbonate chemistry noted a significant modulation and relationship between OA and climate modes; both positive and negative forcing on the state of the carbonate system were observed (Osborne et al., 2020). Here, the impact of wNAO on SST was apparent on pCO2therm, with a Pearson correlation r value of 0.56, but was not correlated with pCO2non–therm at these coastal stations. Similar significant trends were observed year-round between the AMV index and SST (r ∼ 0.50) and pCO2therm (r ∼ 0.55) (Table 3). These observations indicate a certain link between the AMV index and pCO2therm. As mentioned in Section “Deconvolution of Carbonate System Trends During the 2008–2017 Period,” the increase in SST was responsible for 25%–30% of the pCO2 increase driving OA in our coastal ecosystems. Since no significant warming trend was recorded for the 1997–2013 period, which was associated with a different NAO regime, the pCO2 and pH trends might differ from those observed in this study. Datasets covering periods over 20–30 years are necessary to define trends of OA and to make the distinction between local and global drivers. Different, even opposite, trends have been observed on limited spatial and temporal scales, which highlights that necessity to operate and maintain as dense as possible a network of observation sites to assess the intensity and impact of OA on the coastal environment.


TABLE 3. Coefficient of determination (r) of the Pierson correlations between the monthly anomalies of the winter North Atlantic Oscillation (wNAO) and the Atlantic Multidecadal Variability (AMV), and monthly anomalies of SST (°C), SSS, pCO2, pCO2therm, and pCO2non–therm (all in μatm) from 2008 to 2017 at SOMLIT-Brest, SOMLIT-pier, and SOMLIT-offshore.
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CONCLUSION AND PERSPECTIVES

Based on data collected from 2008 to 2020 in three coastal ecosystems located in the North East Atlantic Ocean, this study provides for the first time a decadal overview of the interannual dynamics of the carbonate system chemistry in three nearshore ecosystems. We demonstrated that interannual variability can reverse the metabolic state and regional air–sea CO2 fluxes of a given ecosystem, which emphasized the importance of long-term monitoring. We showed that OA has potentially been ongoing at all three coastal sites for the past decade, primarily driven by atmospheric CO2 forcing, secondarily by warming, and additionally by changes in salinity. This is particularly relevant since nearshore ecosystems are not included in current global climate models and host large stocks of calcifying shellfish species sensitive to OA. Further observations over the 1998–2020 period revealed that the climatic indices NAO and AMV were linked to trends of SST, with cooling during 1998–2010 and warming during 2010–2020, which might have impacted OA trends at our coastal stations.

Our study period corresponded to the minimal time period allowing long-term climate trends to emerge from coastal variability, but demonstrated that different trends can be observed on limited spatial and temporal scales. Maintaining time series of at least two carbonate system parameters in coastal ecosystem is challenging but will provide key information on the potential drivers of OA and will be critical to confirm the observed trends over extended time periods.
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Coastal hypoxia has become common especially in large river dominated coastal ecosystems. To better quantify the severity of hypoxia and the contribution of hypoxia drivers, we applied principal component analysis (PCA) on observable properties from eight summer hypoxia events in the East China Sea and defined the first principal component as the hypoxia index (HI). Multiple linear regression showed that the HI significantly correlated with three direct hypoxia drivers including water column stratification, subsurface water residence time, and respiration rates, which accounted for 5.7, 55.3, and 34.5%, respectively, of the total variance of PCA derived HI. We further reconstructed the HI over the past 60 years using available long-term data of stratification, model-derived residence times and respiration rates. The results show that summer hypoxia has become more severe since the 1960s. ENSO and global warming may have exacerbated hypoxia by affecting the river discharge, resulting in freshening in the plume-impacted shelf area, while anthropogenic activities may have exacerbated hypoxia by elevating fluvial nutrient concentrations, resulting in higher respiration rates. In addition, warming of the bottom water from the Kuroshio Current accounts for an additional increasing rate for HI, which made hypoxia more severe by means of decreasing oxygen solubility. Overall, our results indicate that stratification, water residence and oxygen solubility resulting from climate change can explain about 80% while higher respiration resulting from higher nutrient inputs can explain about 20% of the variation in the severity of hypoxia during the past half century.

Keywords: coastal hypoxia, hypoxia index, East China Sea, respiration, stratification, residence time


INTRODUCTION

Coastal hypoxia has become common especially in large river dominated coastal ecosystems, where a substantial amount of oxygen is consumed in subsurface waters via oxidation of organic matter coming from either external sources or internal primary production (Breitburg et al., 2018). Recent studies show hypoxia has become more wide-spread or severe in the last two decades; the number of reported global “dead zones” is increasing (Breitburg et al., 2018), the area of hypoxia is expanding, and the minimum values of dissolved oxygen (DO) concentration are decreasing, even approaching anoxia. However, using a single property, such as hypoxic area, may be biased and insufficient to elucidate the severity of hypoxia. Other properties, such as thickness and minimum and average oxygen concentrations, are also crucial for exploring the severity of the hypoxia problem (Matli et al., 2018; Scavia et al., 2018).

Climate change and human activities influence coastal hypoxia via immediate or direct drivers and peripheral or indirect drivers. By immediate or direct drivers, we mean those factors that consume O2 or limit the supply of O2 to the bottom water (Fennel and Testa, 2018). The former includes water column and benthic organic carbon respiration (Resplandy, 2018), while the latter includes vertical advection and diffusion (Zhu et al., 2016; Markus Meier et al., 2018) (as characterized by water column stratification), lateral advection (Fennel and Testa, 2018) [as characterized by subsurface water residence time (τ)], and oxygen solubility (Lui et al., 2014). By peripheral or indirect factors, we mean those that lead to the direct factors. For example, eutrophication or high primary production in surface waters can lead to high respiration and thus hypoxia in bottom waters, and temperature and/or salinity gradients can lead to water column stratification. Most of the research on the coastal hypoxia mechanisms has focused on indirect factors, such as eutrophication driven by human activity (Rabalais et al., 2014; Wang et al., 2016) and ensuing enhancement of primary production and organic matter input (Chen et al., 2007; Li et al., 2018), or temperature and non-temperature effects driven by climate change (Altieri and Gedan, 2015; Li et al., 2016a). We argue that the relative contribution of each of these factors is still not clear. Because these indirect factors influence hypoxia via direct pathways, we must disentangle the contributions of the direct drivers in order to quantify the contributions of climate change and human activities and to delineate the pathways impacting the long-term variation of coastal hypoxia.

The relative contributions of direct drivers controlling long-term hypoxia also vary due to location and climatological regimes of local marine ecosystems. In this study, we have developed a hypoxia index (HI) as defined by the first component of principal component analysis (PCA), using data of observable properties from eight cruises in the Changjiang plume-impacted shelf area in the East China Sea (ECS). We then use a regression analysis of the derived HI and three direct hypoxia drivers (stratification, τ, and biological respiration) to quantify their relative contributions to hypoxia severity. As these direct factors were not available for long-term trend analysis, we used long-term observed data and model results, to reconstruct the HI and to explore the contribution of climate change (associated with stratification, τ, and oxygen solubility) and human activities (associated with biological respiration) to variation in hypoxia over the past 60 years. This study also has implications for understanding hypoxia in estuaries and bays affected by substantial nutrient runoff and climate change.



MATERIAL, MODEL, AND METHODS


Study Area and Sampling Collection

Changjiang River (also Yangtze River) is the largest river in the Euro-Asian continent, freshening the area continuously (Park et al., 2011) with its annual discharge of 924.8 × 109 m3 yr–1 (Liu et al., 2016). Changjiang plume-impacted shelf area is one of the most productive continental shelf sea in the world due to the mixing of nutrient-laden Changjiang River plume and Kuroshio Current. Summer hypoxia occurs with strong stratification and prolonged residence time for subsurface water (Zhang et al., 2019), and also fueled by marine organic matter exporting from the surface (Wang et al., 2016). Hypoxia has been recorded since 1950s, and has become more severe recently with DO minimum decreasing and hypoxic area expanding (Zhu et al., 2011; Wei et al., 2017).

We visited the 31°N transect in the ECS eight times in August 2006, August 2009, September 2010, August 2011, August 2013, August 2014, August 2016, and August 2017 (Supplementary Figure 1). For this study, we focused on an area between 30.5°N and 32°N, 122.5°E and 125°E, and assembled oceanographic data over the past 60 years. This is the only transect in the region where long-term data are available.

At each station, temperature and salinity were measured with a Sea Bird model 911 conductivity-temperature depth (CTD) recorder. Water samples for measuring concentrations of nutrients, chlorophyll a (Chl a), and DO were collected with Niskin bottles attached to the CTD rosette.



Chemical Analysis

Concentrations of nutrients (NO3–, NO2–, NH4+, PO43–, and SiO32–) were determined with colorimetric methods, and DO was measured by Winkler titration method (Grasshoff et al., 1999). Chl a was measured using a Turner Designs 10-AU fluorometer (Holm-Hansen et al., 1965).



Conceptual Model


Observable Properties for Extended Definition of Hypoxia Severity

Since the status of hypoxia is not merely reflected by the area or oxygen concentration, it is necessary to find an index to express the hypoxia severity more comprehensively. In this study, we derive the index based on a PCA of six observable properties (Supplementary Table 1): sectional area, mean thickness, the longitude span of the hypoxia area (Figure 1), DO minimum, mean bottom DO, and mean DO concentration when saturation (DO%) was below 100%. Since the conventional hypoxia threshold of 2 mg L–1 is below the empirical sublethal and lethal DO thresholds for many organisms (Vaquer-Sunyer and Duarte, 2008), we defined hypoxia area as the vertical sectional area surrounded by the 94 μmol L–1 (3 mg L–1) contour along the 31° N transect, the same threshold for hypoxia as previous reports defined (Chen et al., 2007; Levin et al., 2009; Zhou et al., 2017). The mean thickness of the hypoxia area (Dhy, m) is the averaged vertical distance between the 94 μmol L–1 contour and the bottom of the stations. The longitude span of the hypoxia area is the maximum distance of the 94 μmol L–1 contour along 31°N transect.
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FIGURE 1. A conceptual model for the dimension of sectional hypoxia area and water and salt budget. VQ, volume of Changjiang River runoff; Vg, volume of groundwater runoff; Vz, vertical exchange volume between layer 1 and 2; Vent, volume of advection-induced entrainment; Vs, surface advective outflow volume from layer 1; Vd, deep advective inflow volume to the layer 2; S1, salinity of layer 1; S2, salinity of layer 2; S1oc and S2oc, are oceanic endmember salinities of layer 1 and 2, respectively.




Calculating the Direct Drivers Using the LOICZ Model

In order to quantify the contributions of the direct drivers in regulating hypoxia, we calculated τ and respiration rates during each cruise, using a two-layer river dominated LOICZ (Land-Ocean Interactions in the Coastal Zone) model (Figure 1), which was based on water and salt balances within each layer at steady state (Gordon et al., 1996). Layers 1 and 2 were divided by the mixed layer depth (MLD). We assumed the Changjiang River and the Kuroshio Current are the two major water masses mixing in the studied system. As groundwater data is very limited and the distribution is patchy, we assumed fresh groundwater only contribute to the layer 1 and a constant flux (Vg) of 0.02 m3 m–2 d–1 (Guo et al., 2020) with average salinity (Sg) of 5 and phosphate of 3.3 μmol L–1 (Wang et al., 2018). Thus, water and salt balances in the entire system are:
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The salt contributed by Changjiang River water and groundwater were far less than deep advective inflow (Vd) [salinity of Changjiang River water (SQ) at the Xuliujing station (Supplementary Figure 1) was usually <0.15 (unpublished data)] and the total discharge of Changjiang River water and groundwater was far less than Vd, then the last two items (VQ × S2Q + Vg × S2g) of Eq. 2 could be ignored.

A combination of Eqs1 and 2 gives:
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For the bottom layer, the salt balance is:

[image: image]

The variables are defined in Figure 1.

Stratification (Δσ) was defined as the average difference in the density anomaly between bottom and surface (0–2 m depth) at stations along the transect. We used the simple linear equation of seawater state (Intergovernmental Oceanographic Commission [IOC], 2010) to estimate the density difference between bottom and surface seawater,
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where Ts and Tb are surface and bottom temperature (°C), Ss and Sb are surface and bottom absolute salinity, and ps and pb are surface and bottom pressure (dbar), respectively. For reducing the observational errors of Ss and Sb, we used historical data from the Japan Meteorological Agency, Oceanographic Data Center (JODC), the Korea Oceanographic Data Center (KODC), and the World Ocean Atlas (WOA), which were averaged in the specified box (122.5°E–125°E, 30.5°N–32°N, Supplementary Figure 1), besides of our own data. MLD is defined as the depth at which the density differs by 0.125 from the surface value (Huang and Russell, 1994).

Average water residence time is typically expressed as the ratio of system volume to the average rate of outflow through the system (Gordon et al., 1996). For layer 2, there are two types of water mixing; one is the vertical exchange with layer 1 including diffusion and advection (including entrainment) (Vz), and the other is layer 2 water exchange with the offshore subsurface water (Vd). The latter often accounts for most of the water mixing. If so, then τ is the total volume of subsurface water divided by the water inputs (outputs) or V2/Vd, can be simply presented by combining Eq. (3) for canceling out Vd:
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The long-term τ can be calculated based on Eq. 6, V2 was obtained by multiplying the depth below MLD and assuming a fixed study area of 1.8 × 1010 m3 along the transect (122°E–124°E, 30.5°N–31.5°N).

The last direct driver is the respiration rates in the water (Rh, mmol C m–2 d–1), which we derive from the difference between NPP (net primary production) and NEP (net ecosystem production), as NPP = GPP−Ra and NEP = GPP−(Ra + Rh). GPP is gross primary production, and Ra is autotrophic respiration rates. NPP data were acquired from the Marine Satellite Data Online Analysis Platform (SatCO2)1, including monthly SeaWiFS VGPM NPP from 1997 to 2007 and MODIS Aqua VGPM NPP from 2002 to 2016. These NPP products were corrected by euphotic layer depth including the effect of colored dissolved organic matter absorption (He et al., 2017). NEP was calculated using the LOICZ model, as the net biological uptake or release of carbon calculated from phosphate stoichiometrically (C/P = 106) (Gordon et al., 1996) within each layer.

Thus, we have,
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Rh of 37.0 mmol C m–2 d–1 from in situ incubation was applied for 2014 due to too much cloud for deriving satellite NPP in the study area. The mean values and uncertainties (standard deviation) of satellite NPP and LOICZ model derived NEP are 68.8 ± 7.9 and 28.2 ± 68.9 mmol C m–2 d–1, respectively, based on the eight cruises with an error propagation method (Taylor, 1997). The mean value and uncertainty of Rh is estimated to be 44.7 ± 70.2 mmol C m–2 d–1. The volumetric respiration rates (mmol C m–3 d–1) was assumed constant over the whole water column in the hypoxia area. This approach is verified and deemed acceptable based on our results during 2011 cruise at five stations of 24 h-incubation for respiration along the transect in Changjiang plume-impacted shelf area (averaged 30.1 ± 24.8, 35.5 ± 19.2, and 26.4 ± 21.5 for 2 m, 10 m, and bottom waters, respectively). The integrated respiration rates in the hypoxia area (Rhy, mmol C m–2 d–1) depends on the thickness of the hypoxia area and the water depth (D, m) over longitudes (L) spanning the sampling stations from west (Lw) to east (Le):
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The contribution of sediment to Rhy was assumed to be 50% (Zhou et al., 2017) and an average 8.43 mmol O2 m–2 d–1 of sediment oxygen consumption (Song et al., 2016) compare to our 16.26 mmol O2 m–2 d–1 of Rhy in 2011. Redox-mediated phosphorus desorption from inorganic particles were assumed to be very limited due to adsorption-desorption equilibrium at mineral surfaces (Meng and Yao, 2014) and very high phosphorus burial efficiency (Liu et al., 2016) in the study area.



Long-Term Data

Changjiang River discharge (Q) data were downloaded from the website of the Ministry of Water Resources of the People’s Republic of China.2 The discharges were measured at the hydrological gauge station, Datong, which has no tidal influence and is 624 km upstream from the river mouth.

Dissolved inorganic nitrogen (DIN) and dissolved inorganic phosphate (DIP) fluxes in August were calculated as the product of Changjiang River discharge in August and nutrient concentrations at Datong gage station or Xuliujing station (Supplementary Figure 1) in historical records (Gu, 1980; Quan et al., 2005; Wang, 2006; Li et al., 2007, 2016b; Dai et al., 2011; Gao et al., 2012) and in situ observations during summers of 2009, 2010, 2011, 2013, 2014, and 2016 at Xuliujing station.

Multivariate ENSO index (MEI) was obtained from https://www.esrl.noaa.gov/psd/enso/mei/ (Wolter and Timlin, 1998).

Sea surface temperature (SST) in August along the 31°N transect was provided by the NOAA-ESRL Physical Sciences Division, Boulder Colorado from their website at https://www.esrl.noaa.gov/psd/, named as COBE SST2.

In situ observations of long-term temperature and salinity in August within the study box were from JODC,3 KODC,4 and WOA version 2013.5

Wind speed data were acquired from the International Comprehensive Ocean-Atmosphere Data Set (ICOADS) with 2-degree spatial resolution at the website of the Royal Netherlands Meteorological Institute (KNMI6).



Data Analysis

To quantify the hypoxia severity, we applied PCA to the six observable properties. PCA is a useful technique for reducing the dimensionality of large datasets, increasing interpretability but at the same time minimizing information loss. Numerous variables including those correlated with each other can be synthesized to create new uncorrelated variables (as principal components), for successively maximizing the variance of datasets (Jolliffe and Cadima, 2016). Briefly, a data matrix of six observable properties for eight cruises (Supplementary Table 1) was standardized by substracting the mean and dividing their standard deviation to give a new data matrix, which then was multiplied by the eigenvector to give the variances matrix of six properties for 8 years. We then summed the variances for each year to give the first component. The differences in order of magnitudes of the six properties will not affect the first principal component. The first principal component accounted for 74% of the total variance of the observable properties, and was significantly positively correlated with sectional area (Supplementary Table 1), mean thickness and the longitude span of the hypoxia area, but significantly negatively correlated with DO minimum, mean bottom DO, and mean DO concentration when DO < 100%, representing the status of the “severity” of the hypoxia. Therefore, we use the first principal component as a HI to indicate the severity of hypoxia along the transect. The larger the index, the more severe the hypoxia is.

To estimate the contribution of the direct controlling factors to the HI, multiple regression was applied to generate coefficients of the individual variables, which were then standardized by multiplying by the ratio of the standard deviation of each independent variable to the standard deviation of the dependent variable in order to compare them. We used SPSS® v.13 software for PCA and multiple regression, as well as the outlier identification based on a boxplot procedure (Sim et al., 2005).



RESULTS


DO and Nutrients

The core of the under-saturated water was usually located between 122.5°E and 123.25°E (Supplementary Figure 2). The area where DO < 42% (∼3 mg L–1 in DO concentration) varied in shape over the 8 years, and the largest area was in summer of 2016. The lowest DO saturation of 12% was found in 2017 in the bottom water of station B8 (unpublished data).

Dissolved inorganic nitrogen along the 31°N transect was high in the west and low in the east (Supplementary Figure 3), due to high concentrations in the Changjiang River plume. The highest concentration was 105 μmol L–1 at station G9 in the summer of 2009. DIN was below 1 μmol L–1 in the outer shelf surface water in the summers of 2006 and 2013.

There were usually two areas of high PO43– (Supplementary Figure 4). One is in Changjiang plume-impacted shelf area, and the other is in the bottom water coming from the outer shelf deep water or Kuroshio subsurface water. The highest concentration of PO43– was 2.1 μmol L–1 at station M4-1 during the summer of 2011, while P from the upwelling was up to 1.1 μmol L–1 at the bottom layer of station M4-8 in 2006.



Observable Properties of Hypoxia and the Hypoxia Index

The DO minimum was 69.5 μmol L–1 in 2006 and 42.19 μmol L–1 in 2010, then it jumped to the highest value of 73.44 μmol L–1 in 2013. It then decreased to 26.88 μmol L–1 in 2017 (Figure 2A).
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FIGURE 2. Observable properties of hypoxia including (A) bottom DO, mean DO concentration when DO < 100% and DO minimum, and (B) sectional area, mean thickness and longitude span used to derive (C) the hypoxia index (HI) during 8 years.


The hypoxia area along the 31°N transect increased from 0.315 km2 in 2006 to more than 10 times larger in 2014 and in 2016. The mean thickness also increased from 5.97 m in 2006 to a maximum of 21.9 m in the summer of 2016. The longitude span of the hypoxia area expanded from 2006 to 2016, from less than 95 km to up to 190 km (Figure 2B).

The HI showed that hypoxia has been becoming more severe (Figure 2C) in terms of decreasing DO concentration and increasing area, thickness and longitude span from 2006 to 2014, but alleviated a bit after 2014.



Direct Drivers of Hypoxia

Seawater density anomaly of the 8 years showed strong stratification along the 31°N transect (Supplementary Figure 5). The density anomaly difference between bottom and surface (Δσ) indicated that strong stratification usually occurred between 122.5°E and 124°E. The highest was 13.06 kg m–3, at 122.65°E in summer 2009, while the lowest value of 3.68 kg m–3 was from the summer 2006.

τ was the lowest in the 2006, and maximal in 2016 (Supplementary Table 2). Surface NEP in 2013 was the highest and subsurface NEP was the lowest among the eight cruises, indicating a high export production and respiration rates. Temperature associated with oxygen solubility changed little so we did not present it for the eight cruises.



DISCUSSION


Direct Driver Contribution to Hypoxia Severity

Stratification of the water column plays an important role in hypoxia development (Zhu et al., 2016). Over the 8 years, the bottom DO was significantly negatively correlated with the density difference (Δσ) between bottom and surface (r = −0.66, p < 0.01, n = 47) (Figure 3A), indicating the stronger stratification the lower bottom DO. HI was significantly correlated with averaged Δσ between 122.3 and 124°E (r = 0.82, p < 0.01, n = 8) (Figure 3B), demonstrating an important role of stratification in regulating hypoxia.
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FIGURE 3. Correlations between (A) bottom DO and Δσ of stations between 122.3–124°E during summers of the 8 years along the transect, (B) HI and mean Δσ of all stations, (C) HI and residence time (τ) under mixed layer depth (MLD), and (D) hypoxia index (HI) and R in hypoxia area (Rhy) for 8 years.


Hypoxia index also significantly correlated with τ (r = 0.83, p < 0.01, n = 8) (Figure 3C), indicating the longer the water stayed under the MLD, the more severe the hypoxia became, due to insufficient oxygen supply from deep water or the upper mixed layer (Fennel and Testa, 2018). This is consistent with previous studies on river-dominated ocean margins (Rabouille et al., 2008).

In Rhy and HI dataset, an outlier (Rhy for 2014) was identified. After removing the outlier, the significant correlation between Rhy and HI (Figure 3D) (r = 0.82, p < 0.03, n = 7) showed that community respiration of organic matter by microorganisms such as bacteria (Chen et al., 2006) was a direct crucial factor that controls the extent of hypoxia. Biogenic particles from the euphotic zone dominated the organic matter as a substrate respired in the aphotic layer in the Changjiang plume-impacted shelf area (Wang et al., 2016).

In addition, temperature may play a role in determining the respiration rates (Hopkinson and Smith, 2005), but there was no significant correlation between Rhy and bottom temperature, perhaps because temperature changed little in the bottom waters over the eight summers (21.29 ± 0.91°C). If we use the relationship between pelagic respiration and temperature derived by Hopkinson and Smith (2005), respiration would be 391.9 ± 12.9 mmol C m–2 d–1 which varied less than 3% over this narrow temperature range. In fact, respiration may not follow temperature in some estuaries (Jensen et al., 1990; Satta et al., 1996), especially when there is substantial input of external organic matter (Iriarte et al., 1997). While temperature plays an important role in regulating seasonal respiration rates variation, its influence cannot be distinguished during warm summer periods.

According to a multiple regression analysis, Δσ, τ, and Rhy together explained 95.6% of the total variance of HI (r = 0.98, p = 0.02, n = 7). Area and DOmin are the most common observable properties used to characterize hypoxic zones. The correlation coefficients between the drivers and area or DOmin were lower than for the drivers and HI. The correlations for area and DOmin are 0.79 (p = 0.23, n = 8) and 0.75 (p = 0.30, n = 8), respectively, suggesting HI was more robust in describing the severity of hypoxia. The regression equation linking HI to the direct drivers is:
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The standardized coefficients were 0.06, 0.57, and 0.35, for Δσ, τ, and Rhy, respectively. Based on these coefficients, the three factors contributed 5.7, 55.3, and 34.5%, respectively, to the total variance of HI. If we consider Δσ and τ as two related physical parameters and combine them into one category, then, we could argue that physical stability of the bottom water contributes more than does respiration in forming hypoxia (61.0 versus 34.5%).



Reconstruction of Hypoxia Index for the Past Six Decades

In this section, we reconstruct the HI during the past 60 years, using Eq. 9 and data about direct drivers from field observations and/or correlations between direct and indirect parameters.

To calculate Δσ over the long-term, we used averaged salinity and temperature of surface and bottom layers in the study area based on historical data from JODC, KODC, and WOA. Δσ showed an increase at a rate of 0.025 kg m–3 yr–1 during 1961–1996. After a slight decrease during 1997–2002 it rose after 2003 at a higher rate of 0.047 kg m–3 yr–1. Δσ was consistent with the variation of Changjiang River discharge during 1957–2017 (r = 0.32, p < 0.05, n = 55) (Figure 4A), which freshening the sea surface continuously. Previous studies also suggested a long-term freshening in the northern ECS (Siswanto et al., 2008; Park et al., 2011). Although the August discharge temporarily decreased by ∼10% at June 2003 when the Three Gorges Dam began to impound water (Chai et al., 2009), it has been increasing before and after 2003 (Figure 4A). The more stratified conditions allow more severe hypoxia in the study area (Wei et al., 2007; Zhu et al., 2016).
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FIGURE 4. Long-term variation of (A) Changjiang River discharge in August and averaged density difference between bottom and surface (Δσ); (B) averaged temperature (T) and salinity (S) in layer 1 using historical data and water residence time in layer 2 derived from LOICZ model. (C) DIN (DIN = NO3− + NO2− + NH4+) concentration and flux and (D) DIP concentration and flux in the fresh water endmember in Changjiang River; (E) averaged NPP derived from satellite along 31°N transect using the SatCO2 platform, modeled NPP based on Eq. 11, and modeled respiration in the hypoxia area (Rhy); (F) plane area of bottom hypoxia region (<3 and <2 mg L− 1) and DO concentration minimum in historical records (Gu, 1980; Tian et al., 1993; Li et al., 2002; Quan et al., 2005; Wei et al., 2007; Pei et al., 2009; Li et al., 2018), compared with reconstructed (recon) and PCA-derived hypoxia index (HI); (G) MEI (multivariate ENSO index) and averaged August SST (COBE-SST2 from NOAA) at 31°N transect in Changjiang plume-impacted shelf area.


The long-term τ has been increasing at a rate of 0.11 d yr–1 during 1961–1996, and increased at a much higher rate of 2.52 d yr–1 during 2003–2017 (Figure 4B). This is also associated with the discharge but more closely associated with salinity of the upper mixed layer (Figure 4B) according to Eq. 6. The fresher the sea surface is, the less water exchange, which allows for longer time for decomposition of organic matter and more consumption of oxygen.

Because respiration data in the hypoxia area are lacking for this long time period, we used NPP based on the significant correlation between NPP and Rhy during the 8-year record. As previous studies have found, Rh significantly correlated with NPP (Hopkinson and Smith, 2005), so we can use NPP to estimate Rhy assuming a fixed averaged hypoxic water thickness over longitude to water depth ratio (0.52) derived from the eight cruises, and assuming 50% contribution of sediment to hypoxia:

[image: image]

High NPP was due to higher river DIN flux in recent decades (Gong et al., 2006). While summer discharge varied relatively little during the past 60 years (p > 0.05; Figure 4A), nutrient concentrations have increased most of the period (Figures 4C,D) due to anthropogenic activity such as agricultural use of fertilizers and industrial and household pollution (Wang, 2006; Li et al., 2007, 2016b; Dai et al., 2011). After 2010, both DIN and DIP concentrations and fluxes decreased. Together DIN and DIP fluxes accounted for 56.9% of the variation of NPP, whereas individually DIN and DIP contributed 33.3 and 23.6%, respectively. We can build a relationship between NPP and DIN and DIP fluxes (p < 0.05, n = 12):
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Then the long-term Rhy (Figure 4E) can be calculated by incorporating Eq. 11 into Eq. 10. Finally the long-term HI variation can be reconstructed with long-term Δσ, τ, and Rhy using Eq. 9. The reconstructed HI varied between −4.42 and 2.68 (Figure 4F), and the standard deviation was from ±1.95 to ±3.58. The highly significant correlation between the reconstructed HI values and PCA-derived HI values (2006–2017) verifies the HI reconstructing model (r = 0.89, p < 0.01, n = 8). The reconstructed HI was highest in 2016 while PCA-derived HI was highest in 2014 (Figure 4F). This difference could be from the uncertainty of reconstructed HI or the limited sampling locations and periods, suggesting we should be careful when comparing hypoxia severity between specific years, and more historical field data are needed for the verification of HI. However, in summer of 2016 DO was nearly zero north of the 31°N transect during the same cruise, indicating hypoxia was most severe in 2016, consistent with our reconstructed HI. Therefore, we use reconstructed HI for trend analysis.

The hypoxia index showed an overall increase over time accelerating in the last two decades (Figure 4F). Specifically, HI increased slowly during 1961–1996 (with the rate of 0.042 yr–1), then it increased during 1997–2002 and during 2003–2017 at higher rates (0.222 and 0.298 yr–1, respectively). Long-term variation of HI is consistent with the general trends of Δσ, τ, and Rhy (Figures 2E,F, 4B), suggesting all three direct drivers also regulate the long-term HI variation.



Climate Change and Human Activities Effects on Inter-Annual Variation of Hypoxia

ENSO and global warming contributed to long-term variation of hypoxia in terms of fluvial discharge freshening Changjiang plume-impacted shelf area, resulting in stronger stratification and longer residence time in the study area (Figure 5). Indeed, the average salinity in layer 1, were significantly negatively correlated with Δσ (r = −0.90, p < 0.01, n = 53) and residence time (r = −0.697, p < 0.01, n = 53). The influence of ENSO on the Asian summer monsoon propagates from winter until early summer (Yang et al., 2018). Warm and cold ENSO phases were represented by MEI, consistent with the surface temperature along the 31°N transect (Figure 4G). The warm phase (El Niño events) will elevate freshwater discharge of Changjiang River, through affecting precipitation and evaporation in the Changjiang River drainage area during the summer monsoon (Gong and Ho, 2002). This is supported by the significant positive correlation between MEI (November-December) and August discharge of the next year for Changjiang River during 1955–2017 (Supplementary Figure 6), similar to the results of Bai et al. (2014). Meltwater from glaciers in the Qinghai-Tibetan Plateau in western China, which has increased due to global warming, is another probable freshwater source contributing to the runoff increase (Ding et al., 2006; Siswanto et al., 2008).
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FIGURE 5. Schematic diagram of factors controlling estuarine hypoxia. Climate change and anthropogenic activities affect coastal hypoxia by direct drivers through many pathways.


Surface warming would also play a role in regulating stratification in Changjiang plume-impacted shelf area (Park et al., 2011); the correlation between SST in layer 1 and Δσ was significant (r = 0.39, p < 0.01, n = 53), suggesting that global warming and ENSO also contributed to the change in stratification in terms of temperature over the past 60 years (Figure 5). Water masses such as Taiwan Warm Current (Pei et al., 2009), the Kuroshio Current and Ekman transport could also play a role in regulating the long-term variation in stratification (Siswanto et al., 2008), but this needs more data and further exploration.

Moreover, the fourth direct driver—oxygen solubility, was closely associated with subsurface water temperature, and rapid warming in the ECS (Belkin, 2009) will decrease oxygen solubility. Although salinity also affects oxygen solubility, we ignored its effect due to very little variation during the past 60 years (∼0.007 yr–1) and ∼1/3 less significant impact on oxygen solubility in seawater than temperature when they change to the same extent. Our analysis showed bottom water has been warmed up by 4.44°C from 1961 to 2017 [(0.078°C yr–1, much faster than SST increasing at a rate of 0.026°C yr–1 for the whole ECS (Belkin, 2009) and 0.011°C yr–1 of Kuroshio Current (Wu et al., 2012)]. Since the bottom water mainly comes from Kuroshio Current and will be cooled down and oxygenated each winter, we infer the warming of Kuroshio Current not the bottom water per se contributes to the long-term oxygen solubility decrease. Warming rate of 0.011°C yr–1 corresponds to oxygen solubility decrease rate of 0.317 μmol L–1 yr–1 at salinity of 34, then increasing rate of HI will be higher by an additional 0.022 yr–1 (based on the correlation between HI and average bottom DO); namely, warming will make hypoxia ∼34% (∼10%) more severe by means of decreasing oxygen solubility during 1961–1996 (1997–2017) in the study area.

If we use multiple linear regression again between the long-term reconstructed HI and the three direct drivers, we can differentiate the contribution of Δσ, τ, and Rhy to the total variance of HI, as 6.1, 63.6, and 30.2%, respectively. Considering the oxygen solubility as the fourth direct driver, the contribution of four direct drivers would be 4.0, 41.8, 19.8, and 34.4% (5.5, 56.9, 27.0, and 10.6%) during 1961–1996 (1997–2017). Although many studies focus on stratification (Zhu et al., 2016; Zhang et al., 2018) or organic matter-induced respiration (Chen et al., 2007; Zhu et al., 2011; Wang et al., 2016) based on short time observations, τ played a more important role than the other three drivers in controlling HI variation in Changjiang plume-impacted shelf area during the past decades. This can be attributed to both advection rate and low DO context of Taiwan Warm Current (Qian et al., 2017) or Kuroshio Intermediate Water (Lui et al., 2014). Other studies also addressed the water residence time as a dominant driver of hypoxia, e.g., in Bellingham Bay (Wang and Yang, 2015), Gulf of St. Lawrence (Fennel and Testa, 2018), and comparison study between ECS and Gulf of Mexico (Rabouille et al., 2008), but few quantified its importance.

Wind plays a less important role in regulating interannual stratification, although eastward Ekman transport, forced by the prevailed southerly or southwesterly wind, may contribute to the eastward extension of the Changjiang River plume (Siswanto et al., 2008). If we use the wind mixing parameter h/W3 (h is the water depth, W is the wind speed) with a value of 0.056 m–2 s3 (Xuan et al., 2012) and a highest (mean) wind speed of 5.33 (3.41 ± 0.86) m s–1 from 1961 to 2017 along the transect during summer, the MLD is estimated to be 8.47 (2.26 ± 0.035) m. This calculation indicates that wind may influence only the very surface, which is consistent with our 8 years of observations. On the other hand, a typhoon will break the hypoxia, but it would not last long compared with the time scale of weeks to months for hypoxia. Moreover, local hypoxia would persist and even be exacerbated after a typhoon as biological production is enhanced by bring nutrients from bottom to surface water due to the storm mixing (Ni et al., 2016).

Enhanced respiration was mainly caused by anthropogenic activities releasing nutrients to Changjiang plume-impacted shelf area, resulting in elevated NPP (Figures 4F, 5). This is consistent with results from the northern Gulf of Mexico (Rabalais et al., 2014), Chesapeake Bay (Li et al., 2016a), and other eutrophic coastal waters (Breitburg et al., 2018). Increasing temperatures may also lead to higher NPP (Altieri and Gedan, 2015; Li et al., 2016b), but there was no significant correlation between MEI and satellite NPP during 1997–2017, nor was there a significant correlation between SST and NPP. Unlike the eight cruises, the long-term variability in respiration was associated with warming to some extent, as demonstrated by a weak correlation between bottom Rhy and temperature (r = 0.376, p < 0.01, n = 53).



CONCLUSION

Overall, in coastal waters or shelf seas, hypoxia severity in the subsurface water is directly regulated by Δσ, τ, Rhy, and oxygen solubility. The year-to-year variation in reconstructed HI indicates that summer hypoxia has become more severe since 1960s, because fluvial nutrients concentrations have increased due to increases in anthropogenic activities, and stratification has been stronger and water residence time longer than before. ENSO and global warming may have indirect affects through regulating the fluvial discharge and altering the stratification and residence time by freshening and warming the surface sea, as well as reducing oxygen solubility in the subsurface water. In addition, higher nutrients inputs, as one of the most significant human activities, will enhance primary production and eventually the respiration rates in the subsurface waters; these nutrient fluxes will also be enhanced by elevated discharge. In conclusion, our analyses suggest that climate change accounts for about 80% of the forces regulating hypoxia in the Changjiang river-impacted shelf while human activity accounts for the remaining 20%.



DATA AVAILABILITY STATEMENT

The original contributions presented in the study are included in the article/Supplementary Material, further inquiries can be directed to the corresponding author/s.



AUTHOR CONTRIBUTIONS

KW, JC, and W-JC conceived the study. KW, DH, BW, and WF conducted the field studies. W-JC and DK polished the manuscript. KW processed the data. All authors prepared the manuscript.



FUNDING

This study was funded by National Natural Science Foundation of China (Nos. U1709201, U1609201, 41976154 and 41706120), Long-term Observation and Research Plan in the Changjiang Estuary and East China Sea Project (LORCE). The Scientific Research Fund of the Second Institute of Oceanography, Ministry of Natural Resources, China (No. JT1603). MNR Pilot Project of Early Warning Monitoring of Hypoxia and Ocean Acidification in the Changjiang Estuary (2020–2022).



ACKNOWLEDGMENTS

We sincerely thank Maotian Li in East China Normal University for long-term nutrients data at Datong hydrographic station, and Xianqiang He, Feng Zhou, Yan Bai, Qiang Hao, Ping Du, Tao Lian, Xiaobo Ni, Jiliang Xuan, and Dewang Li in Second Institute of Oceanography, Ministry of Nature Resource of China, Willard Moore in University of South Carolina for their helpful comments. We also thank the crews of R/V “Haijian49,” R/V “Beidou,” and R/V “Runjiang” for their help on sampling.



SUPPLEMENTARY MATERIAL

The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fmars.2021.634184/full#supplementary-material


FOOTNOTES

1
http://www.satco2.com

2
http://www.hydroinfo.gov.cn

3
http://www.jodc.go.jp/jodcweb/

4
http://www.nifs.go.kr/kodc/index.kodc

5
https://www.nodc.noaa.gov/OC5/woa13/woa13data.html

6
http://climexp.knmi.nl


REFERENCES

Altieri, A. H., and Gedan, K. B. (2015). Climate change and dead zones. Global Change Biol. 21, 1395–1406. doi: 10.1111/gcb.12754

Bai, Y., He, X., Pan, D., Chen, C. T. A., and Kang, Y. (2014). Summertime Changjiang River plume variation during 1998–2010. J. Geophys. Res. (C Oceans) 119, 6238–6257. doi: 10.1002/2014jc009866

Belkin, I. M. (2009). Rapid warming of large marine ecosystems. Prog. Oceanogr. 81, 207–213. doi: 10.1016/j.pocean.2009.04.011

Breitburg, D., Levin, L. A., Oschlies, A., Grégoire, M., Chavez, F. P., and Conley, D. J. (2018). Declining oxygen in the global ocean and coastal waters. Science 359:eaam7240.

Chai, C., Yu, Z., Shen, Z., Song, X., Cao, X., and Yao, Y. (2009). Nutrient characteristics in the Yangtze River Estuary and the adjacent East China Sea before and after impoundment of the Three Gorges Dam. Sci. Total Environ. 407, 4687–4695. doi: 10.1016/j.scitotenv.2009.05.011

Chen, C. C., Chiang, K. P., Gong, G. C., Shiah, F. K., Tseng, C. M., and Liu, K. K. (2006). Importance of planktonic community respiration on the carbon balance of the East China Sea in summer. Global Biogeochem. Cycles 20, 1–14.

Chen, C. C., Gong, G. C., and Shiah, F. K. (2007). Hypoxia in the East China Sea: one of the largest coastal low -oxygen areas in the world. Mar. Environ. Res. 64, 399–408. doi: 10.1016/j.marenvres.2007.01.007

Dai, Z., Du, J., Zhang, X., Su, N., and Li, J. (2011). Variation of riverine material loads and environmental consequences on the Changjiang (Yangtze) Estuary in recent decades (1955-2008). Environ. Sci. Technol. 45, 223–227. doi: 10.1021/es103026a

Ding, Y., Liu, S., Li, J., and Shangguan, D. (2006). The retreat of glaciers in response to recent climate warming in western China. Annal. Glaciol. 43, 97–105. doi: 10.3189/172756406781812005

Fennel, K., and Testa, J. M. (2018). Biogeochemical controls on coastal hypoxia. Ann. Rev. Mar. Sci. 11, 105–130. doi: 10.1146/annurev-marine-010318-095138

Gao, L., Li, D., and Zhang, Y. (2012). Nutrients and particulate organic matter discharged by the Changjiang (Yangtze River): seasonal variations and temporal trends. J. Geophys. Res. Biogeosci. 117:G04001.

Gong, D. Y., and Ho, C. H. (2002). Shift in the summer rainfall over the Yangtze River valley in the late 1970s. Geophys. Res. Lett. 29:78-1.

Gong, G. C., Chang, J., Chiang, K. P., Hsiung, T. M., and Hung, C. C. (2006). Reduction of primary production and changing of nutrient ratio in the East China Sea: effect of the three gorges dam? Geophys. Res. Lett. 33:L07610.

Gordon, D. C., Boudreau, P. R., Mann, K. H., Ong, J.-E., Silvert, W. L., and Smith, S. V. (1996). LOICZ Biogeochemical Modelling Guidelines. Netherlands: LOICZ Core Project.

Grasshoff, K., Kremling, K., and Manfred, E. (1999). eds Methods of Seawater Analysis. Weinheim: WILEY-VCH.

Gu, H. (1980). The maximum value of dissolved oxygen in its vertical distribution in yellow sea. Acta Oceanologica Sinica 2, 70–80.

Guo, X., Xu, B., Burnett, W. C., Wei, Q., Nan, H., and Zhou, S. (2020). Does submarine groundwater discharge contribute to summer hypoxia in the Changjiang (Yangtze) River Estuary? Sci. Total Environ. 719:137450. doi: 10.1016/j.scitotenv.2020.137450

He, X., Pan, D., Bai, Y., Wang, T., Chen, C. T. A., and Zhu, Q. (2017). Recent changes of global ocean transparency observed by SeaWiFS. Cont. Shelf Res. 143, 159–166. doi: 10.1016/j.csr.2016.09.011

Holm-Hansen, O., Lorenzen, C. J., Holmes, R. W., and Strickland, J. D. H. (1965). Fluorometric determination of chlorophyll. ICES J. Mar. Sci. 30, 3–15. doi: 10.1093/icesjms/30.1.3

Hopkinson, C., and Smith, E. M. (2005). “Estuarine respiration: an overview of benthic, pelagic, and whole system respiration,” in Respiration in Aquatic Ecosystems, eds P. A. D. Giorgio and P. J. L. B. Williams (Oxford: Oxford University Press), 122–146. doi: 10.1093/acprof:oso/9780198527084.003.0008

Huang, R. X., and Russell, S. (1994). Ventilation of the subtropical North Pacific. J. Phys. Oceanogr. 24, 2589–2605. doi: 10.1175/1520-0485(1994)024<2589:votsnp>2.0.co;2

Intergovernmental Oceanographic Commission [IOC] (2010). IAPSO: The International Thermodynamic Equation of Seawater–2010: Calculation and use of Thermodynamic Properties, Intergovernmental Oceanographic Commission, Manuals and Guides No. 56. New Delhi: IOC.

Iriarte, A., de Madariaga, I., Diez-Garagarza, F., Revilla, M., and Orive, E. (1997). Primary plankton production, respiration and nitrification in a shallow temperate estuary during summer. J. Exp. Mar. Biol. Ecol. 208, 127–151. doi: 10.1016/s0022-0981(96)02672-x

Jensen, L. M., Sand-Jensen, K., Marcher, S., and Hansen, M. (1990). Plankton community respiration along a nutrient gradient in a shallow Danish estuary. Mar. Ecol. Prog. Ser. Oldendorf 61, 75–85. doi: 10.3354/meps061075

Jolliffe, I. T., and Cadima, J. (2016). Principal component analysis: a review and recent developments. Phil. Trans. R. Soc. A Mathemat. Phys. Eng. Sci. 374:20150202. doi: 10.1098/rsta.2015.0202

Levin, L. A., Ekau, W., Gooday, A. J., Jorissen, F., Middelburg, J. J., and Naqvi, W. (2009). Effects of natural and human-induced hypoxia on coastal benthos. Biogeosciences 6, 2063–2098. doi: 10.5194/bg-6-2063-2009

Li, D., Zhang, J., Huang, D., Wu, Y., and Liang, J. (2002). the Oxygen deficit in the Changjiang Estuary. Sci. China Series D 32, 686–694.

Li, M., Lee, Y. J., Testa, J. M., Li, Y., Ni, W., and Kemp, W. M. (2016a). What drives interannual variability of hypoxia in Chesapeake Bay: climate forcing versus nutrient loading? Geophys. Res. Lett. 43, 2127–2134. doi: 10.1002/2015gl067334

Li, M., Wang, H., Li, Y., Ai, W., Hou, L., and Chen, Z. (2016b). Sedimentary BSi and TOC quantifies the degradation of the Changjiang Estuary, China, from river basin alteration and warming SST. Estuarine Coastal Shelf Sci. 183, 392–401. doi: 10.1016/j.ecss.2016.08.001

Li, M. T., Xu, K. Q., Watanabe, M., and Chen, Z. Y. (2007). Long-term variations in dissolved silicate, nitrogen, and phosphorus flux from the Yangtze River into the East China Sea and impacts on estuarine ecosysem. Estuar. Coast. Shelf Sci. 71, 3–12. doi: 10.1016/j.ecss.2006.08.013

Li, Z., Song, S., Li, C., and Yu, Z. (2018). The sinking of the phytoplankton community and its contribution to seasonal hypoxia in the Changjiang (Yangtze River) estuary and its adjacent waters. Estuarine Coast. Shelf Sci. 208, 170–179. doi: 10.1016/j.ecss.2018.05.007

Liu, S. M., Qi, X. H., Li, X., Ye, H. R., Wu, Y., and Ren, J. L. (2016). Nutrient dynamics from the Changjiang (Yangtze River) estuary to the East China Sea. J. Mar. Syst. 154, 15–27. doi: 10.1016/j.jmarsys.2015.05.010

Lui, H.-K., Chen, C.-T. A., Lee, J., Bai, Y., and He, X. (2014). Looming hypoxia on outer shelves caused by reduced ventilation in the open oceans: case study of the East China Sea. Estuar. Coast. Shelf Sci. 151, 355–360. doi: 10.1016/j.ecss.2014.08.010

Markus Meier, H. E., Väli, G., Naumann, M., Eilola, K., and Frauen, C. (2018). Recently accelerated oxygen consumption rates amplify deoxygenation in the Baltic Sea. J. Geophys. Res. Oceans 123, 3227–3240. doi: 10.1029/2017jc013686

Matli, V. R. R., Fang, S., Guinness, J., Rabalais, N. N., Craig, J. K., and Obenour, D. R. (2018). Space-Time geostatistical assessment of hypoxia in the Northern Gulf of Mexico. Environ. Sci. Technol. 52, 12484–12493. doi: 10.1021/acs.est.8b03474

Meng, J., and Yao, P. (2014). Speciation, bioavailability and preservation of phosphorus in surface sediments of the Changjiang Estuary and adjacent East China Sea inner shelf. Estuar. Coast. Shelf Sci. 144, 27–38. doi: 10.1016/j.ecss.2014.04.015

Ni, X., Huang, D., Zeng, D., Zhang, T., Li, H., and Chen, J. (2016). The impact of wind mixing on the variation of bottom dissolved oxygen off the Changjiang Estuary during summer. J. Mar. Syst. 154, 122–130. doi: 10.1016/j.jmarsys.2014.11.010

Park, T., Jang, C. J., Jungclaus, J. H., Haak, H., and Park, W. (2011). Effects of the Changjiang river discharge on sea surface warming in the Yellow and East China Seas in summer. Cont. Shelf Res. 31, 15–22. doi: 10.1016/j.csr.2010.10.012

Pei, S., Shen, Z., and Laws, E. A. (2009). Nutrient dynamics in the upwelling area of Changjiang (Yangtze River) Estuary. J. Coast. Res. 25, 569–580. doi: 10.2112/07-0948.1

Qian, W., Dai, M., Xu, M., Kao, S. J., Chuanjun, D., and Liu, J. (2017). Non-local drivers of the summer hypoxia in the East China Sea off the Changjiang Estuary. Estuar. Coast. Shelf Sci. 198, 393–399. doi: 10.1016/j.ecss.2016.08.032

Quan, W. M., Shen, X. Q., Han, J. D., and Chen, Y. Q. (2005). Analysis and assessment on eutrophication status and developing trend in Changjiang Estuary and adjacent sea. Mar. Environ. Sci. 24, 13–16.

Rabalais, N. N., Cai, W. J., Carstensen, J., Conley, D. J., Fry, B., and Hu, X. (2014). Eutrophication-driven deoxygenation in the coastal ocean. Oceanography 27, 172–183. doi: 10.5670/oceanog.2014.21

Rabouille, C., Conley, D. J., Dai, M., Cai, W. J., Chen, C. T. A., and Lansard, B. (2008). Comparison of hypoxia among four river-dominated ocean margins: the Changjiang(Yangtze). Mississippi, Pearl, and Rhone rivers. Cont. Shelf Res. 28, 1527–1537. doi: 10.1016/j.csr.2008.01.020

Resplandy, L. (2018). Will Ocean zones With Low Oxygen Levels Expand or Shrink? Berlin: Nature Publishing Group.

Satta, M. P., Agustí, S., Mura, M. P., Vaqué, D., and Duarte, C. M. (1996). Microplankton respiration and net community metabolism on the NW Mediterranean coast. Aquat. Microb. Ecol. 10, 165–172. doi: 10.3354/ame010165

Scavia, D., Justic, D., Obenour, D. R., Craig, K., and Wang, L. (2018). Hypoxic volume is more responsive than hypoxic area to nutrient load reductions in the northern Gulf of Mexico–and it matters to fish and fisheries. Environ. Res. Lett. 14:024012. doi: 10.1088/1748-9326/aaf938

Sim, C. H., Gan, F. F., and Chang, T. C. (2005). Outlier labeling with boxplot procedures. J. Am. Statist. Assoc. 100, 642–652. doi: 10.1198/016214504000001466

Siswanto, E., Nakata, H., Matsuoka, Y., Tanaka, K., Kiyomoto, Y., and Okamura, K. (2008). The long-term freshening and nutrient increases in summer surface water in the northern East China Sea in relation to Changjiang discharge variation. J. Geophys. Res. Oceans 113:C10.

Song, G., Liu, S., Zhu, Z., Zhai, W., Zhu, C., and Zhang, J. (2016). Sediment oxygen consumption and benthic organic carbon mineralization on the continental shelves of the East China Sea and the Yellow Sea. Deep Sea Res. Part II: Top. Stud. Oceanography 124, 53–63. doi: 10.1016/j.dsr2.2015.04.012

Taylor, J. R. (1997). (Ed). An Introduction to Error Analysis. Mill Valley, CA: University Science Books.

Tian, R. C., Hu, F. X., and Martin, J. M. (1993). Summer nutrient fronts in the Changjiang (Yangtze River) Estuary. Estuar. Coast. Shelf Sci. 37, 27–41. doi: 10.1006/ecss.1993.1039

Vaquer-Sunyer, R., and Duarte, C. M. (2008). Thresholds of hypoxia for marine biodiversity. Proc. Natl. Acad. Sci. U S A. 105, 15452–15457. doi: 10.1073/pnas.0803833105

Wang, B. D. (2006). Cultural eutrophication in the Changjiang (Yangtze River) plume: history and perspective. Estuar. Coast. Shelf Sci. 69, 471–477. doi: 10.1016/j.ecss.2006.05.010

Wang, H., Dai, M., Liu, J., Kao, S. J., Zhang, C., Cai, W. J., et al. (2016). Eutrophication-driven hypoxia in the East China Sea off the Changjiang Estuary. Environ. Sci. Technol. 50, 2255–2263. doi: 10.1021/acs.est.5b06211

Wang, T., and Yang, Z. (2015). Understanding the flushing capability of Bellingham Bay and its implication on bottom water hypoxia. Estuar. Coast. Shelf Sci. 165, 279–290. doi: 10.1016/j.ecss.2015.04.010

Wang, X., Baskaran, M., Su, K., and Du, J. (2018). The important role of submarine groundwater discharge (SGD) to derive nutrient fluxes into River dominated Ocean Margins–The East China Sea. Mar. Chem. 204, 121–132. doi: 10.1016/j.marchem.2018.05.010

Wei, H., He, Y., Li, Q., Liu, Z., and Wang, H. (2007). Summer hypoxia adjacent to the Changjiang Estuary. J. Mar. Syst. 67, 292–303. doi: 10.1016/j.jmarsys.2006.04.014

Wei, Q., Wang, B., Yu, Z., Chen, J., and Xue, L. (2017). Mechanisms leading to the frequent occurrences of hypoxia and a preliminary analysis of the associated acidification off the Changjiang estuary in summer. Sci. China Earth Sci. 60, 360–381. doi: 10.1007/s11430-015-5542-8

Wolter, K., and Timlin, M. S. (1998). Measuring the strength of ENSO events: how does 1997/98 rank? Weather 53, 315–324. doi: 10.1002/j.1477-8696.1998.tb06408.x

Wu, L., Cai, W., Zhang, L., Nakamura, H., Timmermann, A., and Joyce, T. (2012). Enhanced warming over the global subtropical western boundary currents. Nat. Climate Change 2, 161–166. doi: 10.1038/nclimate1353

Xuan, J. L., Huang, D., Zhou, F., Zhu, X. H., and Fan, X. (2012). The role of wind on the detachment of low salinity water in the Changjiang Estuary in summer. J. Geophys. Res. Oceans 117:C10004.

Yang, Z., Chen, J., Chen, M., Ran, L., Li, H., and Lin, P. (2018). Sources and transformations of nitrogen in the South China Sea: insights from nitrogen isotopes. J. Oceanogr. 74, 101–113. doi: 10.1007/s10872-017-0443-z

Zhang, W., Wu, H., Hetland, R. D., and Zhu, Z. (2019). On mechanisms controlling the seasonal hypoxia hot spots off the Changjiang River Estuary. J. Geophys. Res. Oceans 124, 8683–8700. doi: 10.1029/2019jc015322

Zhang, W., Wu, H., and Zhu, Z. (2018). Transient hypoxia extent off changjiang river estuary due to mobile Changjiang River Plume. J. Geophys. Res. Oceans 123, 9196–9211. doi: 10.1029/2018jc014596

Zhou, F., Chai, F., Huang, D., Xue, H., Chen, J., and Xiu, P. (2017). Investigation of hypoxia off the Changjiang Estuary using a coupled model of ROMS-CoSiNE. Prog. Oceanogr. 159, 237–254. doi: 10.1016/j.pocean.2017.10.008

Zhu, J., Zhu, Z., Lin, J., Wu, H., and Zhang, J. (2016). Distribution of hypoxia and pycnocline off the Changjiang Estuary. China. J. Mar. Syst. 154, 28–40. doi: 10.1016/j.jmarsys.2015.05.002

Zhu, Z. Y., Zhang, J., Wu, Y., Zhang, Y. Y., Lin, J., and Liu, S. M. (2011). Hypoxia off the Changjiang (Yangtze River) Estuary: oxygen depletion and organic matter decomposition. Mar. Chem. 125, 108–116. doi: 10.1016/j.marchem.2011.03.005


Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2021 Wang, Cai, Chen, Kirchman, Wang, Fan and Huang. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.




[image: image]


OPS/images/fmars-07-00679/fmars-07-00679-t004.jpg
Water type n Temperature Salinity ot

Chl-a AT pH-|- TC02 AOU
(c) (kg m~3) (rgL™")  (wmol kg™") (nmol kg™")  (nmol kg™")

NAJDW 26 964+104 3829+0.18 2958+0.17 0724018  2672+8 818040011 2378+ 13 —0+5

(8.68; 12.12)  (37.80;38.53)  (20.20;29.85)  (0.48;1.06)  (2652;2690)  (8.139; 8.196)  (2344;2398)  (—11;15)
Warm bottom waters 49 16.00+£1.60 37.909+0.30 28.04+040 062+041 2657 +£29  8014+0.087 2402 452 68 + 43

(13.06;20.44)  (37.10;38.30) (26.83;28.82) (0.13;1.81)  (2625;2801)  (7.830; 8.145)  (2313;2510)  (—10; 144)
NAJSW 192 17354590 36744165 2662+214 097+1.14 2685440  8.138+£0063 2350+ 42 _14+24

(8.10;20.58)  (26.36;38.36)  (18.85;29.72)  (0.09;6.58)  (2621;2920)  (8.023; 8.415)  (2234;2582)  (—180; 48)

Data are presented as average =+ standard deviation and (minimum,; maximum).





OPS/images/fmars-07-00679/fmars-07-00679-t005.jpg
FCO, (mmol m~—2 d-1) calculated using different gas transfer velocities

Winter Spring Summer Autumn
W14 —55+59 —-0.6+1.0 04+0.3 —-0.8+0.8
NOO —6.3+5.9 -08+1.2 0.5+04 —-1.0+0.7

Data are presented as average + standard deviation.





OPS/images/fmars-07-588465/cross.jpg
3,

i





OPS/images/fmars-07-588465/fmars-07-588465-e000.jpg
OpH = pHepg — pHpegin-





OPS/images/fmars-07-00679/fmars-07-00679-g010.jpg
>

nAr [umol kg™']

o

Photosynthesis “

P

- /-

Dissolutiop
7 .

2y

L
CO2 |nvasion
ReSpiration

nAt [umol kg™']

0.0
< ,&--‘o avAOU = 46 umol kg™

CO2 Invasion
Respiration

2600 2700 2800 2900 3000 3100 3200 3300

2600 2700 2800 2900 3000 3100 3200 3300

o Winter —— y=1.15x—42R?=0.94 Pt
o Spring --- y=1.23x-255R?=0.90 % & © Summer surf.----- y=1.38x - 520 R? = 0.92
<& Summer----- y =1.10x + 102 R* = 0.47 N <& Summer bott.----- y =0.42x + 0.002 R* = 0.63
A Autumn -—-- y =0.80x + 801 R2=0.55 1 Winter — y=1.15x-42R*=0.94
I I T T I I T T
2400 2600 2800 3000 2400 2600 2800 3000

nTCO, [umol kg™"] nTCO, [umol kg™"]





OPS/images/fmars-07-00679/fmars-07-00679-t001.jpg
Season n Temperature Salinity ot AOU TCO, pHt
(°C) (kg m~3) (nmol kg™1) (wmol kg™")
Winter 93 10.33 £ 1.02 37.583 + 1.36 28.86 + 1.02 —5+22 2372 + 21 8.182 + 0.036
(8.10;12.28) (27.84;38.53) (21.61;29.85) (—180;22) (2326;2456) (8.124;8.415)
Spring 94 14.25 + 3.72 36.96 + 1.86 2760 +£2.10 —10. £ 31 2373 + 43 8.129 £+ 0.066
(11.08;24.05) (26.36;38.40) (18.85;29.23) (—144;78) (2234,2582) (8.006;8.393)
Summer 95 2110+ 4.77 37.29 + 0.94 26.13 £ 1.92 5+ 37 2346 + 49 8.062 + 0.047
(12.41;29.58) (34.52;38.30) (21.59;28.82) (—54;124) (2286;2498) (7.868;8.173)
Autumn 94 17.57 +1.66 37.51 £ 0.81 27.29 £ 0.71 25+ 40 2363 + 49 8.084 £+ 0.086
(156.42;21.08) (31.43;38.46) (23.10;28.18) (—40;144) (2289;2510) (7.830;8.176)

Data are presented as average + standard deviation and (minimum; maximum,).





OPS/images/fmars-07-00679/fmars-07-00679-t002.jpg
Temperature (°C) Salinity At (wmol kg=1) pHr in situ TCO, (Lmol kg—1)

Kruskal-Wallis rank sum test X2 p-value x2 p-value x2 p-value X2 p-value X2 p-value
26217 <0.001 13.99 0.002 3.98 0.26 206.71 <0.001 4115 <0.001

Multiple comparison test (p =0.05) Obs.dif Critical.dif Obs.dif Critical.dif Obs.dif Critical.dif Obs.dif Critical.dif Obs.dif Critical.dif
Autumn-spring 83.80 42.27 14.64 42.27 12.88 41.94 36.09 41.83 46.67 41.83
Autumn-summer 44.92 42.27 10.75 42.27 9.98 41.83 65.56 41.72 37.98 41.72
Autumn-winter 195.93 42.27 38.87 42.27 18.77 41.94 156.43 41.94 48.49 41.94
Spring—summer 128.71 42.27 3.89 42.27 22.86 41.83 101.65 41.72 84.65 41.72
Spring-winter 112.14 42.27 53.51 42.27 5.89 41.94 120.35 41.94 1.82 41.94
Summer—winter 240.85 42.27 49.62 42.27 28.75 41.83 222.00 41.83 86.47 41.83
AOU (p.mol kg~) Qar Brcoz Bar

Kruskal-Wallis rank sum test X2 p-value x2 p-value X2 p-value x2 p-value
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maximum and standard deviation (Std. Dev.) are reported.
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Season Region Sampling period Temperature (°C) Salinity DO% TAIk (mol kg=') DIC (umol kg~7) DIC:TAlk ratio pHr (in situ) Qarag
Autumn North Yellow Sea  13-16 Oct. 2017° 16.6+ 34 32.0+ 0.1 89+ 13% 2300 + 10 2119 £ 54 0.921 +0.023 7.97 £0.09 2.16 + 0.53
South Yellow Sea 13, 18-27 Oct. 2017 175 4.2 320403 92 +12% 2295 + 21 2089 + 70 0.910 + 0.027 8.01:£0.10 2.41 £ 0.63
northern ECS 31 Oct.—7 Nov. 2017 21.9+11 336+ 08 98 + 3% 2242 + 8 2001 + 26 0.892 + 0.011 8.02 £ 0.03 2.73+0.23
Early winter  North Yellow Sea 30 Dec. 2017-8 Jan. 2018° 7.8+09 323+ 0.1 97 +£1% 2324 + 11 2169 + 14 0.933 + 0.005 8.04 +0.03 1.81+£0.12
South Yellow Sea  18-30 Dec. 2017 106+1.2 32.3+0.2 96 + 6% 2320 + 22 2146 + 25 0.925 + 0.011 8.04 + 0.06 2,00+ 024
northern ECS 19-20 Dec. 2017 13.04: 0.9 32.8+04 98+ 1% 2283 + 23 2101 £ 24 0.920 + 0.003 8.03 £ 0.02 2.08 +0.07
Early spring  North Yellow Sea  8-16 Apr. 2018 48+08 32.3+0.3 107 £ 3% 2330 + 23 2167 £ 25° 0.930 + 0.006° 8.11 4+ 0.04° 1.85+0.13°
South Yellow Sea 28 Mar.—8 Apr. 2018 72418 325+04 105 + 4% 2324 + 26 2161 £ 33 0.930 + 0.009 8.07 £ 0.05 1.87 £0.19
northern ECS 1-2 Apr. 2018 9.6+ 0.6 3254+08 104 £ 3% 2300 + 16 2137 £ 24 0.930 + 0.006 8.03 £ 0.02 1.85+0.12
Late spring  North Yellow Sea  9-11 May 2018 7B+28 324401 104 £ 5% 2332 £ 17 2169 + 28 0.930 + 0.009 8.06 £+ 0.03 1.89 £0.22
South Yellow Sea  12-19 and 29-30 May 2018 117484 325+04 102 + 9% 2306 + 22 2130 + 43 0.924 +0.015 8.03 £ 0.07 2.02+0.35
northern ECS 23-28 May 2018 16.7 £ 3.0 32.3+09 99 + 14% 2261 £ 19 2053 + 59 0.908 + 0.022 8.03 £+ 0.08 2.38 &+ 0.51
Summer North Yellow Sea  2-5 Aug. 2018 16.7 £ 8.4 31.9+0.3 104 £ 10% 2318 £ 19 2127 + 56 0.918 £ 0.019 7.99 £ 0.05 2.26 + 0.53
South Yellow Sea 24 Jul.-2 Aug. 2018 19.84 7.8 31.8 & 1:1 96 +19% 2296 + 43 2104 £ 77 0.916 + 0.025 7.96 £+ 0.08 2.32 + 0.65
northern ECS 12-20 Jul. 2018 23.0+29 322428 74 £ 29% 2234 + 31 2042 + 80 0.914 +£0.033 7.90 £0.13 2.33 + 0.81
Autumn North Yellow Sea 24 Oct.—4 Nov. 2018 14 £ 2.8 31.9+02 88+ 12% 2307 £ 12 2143+ 45 0.929 + 0.017 7.96 +0.07 1.96 + 0.40
South Yellow Sea  14-24 Oct. 2018 WL k48 320+05 89+ 13% 2302 + 25 2106 £ 74 0.915 + 0.026 7.98 £ 0.08 2.32 +£0.62
northern ECS 8-14 Oct. 2018 2384 1.0 326+16 91 +£10% 2233 £ 18 2002 + 32 0.896 + 0.015 7.98 £ 0.04 2.69 4+ 0.32

aData were summarized by mean =+ standard deviation across all stations and samples. TAIk, total alkalinity; DIC, dissolved inorganic carbon. ®?Some of the data collected from these surveys have been partially reported
by Li (2019). ¢Calculated from field-measured TAlk and pHngs data, since DIC samples collected during this survey were accidentally damaged before determination.
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o First indices of slightly increased porosity

e Aragonite crystals within the upper-prismatic layer affected by
dissolution. ‘Cauliflower heads’ present

e Increased porosity

¢ Dissolved patches more extensive and numerous

o Prismatic layer partially or completely dissolved;
crossed-lamellar layer exposed

e Less compact crystal structure with compromised shell integrity
and extreme frailness

o Dissolution within crossed-lamellar layer with crystals thicker
and chunkier

Saturation Conditions

e In a small extent present in the natural environment
o Widespread at decreased Qg supersaturation

o In small extent present at transitional saturation states; more
common in undersaturated conditions

o At transitional Qg conditions; larger, more extensive patches in
Qg undersaturated conditions, particularly with increased time
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Variables Factors  Spearman® GLM

v) i) R? o p-value R?
Chla Temperature 0.82 >005 071"
NOz, -028 <001
PO;3 -032 >0.08
SiOH)4 -003 >006
Diatoms Temperature 48550 x 10°  >005  0.44™
NO3, -66.91 x 10° >0.06
PO;® 21558 x 10° 005
Si(OH)4 —15.60 x 10° >0.05
Dinoflagellates  Temperature 5.38 x 10° <001 053"
NO, —105.80 >008
PO;3 61294 >0.08
SiOH)4 —5.43 >008
GPP Temperature 27198 <005 065"
NOz, 12.48 >0.08
DCR Temperature 26.26 >005 066
Salinity 7.38 >0.08
NO3, -0.49 >0.06
SiOH)4 1.10 >0.08
Diversity Temperature 1.01 >005 066"
Salinity -035 >0.05
NO3, 0.12 >0.08
Si(OH); 0.69" 0.04 >008

Only variables with significant correlations are presented and were considered to conduct
the generalized linear model (GLM). The regression coefficient of predicting fectors (o),
their significance i the model (o-value) as well as the adjusted-R2 for the model re given.
@The significance of the R? values is defined as follows: *p < 0.05, *'p < 0.01, *'p <
0.001, ™-not significant (p > 0.05).
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Variables Factors
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Diatoms Salinity
PO;?
Dinoflagellates  Salinity
NOg,
PO;*
Chiorophytes  Temperature
pH
pCO2
NOg,
Si(OH),
Euglenophytes  Qurg
Cilliates PO;®
Qurag
Flagellates Si(OH)a
Silicoflagellates pH
pCO,
Si(OH)
Qarag
GPP Si(OH)
Diversity Salinity
NOg,
PO
Sp. richness Salinity
NOg,
PO;®

Spearman®
R2

0.14"
0.12"
021"
038"
017"
047"
0.12"
041"
0.18"
047"
0.12"
0.40™
0.14"
028"
012
081
024"
0.18"
025"
062
067"
0.45"
0.45"
067"
0.63"
0.63"

GLM

13 p-value

187 >0.05
—228x 10°  >005
7447 x 10°  >006
203x10°  >006
1975 x 10° <001
8004 x10°  >001
503x10° 006
—282.49 x 10°  >0.05
-031x10°  >006
563x10° 006
039x10°  >006
220x10° <006
266x10°  >006
986 x 10° 006
-6.35 >0.05
252 x 10° >0.05
-0.38 >0.05
18.67 >0.05
-16.78 >0.05
067 >0.05
001 >0.05
-002 >0.05
-0.13 >0.05
-0.04 >0.05
001 >0.05
-0.07 >0.05

R2

0.147
0,017+

031"

0.03"5

0.08"
0.04"

0.017s
0,02

0.147%
0.69°

0.55"

Only variables with significant correlations are presented and were considered to conduct
the generalized linear model (GLM). The regression coefiicient of predicting factors (),
their significance in the model (p-value) as well as the adjusted-R2 for the model are given.
4The significance of the FP values is defined as follows: *p < 0.05, *'p < 0.01, *"'p <
0.001, ™ not significant (p > 0.05).
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Stations Season GPP CR NCP GPP/CR

Winter 11.89 £2.32 118.16 +£23.43 —106.26 + 17.34 0.10 £ 0.06

Summer 469.37 £ 52,15 62.62 £9.98 406.75 + 43.56 7.50+231

VES Winte 19.62 £3.32 6.66 + 1.84 12.97 +2.43 296 + 0.47
Summer 205.84 £25.22 16.89 + 1.89 278.95 £32.21 17.52 +£2.99

GA1 Winter 23122 +£34.68 236.97 +30.81 -5.75£0.75 0.98 +0.13
Summer 4699.09 + 704.86 1222.82 + 158.97 3476.27 4 521.44 3.84 £0.50

GA3 Winter 140.34 £ 2807 154.41 £23.16 -14.07 £ 1.83 091+0.14
Summer 2311.12 £ 346.67 718.31 £ 143.66 1592.81 + 318.56 3224042

VE2 and GA3 were located close to the Valdivia and the Biobio river mouths (see Figure 1), respectively, being influenced by freshwater discharges, mainly in winter. VES and GAT were

located out of the river plume influence. The integrated depths are 5 m in the Valdivia estuary and 20 m in the Arauco Gu. The units for GPR. CR and NCP are mg C m~2 d~', while
the GPP/CR is unitless.
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Stations  (mg m~2)
VALDIVIA ESTUARY
VE1 5.30-46.08
VE2 8.36-65.51
VE3 5.40-44.61
VE4 6.50-16.29
VES 8.39-19.25
ARAUCO GULF

GA1 54.10-131.81
GA2  57.81-197.65
GA3  3293-151.63
GAd  7477-118.82
GAS 35.81-64.04

Int. abundance
(x 108 cells m=2)

276.40-11462.68
304.59-9944.58
207.86-4110.04
226.32-1018.41
180.05-623.50

562.67-77002.21
2505.14-88513.84
1139.98-22736.50
992.66-2801.09
1296.29-14166.36

W

2.76-2.14
1.94-2.30
2.29-2.04
2.66-1.81
2.28-1.61

0.83-0.24
0.57-0.70
2.09-0.56
0.82-0.49
1.14-0.37

Jo

0.74-0.69
0.60-0.70
0.68-0.62
0.81-0.61
0.79-0.57

0.40-0.10
0.25-0.30
0.79-0.27
0.46-0.30
0.69-0.17

3.19-1.29
1.90-1.61
2.20-1.70
2.11-1.30
1.40-1.20

0.563-0.50
0.61-0.49
0.93-0.41
0.38-0.27
0.43-0.49

The integrated chiorophyl a (Chi &) concentration and phytoplankton abundances are
also given, being the integrated depth of 5 m in the Valdivia estuary and of 20 m in the
Arauco Gut.. The left and right values in the range corresponds to the winter and summer
values, respectively.
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Stations Depth Temp Lat Long Measurements Abund (ind Dissolution Type Aragonite Sample
number (m) (°C) at conducted per m?) Saturation size for
50m State (2,,) at  genetics
50 m
Stations in the North Pacific subpolar gyre and the Gulf of Alaska from the GO-SHIP P16N cruise
151 50 41.301 152.001 genetics NA NA NA 5
161 50 71 46.300 151.599 genetics NA NA NA 6
164 50 6.9 48.001 152.598 SEM, 1CT, H/D, genetics 100 Type | (73%), intact (27%) 1.83 11
167 50 6.5 49.230 152.000 SEM, H/D, genetics 102 Type | (63%), intact (47%) 1.73 17
170 50 6.0 51.000 152.000 SEM, H/D, genetics 42 Type Il (70%), intact (30%) 1.68 9
174 50 516 52.599 151.598 SEM, 1CT, H/D, genetics 91 Type 11 (92%) 1.48 12
intact (8%)
178 50 6.7 54.396 151.597 SEM, H/D, genetics 69 Type Il (60%), Type Il (40%) 1.69 9
182 50 6.2 55.466 152.504 SEM, 1CT, H/D, genetics 123 Type | (80%), Type Il (20%) 1.62 10
187 50 6.4 56.144 153.111 SEM, H/D, genetics 307 Type | (70%) Type Il (30%) 1:51 11
191 50 5.6 54.043 151.067 SEM, H/D, genetics 332 Type Il (100%) 1.46 10
194 50 5.9 54.330 148.034 SEM, uCT, H/D, genetics 423 Type Il (83%), intact (17%) 1.57 6
198 50 72 56.218 143.434 SEM, H/D, genetics 149 Type | (65%), intact (45%) 1.83 6
201 50 8.2 55.581 140.297 SEM, H/D, genetics 88 Type | (67 %), intact (33%) 1.78 6
204 50 8.1 56.330 137.183 SEM, H/D, genetics 87 Type | (36%), intact (64%) 1.68 6
Stations in the Bering Sea from the Dyson CBS-MEA cruise
24 50 0.7 57.520 163.601 SEM, H/D, genetics NA Type Il (40%), Type lIl (60%) 1.27 B
45 50 3.2 55.056 165.087 SEM, 1CT, H/D, genetics NA Type | (65%), intact (45%) 1.48 7
50 50 3.9 54.426 165.146 SEM, H/D, genetics NA Type | (35%), 1.82 7
intact (65%)
53 50 42 54.360 165.916 SEM, 1CT, H/D, genetics NA Intact (100%) I 8
56 50 4.6 54.711 165.202 SEM, H/D, genetics NA Type | (45%), intact (55%) 1.45 5
45H2 50 NA 60.573 173.644 H/D, genetics NA N/A 1:12 7
Stations in the Amundsen Gulf (Canadian Beaufort Sea-Marine Ecosystem Assessment)
MTI 06 50 NA 71.405 116.536 wCT, H/D NA MTI: Type Il (70%), MTI: 1.30 NA
MTI 04 50 NA 71.296 117.346 wCT, H/D NA Type Il (16%) NA
DUS 04 50 NA 63.727 119.954 wCT, H/D NA Type | (14%) NA
BPTO3 50 NA 69.699 123.439 genetics NA DUS: Type Il (63%), DUS: 1.61 4
CPBO0O3 50 NA 70.605 127.397 genetics NA Type Il (21%), 6
DUS03 50 NA 69.652 120.575 genetics NA Type | (16%) 6
FKNO5 50 NA 70.002 125.966 genetics NA CPB: Type lll (93%), CPB: 1.10 4
MTIO3 50 NA 71.368 117.482 genetics NA Type 1 7% 2
MTIO5 50 NA 71.235 117.278 genetics NA 2
FEXHC3 50 NA 70.297 126.383 genetics NA 2
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Environmental DNA-based amoA gene cDNA-based amoA gene
parameter

AOB(n=9) AOA(n=9) AOB(n=7) AOA(n=7)

Salinity —0.720* 0.641 —0.288 0.618
Temperature 0.776* —0.863* —0.016 —0.795*
NH,* 0.630 —0.550 0.844* —0.432
NO,~ 0.700* —0.570 0.786" —0.293

The cDNA-based amoA genes of AOB were only detected on the particles of
>3.0 wm. The environmental parameters without significant correlation to any of
DNA-based and cDNA-based amoA genes of AOB and AOA are not included.
*False discovery rate (FDR)-adjusted P < 0.05.
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Parameter CO, Temperature Interaction Individual effect (%) Multiplicative effect (%) Type of interaction

CO2 Temperature Observed Calculated
Diatom abundance * — — 51
Dinoflagellate abundance e * * 262 459 52 1929 Antagonism
Diatoms vs. dinoflagellates * * * -89 87 74 -89 Antagonism
Centric diatom abundance * — = —43
Pennate diatom abundance * * * —60 -11 -90 —64 Synergism
Centric vs. pennate * * * 45 11 769 61 Synergism
POC concentration * = = 48
BSi concentration L e - -45 26
N:P - - -
C:N x - - 45
CP * = * 82 -7 -14 69 Antagonism
CBSi * g - 205 —44
Sinking rate * — — 18

i

“” represents significance and "-” represents non-significance at the p = 0.05 level using two-way ANOVA test.
Individual/multiplicative effect was only calculated when there was statistical significance. Types of interaction were only determined for the parameters that COo and
temperature had significant interactive effects on. The full two-way ANOVA results can be found in Supplementary Table S2.
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Phytoplankton

Sampling Day and Treatments

Species
TO Control High pCO, High Temperature Combined Cell
Volume
Cell % Cell % Cell % Cell % Cell % wm?®
Abundance Abundance Abundance Abundance Abundance

Diatoms 95.7 99.7 97.1 97.6 98.7
Centric Diatoms 70.3 50.6 60.1 53.8 88.6
Thalassiosira pacifica 1.2 x 10% 559 (6.6+30)x10% 153 (654009 x 10° 285 (4.9+12) x10° 114 (1.0+£0.1)x 10* 459 5655
Thalassiosira rotula 440 21 29+11)x10% 6.7 (24+03) x10° 105 (2.3+0.8) x 10° 10.6 5741
Thalassiosira spp. (1.3+02) x10° 57 (15+02) x10° 35 (1.8+04)x10° 83 5842
Leptocylindrus danicus 690 33 (6.1+04)x10% 141 (1.4+04)x10° 61 (@8=+£12x10° 112 (1.4+05 x10° 6.4
Paralia sulcata 520 2.5 293 £ 70 1.2 680 + 140 1.6
Climacodium 460 22 (29+£0.2) x 10° 6.7 307 £ 141 1.3 (B2+£04) x 108 75 (1.3% 0.2) x 10° 6.0
biconcavum
Climacodium 273 +189 0.6 680 + 330 3.1
frauenfeldianum
Ditylum brightwellii 420 20 (1.4+01)x10% 32 253 £ 179 1.1 487 + 94 1.1 233 +£ 90 11
Cyclotella striata 320 15 (1.5+04)x10° 3.5 387 + 90 17 (B7+08 x10° 86 (1.0+02) x10° 4.6
Guinardia delicatula 100 0.5 160 + 53 0.4 393 + 61 1.7 440 £+ 60 1.0 260 + 20 1.2
Guinardia striata 460 + 40 2.0 640 £ 72 1.5 260 £ 72 1.2
Chaetoceros sp. 40 0.2 47 £ 30 0.2
Coscinodiscus sp. 20 0.1 183+23 0.03 34 + 41 0.1 33 + 42 0.1
Detonula pumila (2.7 +£0.3) x 103 6.3
Pennate Diatoms 254 491 37.0 43.8 10.1
Navicula sp. 38x10° 182 (86409 x10® 199 (3.3+£0.6 x10° 145 (84+24)x10% 196 (1.3+05) x10° 6.0 1500
Pinnularia spp. 680 33 (5.6+28 x10% 13.0 (31+1.2) x10% 136 (4.4+06)x 10> 103 420 + 381 1.9
Pseudonitzschia 260 1.2 647 £ 179 15 (1.3+£0.1)x10° 57 640 £+ 87 1.5
pungens
Synedra sp. 240 1.2 113 +£ 128 0.3 280 + 87 1.2 360 + 92 0.8 253 + 42 12
Nitzschia spp. 160 0.8 532 + 61 1.2 460 + 156 1.1
Nitzschia longissima 80 04 (6.7+3.8) x 10° 13.2 460 + 69 20 (42+£1.0 x 10° 9.8 220 +£ 104 1.0
Pleurosigma sp. 60 0.3
Thalassiothrix 340 £+ 69 0.8
longissima
Dinoflagellates 4.3 0.3 2.9 2.4 1.3
Gymnodinium sp. 460 2.2 146 + 155 0.3 240 £ 20 1.1 326 + 61 0.8 73+ 11 0.3
Oxytoxum parvum 400 1.9 260 £ 72 1l 680 £ 171 1.6 220 £+ 80 1.0
Podolampas palmipes 40 0.2 163 +£ 99 0.7

The errors are the standard deviations of the triplicate values. The percentage values were calculated based on the average abundance of the triplicate samples.
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Temperature (°C)

Salinity

Transect Nearshore Nearshore Shelf Slope Gulf Stream 1 Gulf Stream 2 Nearshore Nearshore Shelf Slope Gulf Stream 1 Gulf Stream 2
water 1 water 2 water water (40 m) (203 m) water 1 water 2 water water (40 m) (203 m)
NS 2.635 2.671 4.504 12.202 = n 32.329 32.532 32.837 35.554 n =
(2.5-2.76) (2.65-2.69) (4.5-4.508) (11-14) (32.326- (32.529- (32.837- (35.432-
32.329) 32.535) 32.839) 35.683)
LI 2472 3.05 4.409 12.202 = - 31.844 31.902 32.728 35.554 - S
(2.18-2.21) (2.92-3.22) (4.22-4.55) (11-14) (31.843- (31.885— (32.732- (35.432-
31.844) 31.908) 32.728) 35.683)
NJ 2.932 4.085 5.631 12.202 = - 32.267 33.015 33.24 35.554 - S
(2.902-4.43) (3.97-5) (5.63-5.632) (11-14) (32.246- (33.015- (33.239- (35.432-
32.267) 33.025) 33.341) 35.683)
DE 4.505 - 6.701 12.202 - - 32.457 - 33.399 35.554 - -
(3.005-5.937) (5.201-8.146) (11-14) (32.398- (38.399- (35.432-
32.457) 33.451) 35.683)
cB 4.692 - 6.929 12.202 21.336 - 29.334 - 33.539 35.554 36.434 -
(3.192-5.51) (5.43-7.265) (11-14) (20.3-24.9) (29.332- (38.539- (35.432- (36.26-36.74)
29.334) 33.541) 35.683)
CH 6.207 - 14.694 - 21.336 11.127 31.366 - 34.50 - 36.434 35.413
(4.707-7.374) (8.14-20.96) (20.3-24.9) (11-11.8) (31.34-31.366) (34.38-34.52) (36.26-36.74) (35.33-35.5)
Phosphate (umol kg~?) Nitrate (wmol kg~?)
Transect Nearshore Nearshore Shelf Slope Gulf Stream 1 Gulf Stream 2 Nearshore Nearshore Shelf Slope Gulf Stream 1 Gulf Stream 2
water 1 water 2 water water (40 m) (203 m) water 1 water 2 water water (40 m) (203 m)
NS 0.27 0.30 0.64 1.07 = = 0 0 517 17.49 = =
(0.269-0.271) (0.28-0.31) (0.638-0.641) (1.02-1.13) (0-0.18) (0-0.25) (6.01-5.33) (16.7-18.28)
[u] 0.48 0.44 0.70 1.07 e = 1.98 2.03 5.89 17.49 = =
(0.47-0.49) (0.43-0.45) (0.698-0.702) (1.02-1.13) (1.91-1.95) (2-2.07) (5.82-5.97) (16.7-18.28)
NJ = = 0.55 1.07 = = 2 = 1.2 17.49 = =
(0.49-0.6) (1.02-1.13) (0.2-2.19) (16.7-18.28)
DE 0.25 = 0.44 1.07 = - 0.41 S 0.61 17.49 - S
(0.24-0.26) (0.43-0.45) (1.02-1.13) (0.32-0.52) (0.49-0.65) (16.7-18.28)
cB 0.00 = 0.34 1.07 0.00 = 0.48 = 0.18 17.49 0.25 =
(0.28-0.39) (1.02-1.13) (0-0.26) (0.47-0.48) (0.12-0.14) (16.7-18.28) 0-3.7)
CH 0.20 = 0.19 & 0.00 127 0.55 & 2.15 = 0.25 20.38
(0.16-0.24) (0.15-0.22) (0-0.26) (1.19-1.33) (0.53-0.58) (2.11-2.17) 0-3.7) (18.8-21.9)
DIC (umol kg~ ') AOU (pmol kg™")
Transect Nearshore Nearshore Shelf Slope Gulf Stream 1 Gulf Stream 2 Nearshore Nearshore Shelf Slope Gulf Stream 1 Gulf Stream 2
water 1 water 2 water water (40 m) (203 m) water 1 water 2 water water (40 m) (203 m)
NS 1,972 1,999.9 2,056.9 2,148.7 = - 97.3
(1,970-1,977) (1,998-2,015) (2,055-2,058) (2,146-2,152) (89-105)
Ll 2,001.6 1,990.7 2,045.9 2,148.7 = n 97.3
(2,001-2,002) (1,990.2- (2,045.4— (2,146-2,152) (89-105)
1,991.4) 2,046.4)
NJ 1,971.4 2,013.6 2,027.6 2,148.7 = n -27.299 -10.773 -16.08 97.3
(1,971.2- (2,013.4- (2,027.2- (2,146-2,152) (-27.4—27.2) (-11.1=10.2) (-16.2—15.9) (89-105)
1,971.6) 2,013.8) 2,028.1)
DE 1,986.2 o 2,026.2 2,148.7 = n -22.584 -156.52 97.3
(1,984.5- (2,024.6- (2,146-2,152) (-23.5—21.8) (-16.3—14.6) (89-105)
1,987.8) 2,027.8)
cB 1,883.9 = 2,010.4 2,148.7 2,037.1 - -12.139 -12.97 97.3
(1,883.8-1,884) (2,007-2,013.8) (2,146-2,152) (2,021-2,051) (-12.4—11.9) (-18.2—12.7) (89-105)
CH 1,965.3 = 2,019.6 2,037.1 2,169.5 -4.162 -1.054 -0.1 117.99
(1,964.3— (2,019.1- (2,021-2,051) (2,164-2,175) (-6.5—1.7) (-36—1.3) (-21-20.2) (108.7-127.2)
1,965.8) 2,020.2)

The nearshore and shelf water masses vary with each transect, but slope water is assumed as having constant values excluding at the CH where the slope water data change to Gulf Stream values. The number in

brackets indicates the range of 4

Island; NJ, New Jersey; DE, Delaware; CB, Chesapeake Bay,; CH, Cape Hatteras.

£ 10% for the slope values and the coefficients of determination in the Figure 7. DIC, dissolved inorganic carbon; AOU, apparent oxygen utilization; NS, Nantucket Shoals; LI, Long
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Multiplicative effect = (1 + E1) x (1 +E)) — 1. (2)
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National Centers for Environmental
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http:/Avww.ifremer.fr/co-argoFloats/float?
ptfCode=6901573&lang=en\penalty-\@M
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Data availability
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Data availability
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Remarks/reference

Weiss et al., 1983

Sections unpublished, but data
used by Naqyi et al. (1986)

Remarks/reference

Al-Said et al., 2018

Brewer et al., 1978; Brewer and
Dyrssen, 1985

Read from: Al-Ansari et al., 2015

Al-Yamani et al., 2020; raw data
provided by Faiza Al-Yamani

Remarks/reference

Cast 55 data suspect; not included
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Talley, 2013
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TA = TAm x v + TAx x Iy + TAs x fs + ANOs -,
(5)
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Sal = Sy x fam + Sa x fa + Sg x fs, (4)
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[Ca**] = 0.266 x Salinity + 1.0(mmol-kg™')  (2)
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Integrated DIC production 0, (wmol L-1) a(y1)
(mmol m=2d-1)

St. 2b 16.5 108.8 40
St. MK £l 64 40
St. 4 12 106.2 20
St. 6B 0.7 17.6 0

Oxygen concentration in the bottom water is provided together with the irrigation
rate constant (« expressed in y=1) found for the best fit of the model to the data.
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Vg = (Vo + Vg) xS1/ (S20c = $1) 3)
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Stations Op_gw (wmol L) DOU (mmol m—2d-1) OPD (mm)

2b 108.8 16.1 £3.0 2:0 £0:2
MK 64 8.0+0.8 06+0.0
4 106.2 141 +£6.2 16+05
5B 17.6 4.8 +0.3 0.4+0.0

The DOU and OFD errors represent the standard deviation from the mean values
obtained from individual profiles (n = 3—4).
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Ve (output) = Vq + Vg + Vg (inputs) a)
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Biogeochemical processes ADIC (wmol kg=1) ATA (umol kg—1)

2005 2019 2005 2019
COz evasion —175.5 1745 0.0 0.0
Pelagic nitrification 0.0 0.0 —38.6 —656.3
Organic carbon oxidation 238.9 178.8 0.0 0.0
CaCOg dissolution 734.4 168.9 1468.8 337.8
Benthic release 692.5 718.3 394.7-657.9 409.5-682.4
Net impact 1490.3 891.5 1824.9-2088.1 682.0-954.9

Observed addition 1735.6 707.4 15649.2 539.5
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Station Date

2b Aug-6-2017
MK Jul-26-2017
4 Jul-29-2017
5B Aug-1-2017

Lat (°N)

28°54.0
28°54.1
28°47.7
28°48.6

Long (°W) Depth (m)

89°35.4
90°17.8
90°41.5
91°20.3

64.5
20.3
19.2
15.4

Tew (°C)

20.9
27.8
28.8
28.8

Sew

36.5
35.9
35.8
34.2

Oo_gw (Lmol L~1)

108.8 £0.2
64.0 £0.5
106.2 £0.4
176+ 0.5

pHT_Bw

7.88 4+ 0.01
7.78 & 0.01
7.82 +0.01
7.62 4+ 0.01

PH is reported at in situ condition. The error represents the standard deviation between replicate measurements (n = 3).

TAgw (nmol kg~1)

2,420+ 4
2,383+ 4
2,389 + 4
2,366 + 4

DICgy (wmol kg=7)

2,218+ 3
2,184+ 3
2,164 +£ 3
2,244 +£ 3
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Time Temp. (°C) Salinity NH4* NO5s~ NO3~
(wmolkg~')  (wmolkg~")  (wmolkg~)

January 2005 16.0 0.69 838.2 68.3 107.9
January 2019 16.4 0.31 165.2 43.2 424.3

DO
(Lmol kg=")

15.4
45.7

FCO,
(mmol m—2 d-1)

1765 £ 14.5
1745 +£1.5

O, consumption rate
(wmol O, L-1d-1)

55.88
49.44

NH;* oxidation rate
(wumol N L-1d-1)

3.86
6.53

NO,~ oxidation rate
(wumol N L-1d-1)

4.62
100

Nutrient data and nitrification rates for January 2005 are from Dai et al. (2008).
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SOMLIT-Brest SOMLIT-pier SOMLIT-offshore

Variable wNAO AMV wNAO AMV wNAO AMV
SST (°C) 0.59** 0.50*** 0.64*** 0.50*** 0.56** 0.48***
SSS 0.02 0.46** 0.20 0.28** 0.09 0.22*
pCOy (atm) 0.34 0.15 0.00 0.05 0.30 0.19
pCO, ™ (jatm) 0.59** 0.50™ 0.53* 0.56*** 0.56** 0.49***
pCOLON—term (1 atm) -0.12 —0.27* -0.28 —0.23* —0.57** —0.27**
SST (°C) 0.59** 0.50*** 0.64*** 0.50*** 0.56** 0.48***
SSS 0.02 0.46*** 0.20 0.28** 0.09 0.29%
pCOy (natm) 0.34 0.15 0.00 0.05 0.30 0.19
pCOL ™ (1atm) 0.59** 0.50"* 0.563* 0.56** 0.56** 0.49*
pCOL M=t (i, atm) —-0.12 —-0.27* —0.28 —0.23* —0.57** —0.27**

Asterisks represent p-values: **p-value < 0.001, “p-value < 0.01, “p-value < 0.05, and no asterisk indicates non-significant trends.
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PHin situ
Location

SOMLIT-Brest

SOMLIT-pier

SOMLIT-offshore

pCO;
Location

SOMLIT-Brest

SOMLIT-pier

SOMLIT-offshore

Sensitivities of pHip sity and pCO, with respect to variables (

Variable

SST (°C)

SSS

TA (umol kg~")
DIC (wmol kg~ ")
SST (°C)

SSS

TA (wmol kg~ ")
DIC (wmol kg~ 1)
SST (°C)

SSS

TA (nmol kg~ 7)
DIC (wmol kg~ 1)

Variable

SST (°C)

888

TA (umol kg~ 7)
DIC (wmol kg~ 1)
SST (°C)

SSS

TA (umol kg~ ")
DIC (wmol kg™ 1)
SST (°C)

SSS

TA (umol kg~")
DIC (wmol kg~ 1)

Sensitivity + SE
—0.0150 + < 0.0001
—0.0126 + < 0.0001
0.0021 + < 0.0001
—0.0021 + < 0.0001
—0.0150 + < 0.0001
-0.0126 + < 0.0001
0.0019 + < 0.0001
—0.0020 + < 0.0001
—0.0150 + < 0.0001
-0.0125 + < 0.0001
0.0020 + < 0.0001
—0.0021 + < 0.0001

Sensitivity + SE

16.1, + 0.03
10.30 + 0.01
-2.16 + 0.03
2.31 + 0.02
15.67 + 0.04
10.13 + < 0.00
—-1.74 + 0.01
2.08 + 0.02
17.02 + 0.04
10.9 + < 0.00
—2.04 + 0.01
2.39 + 0.01

PHin —sity
dvariable

Deconvolution + RMSE

—0.0011
—0.0002
0.0046
—0.0063
—0.001
—0.0001
0.0031
—0.0052
—0.0011
—0.0001
0.001
—0.0039

HoH B B OB OH W KK K K

0.0002
0.0001
0.0008
0.0008
0.0002
< 0.0001
0.0006
0.0012
0.0002
< 0.0001
0.0004
0.0006

Deconvolution + RMSE

1.21
0.19
—4.77
6.88
1.01
0.09
—2.85
5.42
1.26
0.07
—1,00
4.60

pCO»

ovariable

HoH H B B B OB H K KR

0.20
0.06
0.84
0.89
0.25
0.03
0.56
1.29
0.23
0.02
0.42
0.68

Contribution (%)

37
7
—153
210
31

-97
163
27

—24
95

Contribution (%)

35
5
—136
196
28
3
-77
147
26
1
-20
93

Total trend

—0.0030

—0.0032

—0.0041

Total trend

3.52

3.68

4.93

Trend Figure 6

—0.0029

—0.0028

—0.0027

Trend Figure 6

3.52

), where the variables sea surface temperature (SST), sea surface salinity (SSS), total

alkalinity (TA), and dissolved inorganic carbon (DIC) were multiplied by the anomaly of the variable ( %, Figure 6). SE is the standard error and RMSE the root mean
square error. Trends illustrated in Figure 6 were added to the table for comparison.
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Estimate
Intercept 0.3915
DO 0.2335
Intercept 3.475
Temperature —0.0640
Intercept 3.336
DIP —2.9960
Intercept 1.736
MHW Frequency —0.0221
Intercept 1.852
MHW Maximum Intensity —0,307
Intercept 1.715
MHW Cumulative Intensity —0,007

Std Error

0.5705
0.0918
2.569

0.0961
0.3982
0.7577
0.1846
0.0159
0.1924
0.1423
0.1867
0.0062

z value

0.686
2.544
1.353
—0.667
8.379
—3.954
9.403
—1.391
9.630
-2.157
9.184
—1.142

p value

0.493
0.011*
0.176
0.505
<0.007™*
<0.007**
<0007
0.164
<0.007**
0.031*
<0.007™*
0.253

Macrobenthic richness was the dependent variable and dissolved oxygen (DO),
water temperature (in situ), dissolved inorganic phosphorus (DIP), and marine
heatwaves (MHW) frequency, maximum intensity and cumulative intensity were the
predictors. Z value and approximate significance levels (p value). Negative Z values
indicate negative relationships. Significant p values are in italic.
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Season 2009 2010 2011 2012 2013 2014 2015 2016 2017 2010-2017
Mean + SE Mean + SE Mean + SE Mean + SE Mean + SE Mean + SE Mean + SE Mean + SE Mean + SE Mean + SE
FCO, (mol m~2 year—') SOMLIT-Brest ~ Winter ~ 0.58 + 0.25 0.02 + 0.20 0.78 + 0.51 0.37 + 0.27 0.78 + 042 090 + 059 062 + 055 028 + 0.00 062 + 055 057 + 0.14
Spring —-0.67 + 0.11 -2.08 + 0.38-0.79 + 0.06 —1.37 + 0.66 —1.23 + 0.00 —0.62 + 0.30-0.79 + 0.34 -0.44 + 0.00-0.41 + 0.36-0.99 + 0.16
Summer 0.30 + 0.35-0.25 + 0.33-0.06 + 0.14 0.18 + 0.32-0.05 + 0.38-0.13 + 0.839-0.57 + 0.81-0.24 + 027 049 =+ 0.43-0.08 + 0.14
Fall 223 + 095 128 + 0.34 146 + 035 156 + 053 1.08 + 020 0.85 + 024 048 + 0.16 060 + 0.12 125 + 0.13 1.06 + 0.11
Annual 060 + 0.39-026 + 039 035 + 029 0.19 + 037 040 + 026 025 + 026-0.13 + 029 0.11 + 015 049 + 025 0.18 + 0.10
SOMLIT-pier Winter - - 113 £ 023 044 + 030 085 + 053 0.87 + 026 1.93 + 0.00 0.44 + 0.00 062 + 0.17 079 + 0.12
Spring - - —-0.97 + 0.28-1.10 + 0.50-1.21 + 0.54-0.63 + 0.32-0.78 + 0.14-0.87 + 0.05-0.85 + 0.52-0.96 + 0.12
Summer - —0.67 + 0.47-043 + 0.26 -0.71 £+ 0.58 -0.57 + 0.39-0.76 + 0.21-0.77 + 0.70-0.30 + 0.27 =020 + 0.07 -0.55 + 0.13
Fall - 128 +£ 0.83 146 + 0.73 156 + 0.84 1.03 + 041 0.85 + 057 0.48 + 055 060 + 0.15 125 + 0.06 1.06 + 0.19
Annual - - 042 + 040 0.05 + 040 004 + 035 0.14 + 030 0.04 + 037-008 + 0.18 0.18 + 026 0.11 + 0.12
SOMLIT-offshore Winter - 0.05 + 0.02 055 + 0.10 0.39 + 0.19 0.93 + 065 097 + 034 144 + 0.00 0.78 + 0.00 0.49 + 0.21 0.63 + 0.12
Spring - —-0.67 + 0.07-022 + 0.11 -046 + 0.31 -0.68 + 0.33-0.24 + 0.13-0.27 + 0.04 0.04 + 0.17-0.12 + 0.31 -0.33 + 0.08
Summer 0.32 + 0.16 0.08 + 0.37 0.10 + 0.15 0.73 + 0.29 0.18 + 0.13 0.01 + 025-0.15 + 056 0.05 £ 0.15 0.34 + 0.28 0.17 + 0.10
Fall 143 £ 0.39 1.04 £ 058 159 + 046 093 + 048 149 + 072 0.86 + 0.32 1.35 + 043 1.00 £ 060 1.06 + 0.15 1.18 + 0.16
Annual - 012 + 023 050 + 023 035 + 021 048 + 033 040 + 020 050 + 030 044 + 020 038 + 0.16 0.39 + 0.08
NEP (molm~2 year~') SOMLIT-Brest Winter —0.57 + 71.68 1.84 + 1.91-0.71 + 1.34 0.07 + 1.20—-1.17 + 0.32-0.75 + 1.85 0.70 + 0.34-2.86 + 0.00—-140 + 1.02-0.33 + 0.46
Spring 4.39 £ 0.70 420 + 0.39 391 + 166 3.44 + 111 564 + 000 417 + 005 4.06 + 242 531 £+ 000 419 + 196 4.14 + 044
Summer —1.65 + 0.88—-1.02 + 1.07-0.75 + 1.32-156 + 1.89 0.00 £ 2.24-081 + 0.09-145 + 1.11-1.70 £ 021 -283 + 2.36 -1.27 + 0.48
Fall —4.50 + 0.49-398 + 0.17-3.09 + 0.78-3.47 + 0.26 -354 + 0.94-3.76 + 1.69—3.57 + 3.89-240 + 0.09-2.68 + 1.13-3.30 + 0.38
Annual -057 + 000 026 + 1.18-0.16 + 1.06 -0.38 + 099-081 + 093-029 + 109 021 + 105-123 + 078-068 + 092-035 + 034
SOMLIT-pier Winter - - 038 + 1.37 035 £+ 1.10-088 + 222-1.72 + 0.36 - —2.54 + 0.00-021 + 1.08-056 + 0.43
Spring - - 359 + 186 3.88 + 127 3.06 £ 190 4.73 + 1.05 059 + 275 157 + 1.54 349 + 1.67 3.33 + 0.56
Summer - —-1.02 + 1.64-1.76 £ 2.72-091 + 1.39-0.16 £ 1.04-0.13 £ 209 113 £+ 1.38-0.98 + 2.06 -0.79 + 1.45-0.58 + 0.55
Fall - —442 + 1.68-2.70 £ 053 -391 + 1.18-232 + 1.24-380 + 0.76-3.72 + 1.75-221 + 0.94-232 + 1.89-3.17 + 043
Annual - - —-0.12 + 1.06-0.15 + 099 -0.08 + 093-023 + 109-082 + 1.05-099 + 078 004 + 092-039 + 034
SOMLIT-offshore Winter - 0.07 + 0.02-0.14 £+ 010 0.00 + 0.19-7.09 + 0.65-1.51 + 0.34 - —1.21 + 0.00-0.37 + 0.21-058 + 0.12
Spring - 214 & 0.07 198 £ 011 196 &+ 031 141 & 083 221 &£ 018 055 £ 004 185 + Q17 1.8 & 081 178 * 008
Summer 0.05 + 0.16 -0.71 + 0.87.12 + 0.15-1.06 £ 029 -0.172 £ 0.13-0.91 + 025 0.41 £+ 056-1.02 + 0.15-1.12 £ 0.28-0.71 + 0.10
Fall —284 + 0.839-249 + 058-224 + 046 -2.75 + 048 221 + 0.72-1.78 + 0.32-245 + 043-229 + 0.60-029 + 0.15-2.11 + 0.16
Annual - —-025 + 060-039 + 059-026 + 057-050 + 053-050 + 061-063 + 084-062 + 058 0.04 + 0.65-038 + 021

Annual means are represented in bold, negative means are in italic.





OPS/images/fmars-07-594725/fmars-07-594725-g006.jpg
ca’' (umol kg

10000
8000
6000

4000 A

2000

o

./
J /"
) e
- ’//’/
oa'pi‘ =
vy
.q‘gl ® Jan. 2005
P/ ® Jan 2019
0 10 15 20 25 30 35
1| & ©Q @an 2005) e B
a Q, (Jan.2005)
3 . J
o O (an 2019) ' 4
L 2
s Q, (Jan.2019) 0_

Salinity






OPS/images/fmars-08-604330/fmars-08-604330-g006.jpg
—eo— TA ——DIC —o— Fe(ll) —=— Fe(lll) —e— TA——DIC —e— Fe(ll) —=— Fe(lll)

mmolkg] ~ —* NO; -[uM] [uM] [mmol kg'] —+—NOg - [uM] [uM]
0 5101520 0 5 10 15 20 0 100200 30 0123 4 0 5 10 1520 0 100200 30
' e j 0 - @ . I‘?i ------------ i
] | 1 i l.- i
100 g - ] - :
& j 90 - ':_ %E ]
. " . m B
o El )i ; x E :
N o300 & . g 3 *
. O 9 £ ™ >
5 g = i 1 "~ 45 8150 e : ]
500 i :: IR, f }‘ &F\
200- . ! l
600 |- | 1 ] | _
700 T [ ! | L I ¥ T X T T I ! I L I : I 250 y I T | T T ! I L T X T T L T T T
0 10 20 30 0 100200300 O 100 200 300 0 10 20 30 0 50 100 150 O 100 200 300
0 1000 2000 0 100 200 300
012345 0 5 101520 0 100200 300 012345 0 5 101520 0 100200 300
O_ ] O S (S| | | | | | | | | | | | | | | | 0_--|- -I‘L-I | L g I..|-_ L | | | I | | -| -I | L | L | a
o 3 100 - : /0”, )
<+ E100- 4 [ % c 0] _
el = 1 . =200- ] ! |
H §.150 ‘ & 5 ! _
I ; ] Y 3
200 - . . d 300 - k- 1.l .
. -‘ 12 / ] » i
| n A
250_ " _ | 1+ | 400 - o - b .
0 10 20 30 0 50 100 150 O 100 200 300 0 10 20 30 0 50 100 150 O 100 200 300
~=—SOZ[MM] = DIP-[uM]  —e—Mn-[uM —=—SO [mM] = DIP-[uM]  —+— Mn~ [uM
0 100 200 300 0 100 200 300

——NH," [uM] —— NH," " [uM]





OPS/images/fmars-07-590258/fmars-07-590258-g005.jpg





OPS/images/fmars-08-688008/fmars-08-688008-i010.jpg





OPS/images/fmars-08-604330/fmars-08-604330-g005.jpg
Depth (mm)

Depth (mm)

-10

10

15

20

25

30

10

15

20

25

30

pHr
7.2 7.4 7.6 7.8 8.0
1 === pH-1 in situ
| == pH-2 in situ
0.0 1.0

66 68 70 7.2 74 76 7.8 8.0

10

15

20

25

30

-10

10

15

20

25

30

St. MK

pHr

1 al

—tr=pH-1 in situ

== pH-2 in situ

0.0

QAr and QCa

=
(@)

2.0

3.0 4.0

l..k..l.....l.'- .

=O==)Ca

== Q) Ar

-10

10

15

20

25

30

-10

10

15

20

25

30

St. 4
pHr

6.6 68 70 7.2 74 76 7.8 8.0

—r=—pH-1 in situ
—tr—pH-2 in situ
QAr and QCa
0.0 1.0 2.0 30 4.0

‘ 1" v
(AR N R RN N ENRENNENRNE - ‘g'.'

—0O=—)Ca

—0=—QAr

10

15

20

25

30

10

15

20

25

30

St. 5B
pPHr

6.6 68 70 7.2 74 76 7.8 8.0

== pH-1 in situ
—tr—pH-2 in situ
—tr—pH-3 in situ

== pH-4 in situ

- - e e o - e o

—0=—QCa

el 9718






OPS/images/fmars-07-590258/fmars-07-590258-g004.jpg
A
25

- N
(] o

Taxa/0.018 m?
2

Macrobenthic Richness

0
2000

2005

2020

25

20

Region

Inner
Outer

Inner

Outer





OPS/images/fmars-08-688008/fmars-08-688008-i009.jpg





OPS/images/fmars-07-590258/fmars-07-590258-g003.jpg
Celsius

(@]
-
=
o

Population 10*
~ @ (o) 8
o o o o

[o2]
o

Source

B In-Situ Sensors
B OISST/NOAA

i

Temperature

E

g ’+ ;MQHH

2000 2010 2020
Year

Number of Inhabitants

R=0.99, p<2.2e-16 ®

2000 2010 2020
Year

1.25

0.00

Dissolved Oxygen

5"

2000 2010 2020
Year

DIP

2000 2010 2020





OPS/images/fmars-08-688008/fmars-08-688008-i008.jpg
Dvariable





OPS/images/fmars-08-688008/fmars-08-688008-i007.jpg
PHin ity
Fvaridble





OPS/images/fmars-07-594725/fmars-07-594725-g005.jpg
# Jan 2005
~ 3000 & Jan 2019| ~ 3000
2 @
= 25001 & = 2500 {®
2 ‘m~ 2 ™ o
S @\ ogssours | 2 2000 3 Somams 80 00 0P
3 Suge®* = R,
5 1500 | T B 1500 S
Al 2 B-1
1000 — 1000 +———————————
0 5 10 15 20 25 30 35 0 5 10 15 20 25 30 35
@ 120 A ‘ Sw.b " A A " "
2 IW‘W ‘ o ‘ _/\ 600 e
g 24 » poe 0' ':: 400 ¢
£ ® e o0 5 ]
E 0 ‘0. ‘-’/' 200 V'
E 20 . A = 100 1 q,
R et D-1 ?n-uu' v o g0 El
224 0 —/— - T - 0+ - - - - ah g |
0 5 10 15 20 25 30 35 0 5 10 15 20 25 30 35
Salinity Salinity
3500 3300
. ® Jan 2019
~ 3000 \* @ Jan 2005 | ~ 3000 {®
S B8 a
=5 2500 & x.. "._; 2500 [
3 2000 | = o 2 2000 ot o+ Al
;_—; Z ‘* M Z& ‘ws . ..
2 1500 = 1500 o
2 B-2
1000 : : L 1000 : g
100 -5 0 50 100 200 50 0 50 100
8 so‘ ..." LI
bl 28 % B
E 01 % W 2 .
E 40 | .: ‘__‘52 ..
s = °
s N1 :‘ ; 1001 "."“ E2
S o jales ; — 0 Suty o0 0% o |
10 50 0 50 100 200 S50 0 50 100

3500

P,

pH

N+N (ol kg')

NN (umol kg')

.2 =
80 o e
7.8 * g0
-
76 o 2
74 o
X
& " ".'.
7.0 .‘. C-l
6.8 +— T — T
0 5 210: 15::20 25 30%:35
500 1 A "
400 ‘.
300 {* o
200 &y 9"‘
L] ‘ : 3
1
100 LR Por ‘ F1
- |
0 -5 -10: 15820 25 "30:-35
Saknity
78 .y
LS
7.6 .' o’
741{ e
72 {e f
o
201w c-2
6.8 v T T
-100 -30 0 50 100
500 - - -
°
400 J“
3004 * .
200 .".o'
iy
100 .0. .%. F2
°
0 . chac L L 1)
-100 30 0 50 100
Distanca (lm)





OPS/images/fmars-07-594725/fmars-07-594725-g004.jpg
Latitude (°N)

SSS
@ 0ws

® 5010
i0 to
15 to 2
20 to 2
® 2o
@ 0w

13
16
17
18
18 to 19
20
20 to 2

-? 2113.4113.6113. i rbl

Jan., DO (%)
2019\'\{

.'J.‘.
230

M
P

2113411361138 114

DO (%)
. 0 to 10

10 to 20
20 to 40
40 to 60
60 to 80
@ 80 to 100
@ 100 to 130

1
13.4113.6113.8 114
Longitude (°E)

18
113 1132113.4113.6113.8 114





OPS/images/fmars-08-604330/fmars-08-604330-g004.jpg
Depth (mm)

St. 2b

02 (umol L)
30 60 90

St. MK

Oz (umol L)

120 90 120

—— St 2b-1
——St 2b-2
——St 2b-3

—— St MK-1
—— St MK-2
—— St MK-3

St. 4

02 (umol L?)
0 30 60 90

A

120

-5t 4-1
——St 4-2
—A—St 4-3
——St 4-4

St. 5B

Oz (umol L)
0 30 60 90 120

_2 AA. 1 1 1
_1 .
O el s D N i e ] ] e 3 (!
1
2 —A— St 5B-1
—— St 5B-2
—— St 5B-3
3 A






OPS/images/fmars-07-594725/fmars-07-594725-g003.jpg
c
)

L

Sew age dischar
(billion tons y1

AL

1995 2000 2005 2010 2015

100
80 1

| eenDRERMALEE,

1995 2000 2005 2010 2015

[SSTEEE T}
ol O O

Sew age treatment rate
()

o

0

(o)}

(]

Sewage discharge

without treatment

(billion tons yr"')
ey

HHHHHHHHHC

1995 2000 2005 2010 2015

o

Year





OPS/images/fmars-08-604330/fmars-08-604330-g003.jpg
Oz (umol L1)

250

150 -

100 -

50 -

&

05/17

06/17

07/17 08/17 09/17

Date

10/17

11/17






OPS/images/fmars-07-590258/fmars-07-590258-g002.jpg
days

Cc

°C days

Marine Heat

60 -

40

20

T T

AVANY S

wave Frequency
I I I

0
1980

1985 1990 1995

Marine Heatwave Maxim

2000

2005

2010

um Intensity

2015

2020

°C
[\ (U8) AN
T

N\

|

0
1980

1985 1990 1995

Marine Heatwave Cumulative Intensity

2000

2005

2010

2015

100

50

T T T

JAVANYNE

T

T

0
1980

1985 1990 1995

2000

2005

2010

2015

2020





OPS/images/fmars-07-594725/fmars-07-594725-g002.jpg
g8

Dischage (m’ 57)
-BEE88

North River

#2000-2018
=2005
=2019

East River

1 2 3 4 5 8 7 8 9 10

Month

1

11 12






OPS/images/fmars-08-604330/fmars-08-604330-g002.jpg
Oxygen (umol L)

-a (mg m?3)

Turbidity [m™ sr]
0 2 4 6 8 1012 14 16

Chl

Temperature (°C)

Salinity
12 16 20 24 28 32 36

0O 50 100 150 200 250 300

T
o o
—

40

o ()

(@) (99

(w) yadag
qz "1

0 50 100 150 200 250 300

0 2 4 6 8 1012 14 16

12 16 20 24 28 32 36

T T T T T T
O 0 O N < O 0 O
- " = —d «

(w) yadag
NN IS

0 50 100 150 200 250 300

0 2 4 6 8 10 12 14 16

12 16 20 24 28 32 36

=B W EE g SR
(w) yadag
v 1S

0O 50 100 150 200 250 300

0 2 4 6 8 10 12 14 16

12 16 20 24 28 32 36

10 ~

12 3

(w) yadag
ds "1s

10 -

12






OPS/images/fmars-07-590258/fmars-07-590258-g001.jpg
28°0°'S 27°54'S 27°48'S 27°42'S 27°36'S 27°30'S 27°24's 27°18'S

28°6'S

| |
e VA

Agua:
Mornas

=

[l Urbanization

. O OISST-NOAA

@ Sampling statios (2020)
o Historical data

== Madre Stuarine System
—| O Conceigéo Lagoon
Batimetry (m)

o
o gwwo
e R S SRS R

o

D

I
48°54'\N

I I I
48°48'W  48°42'WW  48°36'W  48°30'W  48°24'WN





OPS/images/fmars-08-688008/fmars-08-688008-i006.jpg
Dvariable





OPS/images/fmars-07-594725/fmars-07-594725-g001.jpg
Latitude (°N)

8

113

113.2 1134 113.6 1138

LA

114

114.2112.8

113

Longitude (°E)

1132 1134

113.6 113.8

114

114.2





OPS/images/fmars-08-604330/fmars-08-604330-g001.jpg
L }ﬁ;‘f ; - !_,
Ay ‘ tisland. ~ T igas
Lac Pontchartrain Ca Horn Island

ChandeleurSound

Marsh Island

© Berelson et al., 2019
¥ 02 Lumcon station
® This study






OPS/images/fmars-07-590258/cross.jpg
3,

i





OPS/images/fmars-08-688008/fmars-08-688008-i005.jpg
PHin ity
Fvaridble





OPS/images/fmars-07-594725/fmars-07-594725-e007.jpg
Qo = el
(10)





OPS/images/fmars-08-604330/cross.jpg
3,

i





OPS/images/fmars-07-588764/fmars-07-588764-t003.jpg
Factor Estimate
Exp. 1 Intercept 9.52
Oxygen 3.90
Temperature —-0.14
pH 0.07
Size (test diameter) -0.12
Date of collection —0.31
Exp. 2  Intercept 223
Oxygen 3.04
Temperature —-1.63
pH 0.44
pH acclimation 217
Size (test diameter) —0.38
Holding time 0.09
Experiment Start 0.01

Std. error

5.48
1.05
0.16
0.49
0.05
0.20
242
1.09
0.75
0.77
0.80
0.74
0.07
0.08

Z-value

1.7
3.7
-0.8
0.1
—2.4
-1.6
0.9
2.8
—2.2
0.6
2.7
-0.5
1.3
0.2

P-value

0.080
<0.001
0.400
0.880
0.020
0.110
0.355
0.005
0.029
0.566
0.007
0.603
0.188
0.881

In Experiment 1, stepwise removal of non-significant interactions was made
from the fully factorial model with collection data and animal size as covariates.
Experiment 2 models included the additional effect of acclimation pH, with experi-
mental start date and holding time as covariates. Nesting trial replicate as a random
effect in mixed models produced similar results, but are not reported due to

over-parameterization issues.
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DO (mgL-1) SM-3 MA-1 SG-1 OW-1

Mean 5.26 8.53 7.85 7.34
Mean daily SD 1.81 3.26 1.18 0.56
Mean daily max 8.17 14.68 10.44 8.42
Mean daily min 1.90 4.33 5.93 6.23
Mean daily var 3.51 15.15 1.67 0.37
Mean daily range 6.28 10.36 4.51 219
pHr SM-3 MA-1 SG-1 OW-1
Mean 7.38 7.81 8.01 7.87
Mean daily SD 0.18 0.24 0.09 0.06
Mean daily max 7.66 8.14 8.19 7.99
Mean daily min 7.04 7.36 7.85 7.74
Mean daily var 0.04 0.07 0.01 0.00
Mean daily range 0.62 0.78 0.34 0.25

A salt marsh (SM-3), a macroalgal bed (MA-1), a seagrass bed (SG-1), and an
open water estuary (OW-1).





OPS/images/fmars-07-588764/fmars-07-588764-t002.jpg
Site,
depth (m)

pH mean
(min, max)

DO mg/L mean
(min, max)

Temp. °C mean
(min, max)

Almirante,
226m
Pastores,
241 m
Cristobal,
23.3m
Caracol,
16.5m
STRI,

221 m
Hospital Pt.,
20.5m
Colon,
20.2m
Hospital Pt.,
3.0m

7.91(7.59, 8.47)

7.92 (7.58, 8.45)

8.04 (7.59, 8.51)

8.12 (7.58, 8.55)

8.06 (7.65, 8.49)

8.11 (7.78, 8.51)

8.16 (7.93, 8.53)

8.09 (7.81, 8.64)

1.74 (0.11, 5.56)

1.89 (0.06, 5.51)

3.62 (0.37, 6.06)

5.08 (0.53, 6.42)

4.05 (0.84, 6.04)

4.75 (2.38, 6.39)

5.72 (4.95, 6.29)

5.21(0.81, 13.89)

29.00 (26.83, 30.76)

28.96 (26.87, 30.56)

28.80 (26.80, 30.55)

28.70 (26.52, 30.72)

28.78 (26.81, 30.65)

28.73 (26.77, 30.39)

28.31 (26.77, 30.23)

29.81 (27.70, 32.70)
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Factor Level Experiment 1
mean + SD, n

Experiment 2
mean + SD, n

Temperature°C Ambient 29240.19,15
High 31.9+ 027,15
Dissolved oxygen mg/L Normoxic 5.61+035,15
Hypoxic 1.5+ 0.09, 16
pH Control 8.1+0.08, 14
Low 7.6+£0.04,15
Acclimation pH Control
Low

29.1 £0.29, 38
32.1 £0.33, 41
5.6+ 0.15, 36
1.4+0.14, 36
7.6+ 0.05, 42
8.1 +£0.09, 27
8.0+ 0.05, 9
7.6 +0.06, 8

Measurements were taken for each trial tank (n).

*Number of acclimation tanks sea urchins were maintained in during the acclima-

tion phase.
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Sta.

MR1
MR1
MR1
M02
MO1
M02
MR1
M02
MO1
M02
MR1

Date

Lat. °N)

Mississippi River

01/11/09 29.0340
03/20/10 29.0461
04/22/09 29.0398
05/07/07 28.9677
06/06/06 29.0378
06/06/06 28.9675
07/20/09 29.0326
08/19/07 28.9625
09/06/06 29.0353
09/06/06 28.9691
10/31/09 29.0303
Atchafalaya Bay/River
01/14/09 29.3842
03/15/10 29.3835
04/24/09 29.3846
07/24/09 29.3845
11/03/09 29.3822
Terrebonne Bay

01/12/09 29.1340
03/13/10 29.1351
04/22/09 29.1334
07/22/09 29.1361
11/01/09 29.1383

Lon. (°W)

89.3264
89.3174
89.3220
89.3845
89.3093
89.3854
89.3289
89.3871
89.3266
89.3831
89.3310

91.3724
91.3733
91.3726
91.3722
91.3750

90.5879
90.5902
90.5884
90.5900
90.5905

Sal.

1.50
0.53
0.36
0.90
1.06
2.53
1.36
5.38
6.60
7.71
0.15

0.15
0.30
0.18
0.35
0.08

29.67
2217
25.95
28.27
25.79

Temp. (°C)

7.95
10.55
15.23
18.72
25.59
25.73
29.55
31.53
30.79
30.88
16.69

8.14
12.49
18.54
28.85
17.21

16.14
16.62
23.26
28.96
19.88

pH

7.76
8.16
7.78
8.51
7.91
7.92
7.83
8.04
8.08
8.12
7.68

7.63
8.20
7.64
7.86
727

8.24
7.98
8.36
8.19
8.20

DIC, wmol-kg~?

2,109
2,425
2,192
2,305
2,641
2,599
2,636
2,333
2,466
2,385
1,823

1,663
1,438
1,898
2,438
1,073

2,165
1,911
1,891
2,049
2,091

TA, wmol-kg—1

2,072
2,399
2,142
2,308
2,651
2,627
2,594
2,408
2,563
2,570
1,794

1,592
1,371
1,813
2,404
985

2,487
2,126
2,198
2,289
2,359

TA/DIC

0.98
0.99
0.98
1.00
1.00
1.01
0.98
1.08
1.04
1.08
0.98

0.96
0.95
0.96
0.99
0.92

1.15
1.11
1.16
112
1.13

Ca2*, mmol-kg~1

1.37
1.11
1.07
1.21
1.25
1.64
1.33
2.40
272
3.02
1.01

1.01
1.06
1.02
1.06
0.99

8.86
6.87
7.87
8.49
7.83

QArag

0.90
1.96
1.64
1.06
3.08
2.43
1.88
1.31
2.34
4.32
2.14

0.91
0.66
1.21
3.12
0.45

3.95
2.79
3.83
3.14
3.39
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Year Date Vessel River discharge” NO, flux*

108 m8.s~1 10°gN
2006 6/6-6/11 Bold 12.2 60.2
2006 9/6-9/11 Bold 7.5 19.7
2007 5/2-5/7 Bold 25.4 148.0
2007 8/18-8/24 Bold 12.1 312
2009 1/9-1/20 Cape Hatteras 23.9 92.6
2009 4/20-5/1 Cape Hatteras 30.9 151.0
2009 7/19-7/29 Cape Hatteras 18.9 735
2009 10/28-11/7  Hugh R. Sharp 355 86.3
2010 3/9-3/21 Cape Hatteras 27.8 121.0

Corresponding river discharge and NOx flux are monthly data.
#USGS, Hypoxia in the Gulf of Mexico Studies, http://toxics.usgs.gov/hypoxia/
index.html.
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Source Area of Thickness Average Average Anammox Removal of Fixed Nitrogen (Tg N year—1)

Coastal OMZ OMZ (m) Denitrification (umol (wmolNp L=1d™ 1)
(Km?) Ny L=1d™7)
Denitrification Anammox
Present study 60-180 20 2.45+0.6 0.06 + 0.004 3.70 £0.91-11.11 £ 272 0.09 +0.01-0.27 + 0.03
Devol et al., 2006 60-180 20 0.033 n/m 0.05-0.15 n/m
Naik, 2003 60-180 20 0.83+0.6 n/m 1.3-3.8 n/m

n/m = not measured.
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Effect

Behavior

Life
Stage

Larvae

Adult

Physiology Larvae

Growth

Mortality

Adult

Larvae

Larvae

Habitat

Pelagic

Benthic,
deep
Pelagic

Benthic,
shallow

Benthic,
deep
Pelagic

Pelagic

Life Units Sign of

function Response

Swimming mm/s Positive

speed

Righting seconds Positive

time

Respiration pmol/ind./  Positive

hour/day

Coelomic NA Negative

fluid pH

Respiration NA Positive

(normalized)

Feeding rate mg kelp/g  Negative
wet wt./day

Growth rate  mm/day  Negative

at midline

Total Length um Negative

Symmetry NA Negative

Index

Species

Dendraster
excentricus,
Strongylocentrotus
purpuratus
Strongylocentrotus
fragilis
Strongylocentrotus
droebachiensis
Strongylocentrotus
fragilis,
Strongylocentrotus
droebachiensis
Amphiura filiformis,
Ophiura ophiura,
Ophionereis
schayeri, Ophiocten
sericeum
Strongylocentrotus
fragilis
Strongylocentrotus
droebachiensis
Strongylocentrotus
purpuratus

Strongylocentrotus
droebachiensis

Composite growth and development (based on

threshold number 7, 9, and 10)

Mortality %/day Positive

Strongylocentrotus
droebachiensis

Threshold
Ref. No.

pH

Threshold,
Expert
Consensus

7.70

7.20

7.74

7.60

7.75

7.38

7.49

7.68

7.64

7.62

7.23

Duration LR Predicted Breakpoint

(days) Change from pH Threshold Relevance

30

30

14

7

the mean of

the Control
(as seleted by

the Expert)

43%

40%

25%

42%

35%

25%

35%

46%

35%

50%

N.R.

7.25

N.S.

7.40

N.S.

N.S.

7.25

7.74

N.S.

7.23

CCE

25

3.0

2.0

3.0

3.0

2.0

25

25

25

2.0

Confidence
Score

low evidence

low evidence

low evidence

low evidence

medium
evidence,
medium-high
agreement

low evidence

low evidence

medium
evidence;
medium-high
agreement

low evidence
high evidence;

medium-high
agreement

low evidence

Data Source

Chanetal., 2011,
2016

Taylor et al., 2014

Dorey et al., 2013

Spicer et al., 2011;
Taylor et al., 2014

Christensen et al.,
2011; Wood et al.,
2008, 2010, 2011

Taylor et al., 2014

Dorey et al., 2013;
Runcie et al., 2016

Yu et al., 2011;
Matson et al., 2012;
Kelly et al., 2013;
Padilla-Gamino et al.,
2013; Pespeni et al.,
2013

Dorey et al., 2013

Yu et al., 2011;
Matson et al., 2012;
Dorey et al., 2013;
Kelly et al., 2013;
Padilla-Gamifio et al.,
2013; Pespeni et al.,
2013; Pan et al.,
2015; Chan et al.,
2016

Dorey et al., 2013;
Chan et al., 2015
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Year Transects Site Depth 0, NO3z~ NO,~ NH4*t  Denitrification Anammox (uwmol Ny Anammox (rmol Ny DNRA
(m) ®M)  wM) (M)  @M)  (emolNpoL='  L~1d"')basedon L-'d-')basedon  (wmoINoL~'d~")
d-) 15NH,4* incubation 15NO, ~ incubation
2008 Goa G6 30 1.1 3.20 2.7 1.58 1.90 £0.16 0.02 £ 0.004 0.52 £ 0.1 n/m
35 13.9 4.08 2.6 0.06 0.91 +£0.08 0.01 £ 0.003 0.68 + 0.001 n/m
G7 35 10.4 4.05 4.4 0.89 1.93+0.24 0.01 £ 0.001 0.89 £ 0.1 n/m
40 BDL 1.9 3.08 0.24 1.21 £0.95 nd n/m n/m
2009 Goa G5 18 BDL 2.19 2.1 n/m 4.37 £0.20 nd n/m nd
25 BDL 0.98 0.07 n/m 8.62 +1.10 nd n/m nd
G6 18 32.0 12.6 1.9 n/m 0.45 £+ 0.01 nd n/m nd
25 10.5 4.9 0.8 n/m 115 +£0.48 detected 0.91 £0.45 nd
35 2.88 4.67 1.1 n/m 225 +0.37 nd n/m 0.32 £ 0.07
G7 25 4.4 12.6 0.8 n/m 0.53 £0.13 detected 0.20 £0.10 Nd
35 BDL 15.9 1.1 n/m 1.31 £0.27 detected 0.50 £+ 0.21 0.03 £ 0.01
45 45 124 0.6 n/m 0.90 + 0.04 detected 0.01 +£0.05 nd
Karwar K1 15 BDL 1.6 3.08 n/m 9.29 + 4.52 detected nd nd
20 BDL 2:7 2.83 n/m 7.75+£2.25 nd n/m nd
K2 10 247 n/m 6.4 n/m 9.84 +1.82 nd n/m 0.14 4+ 0.02
20 7.3 n/m 6.8 n/m 0.66 £ 0.10 nd n/m nd
30 3.9 n/m 6.8 n/m 0.25 +0.03 detected 0.07 +£0.02 0.19 & 0.009
K3 18 39.9 18.2 0.5 n/m 0.156 +0.03 nd n/m nd
25 5.7 13.6 85 n/m 0.33 £ 0.06 nd n/m nd
35 29 9.5 2.7 n/m 0.19 +£0.03 nd n/m nd
44 37 1.4 4.9 n/m 0.21 £ 0.01 nd n/m 0.02 & 0.006
Mangalore M1 24 BDL n/m 2.5 n/m 10.03 £ 1.7 nd 0.1 £0.02
2010 Goa G5 15 17.9 1.1 0.5 8.3 3.54+23 0.02 £ 0.001 0.08 +0.29 nd
25 4.7 1.9 0.1 9.1 0.43 +0.08 0.43 +£0.02 0.79 £0.12 0.15 & 0.006
G6 30 3.8 4.4 5:5 3.7 0.61 +£0.02 0.003 + 0.001 0.35 £0.15 nd
35 3.8 2.6 27 4.0 0.24 + 0.1 0.01 £ 0.003 0.33 +£0.21 nd
G7 40 3.9 4.6 0.4 24 2.83 + 0.66 0.24 £+ 0.008 1.88 £0.43 nd
Karwar K2 22 3.8 0.9 1.1 3.3 3.05+1.16 0.014 + 0.002 1.19+0.68 nd
26 2.48 BT 0.1 4.3 0.12 +£0.03 0.011 + 0.001 0.12 +£0.03 nd
K3 35 6.7 15.7 1.2 3.1 0.03 £ 0.006 0.03 £ 0.01 0.05 +0.02 nd
50 2.0 27 0.1 B2 0.03 £ 0.004 0.01 £ 0.001 0.04 +£0.02 nd
Mangalore M2 20 n/m 11.8 59 1.8 3.66 £ 2.11 0.08 £ 0.001 nd 0.04 £ 0.002
35 17.6 15.8 8.4 22 2.77 +£0.50 0.05 £ 0.001 nd nd

n/m = not measured, nd = not detected,; BDL = below detection limit.
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Effect Life Habitat Life Units Direction Species Threshold pH Duration LSR predicted Breakpoint pH CCE Confidence Data Source

Stage function response ref. No.  threshold, (days) change from threshold relevance
expert the mean of
consensus the control

(selected by
the experts)

Behavior Larvae Pelagic ~ Behavior, mm/s + Dendraster 1 7.70 i 43% N.S. 2.5 low evidence Chan et al., 2011, 2016
swimming excentricus,
speed Strongylocentrotus
purpuratus
Adult Benthic, Behavior, seconds + Strongylocentrotus 2 7.20 30 40% 7.25 3.0 low evidence Taylor et al., 2014
deep righting fragilis
time
Physiology Larvae Pelagic  Physiology, pmol/ind./ + Strongylocentrotus 8 7.74 i 25% N.S. 2.0 low evidence Dorey et al., 2013
respiration hour/day droebachiensis
Adult Benthic,  Physiology, NA = Strongylocentrotus 4 7.60 7 42% 7.40 3.0 low evidence Spicer et al., 2011; Taylor
shallow  coelomic fragilis, etal, 2014
fluid pH Strongylocentrotus
droebachiensis
Physiology NA + Amphiura filiformis, 5 7.75 7 35% N.S. 1.0 medium evidence, Wood et al., 2008, 2010,
respiration Ophiura ophiura, medium-high 2011; Christensen et al.,
(normal- Ophionereis agreement 2011
ized) schayeri,
Ophiocten
sericeum
Benthic, Physiology, mg kelp/g - Strongylocentrotus 6 7.38 30 25% N.S. 3.0 low evidence Taylor et al., 2014
deep Feeding wet wt./day fragilis
rate
Growth Larvae Pelagic ~ Growthrate mm/day - Strongylocentrotus Ta 7.49 i 35% 7.25 2.0 low evidence Dorey et al., 2013;
at midline droebachiensis Runcie et al., 2016
Growth, um - Strongylocentrotus b 7.68 i 46% 7.74 2.5 medium evidence; Yu et al., 2011; Matson
total Length purpuratus medium-high etal., 2012; Kelly et al.,
agreement 2013; Padilla-Gamifio
et al., 2013; Pespeni
etal, 2013
Growth, NA - Strongylocentrotus 7c 7.64 14 35% N.S. 2.5 low evidence Dorey et al., 2013
Symmetry droebachiensis
Index
Composite growth and development (based on 7 7.62 7 - - 2.5 high evidence; Yu et al., 2011; Matson
threshold number 7a-c) medium-high et al., 2012; Dorey et al.,
agreement 2013; Kelly et al., 2013;
Padilla-Gamino et al.,
2013; Pespeni et al.,
2013; Pan et al., 2015;
Chan et al., 2016
Mortality Larvae Pelagic ~ Mortality %/day Positive  Strongylocentrotus 8 7.23 T 50% 7:23 2.0 low evidence Dorey et al., 2013; Chan

droebachiensis etal., 2015

The next set of column gives the final the expert consensus pH and associated duration (days), then, for reference, what percent change that expert derived thresholds represents from the mean experimental control
value (in percentage) when the least squares regression (LSR) was significant (p-value < 0.05), and, when significant, the statistical breakpoint pH. The expert certainty rating is specified based on degree of evidence
and degree of agreement among studies considered (ranging from high to low). CCE relevance is specified as “1” indicating low relevance is the species is not found in the CCE, and the study was not conducted on
organisms from the CCE; with “2” indicating medium relevance (the species is found in the CCE but the study was conducted on organisms that were not from the CCE); and “3” indicating high relevance (the species
is found in the CCE and the study was conducted on organisms from the CCE). When “2.5” is specified, it means that the mix of studies evaluated were a range of CCE relevance of 2 to 3. Finally, source of data used
to derive the thresholds is given.
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0.005 =+ 0.0002A
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0.079 + 0.003%A
0.130 # 0.0042A

0.013 + 0.001PA
0.012 + 0.00204
0.393 + 0.175%
0.105 + 0.06724
0.208 + 0.0794

0.007 + 0.00124
0.009 + 0.001%
0.234 + 0.033%
0.097 4 0.01224
0.120 & 0.017%A

0.006 + 0.00028
0.006 + 0.000%8
0.302 +0.015%8
0.127 + 0.00828
0.209 + 0.013%8

0.021 4 0.00168
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0.292 + 0.021b8
0.485 + 0.030%8

0.039 + 0.002¢8
0.085 + 0.003°8
1.204 + 0.193°8
0.460 + 0.067°B
0.753 & 0.120¢8

LC and HC indicate COy partial pressures of 400 and 1,000 pnatm, respectively. Different types of pigments are shown as Chl a, CARs (carotenoids), APC (allophycocyanin),
PC (phycocyanin), and PE (phycoerythrin). Different letters above the data indicate significant difference, with the superscripted lowercases and uppercases representing
that for light levels at the same CO» and for CO, levels at the same light level, respectively.
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Temperature (°C)

108
15.2
203
207

9.4
12.7
169
227

Salinit

3221
32.23
3202
31.87

3273
3232
31.98
31.29

D, the oxygen diffusion coefficient; NA, not available.

DO (4 mol L)

3116
2160
1935

843

286.1
2120
145.7
158.0

2017

2018

D (x10-? m? s~")

1.505
1.713
1.909
2011

1.417
1,588
1.809
2.103

Fagt (mmol m~2 d~1)

11.25
887
886
407

972
807
632
797

Contribution (%)

NA
223
424
134

346
192
208
378
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Parameter

DO
pHr
DIC

Function

Y =(-2.18

Y = (-0.0037 4

Y = (1.54 4

£ 0.22)X + (2060.4 4

£ 0.15)X + (622.2 + 29.5)
£ 0.0002)X + (8.64 £ 0.05)

L 42.3)

R2

0.976
0.965
0.909

P

<0.0001
<0.0001
<0.001

YD 237(2018) was excluded due to the influence of Typhoon Rumbia.
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R2

Parameter Function p
2017

DO Y =(-2.25 £ 0.20)X + (631.5 £+ 38.7) 0.984 <0.01

pHt Y = (-0.0037 £+ 0.0006)X + (8.63 £ 0.12) 0.944 0.08

DIC Y = (1.60 + 0.37)X + (2051.9 + 64.8) 0.919 0.04
2018

DO Y =(-2.03 £ 0.14)X + (601.7 £ 27.0) 0.995 0.02

pHT Y = (-0.0039 + 0.0001)X + (8.67 £ 0.01) 0.999 <0.01

DIC Y =(1.41 £ 0.40)X + (2079.5 + 78.5) 0.925 0.18

YD 237(2018) was excluded due to the influence of Typhoon Rumbia.





OPS/images/fmars-08-634189/fmars-08-634189-e001.jpg
R S





OPS/images/fmars-07-00252/fmars-07-00252-t002.jpg
Sampling date

Range of pycnocline (m)

A3 A4 A5 A6 A7
2017

YD 144° NAZ - - - NA

YD 178 6-9 7-9 7-10 58 NA

YD 203 13-17 11-17 12-18 13-15 NA

YD 234 12-14 11-13 12-14 9-10 NA
2018

YD 162 7-10 12-14 12-15 12-13 7-11

YD 200 8-9 8-10 8-9 7-9 8-9

YD 220 11-13 12-16 10-14 9-11 8-13

YD 237° - 20-21 15-18 9-11 7-9

aStation A3 on YD 144(2017) and station A7 in 2017 were not visited (see Table 1).
PNo significant pycnoclines detected at stations A4-A6 on YD 144(2017), and at
station A3 on YD 237(2018), based on the N values.
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Station Lat.
(°N)
A3 39.618
A4 39.548
A5 39.478
A6 39.408
A7 39.377

Long.
(°E)

119.840
120.046
120.252
120.458
120.551

Water
depth

(m)

21
25
27
23
23

Sampling dates (YD)

2017

178, 203, 234
144,178, 203, 234
144,178, 203, 234
144,178, 203, 234
NA

2018

162, 200, 220, 237
162, 200, 220, 237
162, 200, 220, 237
162, 200, 220, 237
162, 200, 220, 237

YD, day of the year; NA, samples were not collected.
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Station Year DOU (mmol m=2d~1)

ALG1 2015 38.2+ 127
2016 188+25
2017 221+23
ALG1-avg 28.56+12.0
ALG2 2015 233+ 1.1
2016 86+13
2017 19717
ALG2-avg 175+74
GlU 2017 M4£17
2016 6.5+0.8
GlU-avg 8.8+27
VIG 2016 181 £1.9
TRES 2017 228+35

All measurements averages are shown per year and a global average is done per
station except for VIG and TRES that were visited only in one occasion.
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June 25-26, 2015 May 10-13, 2016 September 22-26, 2017

Station ALG1 ALG2 ALG1 ALG2 &) via ALG1 ALG2 ) TRES
T(C) 262 239 20.1 172 19 174 18 182 193 199
S(-) 2611 % 30.4 27 381 825 306 27.2 318 319
pH (ot scale) / / / / / / 772 781 7.85 7.95
TA (1M) 3417 3281 3067 3036 2892 2953 3128 3212 2986 2917
DIC (M) 2915 2868 2784 2882 2615 2567 2883 2870 2657 2583
Oxygen (uM) 356.3 2515 1739 230.1 2026 283 180 228 2204 2393

% sat Oy 162 111 73 90 85 114 73 %) ) 102
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pink1 “ “ s 1
pgamb — - < 1

Red fields with upward arrows show upregulated mRNA expression, while blue
fields with downward arrows show downregulated mRNA expression (compared
to the normoxic baseline). Horizontal arrows — no change. Gray diagonally crossed
fields — no data available. Exposure groups: C, normoxia (21% Oz); H1, 24 h
hypoxia (<0.01% Os); and H1R, 24 h hypoxia with subsequent 1.5 h reoxygenation
(<0.01% to 21% Oy). Gene abbreviations: mfn2, mitofusin 2; opal, mitochondrial
dynamin-like 120 kDa protein; dnm1l, dynamin-1-like protein; mff, mitochondrial
fission factor; fis1, mitochondrial fission protein; tsfm, mitochondrial translation
elongation factor Ts; lonp1, mitochondrial Lon protease; spg7, paraplegin; omaf,
mitochondrial metalloendopeptidase OMA1; clpB, mitochondrial caseinolytic matrix
peptidase chaperone subunit B protein homolog, mieap, mitochondrial eating
protein; atp23, mitochondrial inner membrane protease ATP23; hyoul, hypoxia
upregulated protein 1; twnk, mitochondrial twinkle mtDNA helicase; prkn, E3
ubiquitin-protein ligase parkin; pink1, PTEN-induced kinase 1; pgamb, mitochon-
drial serine/threonine protein phosphatase PGAMS.
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Mytilus
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Forward primer (5'-3')

GCTGGCGGATCATTGCTGTC
CCAGGAGTGCAGGAAAGGATTC
GCCCACAGTGTTAAAGGGGT
CTTTCCTACCTGGCGACTCC
GGTTGGCTCATCTGAAAGCTCAC
GTTGGGCCAAAGCAGACAAG
GACAGGAAGTGGCCATGACA
GCTGTGGTTTCGTGGTTGAC
CCTCCAGAACTGGTCCTGAATA
AGCTGACGGAGTGCCCAAAC
GGAACATGAGTGCTCTGGCT
GCACGGAACATTACGGAGGA
GGCCATGGTGCTGGAAAAAG
ACAGAACATTGACCATGTGTAGAGA
CTCGGGGTTGGGAACCATAC
ATCGTGCTGCTTTGGGATGTTTAC
AACAGGCGGACTACTGTGGAAAG
TCCGGAATCCATGAAACATCA

TGACCAATTCTGTCTGGATGCT
AGGAGACCAGAGTTCTGGGAA
CACAGCAAGAGATGCTCCGA
GCATCATACCTGAACATAACTCG
GAATTTGCAGGCGACATGGG
AGAGGTGTTGGAAGAAGACCA
ACAAGAAGAAGAACAACAGCATTCA
ACAACTGTTTGATGTGTTTGGT
ACTTTTGTAACTATCTCGATTGCCA
GAAGAGCCATATTGTTTGGTAATGA
CAACTTCGCACTCTCGCATC
CAGATCCCAAGTTTGTCGAGT

Reverse primer (5'-3')

ACGACCTCTCCTTGGCCTTG
ACTTGTTGTCGGAGAGCGTTAC
AGGCGCTCAATGACATCACA
AGCTTGGCTACTGCGTTTCT
AGGTTGAGGAGGACTGGCTGAG
CTCCTGCTCTGGACTGCAAA
TCCTTGAGTCCACCAATGGC
GGAGATCCCTCTCCGGCTTA
GATCGATCGGAGAGCTGCAA
ACCTCACTGGCAAGGTTAGAGG
TGGTTCACAAGTGGTGCTGT
CTGTGACTCGAATGGAGCGA
TGATCCCCACCATTTCTGCC
GTGTATGTGCACGATTCAGGT
TGATCGTGAGTTGGTGGCTC
GCTTCTTTCACCCTCCTGGCATAAG
ACGGCTCTGGTCATTGTAGAAG
TCCTTTTGCATACGGTCAGC

ATCGGGAGCTCACTTTGTGG
CGCCTGATCCTCTGGGAAAT
ACCATTGTGTTAGTTGGAGGT
AAATCAGCATGATAAATTGTCCCA
ATGATTTCCCCACGAAGTGTT
AGCTGGCTTACTGCTATAAATTCAA
TTTCCCACATCCTGGTCCAC
GGAACCGTTCTGGAGGTAGC
TGCTTCTACGCTTCTTATATTGTTG
TGATAGCAAGGAGCATCTCG
CTATGGTGTTCCGATGGGGC
TTCTGCCATCTTCTCACAGAAT

NCBI accession No. of targeted sequence

XM_011450871.2
XM_022486900.1
XM_011429781.2
XM_011416039.2
XM_022482332.1
XM_011429054.2
XM_022478813.1
XM_011448210.2
XM_011440234.2
XM_020071562.1
LOC105320964
XM_011425806.2
LOC111125576
XM_011427422.2
XM_011439893.2
XM_011426001.2
XM_020067497.1
NM_001308859.1

SRR1598987
SRR1598987
SRR1598987
SRR1598987
SRR1598987
SRR1598987
SRR1598987
SRR1598987
SRR1598987
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SRR1598987
HQ690240.1
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(@) Tvs. DO (b) Tvs. pH_25°C

Jan —0.44 —0.05
Feb —0.11 -0.21
Mar —-0.24 0.57
Apr -0.26 0.24
May —0.49 0.25
Jun -0.27 0.55
Jul —0.64 0.42
Aug —0.31 0.31
Sep —0.45 0.16
Oct —0.45 0.14
Nov —0.84 0.95
Dec —0.78 0.14
Annual mean —0.86 0.60

Bold values are less than —0.7 or larger than 0.7 (ie., strong correla-
tions). N/A: no data.
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[HCOT] +2[CO7] + [B(OH)T] + [OHT] —[H'] (1)
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