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Editorial on the Research Topic
Optical Trapping (Laser Tweezers) and Nanosurgery (Laser Scissors)

This is a diverse compendium of thirty-two research and review articles from an international group of scientists. The common thread that runs through these articles is the use of photons either in the development of photonic technological innovation, or the application of photons through optical trapping (laser tweezers) or laser scissors (nanosurgery) in the alteration/manipulation of living cells. The breadth of contributions should serve as a roadmap for how this optical toolbox can shed light on an array of problems, and in so doing, aid others who may consider using laser tweezers and/or scissors in their research.
TECHNOLOGY DEVELOPMENT
Nine articles focus on technological aspects of optical trapping or related optical technologies. Several of these deal with accessory approaches to characterize parameters related to how tweezers work. For example, a paper by Dey et al. employs the use of a learning algorithm for tweezer calibration, and Box et al. describe entropy production in an elementary light-driven machine. Other papers examine non-traditional traps that exemplify innovative approaches expanding the traditional traps originally described by Arthur Ashkin. For example, MendozaMuñoz-Pérez et al. describe steady state 3-D trapping using a thermo-capillary, and Pughazhendi et al. describe opto-thermo-electric tweezers and their application. Li et al. describe a hybrid optical array for holographic optical tweezers. In addition, light interaction with non-biological structures are described which eventually may have direct biological and chemical application. For example, Phummirat et al. describe optically controlled gold nanoparticles that may be interfaced with biological systems. This study describes the many uses of optically trapped goldnanoparticles in bioengineering. Optical trapping at this scale has opened up new biological applications.
BIOLOGICAL APPLICATIONS
The photonic manipulation of cells and cell-related systems includes a broad spectrum of studies. These studies illustrate the diversity of the investigations by many groups. Some of these studies are hypothesis-driven such as delineating forces inside of cells that affect the process of cell division (mitosis and meiosis) which are outlined in the three papers by Forer et al. which hypothesize and test the existence of forces outside of the established role of microtubules to control chromosome movement. Related to this is a review article by Berns covering the use of tweezers and scissors to examine chromosome structure and movements during cell division. Another related perspective review by Blazquez-Castro et al. demonstrates the use of optical trapping and nanosurgery on the manipulation and modification of genetic material. Related to manipulation of genetic material inside of living cells is a brief review paper (perspective) by Kong et al. that reviews the use of laser scissors (nanosurgery) for production of DNA damage followed by delineation of subsequent cellular DNA repair processes. Laser-induced DNA damage and repair studies have been adopted by a significant number of labs around the world and are shedding light on these fundamental cellular processes. The ability of cells to repair damaged DNA and, in particular, defects in the repair process, has direct relevance to such maladies as cancer and birth defects. In addition to the studies on DNA repair using laser scissors, a study by Mo et al. is included, which uses laser tweezers that is applied directly on the DNA molecule in order to study DNA molecule elasticity. In this study, the authors determine trap compliance related to the microspheres that are attached to the DNA. These results will provide valuable calibration information for others who study elasticity of single molecules. Another molecular-based study reported by Riesenberg et al. uses optical trapping to probe receptor-ligand interaction in live cells. These studies and the DNA elasticity studies illustrate how optical traps can be used at the single molecule level as opposed to higher order manipulation of whole cells and organelles.
An area of several papers in this compendium is neuroscience. A paper by Wakida et al. examines changes in Ca++ efflux in nervous tissue-derived astrocytes when a nearby astrocyte is killed by laser nanosurgery. Specifically, this study correlates the activation of phagocytosis of dead cell debris by undamaged astrocytes. These results show that astrocytes in nervous tissue play an important role in maintaining tissue homeostasis following damage. In a related study, Gomez-Godinez examine the role of short-pulsed laser-induced shockwave effects on Ca++ in both astrocytes and neurons in vitro. In this study the amount of force generated by the shockwave has been calibrated as a function of the distance of the cells from the shockwave initiation point. In addition to these studies, also using a short-pulsed laser nanosurgery system, Castanares et al. performed nanosurgery on branch specific dendrites. They first analyzed the effect of cutting dendrites in silico and then confirmed in vitro using the ultrafast laser scissors. A dendritic spike evoked in an oblique branch manifested at the soma as an increase in the after-depolarization (ADP). The spikes were branch-specific since not all but only a few oblique dendrites evoked spikes. Experiments showed that cutting certain oblique branches, where dendritic spikes were evoked, curtailed the increase in the ADP. On the other hand, cutting neighboring oblique branches that did not evoke spikes maintained the ADP. The results show that highly targeted dendrotomy can facilitate causal analysis of how branch-specific dendritic spikes influence neuronal output.
Other studies in neurosciences such as the review by Lenton et al. explore the advantages of the use of optical tweezers in providing new and crucial information on neuron dynamics, growth, and communication. One example of such studies is simulation of acceleration and sound at variable frequencies using the combination of OT with Selective Planar Illumination Microscopy (SPIM), to replicate natural vestibular and auditory stimuli. OT offer high spatial precision and therefore enables manipulation of single elements of the inner ear and at the same time precisely map the neural networks that responded, providing important information about the separate and shared circuits involved in hearing and vestibular perception.
In summary, the broad scope of papers in the research topic provide a basis for investigators who are considering the use of optical traps and/or laser nano-ablation scissors in their research. The impact of these optical tools for the study of molecules, cells, and tissue has been considerble, but is still in its infancy with a bright future ahead.
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Optical tweezers provide a powerful tool to trap and manipulate living cells, which is expected to help people gain physiological insights at single-cell level. However, trapping and manipulating single cells under crowded environments, such as blood vessels and lymph nodes, is still a challenging task. To overcome this issue, an annular beam formed by the far-field Bessel beam is introduced to serve as an optical shield to isolate the target cells from being disturbed. With this scheme, we successfully trapped and manipulated single blood cells in a crowded environment. Furthermore, we demonstrated manipulation of two lymphocytes ejected from a lymph node independently with dual-trap optical tweezers, which paves the way for exploring cell interactions under living conditions. Such technique might be helpful in the study of how natural killer cells response to virus-infected cells or cancer cells.

Keywords: optical tweezers, crowded environment, lymphocytes, optical shield, optical force


INTRODUCTION

Since the pioneer work of Ashkin et al. (1986), optical tweezers have emerged as an essential tool for manipulating single cells and performing biomechanical characterizations at microscopic level (Chen et al., 2007; Zhong et al., 2013b; Xie et al., 2018). Distinct advantages of using tweezers for these characterizations include non-contact cell manipulation, Piconewton force accuracy (Williams, 2002; Falleroni et al., 2018), and amiability to liquid medium environments (Zhang and Liu, 2008). The wide application range of optical tweezers, such as transporting foreign materials into single cells (Hou et al., 2016; Johansen et al., 2016), delivering cells to specific locations (Xie et al., 2018), sorting cells in microfluidic systems (Wang et al., 2011; Landenberger et al., 2012), and quantifying intercellular interactions (Chen et al., 2007; Hongliang et al., 2008), have been proved previously. However, researches readily performed in vitro may not reflect the biological activities in vivo accurately because of the complexity of the in vivo environment. Recently, trapping, and manipulation of cells within living animals has been achieved using infrared optical tweezers (Zhong et al., 2013a; Johansen et al., 2016). Notably, a non-contact micro-operation has been managed to clear a blocked capillary in a living mice (Zhong et al., 2013a). Therefore, the ability of manipulating single cells in vivo is urgently demanded to verify our knowledge acquired from the in vitro studies.

Optical tweezer is capable of probing the physical properties of cells in living animals with microscale resolution (Paul et al., 2019), which might help people gain physiological insights at single-cell level. A recent work (Johansen et al., 2016) performed a unique way to stimulate immune response by optically trapping and manipulating injected bacteria inside a living zebrafish. Although there is no unconquerable obstacle for optical trapping inside living animals, isolating single cells under crowded environments remains a challenging task. When optically manipulating in vitro (Xie et al., 2002; Sinjab et al., 2018), samples are usually diluted to sparsely populated level so that the individual cells can be manipulated, and measured without disturbances from the ambient ones. However, living environments are usually congested with various classes of cells, and ambient cells enter the trap consequently and frequently. Thus, the tracking procedure is disturbed and the accuracy of the measurement is reduced. For example, the crowded environment inside the lymph node (Stoll et al., 2002; Willard-Mack, 2006) might be the most important obstacle to optical tweezers studies in this critical small gland related to infection and cancer development. In brief, the crowded environments inside living animals become a critical challenge for manipulating single cells in situ.

Trapping with structured light beams is the frontier of optical tweezers. For example, the non-diffraction Bessel beam could overcome the limited depth of focus of Gaussian beam (Durnin et al., 1987). Bottle beams could help trap absorbing particles that cannot be stably confined by conventional optical tweezers (Gong et al., 2016). In this work, we trapped and manipulated single cells in the crowded environment with engineered trapping laser beam. Serving as an optical shield, an annular beam is introduced to avoid the disturbance from crowded environments during single cell manipulation. We adopt an optical configuration using a diffraction axicon and a converging lens to create the high efficiency annular beam. The established optical shield can be regulated by adjusting the distance between the axicon and the lens. Moreover, a theoretical analysis of the optical forces is presented. According to our analysis, the scattering force is stronger than the gradient force, and particles are propelled away from the center in the beam direction. As a proof of concept, we first trapped single blood cells within a crowded environment. Next, we applied the method to manipulate individual lymphocytes from a lymph node inside its normal physiological status. Our work is expected to benefit the research of the lymphocytes related immune response in the lymph nodes by keeping the natural physiological environment.



MATERIALS AND METHODS


Principle of Generating Optical Shield

To produce an optical shield, a hollow beam is constructed by an axicon and a lens as shown in Figure 1. When an aperture plane wave incidents on an axicon, a Bessel beam in the range Zmax = a/(n−1)γ can be created under the paraxial approximation, where γ is the angle between the conical surface and the flat surface, a is the semi-diameter of the aperture plane wave, n is the index of the axicon. According to the focusing properties of aperture Bessel beam (Wei et al., 2005), as presented in Figure 1A, the hollow beam can be produced behind the lens when z0 < f < Zmax, where z0 is the distance between axicon and lens, f is the focal length of the lens. We calculate the total force vector indicated along red arrows as a function of a particle’s position over x-y plane using ray optics model (Zhou et al., 2008; Shao et al., 2019). In the calculation, the particle (radius = 2.5 μm, np = 1.50) is immersed in water (nm = 1.33), and other simulation parameters include λ = 1064 nm, f = 260λ, z0 = 0.6f, and γ = π/18 were applied also. Details of trapping efficiency calculation are described in Supplementary Material. A bright annular intensity distribution is tightly focused on the focal plane of the lens (z = 0), as shown in Figure 1B. The total force vectors indicated by the red arrows are presented in x-y plane as a function of particle’s position. The length and the direction of arrows represent the magnitude and direction of the total force, respectively. Figures 1C,D show the transversal trapping efficiency and longitudinal trapping efficiency for the particle as a function of particle’s displacement along x axis, respectively. The blue dash line indicates the corresponding one-dimensional normalized intensity distribution. The distribution of the force arrows and the two trapping efficiency curves illustrate us the manipulation capability of the annular beam. When the particle is initially located in the inner part of the annulus and subjected to a drag force outward in the radial direction, it will shift to the bright annular intensity where the transversal trapping efficiency and longitudinal trapping efficiency are balanced. Noted that the longitudinal optical force can be balanced by the gravity of the particle. Therefore, the hollow beam can clear a blank area in which the trapped individual cell can be shielded.
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FIGURE 1. Model and force distribution of optical shield. (A) Experimental scheme for the adjustable optical shield. (B) The annular intensity distribution at the focal plane, where red arrows show the magnitude and direction of total force vectors as a function of the position. The inset presents an enlarged view of the force vectors. The force is calculated on a particle (radius = 2.5 μm, np = 1.50) immersed in water (nm = 1.33). Transversal trapping efficiency Qx (C) and longitudinal trapping efficiency Qz (D) are plotted as a function of x-displacement and z-displacement, respectively.




Experimental Setup

Our experimental setup is shown in Figure 2. A light beam from a 1064-nm continuous-wave (CW) laser was separated into two parts with a polarizer beam splitter (PBS1). The p-polarized beam passed through an axicon (γ = 0.5°, Thorlabs) to produce a Bessel-like beam. Then, the Bessel-like beam was focused by lens L1 to create an annular beam, which acts as an optical shield. The s-portion was expanded by a beam expander and finally focused by an objective lens to create an optical trap. In addition, a 780-nm CW laser serves as the light source for another optical trap. The three beam paths were combined together by PBS2 and a dichroic mirror (DM1). Another dichroic mirror (DM2) reflects the combined beams toward the back focal plane of the objective. After the beams propagate through a tube lens, a 100 × oil immersion objective lens (NA = 1.4, Olympus) highly focus them to create desired optical traps. To move the positions of the two focused optical spots, scanning mirrors based on the high-speed Piezo tip/tilt platforms (S-330.30, Physik Instrumente) were adopted to control the beam incidence. The state of optical tweezers can be switched “on” and “off” independently with shutters. As a result, an annular intensity distribution, and two controllable optical traps formed at the focal plane of the objective. The laser power used for 1064-nm light is higher than that of 780-nm light in order to provide enough power to push cells away. The laser powers of the optical traps are ∼120 mW (1064 nm), ∼120 mW (1064 nm), and ∼42 mW (780 nm). The whole optical tweezer setup was built on an Olympus IX71 inverted microscope, and real-time imaging of the trapping process can be readily realized with the microscope and a CCD camera.
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FIGURE 2. Experimental setup. L: lens; PBS: polarizer beam splitter; BE: beam expander; M: mirror; S: shutter; DM: dichroic mirror; and SM: scanning mirror. The wavelengths of Laser1 and Laser2 are 1064 nm and 780 nm, respectively. The insets: principle illustration of the optical shield (A) and magnified side view of the chamber (B).




Sample Preparation

The samples used in the experiments are mice blood and an inguinal lymph node of mice. Mice were obtained from the Experimental Animal Center of University of Science and Technology of China. Mice blood was extracted from tail and diluted about 100 times with the isotonic Phosphate-buffered saline (PBS) buffer before injected into a glass chamber. Lymphocytes used in trapping experiment were ejected from the inguinal lymph node. An illustration cartoon (Supplementary Figure 1) was presented to illustrate procedure in detail. First of all, a lymph node was peeled off from mice and put into a chamber containing isotonic PBS. Then a cover glass was put on top of the lymph node to make it cling to the bottom of the chamber. Finally, we slightly pressed the cover glass so that the lymphocytes were ejected out of the lymph node via the efferent lymphatic. Since lymphocytes just left the lymph node, the biological activity and physiological status were well preserved (Miller et al., 2002; Stoll et al., 2002).



RESULTS


Trapping a Single Blood Cell in a Crowd

We first tested the ability of our scheme for trapping single cells within a crowded environment using mice blood cells. Figure 3 shows the process of manipulating individual blood cells under crowded environment. At the very beginning (t = 0 s), there is a crowd of cells in the field of view. When the hollow beam was switched on, cells around the beam center were pushed outward to the high-intensity ring because of optical forces. After 58 s, an optical shield with many cells distributing around the circumference was established. As a result, there exists a blank area on the center of optical shield. Then, an additional optical trap was used to capture and manipulate a single blood cell. A leukocyte (highlighted by the white circle) was trapped and moved to the center of the blank area via active manipulation, in which the optical trap is moved by tilting the scanning mirror, as shown in Figure 3b at the moment of 64 s. At the same time, another red blood cell highlighted by the white circle in Figures 3c–e, was trapped and moved by another optical trap toward the first trapped cell (Figure 3e). Thus, two cells were isolated from the crowd and contacted with each other (Figure 3f).
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FIGURE 3. Trapping of individual cells in a crowded blood sample. (a) A crowd of blood cells before the optical shield is switched on. (b) A blank area was created by the optical shield. The labeled leukocyte is the first target we aim to capture. (c) The leukocyte was moved to the center of the shield with an optical trap. The labeled red blood cell is another target we try to capture. (d, e) The second cell was trapped and moved toward the first one with another optical trap. (f) Two trapped cells are manipulated to attach to each other. Scale bar: 5 μm.




Manipulating Single Live Lymphocytes From a Lymph Node

We applied the proposed scheme for trapping individual lymphocytes from an inguinal lymph node. Direct optical trapping of lymphocytes inside the lymph node is difficult because the wide-field microscope is not practicable through the thick capsule of the lymph node. Therefore, the lymphocytes were first pushed out of the lymph node via the efferent lymphatic, and selected lymphocytes were trapped and isolated from a crowd in the area around the efferent lymphatic. This implementation mimics the environment inside the lymph node because the physiological status of lymphocytes did not change as they just left the lymph node. Figure 4a shows a picture of a crowd of lymphocytes. Firstly, we switched on the optical shield, which gradually pushed the cells out forward and created an empty area. Then a selected lymphocyte (highlighted by a white circle in Figure 4c) was trapped and moved to the center of the shield with a Gaussian trap, as shown in Figures 4b–d. The relative motion of optical tweezers is achieved by tilting the incident angle of the laser beam. Additionally, the target cell and the optical shield can be moved to a new position via stage motion, as illustrated in Figures 4d–f, where the white cross indicates the reference point.


[image: image]

FIGURE 4. Manipulation of live lymphocytes ejected from a lymph node. (a) A dense distribution of lymphocytes. (b)–(c) A blank area is gradually created with the annular beam. (c)–(d) The cell in the white circle is trapped and moved to the center. (d)–(f) By moving the sample stage, the trapped cell can be moved in two dimension passively. The crossing indicates the reference point. (g)–(i) Independent manipulation of two lymphocytes in a crowd of lymphocytes. Scale bar: 5 μm.


Furthermore, we demonstrated manipulation of two lymphocytes ejected from a lymph node independently with dual-trap optical tweezers. As shown in Figures 4g–i, two lymphocytes highlighted by white circles are trapped and pulled together at the center of the blank area in sequence, which perfectly mimic exploring cell interactions at cellular level, and such as the responses of natural killer cells to virus-infected cells or cancer cells.



DISCUSSION

In conclusion, we have proposed and implemented an optical shield scheme for manipulating individual cells in a crowded environment. An adjustable optical shield was created by using a diffraction axicon and a converging lens. Optical forces exerted on micro-particles by the optical shield were calculated to analyze its capability for optical clearing. Trapping and manipulating individual living lymphocytes from a lymph node was achieved with our proposed scheme in experiment. Furthermore, we have demonstrated independent manipulation of two lymphocytes with dual-trap optical tweezers, which could benefit studies of cell interactions in a crowded environment.

Lymph nodes are critical small glands closely related to infection and cancer development for mammalians (Willard-Mack, 2006). Trapping and manipulation of individual cells inside the lymph nodes is expected to help the study of how natural killer cells response to virus-infected cells or cancer cells. In our current experiment, trapping lymphocytes was actually performed in the saline solution, and trapping depth through the lymph node capsule is limited to ∼100 μm due to the short working distance of the objective. A water immersion objective with longer working distance should be helpful to improve the trapping depth (Zhong et al., 2013b). However, the wavefront distortion caused by the thick capsule and limited imaging depth of the microscope are still obstacles of optical trapping inside the lymph node. Stripping the capsular surface of the lymph node or wavefront correction could be helpful in deep imaging and trapping. Because the inability of wide-field microscope in distinguishing T-cells and B-cells, fluorescence labeling technologies is demanded to recognize different kinds of cells, and which may promote the screening of immunological interactions (Stoll et al., 2002). In particular, our proposed trapping scheme can combined with some other techniques such as Raman spectroscopy (Sinjab et al., 2018), position tracking (McAlinden et al., 2014), and imaging (Berg and Holler, 2016) for advanced studies of individual live cells, where the optical shield will enable measurements without disturbances.
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Starting in 1969 laser scissors have been used to study and manipulate chromosomes in mitotic animal cells. Key studies demonstrated that using the “hot spot” in the center of a focused Gaussian laser beam it was possible to delete the ribosomal genes (secondary constriction), and this deficiency was maintained in clonal daughter cells. It wasn’t until 2020 that it was demonstrated that cells with focal-point damaged chromosomes could replicate due to the cell’s DNA damage repair molecular machinery. A series of studies leading up to this conclusion involved using cells expressing different GFP DNA damage recognition and repair molecules. With the advent of optical tweezers in 1987, laser tweezers have been used to study the behavior and forces on chromosomes in mitotic and meiotic cells. The combination of laser scissors and tweezers were employed since 1991 to study various aspects of chromosome behavior during cell division. These studies involved holding chromosomes in an optical while gradually reducing the laser power until the chromosome recovered their movement toward the cell pole. It was determined in collaborative studies with Prof. Arthur Forer from York University, Toronto, Canada, cells from diverse group vertebrate and invertebrates, that forces necessary to move chromosomes to cell poles during cell division were between 2 and 17pN, orders of magnitude below the 700 pN generally found in the literature.

Keywords: laser, tweezers, scissors, chromosomes, mitosis, trapping


HISTORICAL BACKGROUND

Though the field of laser micro-irradiation to study cells structure and function is extensive, this review will focus on just one area: studies on chromosome structure and function.

Anecdotally, it is, perhaps interesting on how I entered this field when a graduate student in the turbulent 1960’s. Professor of Genetics Adrian Srb at Cornell University indicated the genetics department had just purchased a laser microscope and he thought it might be helpful in my research project. The system was the first commercial laser microscope ever built, and was made by Hadron Inc., Westbury, Long Island, N.Y. It utilized a pulsed ruby laser coupled to a microscope (see Figure 2.8 in Berns, 1974). The system was first applied to ablate a small region in the post-embryonic millipede that was suspected of being the region (anlagen) responsible for regulating the increase in body segments and legs as the immature millipede went through a series of molts to attain adulthood. Unfortunately, the laser ablation did not work, primarily because the red wavelength was so efficiently absorbed by the animal’s pigmented exoskeleton that the laser destroyed the animal. This avenue of approach was abandoned and instead, X-ray ablation of the anlagen was used (Berns and Keeton, 1968).

Though the initial experiments with the Hadron ruby laser microscope were a failure, I did become familiar with the scant literature on the use and the effects of laser radiation on biological systems. Invented in 1960 by Theodore Maiman at Hughes Aircraft (see Figure 3–9; Berns, 1974) and first coupled to a microscope by Marcel Bessis (Paris, France), the new field of laser microbeam irradiation was born. The first laser microscope was described by Bessis et al. (1962). He and his colleagues in Paris published numerous studies using the ruby laser microscope to alter and study blood cells as well as internal organelles such as mitochondria. However, due to the high energy output of the ruby laser, and a red wavelength that was naturally absorbed by certain cell organelles, studies were limited to short term experiments. Notwithstanding, it was the work of Bessis and others that motivated me and others pursue the use of a focused diffraction limited laser beam in cell and developmental biology.



SCISSORS I: GENETIC SURGERY

The laboratory of Donald E Rounds at the Pasadena Foundation for Medical Research in California. lab was pioneering the use of the laser in a wide range of biomedical areas. One of these was the use of the microsecond-pulsed blue-green argon ion laser focused through a microscope to regions and organelles inside of live cells. Initially, combined with vital staining of specific cell organelles and subsequently without vital staining, individual chromosomes of live salamander mitotic cells were irradiated with the laser microbeam (Berns et al., 1969a, b). This system utilized a unique spinning mirror with a small hole, allowing a laser pulse to pass through the mirror (Figure 1; after Berns and Rounds, 1970; Berns, 1974). The capstone event of these early studies was demonstration that the less-than-a-micron diameter focused laser spot was capable of inactivation of the nucleolar (ribosomal) genes located in the secondary constriction (the nucleolar organizer region, NOR) on a single mitotic chromosome. The cells finished mitosis, and the daughter cells that received the chromosome with nucleolar gene ablation survived and had a reduced number of nucleoli commensurate with the number of ablated NOR’s (Berns et al., 1970). In a later study it was shown that the ribosomal gene site of ethidium bromide treated cells could be inactivated by two-photon absorption by the 1.06-micron wavelength of a 100 ps NdYag laser (Berns et al., 2000). These and previous studies on chromosome surgery were likely the first nanoscale use of multiphoton absorption in a biological system (Berns et al., 1981).


[image: image]

FIGURE 1. First argon ion laser microbeam microscope. The system utilized a Hughes Aircraft micro second pulsed blue-green (488 and 514 nm) argon ion laser. The 60 Hz pulsed beam passed through a 60 Hz rotating front-surface mirror into the microscope. The microscope image is reflected off the front surfaced mirror into an analog television camera and projected onto the television monitor screen (from Berns and Rounds, 1970; Berns, 1974).


The argon laser microbeam was used first to produce half micron diameter lesions in individual chromosomes using the vital stain acridine orange (Berns et al., 1969a, b). Later, with higher energy density in the focused spot, the argon ion laser microbeam was able to alter chromosomes in live cells without any photosensitization (Berns, 1971; Berns et al., 1971a). In addition to eliminating side effects of the vital dye, this system replaced the spinning mirror with a dichroic filter that allowed the laser beam to reflect into the microscope, while at the same time projecting the image of the cell to a video camera above the dichroic (Berns, 1971, 1974). This simple and versatile laser microbeam is reproduced in Figures 2, 3, and was used for many studies until nanosecond and picosecond second, third, and fourth harmonic NdYag-dye lasers became available as in Figures 4, 5 (after Berns et al., 1981).
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FIGURE 2. Simple and versatile argon ion laser microscope. Either of the two microsecond-pulsed 514 and 488 nm beams is passed into an upright Zeiss phase contrast microscope. It reflects 90 degrees off a dichroic interference filter (IF) that reflects the blue-green wavelengths into the microscope but transmits longer wavelengths to the video camera. The phase contrast objective (Ob) (100× or 63×; 1.4–1.3 na) focuses the beam to a diffraction-limited spot (0.4–0.5 μm) inside the target cell. Lc, laser cavity; Lm, laser output mirror; F, front surfaced reflecting mirrors; Nf, neutral density filter; If, dichroic interference filter; L1 and L2, lenses; P, photomultiplier dosimetry device; T, tungsten light source; c, condenser; Of, optical heat filter; M, microscope; S, microscope stage; TV, analog television camera (after Berns, 1971, 1974).
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FIGURE 3. Argon ion laser microbeam depicted in Figure 2 (University of Michigan, Ann Arbor, 1971). This system was used for experiments from 1970 to 1979.
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FIGURE 4. NIH LAMP P41 Biotechnology Resource laser microbeam system circa 1981. The lasers are a Quantel YAG 400 picosecond and nanosecond multi-harmonic device used to pump a tunable dye laser. The microscope is an inverted Zeiss Axiomat equipped with phase, bright field, polarization, and DIC optics. The digital imaging system uses a LSI-II driven Deanza IP 500 array processor interfaced with GYRR DA MKIII time-lapse videotape system. The LSI-II also controls the X-Y-Z microscope digital stage as well as image acquisition providing cell tracking capabilities. This system was replaced with the laser scissors-trapping system RoboLase system circa 2005 (see Figures 8, 9).
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FIGURE 5. Photograph of system and author circa 1981. The computer behind the PI (principal investigator) is an LSI-11 driven Deanza image array processor. The microscope is a Zeiss Axiovert phase contrast, polarization system. The camera is digital imaging system which signal is sent to the computer system behind the PI. See Figure 4 for details about the system components. This system was used for experiments conducted between 1980 and 2000.


For the chromosome nano-ablation approach to be useful for long term studies, and specifically to functionally map gene regions, it was crucial to determine if the cells with a chromosome lesion could undergo subsequent cell divisions. In order to achieve this, we switched from primary lung cultures of salamanders, to the established cell lines of Potorous tridactylus (PTK1 and PTK2), the Tasmanian rat kangaroo. These cells have only 10–12 large chromosomes and unlike most other vertebrate cells, the cells remained very flat during mitosis. This allowed the laser to be targeted to a specific site on an individual chromosome and was followed by electron microscope analysis to define the precise three dimensional localization of the lesion as in Figure 6 (Rattner and Berns, 1974). That these cells could undergo subsequent mitosis following production of a laser lesion on one chromosome arm was demonstrated using time-lapse 16 mm movies to follow a cell from time of irradiation in mitosis until a second mitosis 24–36 h later (Berns et al., 1971b). This experiment opened the door to studies following cells for hours and days after irradiation.
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FIGURE 6. Transmission electron microscope (TEM) image of a laser-irradiated chromosome observed in a live mitotic cell by phase contrast (inset) and fixed, sectioned, and viewed by transmission electron microscopy. Note the phase-lightening of the laser lesion in the inset, and the matching region of the same chromosome in the TEM image. The 0.5–1 μm damage was confined to the laser irradiation spot (Rattner and Berns, 1974).


One of the first functional studies on PTK cells was to repeat the nucleolar organizer deletion study done in salamanders (Berns et al., 1972). In the PTK2 cells (a male cell line) there is one nucleolus per cell, and in PTK1 cells (a female cell line), there are two nucleoli per cell. The variation in number between male and female cells is due to the fact that the ribosomal (nucleolar) genes are on the X chromosome, so the female cells (PTK1) have two nucleoli per cell, and in the male cells (PTK2) there is one nucleolus (one NOR per cell). In one of the first studies, it was demonstrated that irradiation of one NOR in a female cell resulted in daughter cells with one nucleolus instead of two, and when the one NOR in male cells was irradiated, the cell compensated by making a large number of small micro-nucleoli. This was interpreted as indicating that removal of the major nucleolar organizer resulted in activation of secondary gene sites for nucleoli to facilitate cell survival. From an evolutionary perspective, this built-in redundancy made sense.

For the laser nano-ablation method to be generally useful, it was important to determine if a cell with a laser-induced chromosome deletion could be cloned into a viable population in which the deletion was maintained. This was achieved by isolating the irradiated cell and growing it into a viable clonal population (Basehoar and Berns, 1973). The question of whether or not a specific laser induced genetic deficiency could be maintained as a deficiency in a clonal population was determined by cloning cells with the selective reduction of one nucleolar gene site (NOR) (Berns et al., 1979, 1981). In these studies, cells with one laser-deleted nucleolar organizer region were cloned into viable populations. The reduction in nucleolar number was determined by cytological analysis of nucleolar number in clonal cells as well as analysis of karyotypes of Giemsa-banded chromosomes from clonal cells. These studies were unique in that, (1) they were one of the first microbeam studies employing the fourth 265 nm (UV) harmonic of a pulsed NdYag laser, and (2) the PTK cells irradiated were from a tetraploid cell line, thus facilitating the determination of the nucleolar and parallel chromosome deficiency of the nucleolar gene site. Surprisingly, it was determined that the nucleolar-deficient clonal cells had their normal complement of X-chromosomes, but the region of the secondary constriction (the site of the nucleolar genes) was deficient in one of the X-chromosomes (Berns et al., 1979). In a subsequent study, clonal cells with the laser-induced nucleolar deficiency were analyzed using DNA-RNA molecular hybridization. The results confirmed the earlier study, that the ribosomal DNA (the NOR) was missing from one of the X-chromosomes in the nucleolar-deficient clonal cells (Figure 7; Berns et al., 1979, 1981). The explanation of why cells with A and B a damaged chromosome that must have contained kilobases of damaged/deleted DNA can survive and replicate the chromosome that was laser-damaged was puzzling at that time. It took almost 40 years, and the blossoming of the field of DNA repair, to demonstrate that the laser-damaged X-chromosomes likely repaired the DNA to the extent that the DNA molecule maintained its structure as one linear molecule. Surprisingly, even though the irradiated X chromosome was replicated in the clonal cells, the deletion of NOR (rDNA) was maintained (Gomez-Godinez et al., 2020). This result, perhaps, explains why 21% of cells with a chromosome damaged in pro-metaphase and 37% of cells irradiated in anaphase were able to undergo subsequent cell divisions.
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FIGURE 7A.
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FIGURE 7B. Chromosomes from hypotonic lysed tetraploid PTK2 cell clones subjected to H3-thymidine ribosomal RNA-DNA hybridization. The original parent cell of the cell in panel (A) had one NOR region ablated in mitotic pro-metaphase. The chromosome spread in panel (B) is from a control cell population that received no laser ablation. The cluster of autoradiography silver grains on a chromosome denotes the r-DNA NOR. The control tetraploid cell has two X-chromosomes, each with a cluster of grains at the cytologic location of the rDNA NOR, whereas the cell cloned from the laser-irradiated cell, has a cluster of silver grain only on one of the X-chromosomes, indicating that one NOR rDNA region has been deleted (arrows indicate the X-chromosomes; after Berns et al., 1979, 1981).


The 1981 Science review article (Berns et al., 1981), in addition to presenting a comprehensive review of the Berns’ -lab laser microbeam experiments over the previous 10 years, also describes the NIH LAMP biotechnology resource tunable nanosecond/picosecond Nd:YAG-dye laser microscope (Figures 4, 5). The system was coupled to a digital image array processor patterned after the groundbreaking work that the Jet Propulsion Laboratory, Pasadena, Ca. used for imaging the earth from space. This capability allowed for the first time, the use of real time digital processing to enhance images allowing for edge detection, contrast enhancement, and many other features afforded by digital manipulation of images (Walter and Berns, 1981). This work garnered two cover photos in Science (Berns et al., 1981; Altar et al., 1985). It was during this period that Karl Otto Greulich and colleagues in Jena, Germany developed their own system for laser microirradiation of cells and organelles. Over the years this group contributed numerous studies, including, many specifically targeting chromosomes (Monajembashi et al., 1986; Greulich, 1999; Berns and Greulich, 2007). These studies are summarized in several excellent reviews and books (Greulich, 1999, 2007, 2011, 2017; Berns and Greulich, 2007; Grigaravicius et al., 2009).



SCISSORS II: CHROMOSOME MOVEMENT IN MITOSIS/MEIOSIS

Concurrent with our genetic manipulation studies, we found that selective laser ablation of the kinetochore (centromere) region of a chromosome in either pro-metaphase or metaphase affected the movement of the irradiated chromosome (McNeill and Berns, 1981). This study demonstrated that destruction of the kinetochore on one side of a chromosome resulted in microtubule-mediated forces on the opposite side prematurely pulling the irradiated chromosome to the opposite pole. According to Magidson et al. in their 2008 review, “In a very influential paper, for example, McNeill and Berns (1981) showed, by selectively destroying just one of the two sister kinetochores on a prometaphase chromosome, that the velocity with which a kinetochore moves is independent of the mass associated with it. This study also implied that the mechanism that moves chromosomes during spindle assembly is the same that moves them poleward during anaphase.” In another study (Baker et al., 2010), selective irradiation of the telomere-tip of even a single chromosome after the onset mitotic anaphase movements resulted in all the chromosomes either delaying, stopping or reversing their anaphase movement, including reversal of the cytokinesis constriction. The net result was either a delay or cessation of the mitotic process. This result suggested a function for telomeres in regulation of cell division. Subsequent studies suggested that irradiation of telomeres caused initiation of DNA repair of the telomere region (Silva et al., 2014). It is likely that because of the importance of the telomere in the aging process and other cellular functions, immediate repair of the telomere-containing tips of chromosomes is essential. In many cells, there appeared to be a delay of the progression through mitosis until the DNA repair was complete. In other words, the biochemical machinery of the cell defers to repair of the damaged telomere before reactivating the molecular machinery for progression through mitosis.

In collaboration with Professor Arthur Forer, York University, Toronto, we conducted a multiyear series of studies on the forces involved in chromosome and spindle pole movement, in meiotic cells from several different invertebrates as well as in mitotic vertebrate PTK (Potorous tridactylus) cells. These studies suggested that in addition to the normal poleward forces exerted by kinetochore-attached microtubules, there are external non-spindle forces involved in chromosome movements (Forer et al., 2018). In particular, one source of force regulation on the chromosomes in meiosis of crane-fly spermatocytes appeared to be caused by tethers attached to the tips of separating chromosomes (Sheykhani et al., 2017). The results of these experiments indicated that the movements of partner anaphase chromosomes were coordinated by elastic tethers connecting the two chromosomes. In this study, when kinetochore microtubules were cut with the laser, the chromosome movements to the respective poles sped up, suggesting that the tethers function, in part, to regulate/control the speed of chromosome movement; the tethers act as an internal molecular governor. This study was followed by a subsequent study in which tethers connecting the tips of separating chromosomes were found in a wide variety of animal cells: Mesostoma (flatworm) spermatocytes, crane-fly spermatocytes (meiosis-I and -II), cricket spermatocytes (meiosis-I and -II), cellar spider spermatocytes (meiosis-I), black widow spider spermatocytes (meiosis-I), marsupial (PtK2) cells, and human U2OS (osteosarcoma) cancer cells. These results demonstrate that these structures likely play a role in coordinated chromosome movements in general, and must be considered in models of mitosis and meiosis (Forer et al., 2017). Furthermore, using optical tweezers, it was possible to calibrate the tethering force at 1.5 pN (Ono et al., 2017). Using optical tweezers to measure the force exerted on chromosomes is discussed below.



SCISSORS III: DNA REPAIR

As mentioned previously, cells with damaged chromosomes were able to survive due to sufficient DNA-repair (DR). Laser induced DR is reviewed in this collection of papers by Kong et al. (in press). On a worldwide basis, a large number of labs that do these experiments use a variety of microscope laser systems with different wavelengths, pulse durations, and dosimetry. This variability, often makes it difficult to compare the results of one study with another, as reviewed in Kong et al. (2009). Notwithstanding this variability, it has become clear that laser microirradiation of the DNA/chromatin have contributed significantly to understanding the DNA damage recognition and repair processes. These studies have involved laser damage and repair in the interphase nucleus (Truong et al., 2013; Wang et al., 2013, 2014; Kim et al., 2015; Saquilabon Cruz et al., 2016; Kong et al., 2018; Murata et al., 2019), and on condensed chromosomes in mitosis (Gomez-Godinez et al., 2010; Silva et al., 2013).



TWEEZERS

The first study using laser tweezers to move an organelle inside a live cell used a CW 1.06-micron wavelength NdYag laser according to the method invented by Ashkin and Dziedzic (1987). Our initial study demonstrated that isolated chromosomes from lysed Potorous tridactylus (PTK2) cells could be easily trapped and rotated using 10–100 mw of laser power in the focused laser spot. Using F = 2P/c, where P = laser power and c = speed of light, for the power used, this would be 6.7–133 × 10–6 dynes (Berns et al., 1989). This value converts to 67–1330 pN. In the same study, chromosomes inside live cells were exposed to the laser trap. Specifically, when the laser trap was applied to lagging chromosomes (chromosomes that were late to move toward the mitotic metaphase plate), rather than being pulled, as in the case of chromosomes in solution outside of the cell, the chromosome accelerated toward the metaphase plate, opposite from the direction of the pulling force. This result was interpreted as indicating that the mitotic spindle sensed the pulling force on the chromosome, and increased the rate of microtubule polymerization to pull the chromosome toward the rest of the chromosomes already aligned at the metaphase plate. This suggested that the mitotic spindle has the ability to modulate the forces applied to chromosomes in order for the cell to achieve equal distribution of chromosomes to its daughter cells.

Following the above study, a multiyear series of experiments was undertaken to explore and define the use of optical traps to study and manipulate chromosome movements in a variety of animal and plant cells. The following results/conclusions of these studies were made. (1) At the initiation of anaphase, a pair of chromatids could be held by the 1.06-micron NdYag laser optical trap and kept motionless throughout anaphase while the other pairs of chromatids separated and moved to opposite spindle poles. As a result, the trapped chromosome either was incorporated into one of the daughter cells, was lost in the cleavage furrow, or the two chromatids eventually separated and moved to their respective daughter cells (Liang et al., 1991). (2) Using a tunable CW Titanium Sapphire laser, the optical trap is stronger and more efficient because the wavelength transmission window of cells can be matched by the 700 nm laser wavelength for animal cells and 760 nm for fungal plant cells yielding stronger traps that have less secondary effects in both animal and plant cells (Berns et al., 1992). (3) The first combination of laser scissors and an optical trap (tweezer) involved using the laser scissors to cut chromosomes creating chromosome fragments. The optical trap was then used to hold the fragments while the cell progressed through mitosis, demonstrating the potential to use the two optical modalities to alter and manipulate chromosomes in live cells (Liang et al., 1993). (4) In another study on PTK cells, when the central spindle (the region between the separating chromosomes) was laser-cut, it was shown the central spindle was under tension generated by pulling forces in the asters (presumably MT-mediated) suggesting that the central spindle generates counterforces that limit the rate of pole separation (Aist et al., 1993). (5) A study was performed determining that the ability of cells to progress through mitosis was optimal when the chromosomes were exposed to trapping wavelengths from a tunable Titanium sapphire laser at 700 nm and 760–765 nm (Vorobjev et al., 1993). (6) Laser scissors and traps were used to demonstrate that the giant chromosomes of salamander lungs could be cut and moved on the mitotic spindle (Liang et al., 1994). (7) Laser microdissection of chromosome regions coupled with PCR analysis has been developed as a precise optical tool for genetic studies of Huntington’s disease (Hadano et al., 1991) and other gene sites on human chromosomes (He et al., 1997). In one recent study, a laser tweezers was used to move laser cut chromosome fragments inside the live cell to “weld” together new combinations of chromosomes (Huang et al., 2018). The above studies used a variety of lasers and optical systems and led to the development of a combined laser scissor and tweezers microscope that could be accessed through the internet using the LAMP Robolase control panel, making the technology available on a global scale, as in Figures 8, 9 (modified after Botvinick and Berns, 2005).


[image: image]

FIGURE 8. Combined laser scissors and trapping microscope. The trapping laser is a CW NdYag (1.06 μm) laser attenuted via a motor-driven rotatational half-wave plate. The beam is split by a beam-splitting polarizer into two trapping beams each controled by two fast scanning mirrors. This allows for two separately control trapping beams in the optical field. The ablation/cutting beam is a femtosecond Titanium sapphire laser tunable from 710 to 950 nm. The beam is attenuated by a half-wave plate and directed off a mirror and then off a fast scanning mirror. The beam is combined in the optical path with the trapping laser beam(s) thus allowing for separate control of either of the two trapping laser beams and the nano-ablation Titanium sapphire beam. Appropriate filter sets allow for reflection of one or more fluorescent wavelegth images of the cell into a cooled Hamamatsu ORCA CCD camera.
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FIGURE 9. RoboLase control panel for system described in Figure 9. Air-dried human blood cells are visible in the image panel on the lower right. Name inscrcibed in individul red blood cells (8–10 micron diamter cells) illustrates the precison of the control of the focused laser lesion inside a single cell. Panel on left is used to control laser power delivered, x-y-z movement of the microscope stage, and controls to define the shape/geometry of the exposing laser beam. The control panel can be used in the lab containing the microscope system, or it can be used remotely from a lap-top/computer at another location, including in a foreign country, to conduct an experiment in real time via the internet (Botvinick and Berns, 2005).


Of particular scientific importance is determination of the amount of force the spindle exerts on a chromosome during cell division (mitosis and meiosis). In subsequent studies, reviewing the results of the initial 1989 Berns et al. (1989) paper, two concerns in the force calculation were evident. First, the value of “2” in the equation for refractive index of the medium should really be 1.33 (the refractive index of water), and second, no value for Q, the trapping efficiency was used. This is significant since Q defines the amount of momentum in the focused laser spot that is translated to force on the object. Studies by Khatibzadeh et al. (2014) on isolated chromosomes in physiological saline have shown that under different viscosities, the values of Q Escape (the value of Q at which the chromosome drops out of the trap) vs. trapping powers (at < 20–60 mW), are 0.01–0.02. They also found little variation in Q Escape as a function of viscosity of the bathing solution.

Using n = 1.33 and Q Escape 0.01–0.02, subsequent experiments using a 50 mW 1.06-micron trap on chromosomes of dividing marsupial PTK2 cells, yields a trapping force of 2–17 pN to move a single chromosome in a mitotic cell (Liang et al., 1991). Subsequent trapping studies using appropriate Q coefficients for trapping efficiency gave the forces for stopping chromosome pole movements in invertebrate flatworm spermatocytes (Mesostoma) and crane-fly spermatocytes as 2–3 and 6–10 pN, respectively (Ferraro-Gideon et al., 2013). These forces are close to theoretical calculations of forces causing chromosome movements but orders of magnitude lower than the 700 pN measured previously in grasshopper spermatocytes in 1983 by Bruce Nicklas (Nicklas, 1983; Sheykhani et al., 2013). Additionally, as mentioned above, trapping experiments on isolated “ex-vitro” chromosomes from the mammalian Chinese hamster ovary (CHO) cells, in various viscosity solutions, confirmed theoretical force calculations of ≈ 0.1–12 pN to move a chromosome (Khatibzadeh et al., 2014). It is surprising that in light of the theoretical modeling, and the published laser trapping data, that the mitosis/meiosis establishment still accept that 700 pN is the amount of force exerted on a chromosome during cell division.



TWEEZERS AND SCISSORS

Since we first described the use of a laser scissors system in combination with a tweezers (Liang et al., 1993), very few studies using the two optical modalities combined have been conducted. However, one study used a pulsed violet laser scissors to cut chromosomes into small pieces and then used laser tweezers to move the cut piece to another chromosome where it was fused to create a chromosome with the added fragment (Huang et al., 2018). The authors suggested that this method “… provides a high quality alternative approach to directed genetic recombination, and can be used for chromosomal repair, removal of defects and artificial chromosome creation.” Though preliminary, it is hoped that this approach will, indeed, result in new ways to study chromosome behavior, as well as how the cell handles directed re-arrangement of chromosomes. The potential application to the study of chromosome-based congenital abnormalities is significant.

Another study combined laser scissors and tweezers to study the mechanical forces during mitosis (Ono et al., 2017). Optical tweezers and laser scissors were used to sever the tether between chromosomes, using the scissors to create chromosome fragments attached to the tether which move toward the opposite pole, and using the trap to stop the movements of the tethered fragments. When the telomere-containing region was severed from the rest of the chromosome body, the resultant fragment either traveled toward the proper pole (poleward), toward the sister pole (cross-polar), or movement ceased. Fragment travel toward the sister pole varied in distance but always ceased following a cut between telomeres, indicating the tether is responsible for transferring a cross-polar force to the fragment. Optical trapping of cross-polar traveling fragments placed an upper boundary on the tethering force of ∼1.5 pN. The discovery of tethers between the tips of chromosomes and the resultant cessation of chromosome fragment movement when the tethers were cut, provided convincing evidence that tethers need to be taken into account when describing and studying the forces and structures involved in chromosome movement during cell division.



DISCUSSION/SUMMARY

Though laser scissors alone, optical trapping alone, and combined optical trapping and laser scissors have had impacts in many areas other than specifically on chromosome function and behavior as described in this review, chromosomes were one of the first target structures extensively studied with these modalities, and which continues today (see generic cartoon depiction, Figure 10, after Berns, 1998). Other articles and reviews contained in this compendium of Frontiers’ papers on Optical Trapping (Tweezers) and Nanoablation (Laser Scissors) describe innovative studies contributing to this field. In this review I have focused on the research in my labs initially during my post doc period at the Pasadena Foundation for Medical Research under the guidance of Donald Rounds, at the University of Michigan as an assistant professor, the University of California Irvine in the Departments of Developmental and Cell Biology, Surgery, and Biomedical Engineering in the Beckman Laser Institute, and the University of California, San Diego in the Institute for Engineering in Research and the Department of Bioengineering. During these periods there have been many students and collaborators who have contributed to these studies, many of whom are listed in the papers cited in the reference section. In addition, visitors to my lab to use the NIH LAser Microbeam Program (LAMP) biotechnology resource center performed initial feasibility studies and then returned to their own labs to build laser microbeam systems of their own (see excellent review of the field of laser microbeams as well as of their application to study chromosome movements in cell division; Magidson et al., 2007).


[image: image]

FIGURE 10. Laser scissors and tweezers conceptional schematic illustrating optical manipulation of a chromosome in a diviiding mitotic cell (after Berns, 1998).


Perhaps the one area where laser scissors (nanoablation) are routinely used by a significant number of labs around the world, is in the area of DNA repair. As reviewed in this article and elsewhere in this compendium of papers, a microscope-focused laser beam is used to produce either a single sub-micron damage spot on a single chromosome in mitosis and followed by studying the DNA repair process, or the focused laser is scanned through a micron-size linear track in an interphase nucleus (see cartoon depiction, Figure 11; Gomez-Godinez et al., 2020). As mentioned above, these studies have used a wide variety of lasers at different wavelength, energies, and focused spot size (Kong et al., 2009). This variability in studies is problematic because it is difficult to compare studies from different labs, thus standardization of parameters in the future is important.


[image: image]

FIGURE 11. General schematic of a laser microbeam DNA repair experiment on a chromosome in a dividing cell. (A) A 780 nm femtosecond laser is focused to a sub-micron region on a mitotic chromosome. End breaks detected via TUNEL assay and cyclo-butane pyrimidine dimers were found at the laser damage site. (B) Several factors clustered to the damage site. In bold are the repair pathway abbreviations that each factor is most closely associated with. Non-Homologous End Joining (NHEJ), Single Strand Break Repair (SSBR), Base Excision Repair (BER), Homologous Recombination (HR) Post translational modifications (PTM), Nucleotide excision repair (NER). DNA synthesis occurs at the damaged chromosome region as detected via EdU incorporation. Phosphorylated Histone γH2AX on Serine 139 marks double strand breaks and extends from the laser damage spot. Based on the recruitment of the corresponding proteins, it is hypothesize that these repair pathways may be activated during mitosis.


Another area of concern is determination of the forces exerted on chromosomes during cell division. The laser tweezers studies to-date suggest the force to move a chromosome is in the 1–30 pN range. This is two orders of magnitude less that the classic mechanical measurements made in 1983 (Nicklas, 1983). Clearly this discrepancy will only be resolved when other investigators study this important question.

Finally, the combined use of scissors and tweezers offers unique non-invasive tools to study problems in cell biology and genetics. As described by Huang et al. (2018) as recently as 2018, these two photonic modalities can be combined to cut, move, and fuse chromosomes. The instrumentation used in that study compared to the complex system my colleagues and I developed (see Figure 8) is well within the capability and expertise of today’s bioengineer, cell biologist, and geneticist. Future studies using the combined technologies of the “optical toolbox” will continue to provide unique capabilities to study cells and their organelles.



AUTHOR CONTRIBUTIONS

MB was the sole author writing this article. Much of the work reported in this article represents the work of the author, his students, and collaborators over many years.



FUNDING

This work was supported by the US Air Force Office of Scientific Research under Grant No. FA9550-17-1-0193. Grants from the US National Science Foundation and the National Institutes of Health supported the early work reported in this review. MB was also grateful to charitable gifts from the following private foundations: The Beckman Laser Institute Inc., Irvine, California, The Arnold and Mabel Beckman Foundation, Irvine, California, The David and Lucile Packard Foundation, Los Altos, California, and the George Hoag Foundation, Los Angeles.


ACKNOWLEDGMENTS

I acknowledge the many students, colleagues, and collaborators who, over the years, contributed to the studies described in this review. I thank Dr. Nicole Wakida, University of California, Irvine for help in preparing this manuscript. Prof. Arthur Forer of York University, Toronto, Canada is also thanked for reading and commenting on sections of this article.


REFERENCES

Aist, J. R., Liang, H., and Berns, M. W. (1993). Astral and spindle forces in PtK2 cells during anaphase B: a laser microbeam study. J. Cell Sci. 104(Pt 4), 1207–1216.

Altar, C. A., O’Neil, S., Walter, R. J. Jr., and Marshall, J. F. (1985). Brain dopamine and serotonin receptor sites revealed by digital subtraction autoradiography. Science 228, 597–600. doi: 10.1126/science.2580352

Ashkin, A., and Dziedzic, J. M. (1987). Optical trapping and manipulation of viruses and bacteria. Science 235, 1517–1520. doi: 10.1126/science.3547653

Baker, N. M., Zeitlin, S. G., Shi, L. Z., Shah, J., and Berns, M. W. (2010). Chromosome tips damaged in anaphase inhibit cytokinesis. PLoS One 5:e12398. doi: 10.1371/journal.pone.0012398

Basehoar, G., and Berns, M. W. (1973). Cloning of rat kangaroo (PTK2) cells following laser microirradiation of selected mitotic chromosomes. Science 179, 1333–1334. doi: 10.1126/science.179.4080.1333

Berns, M. W. (1971). A simple and versatile argon laser microbeam. Exp. Cell Res. 65, 470–473. doi: 10.1016/0014-4827(71)90030-9

Berns, M. W. (1974). Biological Microirradiation: Classical and Laser Sources. Englewood Cliffs, NJ: Prentice-Hall.

Berns, M. W. (1998). Laser scissors and tweezers. Sci. Am. 278, 62–77. doi: 10.1038/scientificamerican0498-62

Berns, M. W., Aist, J., Edwards, J., Strahs, K., Girton, J., McNeill, P., et al. (1981). Laser microsurgery in cell and developmental biology. Science 213, 505–513.

Berns, M. W., Aist, J. R., Wright, W. H., and Liang, H. (1992). Optical trapping in animal and fungal cells using a tunable, near-infrared titanium-sapphire laser. Exp. Cell Res. 198, 375–378. doi: 10.1016/0014-4827(92)90395-o

Berns, M. W., Cheng, W. K., Floyd, A. D., and Onuki, Y. (1971a). Chromosome lesions produced with an argon laser microbeam without dye sensitization. Science 171, 903–905. doi: 10.1126/science.171.3974.903

Berns, M. W., Cheng, W. K., and Hoover, G. (1971b). Cell division after laser microirradiation of mitotic chromosomes. Nature 233, 122–123. doi: 10.1038/233122a0

Berns, M. W., Chong, L. K., Hammer-Wilson, M., Miller, K., and Siemens, A. (1979). Genetic microsurgery by laser: establishment of a clonal population of rat kangaroo cells (PTK2) with a directed deficiency in a chromosomal nucleolar organizer. Chromosoma 73, 1–8. doi: 10.1007/bf00294839

Berns, M. W., Floyd, A. D., Adkisson, K., Cheng, W. K., Moore, L., Hoover, G., et al. (1972). Laser microirradiation of the nucleolar organizer in cells of the rat kangaroo (Potorous tridactylis). Reduction of nucleolar number and production of micronucleoli. Exp. Cell Res. 75, 424–432. doi: 10.1016/0014-4827(72)90449-1

Berns, M. W., and Greulich, K. O. (2007). Laser Manipulation of Cells and Tissues. Amsterdam: Academic Press.

Berns, M. W., and Keeton, W. T. (1968). Regulation of segment-building during the postembryonic development of a common milliped. Science 161, 590–592.

Berns, M. W., Ohnuki, Y., Rounds, D. E., and Olson, R. S. (1970). Modification of nucleolar expression following laser micro-irradiation of chromosomes. Exp. Cell Res. 60, 133–138. doi: 10.1016/0014-4827(70)90498-2

Berns, M. W., Olson, R. S., and Rounds, D. E. (1969a). In vitro production of chromosomal lesions with an argon laser microbeam. Nature 221, 74–75. doi: 10.1038/221074a0

Berns, M. W., Rounds, D. E., and Olson, R. S. (1969b). Effects of laser micro-irradiation on chromosomes. Exp. Cell Res. 56, 292–298. doi: 10.1016/0014-4827(69)90016-0

Berns, M. W., and Rounds, D. E. (1970). Cell surgery by laser. Sci. Am. 222, 98–103 passim.

Berns, M. W., Wang, Z., Dunn, A., Wallace, V., and Venugopalan, V. (2000). Gene inactivation by multiphoton-targeted photochemistry. Proc. Natl. Acad. Sci. U.S.A. 97, 9504–9507. doi: 10.1073/pnas.97.17.9504

Berns, M. W., Wright, W. H., Tromberg, B. J., Profeta, G. A., Andrews, J. J., and Walter, R. J. (1989). Use of a laser-induced optical force trap to study chromosome movement on the mitotic spindle. Proc. Natl. Acad. Sci. U.S.A. 86, 4539–4543. doi: 10.1073/pnas.86.12.4539

Bessis, M., Gires, F., Mayer, G., and Nomarski, G. (1962). Irradiation des organites cellulaires a l’aide d’un laser a rubis. Compt. Rend. Acad. Sci. 225, 1010–1012.

Botvinick, E. L., and Berns, M. W. (2005). Internet-based robotic laser scissors and tweezers microscopy. Microsc. Res. Tech. 68, 65–74. doi: 10.1002/jemt.20216

Ferraro-Gideon, J., Sheykhani, R., Zhu, Q., Duquette, M. L., Berns, M. W., and Forer, A. (2013). Measurements of forces produced by the mitotic spindle using optical tweezers. Mol. Biol. Cell 24, 1375–1386. doi: 10.1091/mbc.e12-12-0901

Forer, A., Duquette, M. L., Paliulis, L. V., Fegaras, E., Ono, M., Preece, D., et al. (2017). Elastic ‘tethers’ connect separating anaphase chromosomes in a broad range of animal cells. Eur. J. Cell Biol. 96, 504–514. doi: 10.1016/j.ejcb.2017.07.001

Forer, A., Sheykhani, R., and Berns, M. W. (2018). Anaphase chromosomes in crane-fly spermatocytes treated with taxol (paclitaxel) accelerate when their kinetochore microtubules are cut: evidence for spindle matrix involvement with spindle forces. Front. Cell. Dev. Biol. 6:77. doi: 10.3389/fcell.2018.00077

Gomez-Godinez, V., Kabbara, S., Sherman, A., Wu, T., Cohen, S., Kong, X., et al. (2020). DNA damage induced during mitosis undergoes DNA repair synthesis. PLoS One 15:e0227849. doi: 10.1371/journal.pone.0227849

Gomez-Godinez, V., Wu, T., Sherman, A. J., Lee, C. S., Liaw, L. H., Zhongsheng, Y., et al. (2010). Analysis of DNA double-strand break response and chromatin structure in mitosis using laser microirradiation. Nucleic Acids Res. 38:e202. doi: 10.1093/nar/gkq836

Greulich, K. O. (1999). Micromanipulation by Light in Biology and Medicine: the Laser Microbeam and Optical Tweezers. Basel: Birkhaäuser.

Greulich, K. O. (2007). Selected applications of laser scissors and tweezers and new applications in heart research. Methods Cell Biol. 82, 59–80. doi: 10.1016/s0091-679x(06)82002-9

Greulich, K. O. (2011). Photons bring light into DNA repair: the comet assay and laser microbeams for studying photogenotoxicity of drugs and ageing. J. Biophotonics 4, 165–171. doi: 10.1002/jbio.201000102

Greulich, K. O. (2017). Manipulation of cells with laser microbeam scissors and optical tweezers: a review. Rep. Prog. Phys. 80:026601. doi: 10.1088/1361-6633/80/2/026601

Grigaravicius, P., Greulich, K. O., and Monajembashi, S. (2009). Laser microbeams and optical tweezers in ageing research. Chemphyschem 10, 79–85. doi: 10.1002/cphc.200800725

Hadano, S., Watanabe, M., Yokoi, H., Kogi, M., Kondo, I., Tsuchiya, H., et al. (1991). Laser microdissection and single unique primer PCR allow generation of regional chromosome DNA clones from a single human chromosome. Genomics 11, 364–373. doi: 10.1016/0888-7543(91)90144-4

He, W., Liu, Y., Smith, M., and Berns, M. W. (1997). Laser microdissection for generation of a human chromosome region-specific library. Microsc. Microanal. 3, 47–52. doi: 10.1017/s1431927697970033

Huang, Y. X., Li, L., Yang, L., and Zhang, Y. (2018). Technique of laser chromosome welding for chromosome repair and artificial chromosome creation. Biomed. Opt. Express 9, 1783–1794.

Khatibzadeh, N., Stilgoe, A. B., Bui, A. A., Rocha, Y., Cruz, G. M., Loke, V., et al. (2014). Determination of motility forces on isolated chromosomes with laser tweezers. Sci. Rep. 4:6866.

Kim, T. J., Joo, C., Seong, J., Vafabakhsh, R., Botvinick, E. L., Berns, M. W., et al. (2015). Distinct mechanisms regulating mechanical force-induced Ca(2)(+) signals at the plasma membrane and the ER in human MSCs. eLife 4:e04876.

Kong, X., Cruz, G. M. S., Trinh, S. L., Zhu, X. D., Berns, M. W., and Yokomori, K. (2018). Biphasic recruitment of TRF2 to DNA damage sites promotes non-sister chromatid homologous recombination repair. J. Cell Sci. 131:jcs219311. doi: 10.1242/jcs.219311

Kong, X., Mohanty, S. K., Stephens, J., Heale, J. T., Gomez-Godinez, V., Shi, L. Z., et al. (2009). Comparative analysis of different laser systems to study cellular responses to DNA damage in mammalian cells. Nucleic Acids Res. 37:e68. doi: 10.1093/nar/gkp221

Liang, H., Wright, W. H., Cheng, S., He, W., and Berns, M. W. (1993). Micromanipulation of chromosomes in PTK2 cells using laser microsurgery (optical scalpel) in combination with laser-induced optical force (optical tweezers). Exp. Cell Res. 204, 110–120. doi: 10.1006/excr.1993.1015

Liang, H., Wright, W. H., He, W., and Berns, M. W. (1991). Micromanipulation of mitotic chromosomes in PTK2 cells using laser-induced optical forces (”optical tweezers”). Exp. Cell Res. 197, 21–35. doi: 10.1016/0014-4827(91)90475-a

Liang, H., Wright, W. H., Rieder, C. L., Salmon, E. D., Profeta, G., Andrews, J., et al. (1994). Directed movement of chromosome arms and fragments in mitotic newt lung cells using optical scissors and optical tweezers. Exp. Cell Res. 213, 308–312. doi: 10.1006/excr.1994.1203

Magidson, V., Lončarek, J., Hergert, P., Rieder, C., and Khodjakov, A. (2007). Laser microsurgery in the GFP era: a cell biologist’s perspective. Meth. Cell Biol. 82, 239–266. doi: 10.1016/S0091-679X(06)82007-8

McNeill, P. A., and Berns, M. W. (1981). Chromosome behavior after laser microirradiation of a single kinetochore in mitotic PtK2 cells. J. Cell Biol. 88, 543–553. doi: 10.1083/jcb.88.3.543

Monajembashi, S., Cremer, C., Cremer, T., Wolfrum, J., and Greulich, K. O. (1986). Microdissection of human chromosomes by a laser microbeam. Exp. Cell Res. 167, 262–265. doi: 10.1016/0014-4827(86)90223-5

Murata, M. M., Kong, X., Moncada, E., Chen, Y., Imamura, H., Wang, P., et al. (2019). NAD+ consumption by PARP1 in response to DNA damage triggers metabolic shift critical for damaged cell survival. Mol. Biol. Cell 30, 2584–2597. doi: 10.1091/mbc.e18-10-0650

Nicklas, R. B. (1983). Measurements of the force produced by the mitotic spindle in anaphase. J. Cell Biol. 97, 542–548. doi: 10.1083/jcb.97.2.542

Ono, M., Preece, D., Duquette, M. L., Forer, A., and Berns, M. W. (2017). Mitotic tethers connect sister chromosomes and transmit “cross-polar” force during anaphase A of mitosis in PtK2 cells. Biomed. Opt. Express 8, 4310–4315.

Rattner, J. B., and Berns, M. W. (1974). Light and electron microscopy of laser microirradiated chromosomes. J. Cell Biol. 62, 526–533. doi: 10.1083/jcb.62.2.526

Saquilabon Cruz, G. M., Kong, X., Silva, B. A., Khatibzadeh, N., Thai, R., Berns, M. W., et al. (2016). Femtosecond near-infrared laser microirradiation reveals a crucial role for PARP signaling on factor assemblies at DNA damage sites. Nucleic Acids Res. 44:e27. doi: 10.1093/nar/gkv976

Sheykhani, R., Baker, N., Gomez-Godinez, V., Liaw, L. H., Shah, J., Berns, M. W., et al. (2013). The role of actin and myosin in PtK2 spindle length changes induced by laser microbeam irradiations across the spindle. Cytoskeleton 70, 241–259. doi: 10.1002/cm.21104

Sheykhani, R., Berns, M., and Forer, A. (2017). Elastic tethers between separating anaphase chromosomes in crane-fly spermatocytes coordinate chromosome movements to the two poles. Cytoskeleton 74, 91–103. doi: 10.1002/cm.21347

Silva, B. A., Stambaugh, J. R., and Berns, M. W. (2013). Targeting telomere-containing chromosome ends with a near-infrared femtosecond laser to study the activation of the DNA damage response and DNA damage repair pathways. J. Biomed. Opt. 18:095003. doi: 10.1117/1.jbo.18.9.095003

Silva, B. A., Stambaugh, J. R., Yokomori, K., Shah, J. V., and Berns, M. W. (2014). ‘DNA damage to a single chromosome end delays anaphase onset. J. Biol. Chem. 289, 22771–22784. doi: 10.1074/jbc.m113.535955

Truong, L. N., Li, Y., Shi, L. Z., Hwang, P. Y., He, J., and Wang, H. (2013). Microhomology-mediated end joining and homologous recombination share the initial end resection step to repair DNA double-strand breaks in mammalian cells. Proc. Natl. Acad. Sci. U.S.A. 110, 7720–7725. doi: 10.1073/pnas.1213431110

Vorobjev, I. A., Liang, H., Wright, W. H., and Berns, M. W. (1993). Optical trapping for chromosome manipulation: a wavelength dependence of induced chromosome bridges. Biophys. J. 64, 533–538. doi: 10.1016/s0006-3495(93)81398-5

Walter, R. J., and Berns, M. W. (1981). Computer-enhanced video microscopy: digitally processed microscope images can be produced in real time. Proc. Natl. Acad. Sci. U.S.A. 78, 6927–6931. doi: 10.1073/pnas.78.11.6927

Wang, H., Li, Y., Truong, L. N., Shi, L. Z., Hwang, P. Y., He, J., et al. (2014). CtIP maintains stability at common fragile sites and inverted repeats by end resection-independent endonuclease activity. Mol. Cell 54, 1012–1021. doi: 10.1016/j.molcel.2014.04.012

Wang, H., Shi, L. Z., Wong, C. C., Han, X., Hwang, P. Y., Truong, L. N., et al. (2013). The interaction of CtIP and Nbs1 connects CDK and ATM to regulate HR-mediated double-strand break repair. PLoS Genet. 9:e1003277. doi: 10.1371/journal.pgen.1003277


Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2020 Berns. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.











	 
	ORIGINAL RESEARCH
published: 29 July 2020
doi: 10.3389/fmolb.2020.00161





[image: image]

Elastic Tethers Between Separating Anaphase Chromosomes Regulate the Poleward Speeds of the Attached Chromosomes in Crane-Fly Spermatocytes

Arthur Forer1* and Michael W. Berns2,3

1Biology Department, York University, North York, ON, Canada

2Department of Surgery, Biomedical Engineering and Developmental and Cell Biology, Beckman Laser Institute, University of California, Irvine, Irvine, CA, United States

3Department of Bioengineering, Institute for Engineering in Medicine, University of California, San Diego, San Diego, CA, United States

Edited by:
Maria Gazouli, National and Kapodistrian University of Athens, Greece

Reviewed by:
Fernando Soto, Stanford University, United States
Eliana Ayarza, University of Chile, Chile
Olga Afonso, Université de Genève, Switzerland

*Correspondence: Arthur Forer, aforer@yorku.ca

Specialty section: This article was submitted to Nanobiotechnology, a section of the journal Frontiers in Molecular Biosciences

Received: 05 February 2020
Accepted: 24 June 2020
Published: 29 July 2020

Citation: Forer A and Berns MW (2020) Elastic Tethers Between Separating Anaphase Chromosomes Regulate the Poleward Speeds of the Attached Chromosomes in Crane-Fly Spermatocytes. Front. Mol. Biosci. 7:161. doi: 10.3389/fmolb.2020.00161

Elastic “tethers” connect separating anaphase chromosomes in most (or all) animal cells. We tested whether tethers are involved in coordinating movements of separating anaphase chromosomes in crane-fly spermatocytes. In these cells the coupled movements of separating chromosomes become uncoupled after the tethers are severed by laser microbeam irradiation of the interzone region between the chromosomes (Sheykhani et al., 2017). While this strongly suggests that tethers are involved with coordinating the poleward chromosome movements, the experiments are open to another interpretation: laser irradiations that cut the tethers also might damage something else in the interzone, and those non-tether components might regulate chromosome movements. In the experiments reported herein we distinguish between those two possibilities by disabling the tethers without cutting the interzone. We cut the arms from individual chromosomes, thereby severing the mechanical connection between separating chromosomes, disconnecting them, without damaging components in the interzone. Disabling tethers in this way uncoupled the movements of the separating chromosomes. We thus conclude that tethers are involved in regulating the speeds of separating anaphase chromosomes in crane-fly spermatocytes.
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INTRODUCTION

This article deals with possible functions of “tethers,” elastic connections between anaphase chromosomes. Tethers extend between the telomeres of all pairs of separating anaphase chromosomes in all (or most) animal cell spindles (Forer et al., 2017; Paliulis and Forer, 2018). One cannot identify tethers using phase-contrast or DIC microscopy, however. Their presence is deduced by severing chromosome arms during anaphase, after which the resultant arm fragments move across the equator, led by their telomeres, until they reach their partner telomeres (LaFountain et al., 2002; Sheykhani et al., 2017). Cutting the tethers, i.e., cutting with a laser between an arm fragment and the telomere to which it is moving, stops the movements of the arm fragments (Sheykhani et al., 2017). Arm-fragment movements are not caused by microtubules because the movements require both telomeres, the telomere on the arm fragment and the telomere on the partner chromosome to which the arm fragment moves: if either telomere is laser ablated the fragment does not move (LaFountain et al., 2002). Further, when the chromosome fragment is cut in half only the part with the telomere moves (LaFountain et al., 2002). Yet further, arm fragments produced in taxol-treated cells move at the same speeds as in normal cells (Forer et al., 2018) even though taxol stabilises spindle microtubules and blocks spindle transport of akinetic material (LaFountain et al., 2001). Thus, arm-fragment movements are not due to microtubules and seem to require connection between telomeres. Those connections are not from ultra-fine DNA threads. Tethers connect every anaphase chromosome pair, but ultra-fine DNA threads connect only a fraction of anaphase chromosomes, and only some of those connections are at telomeres (e.g., Chan et al., 2007; Barefield and Karlseder, 2012; Gemble et al., 2015). Further, ultra-fine DNA threads are not elastic. They slow anaphase chromosomes (Su et al., 2016) whereas tethers do not: anaphase velocities are unchanged when tethers are cut (Sheykhani et al., 2017; Forer et al., 2018). Except for data indicating that tethers are not microtubules or ultra-fine DNA bridges, the composition of tethers is not known. However, we and others (Fabian et al., 2007a, b; Forer et al., 2017; Sheykhani et al., 2017) have speculated that perhaps tethers contain the elastic muscle protein titin, since titin extends between the arms of separating anaphase chromosomes in crane-fly spermatocytes (Fabian et al., 2007a, b). Myosin also extends between the separating telomeres, but neither myosin inhibitors nor actin inhibitors block backwards movements of telomeres towards each other (Fabian et al., 2007a).

Tethers are universally present in animal cells, connecting all separating chromosome pairs (Paliulis and Forer, 2018). They also seem to be present in plant cells, as judged by stained connections between anaphase telomeres (Cleland, 1926), though there have been no experiments on plant cells to see if arm fragments move. While all separating anaphase chromosomes are connected by tethers, not all arms are (Forer et al., 2017). In crane-fly spermatocytes in particular, the cell studied in the present experiments, each pair of separating anaphase autosomes is connected by tethers but only two of the four trailing arms are connected, as determined by severing several arms on the same chromosome (LaFountain et al., 2002; Forer et al., 2017; Sheykhani et al., 2017. Also see Adames and Forer, 1996; Forer and Pickett-Heaps, 1998). Tethers do not maintain their elasticity as they elongate: as the tether length (the distance between telomeres of separating chromosomes) increases, arm fragments move slower, move only part way to the partner, or, with yet longer tethers, do not move (LaFountain et al., 2002; Forer et al., 2017). The absence of fragment movement with long tethers is because tethers lose elasticity as they elongate. We know this because the two separating chromosome arms each contract in length (by about 10%) when tethers are severed, and they contract even at tether lengths that are so long that the arm fragments do not move (Forer et al., 2017). It may be that dephosphorylation of tethers causes them to lose elasticity (Kite and Forer, 2020) just as dephosphorylation of muscle titin in the PEVK region causes titin to lose elasticity (Hidalgo et al., 2009; Kõtter et al., 2013; Hamdani et al., 2017).

Do tethers coordinate the movements of separating anaphase chromosomes? Evidence that movements of separating chromosomes in crane-fly spermatocytes are coordinated (coupled, linked) derives from non-laser ultraviolet-light (UV) microbeam irradiations of individual kinetochore spindle fibres. Those studies used as UV source a high-pressure mercury-arc lamp that emits a broad spectrum of wavelengths restricted by a monochromator to a peak wavelength (± half-width) at a given setting (Forer, 1991). Irradiation of a 1–2 μm spot on a kinetochore spindle fibre causes different effects with different wavelengths. When individual anaphase kinetochore spindle fibres were irradiated with a UV microbeam of wavelength 260 or 280 nm, the kinetochore microtubules were severed and the associated chromosomes generally continued to move (Sillers and Forer, 1983; Forer, 1988; Forer and Wilson, 1994; Spurck et al., 1997; Forer et al., 2003). At wavelengths 270 or 290 nm, the chromosome associated with the irradiated kinetochore spindle fibre generally stopped moving (Sillers and Forer, 1981b), independent of whether the kinetochore microtubules were severed (Sillers and Forer, 1983; Forer, 1988). Thus, UV microbeam irradiations of anaphase kinetochore spindle fibres can sever microtubules and they can stop chromosome movements, depending on the UV wavelength, effects which occur independently of each other. These experiments also indicated that chromosome movements are coupled, as follows.

When irradiation of one kinetochore fibre stopped the anaphase movement of the associated chromosome, the partner chromosome moving to the opposite pole also stopped moving (Forer, 1966; Sillers and Forer, 1981a, b; Adames and Forer, 1996; Yin and Forer, 1996; Ilagan and Forer, 1997); the other chromosomes were not affected, as illustrated in Figure 1. UV microbeam irradiation of the interzone uncoupled the separating chromosomes in that only the chromosome attached to the irradiated spindle fibre stopped moving, not its partner (Yin and Forer, 1996). This does not necessarily implicate tethers though, because we do not know if the UV irradiation damaged tethers. To test whether tethers are required for coupling the movements of separating partner chromosomes one needs to determine if the tethers have been affected. We can deduce that we have severed tethers by using a visible-light laser to first sever an arm and then to irradiate between the arm fragment and the partner telomere to stop the motion of the arm fragment (e.g., Figure 4 of Sheykhani et al., 2017). However, we cannot use a visible light laser both to cut tethers and to stop chromosome movement: visible-light laser microbeam irradiations sever kinetochore fibre microtubules in crane-fly spermatocytes (Forer et al., 2013, 2018; Sheykhani et al., 2017) in grasshopper spermatocytes (Chen and Zhang, 2004) and in PtK cells (Elting et al., 2014) but they do not stop anaphase chromosomes from moving. Thus we cannot use visible-light laser irradiation to do this experiment.


[image: image]

FIGURE 1. A drawing that illustrates stoppage of anaphase chromosomes after a single kinetochore fibre is irradiated with a UV microbeam. (A) Chromosomes appear black. The three disjoining autosome pairs have started moving to the poles, and the two smaller sex chromosomes remain at the equator. The dashed circle, the position of the UV microbeam, irradiates the spindle fibre of the chromosome to the upper right. (B) After the irradiation neither the upper right chromosome nor its partner (lower right chromosome) have moved ([image: image] and [image: image]). The chromosomes in the other two pairs have continued moving normally.


There is another phenomenon in which the movements of separating chromosomes are coupled, however, for which we can use visible-light laser irradiations to test the possible role of tethers. That phenomenon is the continued movements of anaphase chromosomes after their kinetochore microtubules are severed. In crane-fly spermatocytes, anaphase chromosome movement is not altered when kinetochore fibre microtubules are severed by visible-light laser irradiations (Sheykhani et al., 2017; Forer, unpublished): both the attached chromosome and its partner chromosome move poleward with their original speeds (Figure 2A), similar to after UV-microbeam irradiations (Sillers and Forer, 1983; Spurck et al., 1997). In other cell types, however, the chromosomes attached to the severed kinetochore microtubules accelerate towards their poles after kinetochore microtubules are severed while the partner chromosomes continue to move at normal speeds. This holds for UV microbeam irradiations in newt cell fibroblasts (Spurck et al., 1997) and for visible-light laser microbeam irradiations in grasshopper spermatocytes (Chen and Zhang, 2004) and in PtK cells (Elting et al., 2014). We previously tested whether tethers coordinate movements of separating partner chromosomes in crane-fly spermatocytes using as criterion that chromosomes accelerate after their kinetochore microtubules are severed. When a visible-light laser was used first to sever tethers between separating chromosomes, and then to sever the kinetochore spindle fibre microtubules, the chromosome associated with the severed kinetochore microtubules accelerated while the partner did not (Sheykhani et al., 2017), as diagrammed in Figure 2B, accelerating exactly as described in newt, PtK and grasshopper cells (Spurck et al., 1997; Chen and Zhang, 2004; Elting et al., 2014). Since severing the tether removes the “prohibition” on acceleration, this result suggests that tethers that connect separating telomeres are involved in regulating speeds of separating chromosomes. This important conclusion has a possible flaw, though, because laser irradiation of the interzone that severs the tethers may also cause collateral damage to other interzonal components and these other components may coordinate the movements of the partner chromosomes.
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FIGURE 2. Drawings that illustrate the different experimental protocols discussed in the text. One pair of separating chromosomes is illustrated. The chromosomes are dark, with four trailing arms. Tethers that connect two of their arms are represented by dashed black lines. The kinetochore spindle fibres are represented by light blue sets of lines extending from each kinetochore. (A) The red lines illustrate the cutting by laser or UV microbeam of the kinetochore spindle fibre associated with the top chromosome. After the microtubules are severed both chromosomes move with normal (pre-irradiation) speed. (UV microbeam: Forer, 1966; Spurck et al., 1997; Laser: Sheykhani et al., 2017; Forer, unpublished). (B) Illustrates the same cutting of the kinetochore spindle fibre, using a laser, after the tethers are cut (at the position of the red line across the tethers in the first image). Cutting the tethers does not change the velocity of either chromosome. After its kinetochore spindle fibre was severed the velocity of the upper chromosome increased (Sheykhani et al., 2017) while the partner chromosome moved at pre-irradiation speed. (C) Illustrates the protocol in the experiments we present herein. The arms are severed first (red lines in the first image), such that the tethers no longer mechanically connect the two kinetochores. One of the kinetochore spindle fibres is then severed, and we then determine whether the associated chromosome speeds up.


In the present experiments we disabled tethers without cutting the interzone, thereby eliminating the possible objection to the earlier conclusions. The tethers were disabled by severing arms from anaphase chromosomes (illustrated in Figure 2C). This eliminates the mechanical link and the tension between the separating chromosomes by freeing the arm fragments from one of the chromosomes. After disabling tethers in this way, we then cut the kinetochore spindle fibre microtubules. The associated chromosomes accelerated after their kinetochore fibres were severed, implicating tethers in the regulation of poleward speeds of separating anaphase chromosomes in crane-fly spermatocytes.



MATERIALS AND METHODS

We studied meiosis-I spermatocytes from crane flies (Nephrotoma suturalis Loew) reared in the laboratory using methods described elsewhere (Forer, 1982). The experimental methods used in this study are described in detail in Sheykhani et al. (2017). In brief, larvae of the proper stage were covered with Halocarbon oil, the testes were removed, and contents of individual testes were spread on a coverslip in Ringers solution that contained fibrinogen. Thrombin was added to form a clot to hold the cells in place, the coverslip was placed in a perfusion chamber, and the cells were perfused with insect Ringers solution. Cells were observed using phase-contrast microscopy (63×, NA 1.4, Zeiss Plan Apochromatic lens) and digital images were recorded every 2–4 s. Laser irradiations were with a 200 fs pulsed laser, wavelength 740 nm, using the laser microscope described in detail elsewhere (Shi et al., 2012; Harsono et al., 2013). Before each experiment, the aiming accuracy of the focused laser beam was adjusted by targeting individual dried blood cells on a microscope coverslip so that the laser lesions (in the blood cell) were coincident with the target lines projected on the video monitor, as illustrated in Berns (2020). At near the energy threshold for production of a circular hole in an individual blood cell, the laser plane of focus is quite tight: if the blood cells are slightly out of focus, the laser irradiation does not produce a small circular spot, thus indicating that the beam is being focused slightly above or below the focal plane of the target cell. Because the red blood cells must be extremely flattened to act as a suitable target, and because not all red blood cells in any given blood smear are flat enough, we often used as targets the dried blood serum that surrounds the less-flattened red blood cells. Because the laser has a very tight plane of focus, in viewing cells we try to restrict our experiments to cells flattened on the coverslip. If the target is too far above the coverslip, the dispersion that occurs because of the mismatch of refractive indices between cell and coverslip causes a shift in focus of the beam. When that occurs, chromosomes we aim at sometimes are not cut but those in a different focus level may be. In irradiating cells, we try to keep the laser power to the minimum that we need to sever chromosomes and tethers because when the power is too high the irradiation can blow up the cell. Prior to experimentation we judge the power to use via test cuts of chromosomes. Since the plane of focus of the laser is narrow, to cut thicker objects we cut the same position (seen in the two-dimensional image of the cell) in different focal levels. For example, for chromosome arms that are ∼1 μm thick, a line was drawn on the computer screen across the image of the arm (or arms) and then the laser was fired to cut in either 3 or 5 Z-axis planes, separated by 0.4 μm. Spindle fibres were cut similarly, in 3 Z-axis planes.

Once the sequences were recorded, images from the experiments were cropped using Irfanview freeware and time-stamped using data contained in the individual image (png) files; the resultant bmp images were converted to avi files using VirtualDub2 freeware. Graphs of distance versus time were obtained from the avi files using an in-house program (Wong and Forer, 2003) that measures distances between user-specified points. We manually specified the points to be measured (e.g., telomeres and/or kinetochores) on the individual images and the program measured the distances of those points from a fixed point that we specified at a pole or at the equator.



RESULTS

Crane-fly spermatocyte meiosis-I has been described previously (Forer, 1980). Briefly, 2n = 8 and each spermatocyte has three bivalent and two univalent chromosomes. At anaphase the bivalents disjoin and move to the stationary poles but the univalent sex-chromosomes (X and Y) remain at the equator (Figure 1); the sex chromosomes do not move towards the poles until the autosomes have reached the poles and the spindles start to elongate. Throughout anaphase each univalent is attached to two kinetochore spindle fibres, one connected to each pole. When the two univalents segregate to opposite poles, for each univalent one of its spindle fibres shortens and the other elongates.

The experiment requires that chromosome arms that have tethers are completely severed, to eliminate mechanical connections between separating chromosomes. In theory one can identify the two arms that are attached to tethers by severing arms one at a time until arm fragments from the two tethered arms move across the equator to the partner telomere. But because tethers lose elasticity as anaphase proceeds one cannot always rely on movement of arm fragments to identify the two tethered arms. When arm fragments did not move, we severed all four arms, to ensure that we disabled the tethers.

Another complication arises because sometimes arms are not completely severed. In previous experiments, arms were ostensibly severed, the arm fragments rapidly moved towards their partner telomeres, the tethers were severed, and while severing the tethers caused most arm fragments to stop moving, sometimes the moving arm fragment reversed direction and moved back to its original arm (Figure 5 of Sheykhani et al., 2017). This indicates that between some arm fragments and their original chromosomes there are “remnant” chromosomal connections that we cannot see. The remnant connection is much weaker in elasticity than the tether, because the arm fragment moves rapidly towards its partner even when incompletely severed, but the remnant must be strong enough to pull the arm fragment back to the chromosome arm when the tether is cut. The complication for our present experiments is clear: we rely on cutting the arm to sever its mechanical connection to the chromosome but in some cases the arm fragment remains mechanically attached, albeit weakly. Our experimental logic in disabling tethers requires that the separating chromosomes not be mechanically attached. To deal with this complication we often repeated cuts at the original site where the fragment was severed, to ensure that the arm fragment was completely disconnected from the rest of the chromosome (Figures 3, 4). Further, we usually cut kinetochore fibres associated with the chromosomes from which the arm fragments were amputated. We did this because we thought that any remnant connections that might remain between the arm fragment and the original chromosome would have considerably less force than the tether and might not register as mechanical linkage between the separating chromosomes whereas the intact tether on the other chromosome might still register the tension.
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FIGURE 3. A cell in which several laser cuts were required to sever all tethered arms. (A) Anaphase. The first cut (white line in C) severs the arm (cf. B,D); the arm fragment (not visible) quickly moved to its partner chromosome. The second laser cut (white line in E) produced an arm fragment (arrow in F), and after a second laser cut (white line in G) the arm fragment (arrow in H) moved to its partner chromosome (H). We cut kinetochore fibres of both the chromosome with the amputated arms and its partner moving to the opposite pole. The two white lines in I indicate the positions in which the kinetochore spindle fibre was cut (shortly after this image). (J–L) The lower right chromosome accelerated after I, as seen in the movement graph of this cell shown in Figure 10. The two white lines in M indicate the positions at which the kinetochore fibre of the partner chromosome was cut. (N–P) the upper right chromosome accelerated after M, as shown in Figure 10. The times in this (and all subsequent figures) are in h:min:s as time-stamped in the digital images. The black line at the bottom of image P represents 10 μm.



[image: image]

FIGURE 4. A cell in which three laser cuts were used to sever all arms from one chromosome. (A) Anaphase, prior to laser irradiation. The arms of the lower chromosome were cut three times, at positions indicated by the white lines in images (B,D,F), all shown just as the laser was cutting the arms. Two arm fragments produced by the cut are indicated by arrows in C. The cut shown in D,F were at the same position, to ensure that the arm fragments were completely severed from the chromosome. The two lines in G indicate the positions that the laser cut the kinetochore spindle fibre, shown just before the laser cut the fibre. (H) The chromosome associated with the cut kinetochore fibre accelerated after the cut, as seen in Figure 7, a movement graph of this cell. The scale bar in image H represents 5 μm.


We successfully severed all tethered-arms from single chromosomes in 21 cells. After the telomere-containing arm fragments were no longer attached to the rest of the chromosomes we severed the kinetochore spindle fibres of the associated chromosomes, as illustrated in the montages in Figures 3–6. In some experiments we needed only one cut across several arms (Figure 5); in others, several cuts were necessary because of the configurations of the arms, as illustrated in Figures 3, 6, for two or three cuts across trailing arms. Not all laser-cut arm fragments moved across the equator to the partner telomere or even moved towards the partner telomere, depending on which of the four arms was cut and depending on whether the tethers were elastic. Arm fragments did not move from the severed positions in cells later in anaphase (Figures 4, 5), but did move towards (or to) their partners in cells earlier in anaphase (Figures 3, 6). As can be seen in these montages, in addition to cutting the chromosomes, the laser also cut laterally outside chromosome arms. The cuts also extend underneath or above the arms since the laser line was moved to several Z-axis planes when cutting arms. But we never cut in the interzonal region between telomeres.
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FIGURE 5. A cell in which one laser cut severed all tethered-arms from one chromosome. (A) Mid-anaphase. The arms were severed from the upper left chromosome. The white line in image B indicates the line of the laser cut, shown just before severing the arms. Two chromosome arm fragments are seen in image C (arrows) and three are indicated by arrows in D,H,J, two of which seemed to move a little towards their partners; the third did not. The two lines in image G indicate the positions on the kinetochore spindle fibre that the laser cut, shown just before the cutting. (H–L) the chromosome associated with the irradiated kinetochore fibre in G accelerated after the laser cut, as shown in Figure 9, which is a movement graph of this cell. The scale bar in L represents 10 μm.
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FIGURE 6. A cell in which two laser cuts were needed. (A) Early anaphase. One laser cut severed one arm (at the position of the white line in B, shown just before the cut). The arrow in C points to the arm fragment. Another laser cut severed another arm (the white line in D, just before the cut). The arrow in (E) points to the second arm fragment. The two white lines in F indicate the position at which the kinetochore fibre was cut. Both fragments moved towards their partner telomeres. (G,H) the chromosome associated with the cut kinetochore fibre accelerated after F, as seen in Figure 8, a graph of movements in the same cell. The black line in H represents 5 μm.


Immediately after cutting the spindle fibres the chromosomes associated with the cut kinetochore fibres accelerated (moved faster than previously) for between 20 and 100 s, and then returned to a slower speed, comparable to the starting speed, as illustrated graphically in Figures 7–9. Though in most of our experiments we cut the kinetochore fibres of the chromosomes with amputated arms, in some cells we also cut the kinetochore fibre of the opposite chromosome, first the kinetochore fibres associated with the chromosomes with amputated arms and later the kinetochore fibres of the chromosomes moving to the opposite poles. Both cuts resulted in the associated chromosomes moving faster; two examples are shown in Figures 10, 11. Both chromosomes accelerated even in 1 cell in which the opposite kinetochore fibres were cut simultaneously. Thus, after disabling the tethers by mechanically disconnecting partner chromosomes, either partner chromosome accelerated when its kinetochore fibre was cut.
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FIGURE 7. Graphical representation of the movements of one chromosome (Images of the cell are presented in Figure 4). The arms were cut three times (at just before 30 s, just before 60 s, and just before 90 s) and then at just before 3 min its kinetochore fibre was cut (labelled ‘cut KT fibre’). The positions of the kinetochore were measured as distance from the bottom pole (a fixed position). The chromosome accelerated immediately after its kinetochore fibre was cut; it slowed down after about 20 s to near its previous speed. The lines in this and all subsequent graphs are lines-of-best-fit as calculated by the computer program. For this chromosome the pre-irradiation velocity was 0.23 μm/min (blue line), the acceleration velocity was 1.8 μm/min (green line), and the post-slowdown velocity was 0.33 μm/min (black line).
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FIGURE 8. Graphical representation of the movements of one chromosome after its arms were cut twice, and then its kinetochore fibre was cut (labelled ‘cut KT fibre’) (Images of the cell are presented in Figure 6). The positions of the kinetochore were measured as distance from a fixed point at the equator. The chromosome accelerated immediately after its kinetochore fibre was cut; it slowed down after about 1 min to near its previous speed. For this chromosome, the pre-irradiation velocity was 0.15 μm/min (dashed black line), the acceleration velocity was 0.70 μm/min (magenta), and the post-slowdown velocity was 0.16 μm/min (green).
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FIGURE 9. Graphical representations of the movements of two chromosomes moving to the same pole, one whose kinetochore fibre was cut (at ‘cut KT fibre’) and the other (labelled “second chromosome”) whose fibre was not cut. (Images of the cell are presented in Figure 5.) The kinetochore positions were measured as distance from the upper pole (a fixed point). The chromosome whose kinetochore fibre was cut accelerated immediately after the cut and slowed down after about 30 s to a speed slower than its original speed, but one close to that of the second chromosome, whose movement was not changed by any of the laser cuts. For this chromosome the initial velocity was 0.35 μm/min (black dashed line), the acceleration velocity was 0.88 μm/min (blue line), and the post-slowdown velocity was 0.15 μm/min (green line). The velocity of the other chromosome was 0.16 μm/min (dashed red line).
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FIGURE 10. Graphical representations of the movements of a chromosome and its partner moving to the opposite pole. (Images of the cell are presented in Figure 3.) Panel (A) illustrates the overview, and panels (B,C) show the same points in more detail, focusing on the accelerations after cutting the kinetochore fibres of the two chromosomes, panel (B) for the chromosome moving to the upper pole and panel (C) for the chromosome moving to the lower pole. After chromosome arms were cut on the chromosome moving to the lower pole, that chromosome’s kinetochore fibre was cut (at ‘cut-KT-fibre’), immediately after which the chromosome accelerated. After about 60 s it slowed down to near its initial speed. Later the kinetochore fibre was cut on the partner chromosome moving to the opposite (upper) pole. That chromosome immediately accelerated and after about 90 s it slowed down to near its initial speed. The initial velocity of the bottom chromosome was 0.17 μm/min (dashed black line), and its accelerated velocity was 0.90 μm/min (blue line); the initial velocity of the upper chromosome was 0.20 μm/min (dashed red line), and its accelerated velocity was 0.57 μm/min (green line).
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FIGURE 11. Graphical representations of the movements of a chromosome and its partner moving to the opposite pole. Panel (A) illustrates the overview, and panels (B,C) show the same points in more detail, focusing on the accelerations after the kinetochore fibres of the two chromosomes were cut, panel (B) for the chromosome moving to the upper pole and Panel (C) for the chromosome moving to the lower pole. After chromosome arms were cut on the chromosome moving to the upper pole, that chromosome’s kinetochore fibre was cut (at the time labelled ‘cut KT fibre’), immediately after which the chromosome accelerated. After about 60 s it slowed down to near its initial speed. Later the kinetochore fibre was cut on the partner chromosome moving to the opposite (lower) pole, after which that chromosome immediately accelerated; after about 45 s it slowed down to near its initial speed. The initial velocity of the upper chromosome was 0.51 μm/min (dashed black line), its accelerated velocity was 1.4 μm/min (dashed magenta line in B), and its post slowdown velocity was 0.52 μm/min (dashed green line in B). The initial velocity of the lower chromosome was 0.43 μm/min (red line) and its accelerated velocity was 1.3 μm/min (dashed green line in C).


After cutting kinetochore fibres the acceleration period lasted on average ∼41 s before the chromosomes slowed down to near their original speeds (Figure 12). The average accelerated anaphase velocities for individual chromosomes were ∼4× the pre-irradiation velocities (Figure 13).
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FIGURE 12. Bar graph showing the lengths of time that the chromosomes remained at accelerated speeds after their kinetochore fibres were cut, showing average ± standard deviation, and the number of chromosomes measured.
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FIGURE 13. Bar graph comparing the chromosome speeds before and after their kinetochore fibres were severed, showing average values ± standard deviations, and numbers of chromosomes measured. **Indicates significant differences: using Students t-test the chance that the averages are from the same distribution is p < 0.00001.




DISCUSSION

A main conclusion from our experiments is that tethers coordinate the movements of separating anaphase chromosomes in crane-fly spermatocytes. Anaphase chromosomes with normal tethers do not speed up when their kinetochore spindle fibres are severed but chromosomes with cut tethers do (Sheykhani et al., 2017). To exclude the possibility that damage to non-tether interzonal components uncoupled the movements, we disconnected the separating chromosomes by severing the tethered arms from individual chromosomes, after which the chromosome associated with a cut kinetochore fibre accelerated while the partner did not. Therefore, tethers are responsible for, or at least are required for, regulating the speeds of separating partner chromosomes. Extending this conclusion, we assume that when both partners stop moving after UV microbeam irradiation of only one kinetochore fibre (Figure 1; Forer, 1966; Sillers and Forer, 1981a, b; Adames and Forer, 1996; Yin and Forer, 1996; Ilagan and Forer, 1997) the stoppage of the partner chromosome (moving to the opposite pole) is due to tethers. Consistent with this is that UV microbeam irradiation of the interzone uncouples the movements of the separating anaphase chromosomes: after first irradiating the interzone, the chromosome associated with the irradiated kinetochore spindle fibre stops moving – the partner moves normally (Yin and Forer, 1996). Crane-fly spermatocytes are not the only cells with coordinated movements of separating anaphase chromosomes. In grasshopper spermatocytes chromosome velocity varies with temperature, and when one half spindle was heated to a higher temperature than the other, the separating chromosomes moved poleward with the same speeds, that speed governed by the temperature of the cooler half spindle (Nicklas, 1979). It could be that tethers influence chromosome coordination in the grasshopper cells also.

How might tethers coordinate the separating chromosomes? One possibility is that the tension on chromosome arms [stretching them by about 10% (Forer et al., 2017)] is transmitted to the kinetochores, similar to effects of stretching chromosome arms described previously. Nicklas and Koch (1969), using micromanipulation needles to stretch the arms, showed that meiotic bivalents reorient when the arms are not under tension; that tension on chromosome arms stabilises attachments to the spindle, even faulty ones (Nicklas and Ward, 1994) and that tension at the kinetochore affects kinetochore phosphorylation levels (King and Nicklas, 2000) and influences checkpoint signals (Nicklas et al., 1995). Tension affects these and other processes because of phosphorylation of kinetochore proteins via Aurora kinase and recruitment of checkpoint proteins to the kinetochore (Skoufias et al., 2007; Saitoh et al., 2008; Liu et al., 2009; Wang et al., 2012). Given these well-documented effects of tension on kinetochores, it is possible that tension from tethers might affect kinetochores, which in turn could regulate chromosome velocities. One uncertainty in this argument, though, relates to the small forces produced by tethers relative both to forces that propel chromosomes poleward, and to forces applied by the micromanipulation needle to stretch the chromosomes. Since cutting tethers does not change anaphase chromosome velocities (Sheykhani et al., 2017; Figures 9–11), tether forces are considerably smaller than the forces propelling the chromosomes poleward, say ≤10% of the poleward forces; while in most of the experiments we do not know the forces applied to chromosome arms when stretching them with the microneedle, in some of the experiments the forces applied were estimated to be three times that needed to move chromosomes poleward (King and Nicklas, 2000). Tethers do not produce anywhere near those forces, but it is conceivable that even very low forces on chromosome arms might affect kinetochore interactions, which then would regulate the speed of the attached chromosomes.

Another possibility is that tensegral interactions might influence the movements of chromosome partners. Tensegrity involves stabilised interactions between networks of tension-producing components and networks of load-bearing components (struts). Tensegrity has been considered a major foundation of the structure of living cells: many changes in cell function and structure, both overall and local, including position-specific mechanical-transduction, can be explained assuming that cell structure is based on tensegrity, i.e., that cells contain an interacting system of tensile elements and struts (Ingber, 1993, 1997, 2003a,b). A variety of cell configurations and functions of the cytoskeleton can be explained on this basis, including mechanisms of mitosis (Pickett-Heaps et al., 1997) and possible mechanisms by which chromosomes in interphase and mitotic spindles remain in a fixed order (Nagele et al., 1995, 1998, 1999), as considered by Maniotis et al. (1997). Tensegral systems are capable of transmitting local disturbances to other positions (Ingber et al., 1994, 2000; Ingber, 2003a, b), so it is possible that removal of one of the tensile structures (tethers) in an integrated architectural network of compression and tension-producing elements can regulate force-producing components that cause chromosome movement.

Do our experiments unequivocally prove that tethers coordinate chromosome movements or could there be alternate interpretations of our data? Our irradiations unavoidably included spindle regions immediately adjacent to chromosome arms so we cannot rule out the possibility that other spindle components were damaged by the laser. However, any alternative interpretation must satisfy several conditions. One is that the component responsible for coordinating the movements must be in the interzone, between the arms of separating chromosome: this is because chromosome movements become uncoupled when that region is cut with the laser (Sheykhani et al., 2017). A second condition is that the alternative component must be adjacent to separating arms throughout anaphase: this is because of the present experiments in which we severed the arms. A third condition is that the component must not extend in front of the kinetochore: this is because cuts in front of the kinetochore do not uncouple the movements. While it is conceivable that there are components such as “non-kinetochore” microtubules that might extend through the interzone and around both sets of chromosome arms, and that they do not extend past the kinetochores, and that they continue to elongate throughout anaphase (during which time the spindles do not elongate), we think it is far more likely that the tethers are the communication links, acting via the tension they produce between the separating chromosomes. This seems likely because we do not know of any data that show that non-kinetochore microtubules satisfy the three conditions, and because cutting arms from chromosomes minimally impacts the non-kinetochore microtubules, if at all, as follows.

Chromosomes accelerate after first tethers and then kinetochore fibres are severed (Sheykhani et al., 2017); later they slow down again. The accelerated period lasts about three times longer than after arms and kinetochore fibres are severed (Table 1, column 3, rows 1 and 2). We suggest that this is because cuts in the interzone (when cutting tethers) depolymerise non-kinetochore microtubules whereas cuts to arms do not. We assume that accelerated movements are slowed down when the chromosome or its kinetochore stub encounter obstacles such as non-kinetochore microtubules, as suggested by Spurck et al. (1997) and Chen and Zhang (2004). With fewer non-kinetochore microtubules to act as obstacles for poleward motion, the accelerated movements last longer. Consistent with this, non-kinetochore microtubules are more labile than kinetochore microtubules to cold (Salmon and Begg, 1980; Schaap and Forer, 1984) to depolymerisation by nocodazole (Cassimeris et al., 1990) and, most relevant to this discussion, are labile to spindle irradiation with UV microbeam (Czaban and Forer, 1994) or with visible-light laser irradiation (Elting et al., 2014). To test whether microtubule obstacles interfere with accelerated chromosomes one can compare the same experiment – cutting tethers and then cutting kinetochore fibres – performed in two different circumstances, in normal cells versus in taxol-treated cells. Taxol stabilises non-kinetochore microtubules and increases the numbers of microtubules in spindles (Wilson and Forer, 1997; LaFountain et al., 2001), thereby increasing the numbers of obstacles that would end the accelerated movements. As expected, the period of acceleration is three times shorter in taxol treated cells than in control cells (Table 1, column 3, rows 2 and 3), and is the same as that when only arms are severed (Table 1, column 3, rows 1 and 3). This analysis indicates that cutting arms does not have much effect on non-kinetochore microtubules, and thus strongly supports our original interpretation that tethers are necessary for coordinating movements of separating chromosomes.


TABLE 1. Comparison between cutting arms versus cutting tethers.

[image: Table 1]At present the study of tethers is limited to those able to laser irradiate portions of cells because tethers can be identified only by cutting an arm from a chromosome and seeing if the resultant arm fragment moves to the partner telomere. One could expand the experimental repertoire if one could identify tethers in living or stained cells. The literature from the early 1900s illustrates stained strands that connect the arms of separating anaphase chromosomes and therefore appear to be tethers (Paliulis and Forer, 2018). That the connecting material is different from spindle fibres themselves is especially clear in Figure 11 of Cleland (1926) because the chromosomes in Oenothera meiosis are a series of reciprocal translocations (Hejnowicz and Feldman, 2000) with separating anaphase telomeres at an angle to the spindle axis: the stained strands connecting the telomeres in Oenothera are also at an angle to the spindle axis and therefore most likely represent tethers. These images suggest that it may be possible to stain for tethers.

Do tethers coordinate the movements of separating anaphase chromosomes in all cells? Some data suggest not. Tethers are present in all animal cells tested so far, including PtK cells (Forer et al., 2017), yet in other cells anaphase chromosomes with severed kinetochore microtubules accelerate even when their tethers are not severed: in PtK cells (Elting et al., 2014) in newt fibroblasts (Spurck et al., 1997) and in grasshopper spermatocytes (Chen and Zhang, 2004). In these cell types, after cutting kinetochore spindle fibres with UV or visible-light laser microbeam irradiation, the associated anaphase chromosomes rapidly moved a short distance backwards (away from the pole), towards their partners (reviewed in Forer et al., 2015). After a very short time they accelerated and moved towards the pole at speeds faster than normal, but after a few minutes they slowed down to their original speed. The fact that the chromosomes moved backwards after their kinetochore fibres were severed from the pole suggests that the tethers were still functional. That the chromosomes then accelerated indicates that the presence of tethers did not prevent the acceleration. This presents a puzzle: why do tethers prevent acceleration in crane-fly spermatocytes but not in PtK cells, newt cells or grasshopper spermatocytes? We can only speculate that either tethers coordinate partner chromosomes in all cells but the manifestation of the coordination is different in cells from different species, or tethers have different functions in cells in different species.

Tangential to the main issue of tether participation in coordinating movements of partner chromosomes is the issue of how anaphase chromosomes move with severed kinetochore microtubules. It seems counter-intuitive that movement should continue, let alone speed up for a short time. The two views on why this occurs have been reviewed in Forer et al. (2015). Briefly summarising the arguments, one group argues that dynein re-locates to the free minus-end of the severed kinetochore microtubules (the kinetochore stub) and then acts with non-kinetochore microtubules to propel the chromosomes poleward (Elting et al., 2014; Sikirzhytski et al., 2014). These authors are silent on why the chromosomes initially move backwards; they invoke a new (different from normal) force-producing mechanism to explain the faster speed; and they are silent on why the movements slow down again. The other group argues that forces that move chromosomes poleward arise from non-microtubule spindle components (Mogessie and Schuh, 2017) perhaps associated with a “spindle matrix” (Pickett-Heaps and Spurck, 1982; Pickett-Heaps et al., 1996; Johansen and Johansen, 2007; Pickett-Heaps and Forer, 2009; Johansen et al., 2011). They argue that kinetochore microtubules act as governors in that microtubule depolymerisation limits the speed of anaphase movement (Nicklas, 1983; Bayles et al., 1993). When kinetochore microtubules are severed, the kinetochore microtubules are no longer connected to the pole, can no longer act as “governors,” and consequently the kinetochore stubs are propelled poleward (by spindle matrix forces) at increased speeds not limited by microtubule depolymerisation. Thus, the same forces that normally propel chromosomes poleward cause the chromosomes to accelerate. This model is silent on why dynein relocates to the tips of severed kinetochore microtubules, but it predicts that the movement slows down when the stub encounters an obstacle (Spurck et al., 1997). The different interpretations remain unresolved, but since chromosomes in Mesostoma spermatocytes move poleward very rapidly (up to 200 μm/min) in the absence of kinetochore microtubules (Fegaras and Forer, 2018) and since chromosomes in crane-fly spermatocytes with severed kinetochore microtubules (and severed tethers) accelerate even in the presence of taxol (Forer et al., 2018), it seems likely that forces external to spindle microtubules produce forces for movement. Regardless of which models give correct representations of the poleward forces on chromosomes, models of mitotic spindle forces as a whole must include forces from tethers, forces that act on chromosome arms in the opposite direction to those that propel anaphase chromosomes poleward.



CONCLUSION

In conclusion, the experiments reported here indicate that cutting arms from chromosomes (thereby disabling the tethers) disrupts the coordination between separating chromosomes in crane-fly spermatocytes. These data strongly argue that regulation of the speeds of separating anaphase chromosomes in crane-fly spermatocytes is due to the tethers that connect them.
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The changes in intracellular calcium concentration ([Ca2+]) following laser-induced cell injury in nearby cells were studied in primary mouse astrocytes selectively expressing the Ca2+ sensitive GFAP-Cre Salsa6f fluorescent tandem protein, in an Ast1 astrocyte cell line, and in primary mouse astrocytes loaded with Fluo4. Astrocytes in these three systems exhibit distinct changes in [Ca2+] following induced death of nearby cells. Changes in [Ca2+] appear to result from release of Ca2+ from intracellular organelles, as opposed to influx from the external medium. Salsa6f expressing astrocytes displayed dynamic Ca2+ changes throughout the phagocytic response, including lamellae protrusion, cytosolic signaling during vesicle formation, vesicle maturation, and vesicle tract formation. Our results demonstrate local changes in [Ca2+] are involved in the process of phagocytosis in astrocytes responding to cell corpses and/or debris.
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INTRODUCTION

There is growing appreciation of the functional capabilities of astrocytes, as recent studies demonstrate their participation in previously overlooked cellular processes like synapse remodeling, axonal guidance (Sofroniew and Vinters, 2010), axonal regeneration (Anderson et al., 2016), blood brain barrier control (Morrison et al., 2011), and phagocytosis (Wakida et al., 2018). It is becoming increasingly evident that astrocytes, which represent 60% of the cells in the human central nervous system (CNS), function as the gate-keepers of the CNS immune responses (Liddelow and Hoyer, 2016). The ability of astrocytes to engulf the debris of apoptotic cells has been demonstrated previously in mixed cortical cultures (Sokolowski et al., 2011), and in human induced pluripotent stem cells (hiPSC’s) differentiated into astrocytes (Tcw et al., 2017).

Recent evidence indicates that astrocyte-mediated phagocytosis is involved in various functions related to neurologic maladies such as Parkinson’s disease (Morales et al., 2017), stroke (Pengyue et al., 2017), Alzheimer’s disease (Gomez-Arboledas et al., 2018), Amyotrophic Lateral Sclerosis (Tripathi et al., 2017), traumatic brain injury (TBI) (Jiang et al., 2018), pain (Chen et al., 2018), and sleep (Bellesi et al., 2017). Developmentally, in Drosophila larvae, astrocytes appear to specifically transform into phagocytes that are the primary cell types involved in the pruning and clearance of synaptic and neural debris during metamorphosis (Tasdemir-Yilmaz and Freeman, 2014). In mammals, for example, it also has been shown that astrocytes have a major protein synaptic pruning function via active engulfment (phagocytosis) of over abundant CNS synapses (Chung et al., 2013).

Despite the studies clearly implicating astrocytes as modulators of neural repair and synaptic pruning via phagocytosis (Chung et al., 2013), little is known about the cellular-based ionic signaling connected with these processes. Whereas recent research is revealing direct impact of astrocyte-related intracellular changes in calcium [Ca2+] in diverse neurologic areas such as neural circuit plasticity and synchronization, downstream effects on cellular circuits are not well understood (Guerra-Gomes et al., 2017). Recent studies on microglia focusing on the ER Ca2+ sensor STIM1 and the plasma membrane Ca2+ channel Orai1, suggest that chronic and global Ca2+ regulate such functions as release of cytokines and gliotransmitters including ATP, and phagocytosis (Lim et al., 2017; Toth et al., 2019). Since activated astrocytes are now known to initiate phagocytosis to remove damaged and dead cells in a similar fashion to microglia, it is likely that astrocytes also exhibit Ca2+ modulated regulation of phagocytosis (Loov et al., 2012; Wakida et al., 2018).

In our previous study we described the utilization of laser nanosurgery/ablation to induce catastrophic damage resulting in rapid cell death of a single astrocyte or neuron (Wakida et al., 2018). Nearby non-irradiated astrocytes became activated to phagocytose the dead cell debris. In that study we characterized the cytological and behavioral changes of the responding astrocyte as it interacted with the dead cell or its debris. The phagocytic process involved extensive endocytic vesicle formation during the process of phagocytosis by the activated astrocyte. The value of our overall approach is the ability to study astrocyte responses, including phagocytosis, at the single cell level. In the study reported here, we describe changes in intracellular [Ca2+] in adjacent astrocytes responding to cell damage and death.

We employ subcellular laser ablation to lyse individual astrocytes (photolysis) while monitoring changes in [Ca2+] in adjacent non-damaged astrocytes. These studies are conducted in several different astrocyte systems: (1) the Ca2+ sensitive dye Fluo4 loaded into primary astrocytes isolated from mouse brain tissue, (2) the Ca2+ sensitive dye Fluo4 in the established astrocyte cell line Ast1, and (3) astrocytes derived from brain cortex of mice endogenously expressing the ratiometric genetically encoded Ca2+ indicator (GECI), Salsa6f (Dong et al., 2017). Imaging of astrocytes during this process demonstrate a link between Ca2+ signaling and astrocyte response to neural cell damage. Salsa6f labeled astrocytes provide clear evidence of dynamic changes in Ca2+ at the subcellular level, where local increases in Ca2+ correspond to progressive steps of phagocytosis. These results demonstrate a direct relationship between Ca2+ and astrocyte response to injury.



MATERIALS AND METHODS


Ca2+ Fluorophores and Tissue Sources

Salsa6f astrocytes were derived from brain cortex of mice expressing GFAP-Cre Salsa6f. Salsa6f is a genetically encoded ratiometric Ca2+ indicator derived from the fusion of GCaMP6f and td-Tomato, as described in Dong et al. (2017). Adult mouse primary astrocytes were cultured according to the protocol outlined by Sun et al. (2017). Cells were dissociated from the cortex, striatum, and hippocampus. They were plated on gelatin-coated glass bottom 35 mm imaging dishes (Mattek Corp) and carried in DMEM with 20% FBS, Forskolin, and GDNF additives. Cells were incubated at 37°C at 5% CO2. Cells were imaged in DMEM with no phenol red, 10% FBS, N2, Forskolin, GDNF, and gentamycin/amphotericin B.

GFAP positive primary astrocytes (via antibody staining) from embryonic (E18) mouse cortex (Brain Bits) cultures were established as outlined in our previous publication (Wakida et al., 2018). Cultures of immortalized GFAP-positive astrocyte type 1 cell line (Ast1) acquired from ATCC were also used, as outlined previously (Wakida et al., 2018). Both primary astrocytes and immortalized astrocyte cells were labeled with Fluo4 AM (Thermo Fisher) Ca2+ indicator. Cells were washed with HBSS once, prior to the addition of 100 nM Fluo4 and 2.5 mM Probenecid (inhibitor of organic-anion transporters in cell membrane) diluted into HBSS or Silac imaging media. Cells were incubated with Fluo4/Probenecid for 30 min prior to imaging.

This study was carried out in accordance with the principles of the Basel Declaration and recommendations of the University of California, Irvine Institutional Animal Care and Use Committee. The protocol was approved by the University of California, Irvine Institutional Animal Care and Use Committee.



Ca2+ Free Medium

Ca2+ free DMEM (Gibco Thermo cat #2106828) was supplemented with sodium pyruvate dissolved in water (Gibco Thermo cat# 11360) and GlutaMAX dissolved in a sodium chloride solution (Gibco Thermo #35050). Serum was omitted from Ca2+ free DMEM. A 100 mM stock EGTA solution was made by dissolving EGTA into water with a pH of 11 using NaOH. After dissolution, the 100 mM EGTA solution was pH adjusted to 7.4 with concentrated HCl. 1 mL of stock EGTA was added per 100 mL of Ca2+ free medium.

Ca2+ free experiments were first performed on glass bottom imaging dishes (Cell E&G # GBD00004-200). Cells were grown in regular Ca2+ containing medium as described above. Prior to experiments cells were washed with HBSS without Ca2+ or Mg2+ and then bathed in Ca2+ free medium. In later experiments medium replacements were done through perfusion for immediate visualization. This was achieved by seeding Ast1 cells into Rose chambers (Rose et al., 1958). Syringe needles were inserted into opposite sides of a rubber gasket of a 1.5 mL volume Rose chamber. The needles were connected to tubes via needle tubing and a dual male to male luer slip coupler. The opposite side of one of the tubes was coupled to a syringe containing Ca2+ free DMEM with 1 mM EGTA. The tubing on the other side was connected to an empty syringe. Cells grown in regular medium were imaged on the microscope prior to perfusion with Ca2+ free medium. Perfusion occurred via suction with the empty syringe. This caused the Ca2+ medium to be pulled out while the Ca2+ free medium flowed into the chamber. Rose chambers hold approximately 1.5 mL of solution. For effective medium replacement 10 mL of medium was pulled out of the syringe carrying the Ca2+ free EGTA-MEM. Perfusion of Salsa6f cells was done utilizing a 35 mm dish insert from Warner Instruments (RC-37). Tubing was connected to syringes where one was used to pull out the solution while the other syringe was pressed to release Ca2+ free medium.



Optical Systems and Parameters

Two Zeiss Axiovert 200M inverted microscopes with 40 X, NA 1.3 objectives combined with a Hamamatsu Orca-R2 cooled CCD cameras were used to acquire phase contrast and fluorescence images. Cells were incubated at a controlled environment of 37°C, 5% CO2, and 70% humidity using a temperature and gas stage incubation system (Ibidi). Laser induced damage was accomplished using two different short-pulse femtosecond lasers focused by a 40 X, 1.3 NA phase contrast objective to a diffraction-limited spot. One system used a Coherent Mira 900 laser emitting 800 nm pulses of 200 fs pulse width at an emission rate of 76 MHz. The second system was a Mai Tai Spectra Physics laser also emitting 76 MHz pulses at a wavelength of 780 nm. In both systems laser power was attenuated with a Glan-Thompson polarizer to a minimal irradiance sufficient to result in rapid death of the targeted cell. The amount of laser pulses in the target spot was regulated by an Oriel shutter and Uniblitz shutter controller which had an “open” exposure duration time of 10–40 ms. The position of the laser was directed by a fast scanning mirror as described previously (Duquette et al., 2018). All components in both systems were controlled through custom Robolase software, which allows for automation and integration of laser and imaging components (Botvinick and Berns, 2005).

Salsa6f fluorescence imaging was accomplished using the built-in filter turret in the Zeiss Axiovert 200M with filter sets for GFP and Cy3 (Chroma). Phase contrast images were acquired at 10 s intervals. Subsequent green and red fluorescence images were taken at approximate 2 min intervals (average 1 h 45 min observation time). In some experiments the green GCamp6f signal from Salsa6f emission was plotted and in others, a green: red ratio of both the GCaMP6f and td-Tomato wavelengths was plotted (see Y axis labeling of graphs).

Shorter time-frame imaging of Salsa6f fluorescence was accomplished using an excitation filter and dichroic mirror set ZET 488/561x (Chroma) that allows for simultaneous excitation of GFP and tdTomato fluorophores using an EXFO X-Cite 120 fluorescence illuminator. A motorized emission filter wheel driven by Mac 6000 interface module (LEP) capable of 50 ms change was used to switch between green emission filter HQ 525-50 and red emission filter HQ 572 LP (Chroma). Green and red fluorescent images were acquired at 2 s intervals. The image acquired immediately following photolysis was approximately 5 s following laser shutter closure. For control cells, the laser was fired in a region vacant of cells, but adjacent to cultured astrocytes. Laser parameters were consistent with those used to kill cells by laser exposure. Ca2+ signal was measured in the cells surrounding the laser-targeted control region.



Image Analysis

To quantify relative Ca2+ changes, Image J was used to define a region of interest (ROI) within individual cells. Average fluorescence pixel intensity was determined for each ROI throughout the image sequence. Traces corresponding to relative Ca2+ change (background subtracted) were graphed with Microsoft Excel.

To calculate the changes in fluorescence intensity before vs. after laser exposure, the average pixel intensities of an ROI specific to each cell was used to determine average pixel intensity for each image using Image J. Change in fluorescence value DeltaF/F (dF/F) was calculated by subtracting pre fluorescence intensity (before photolysis) from post fluorescence (image acquired immediately following photolysis), and dividing by pre fluorescence intensity. Green red ratio (G/R ratio) images processed with the image calculator function of ImageJ, with LUT fire for image pseudo color, where the brightest pixel intensities correspond to orange shades, and dimmest pixel intensities correspond to blue shades. For Salsa6f cells, dF/F was calculated from the green GCaMP6f signal. Ratio images were not used due to the large number of images taken over this short period of time, resulting in substantial photobleaching in the red channel of cells that were non-motile during the observed period.

For T1/2 calculations of Salsa6f and Fluo4 signals, the time it took for the cell to drop from maximum pixel intensity to half the value of maximum pixel intensity minus the minimum pixel intensity at the start of the increase in [Ca2+] (initiation of the peak) was determined.



RESULTS


Ca2+ Dynamics in Astrocytes

Here we describe an in vitro cellular model of astrocyte phagocytosis that allows for the acquisition of fluorescence and corresponding phase contrast images over an extended imaging period. Utilization of laser ablation to mimic a brain injury event (photolysis) permits the precise control of timing and location of cell death, and thus allows direct comparison of cells before and after cell injury. Additionally, the amount of damage induced was limited to a single cell, allowing for the observation of varying events occurring within the visible network of cells.

We first compared the widely used Ca2+ indicator Fluo4, with the genetically encoded Ca2+ indicator GECI Salsa6f, during visualization of intracellular Ca2+ changes in an astrocyte population exposed to laser ablation. Figure 1 displays a representative field of the 3 types of Ca2+ labeled astrocytes: (1) Fluo4 in the established Ast1 astrocyte cell line, (2) Fluo4 in primary astrocytes isolated from mouse cortex, and (3) astrocytes derived from the cortex of mice expressing the Ca2+ sensitive fluorescent GFAP-Cre Salsa6f probe. Images in Figure 1 display changes in fluorescence intensity for single wavelength indicator Fluo4 vs. GCaMP6f channel of Salsa6f. All images are pseudo colored with LUT fire, where the brightest pixel intensities correspond to orange shades, and dimmest pixel intensities are in blue. Baseline imaging of the cells prior to the laser-induced targeted cell death (photolysis), demonstrates moderate Ca2+ changes within resting astrocytes, within frames 1–2, 6–7, and 11–12 in columns 1 and 2. Astrocytes demonstrate spontaneous Ca2+ flashing and waves that propagated through the astrocyte network, visible in time lapse movies prior to laser perturbations in both Salsa6f and Fluo4 labeled astrocytes (Supplementary Videos S1–S3). The laser is exposed to the target at time 0; the target position is depicted by the highlighted white ROI in Figure 1 frame 3, 8, and 13.
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FIGURE 1. Elevated cytosolic Ca2+ signal in response to photolysis. Ca2+ elevation is observed throughout astrocyte networks following photolysis of a central cell, using 2 different Ca2+ indicators, Fluo4 (A) and Salsa6f (B,C). Astrocytes were derived from 2 sources, an established astrocyte line in (A) and mouse primary cortical astrocytes in (B,C). The blue arrow in the third column delineates the laser irradiated region depicted by the white ROI. By 2 min post irradiation, fluorescence in uninjured astrocytes returns to baseline levels observed prior to laser exposure.


In all three cell sources, an elevation in Ca2+ signal was apparent throughout the astrocyte network immediately following laser ablation of a central cell (Figure 1, blue arrow demarcates position of laser irradiation displayed in column 3). This elevation diminishes over time returning to baseline levels in all astrocyte models, evident in fourth and fifth columns of Figure 1 and Supplementary Videos S1–S3 (Supplementary Video S1: Fluo4/Ast1, Supplementary Video S2: Fluo4/primary astrocytes, Supplementary Video S3 Video Salsa6f/primary astrocytes).



Cytoplasmic Ca2+ Elevation in Response to Laser Damage

For quantitative assessment of Ca2+ fluctuations over time, we plotted Ca2+ signal intensity for four to five typical cells in 4 categories: (1) control cells where the laser was fired into an area vacant of cells, adjacent to the observed cell (as opposed to on the cell); (2) “attached” cells that share membrane attachments with the laser-killed astrocyte; (3) “networked” cells indirectly connected to the irradiated cell (in contact with cells directly attached to the killed cell); and (4) “isolated” cells neither in contact with the killed cell nor in contact with networked cells (see Figures 2A,B for schematic of 4 categories). Traces for each of the 4 cell categories are shown for 3 types of Ca2+ labeled astrocytes: Fluo4 labeled Ast1 (Figure 2C), Fluo4 labeled primary astrocytes (Figure 2D), and Salsa6f labeled primary astrocytes (Figure 2E). Ca2+ signal traces are displayed from cells within the same field of view for control, attached, and networked categories. Isolated astrocytes were not prevalent enough within the cultures to image 4 or 5 cells within the same field of view. Thus, isolated traces are derived from cells from two different field of views.
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FIGURE 2. Quantification of Ca2+ elevation within the astrocyte network. Astrocytes were categorized into 4 groups: control, attached, networked, and isolated. (A,B) Phase contrast (A) and corresponding Ca2+ fluorescence signal (B) of a representative group of astrocytes depicting attached (A), networked (N), and isolated (I) astrocytes with respect to photolyzed cell (white ROI). Attached astrocytes shared a membrane with the photolyzed cells, networked cells were indirectly connected to the photolyzed cell, and isolated cells shared no membranous connection with the photolyzed cell. (B–D) Ca2+ signal traces of control, attached, networked, and isolated astrocytes and dF/F in response to photolysis of a neighboring cell. Representative traces are shown for Fluo4 labeled Ast1 cells (C), Fluo4 labeled primary astrocytes (D), and Salsa6f labeled primary astrocytes (E). Control astrocytes did not respond to the laser being fired within an adjacent area vacant of cells, but did show spontaneous Ca2+ spiking throughout the observation period. A significant Ca2+ oscillation is consistently observed throughout the contiguous astrocyte network (attached and networked cells) immediately following the photolysis event, denoted by the dashed vertical line. Isolated astrocytes from the Ast1 cell line also displayed a sharp rise in cytosolic Ca2+, with a significant, but less dramatic rise in primary astrocytes labeled with both Fluo4 and Salsa6f. Box plots of dF/F displaying a value for change in Ca2+ signal in response to photolysis are displayed for each fluorophore/astrocyte combination. All categories (attached, networked, isolated) showed significant increases in dF/F values when compared to control cells, depicted by asterisk (∗) over each column.


Control astrocytes from all 3 sources (Fluo4 labeled Ast1, Fluo4 labeled primary astrocytes, Salsa6f labeled primary astrocytes) displayed spontaneous transients occurring at random, with no apparent relationship to laser exposure next to cells (time of irradiation depicted by the vertical dashed line in Figures 2C–E). A large, transient oscillation associated with photolysis of an adjacent cell is observed in attached and networked cells for all three sources of cells. This oscillation was also evident in isolated Ast1 astrocytes, however, it was lower in amplitude in primary astrocytes labeled with Fluo4 and Salsa6f. In comparing the Ca2+ intensity traces for Fluo4 and Salsa6f, we observed a greater number of peaks in Salsa6f labeled astrocytes vs. Fluo4 labeled astrocytes. The variation in response between Salsa6f and Fluo4 is likely due to the sensitivity of each labeling technique. Fluo4 highlights smaller fluctuations in intracellular Ca2+ with larger fluorescence intensity increases. With Fluo4 we observe large increases in Ca2+ throughout the entire cell in response to the same induced damage. GCaMP6f is an ultrafast Calmodulin-based indicator beneficial at detecting low threshold, fast rising oscillations. GCaMP6f can monitor oscillations up to 20 Hz (Li et al., 2019). with a T1/2 rise as fast as 2 ms and T1/2 decay time of 63 ms at 37°C (Helassa et al., 2016). The Salsa6f probe shows changes within intracellular regions of a cell, with smaller Ca2+ intensity increases (Refer to Supplementary Video S3).

The transient fluorescence response following laser irradiation compared to baseline intensity (prior to laser irradiation) was calculated as a dF/F value. dF/F and number of sample observations (n) for the different cell categories and sources are displayed in box plots to the right of Ca2+ traces in Figure 2. All groups demonstrated statistically significant different dF/F values between control cells and all categories of cells (attached, networked, and isolated; see Supplementary Table S1) and depicted by the asterisks in Figures 2C–E. For Fluo4 labeled Ast1 astrocytes, no significant difference was observed when isolated cells were compared to attached and networked categories. This was the opposite of the trend observed in primary cultured cells, where the average dF/F value for attached and networked categories were significantly higher than observed in isolated astrocyte response (attached = 0.53, networked = 0.42, isolated = 0.32, control = 0.08). The decrease in dF/F of Fluo4 labeled isolated cells in response to the photolysis event is likely due to the lack of gap junctions that normally link an astrocytic network together physically. The smaller dF/F value could also be due to a delayed response of Fluo4 isolated astrocytes. A trend of slowly increasing Ca2+ signal can be seen in response to photolysis, with Ca2+ fluorescence continuing to increase over the observation time. This is especially visible in traces from primary isolated astrocytes labeled with Fluo4. Isolated astrocytes may need additional time for signaling to reach a threshold for a significant increase in fluorescence to be observed.

In both Fluo4 and Salsa6f cells, Ca2+ transients were detected in cells surrounding the photolyzed cell. There were some variations between the different Ca2+ indicators, mainly that Fluo4 labeled cells did not show a significant difference between the attached and networked primary astrocyte populations whereas Salsa6f labeled cells did (Refer to Supplementary Table S1). When comparing Fluo4 and Salsa6f labeling of primary cells, Salsa6f demonstrated a significantly lower dF/F average value for networked cells in comparison to attached cells (p > 0.01). For Fluo4 cells, no detectable difference in dF/F was detected between attached (average = 0.53) and networked primary astrocytes (average = 0.42). The dF/F in Salsa6f cells decrease with the relative location from the photolyzed cell increased (attached = 0.53 > networked = 0.42 > isolated = 0.32).



Exponential Decay of Ca2+ Oscillation in Salsa6f Labeled Astrocytes

The initial Ca2+ oscillation in response to neighboring cell death appears to decay exponentially (R2 = 0.90), but varied in length of time of the decay period (Figure 3). Figure 3 displays a comparison of time for a 50% decrease (T1/2) calculated for two time periods: pre laser control exposure and post laser exposure for each cell category: control, attached, networked, and isolated. Average T1/2 of peaks prior to laser exposure ranged between 2.8 and 5.3 s (control 5.3 s, attached 3.3 s, networked 3.4 s, isolated 2.8 s).
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FIGURE 3. Exponential decay of Ca2+ oscillation following photolysis event. (A) Representative Ca2+ signal traces for 2 attached, 1 networked, and 1 isolated astrocyte labeled with Salsa6f. The large Ca2+ oscillation coinciding with the time of photolysis (depicted by vertical dashed line), diminishes at varying rates dependent on the cell’s relative location to the photolyzed cell. (B) Comparison of average time to 50% decrease from the peak of signal, T1/2, decay of transients before photolysis (Pre-lysis) and Ca2+ oscillation at time 0/photolysis (Post-lysis). Average pre-lysis T1/2 for all cell categories ranged between 2.8 and 5.3 s. Attached astrocytes displayed the longest average for post-lysis T1/2, at 29 s. Networked and isolated categories displayed lower T1/2 average values at 18 and 12 s, respectively. Post-lysis T1/2 for all categories except control had a significantly longer post-lysis T1/2 when compared to pre-lysis T1/2 values, depicted by asterisks. (C,D) Scatter plot of T1/2 vs. distance of responding cell to laser-targeted region for attached (C) and networked (D) astrocytes. We observe no correlation between T1/2 and distance between laser damage (ROI) and closest plasma membrane (PM) of the observed/responding cell for both attached (r2 = 0.033) and networked cells (r2 = 0.00039).


The average time for a 50% decrease (T1/2) from the peak following photolysis (at time 0) of Salsa6f Ca2+ oscillation was 29 s (n = 42) for the attached cell group, and 18 s (n = 30) for networked cells. When spontaneous Ca2+ transients occurred in control (n = 36) and post-lysis peak in isolated cells (n = 13), the T1/2 was 5 and 12 s, respectively (Figure 3). A significant increase was observed between pre and post T1/2 values for all categories (attached p < 0.01, networked p < 0.01, isolated p < 0.01) except for control cells (p = 0.93). A significantly higher post-lysis T1/2 was observed for attached, networked and, isolated categories when compared to pre-laser T1/2 values (all p > 0.01).

The positions of attached and networked astrocytes relative to the damaged cell vary due to the nature of the defined categories. The average distance between the ROI and attached cells is 28 μm, while the average distance between the ROI and networked cell averaged 63 μm. In vitro Salsa6f astrocytes had an average diameter of 46 μm (n = 49), similar to the difference between the average distance from ROI to attached and networked cells. To determine if there is a link between the rate Ca2+ signal diminishes and the distance from the cell to the laser-targeted region, we have plotted T1/2 values vs. the distance between the laser ROI and the closest point of the plasma membrane of the responding cell. Data points in Figure 3C correspond to attached cells, and data points in 3D correspond to networked cells. We observed no correlation between T1/2 and distance of the responding astrocyte to the targeted laser position, as determined using Pearson’s product-moment correlation coefficient. Attached cells had a r2 value of 0.033, and networked cells had a r2 value of 0.00039.

In an interesting observation, a small percentage (less than 5%) of Salsa6f labeled astrocytes responded to photolysis of a neighboring cell with additional and frequent Ca2+ spiking. An example of two astrocytes responding to the photolysis of an attached cell can be observed in Supplementary Video S4.



Origin of Ca2+ Transients

To determine whether the transients in cytosolic Ca2+ was due to a release of Ca2+ from internal cell organelles, or due to an internal influx through the outer cell membrane, Ast1 cells were bathed in commercially available Ca2+ free MEM without supplementation of bovine serum (subsequently referred to as low Ca2+ medium). The cells were bathed in low Ca2+ medium approximately 2 min prior to imaging (Figure 4A). After conducting experiments in low Ca2+ medium, the cells were returned to normal Ca2+ containing medium to assess the cells responsiveness following a stressful condition of low Ca2+. Surprisingly, Ca2+ oscillations in low Ca2+ medium were 5-fold larger than in regular medium. The average dF/F of cytoplasmic Ca2+ transients for cells bathed in low Ca2+ was statistically higher (3.9 ± 0.14) compared with the cells in regular DMEM (0.8 ± 0.11), Figure 4B; n = 153 and 117 respectively, p < 0.0001. These results suggest that intracellular calcium stores are largely responsible for the cytoplasmic increases and that external Ca2+ concentrations may affect the degree of Ca2+ release. When the data from all cells was combined, cells in low Ca2+ medium had a shorter T1/2 than cells in Ca2+ medium (9 s vs. 24 s; n = 131 and n = 74, respectively) (Figure 4C). Isolated cells in low Ca2+ had the shortest T1/2 (8 s) when compared to all groups.
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FIGURE 4. Ast1 Cells in low Ca2+ medium display a Ca2+ oscillation after single cell photolysis. (A) Sequence of events for experiments shown on this figure. Cells grown in regular DMEM were washed with [0] Ca2+ HBSS and bathed in low Ca2+ DMEM approximately 3 min before placing them on the microscope. A central cell in the field of view was lysed while in low Ca2+ DMEM. The field of view was imaged for 5 min before the medium in the dish was replaced with Ca2+ containing medium. A second lysis event was triggered within a different field of view of the same dish. (B) The dF/F and T1/2 are shown for Ast1. Each dot is representative of a single cell. Cells were separated into attached, networked and isolated categories. Low calcium was abbreviated as –Ca and normal calcium was abbreviated as +Ca. Blue is used to indicate cells in low calcium medium and red is for cells in regular calcium medium. The T1/2 is shown with two different y-axis ranges. The first range is 0–150 s. The same graph is shown on the right with a range of 0–30 s. Asterisks denote significance. *P ≤ 0.05, **P ± 0.01, ***P ± 0.001, ****P ± 0.0001. (C) Combined results from experiments in (B).


Furthermore, the ability of cells to respond to a second lysis event was tested. We found that Ast1 cells were capable of a second oscillation when in regular Ca2+ medium (Figure 5A). Combined results from different experiments shows that the second lysis event induced a smaller oscillation of longer duration than the first, dF/F 0.65 vs. 1.30; n = 20 and n = 39 respectively. The T1/2 was 16 s for the first lysis event and 21 s for the second event. The ability of cells to respond to a second lysis event was also investigated when cells were perfused with commercial Ca2+ free medium supplemented with 1 mM EGTA (see description in section “Materials and Methods”). In these experiments Ca2+ free medium is achieved by chelation of any remaining Ca2+ in the commercially available low Ca2+ medium. Cell cultures were perfused slowly with Ca2+ free medium for approximately 3 min. Two single cells within a group of five cells were sequentially killed via photolysis. Cytoplasmic Ca2+ transients occurred during both lysis events (Figure 5B). Primary Salsa6f astrocytes also showed the ability to respond to a second photolysis event in both Ca2+ and Ca2+ free medium (Figures 6A,B, respectively). A time lapse movie corresponding to perfused cells with subsequent photolysis event described in Figure 6B is included as Supplementary Video S5.
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FIGURE 5. Ast1 cells respond to multiple photolysis events in both Ca2+ and no Ca2+ conditions. (A) Cells in Ca2+ free medium (low Ca2+ + 1 mM EGTA) were loaded with Ca2+ indicator Fluo4. Two cells were sequentially photolyzed within the same field of view. Pseudo color images are shown for the pre and post photolysis. Lysed cells are marked by a white horizontal line ROI through the cell. The numbered ROI have corresponding Ca2+ traces to the right. The vertical line in the traces demarcates the time of photolysis within the traces. In this example, cells 3 and 5 were lysed respectively. Experimental data from different fields were combined to generate the dF/F peak and T1/2 graphs. A t-test shows a significant difference in peak response between the 1st and 2nd lysis. ***P < 0.001. N = 39 for the 1st lysis and n = 20 for the second lysis from combined experiments. A significant difference in T1/2 between the 1st and 2nd lysis was found, *P ± 0.05. (B) Ast1 were perfused with Ca2+ free medium prior to photolysis. The first lysed cell is to the left of cell 1 and was not quantified or numbered. The second lysis occurred on cell 2. The Ca2+ traces of cells in the field of view are displayed, where the gray area represents the period in which cells are in Ca2+ free medium. Perfusion of Ca2+ free medium occurred over a period of 200 s. The fluorescence intensity changes during perfusion are do to the changing focus due to the pressure between the coverslips of the rose chambers. The dF/F and T1/2 values shown correspond to the cells shown in (B) and are not combined with other data.
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FIGURE 6. Primary Salsa6f astrocytes respond to multiple lysis events. (A) Two cells (4 and 5) were lysed within the field of view shown in the ratiometric images on the left. A white line is drawn across the cell that was photolyzed. Both lysis events lead to cytoplasmic increases within cells in the field of view. Images of the first two lysis events are shown. Where the top row is of the 1st lysis. A pre and post lysis images are shown where the prelysis image contains the regions of interest for each cell. Ca2+ traces are shown to the right of the images. dF/F and T1/2 values are shown for combined data from multiple field of views. (B) Cells were perfused with Ca2+ free medium for a period of 90 s to minimize cell perturbation. The area in gray depicts the period in which cells are in Ca2+ free medium. Cells responded to two lysis events while bathed in Ca2+ free medium.




Cytoplasmic Ca2+ Elevation in Salsa6f Labeled Astrocytes

Imaging of Salsa6f astrocytes, requires imaging of 2 channels, cytoplasmic Ca2+ changes in green and reference in red for ratiometric Ca2+ indicator (Dong et al., 2017). Figure 7 presents a network of astrocytes at four time points: 13 min prior to photolysis, immediately after photolysis, 1 min post photolysis, and 35 min post photolysis. Figure 7 shows at each time point, a comparison of the green and red channels, G/R ratio, and intensity modulated display (IMD) ratio images for phase contrast images. GCaMP6f signal represented by the green channel shows cytoplasmic Ca2+ fluctuations. The Ca2+ insensitive tdTomato reference channel is displayed in row 2. Image processing with two methods of combined green and red ratiometric images are displayed in row 3 and 4. Green red ratio (G/R ratio) images processed and pseudo colored with look up table fire in Fiji/ImageJ software are displayed in row 3. The second processing method displayed in row 4 of Figure 7 utilizes MetaFluor software to form intensity modulated display (IMD) ratio images. The pseudo color look up table used is based on black pixels corresponding to minimum pixel intensities, increasing to blue, green, yellow, orange, red, and white at maximum pixel intensities (Tsien and Harootunian, 1990). IMD ratio results in the most dramatic Ca2+ signal changes. A sharp rise in Ca2+ fluorescence in surrounding cells is observed immediately after photolysis of the central cell, as detected by the shift in fluorescence from blue to green in the row of IMD images in Figure 7. Ca2+ fluorescence drops back toward baseline/pre laser exposure levels, as detected in images taken 1 min post photolysis. By 36 min post-lysis, signal within the Salsa6f photolyzed cell is absent. Lysis of the cell membrane results in the diffusion and dilution of Salsa6f into the surrounding media, resulting in the decrease in signal observed in Figure 7. Additionally, Figures 8, 9 appear to highlight the subcellular localization of Ca2+ with the formation of phagocytic vesicles and tracts, respectively, discussed in detail in subsequent Sections “Ca2+ Localization During Cell Reorientation” and “Vesicle Tract Formation.”
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FIGURE 7. Ratiometric imaging of an astrocyte network in response to photolysis. Green GCaMP6f and red tdTomato images directly acquired during fluorescent imaging are displayed in rows 1 and 2. A small increase in green signal intensity is visible 1 min post photolysis. Fluorescence from the photolyzed cell (white roi) diminishes after photolysis, signal is completely absent in the 36 min post image. Ca2+ sensitive green images were divided by Ca2+-insensitive red images, and pseudo colored with LUT fire, displayed in row 3. The corresponding scale to LUT fire is overlaid on the pre-lysis/13 min image where large fluorescence intensity changes are indicated by white pixels, decreasing in color warmth to small intensity changes corresponding to dark blue and black pixels. The central lysed cell (white ROI) loses all fluorescence signal within 1 min or photolysis, changing from orange to black hue. Green/red ratiometric images were also analyzed using intensity modulated display (IMD) ratio, displayed in row 4. IMD ratio images highlight changes of pixel intensities observed in cells attached to the targeted cell 1 min following photolysis. Fluorescence levels return toward pre-lysis levels in the 36 min post photolysis image. Phase contrast images in row 5 show minimal changes in the surrounding astrocyte network in response to the photolyzed central cell. The color scale bars for LUT fire and IMD indicate maximum and minimum brightness (BRT) as 5000 and 600, respectively.



[image: image]

FIGURE 8. Ca2+ localization during endocytic vesicle formation and maturation. Two representative networks of astrocytes respond to photolysis via vesicle formation. Rows 1 and 4 display lower magnification images, with the images in column 1 corresponding to before laser irradiation. Two post photolysis images show an overall elevation of Ca2+, with an increase from blue (low Ca2+) to green signal (higher Ca2+) in IMD ratio images. We observe an increased concentration in local Ca2+ at regions of membrane ruffling and surrounding newly formed vesicles. Magnified insets corresponding to regions of vesicle formation are shown in rows 2, 3, 5, and 6. Ca2+ signal localizes to regions surrounding the vesicle during vesicle formation. Smaller vesicles are often visible at vesicle periphery (white arrows in row 6), as well as fusion of these smaller vesicles to form larger vesicles. The signal surrounding the vesicles appears to dissipate over time. The dynamic process of vesicle formation and fusion was consistently linked to elevated Ca2+ signal.
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FIGURE 9. Vesicle tract formation at cell periphery coincides with increased Ca2+ signal. Row 1 depicts an astrocyte network in response to photolysis. Rows 2-5 magnifies an active region of a cell located at the bottom left of the lysed cell, near the cell periphery. Frequently, numerous vesicles fuse resulting in the formation of a long tract region devoid of fluorescence near the cell periphery. Smaller, vesicles localize to the edge of the tract and fuse with the central region, highlighted by the white arrows in row 4.




Prolonged Ca2+ Imaging of Phagocytic Astrocytes

We examined the process of cell death in the irradiated cell with respect to changes in Salsa6f fluorescence (see Supplementary Figure S1), and morphological changes observed in matching phase contrast images. Observations during resting state (prior to laser irradiation) reveals minimal changes to mean Ca2+ fluorescence, other than infrequent spontaneous cytosolic waves/flashing. Photolysis results in the death of a targeted single cell, followed by a reaction from undamaged neighboring cells. The burst in cytosolic Ca2+ that occurs after damage to the target cell is evident by bright green and red pseudo color fluorescence throughout the cell (Refer to Supplementary Figure S1 and Supplementary Video S6). Phase contrast images show distinct cell death features such as pycnotic nuclei and phase dark cytoplasmic inclusions by 1 min following photolysis. Non-irradiated cells exhibit an increase in [Ca2+] as indicated by the shift from blue to green pseudo color pixel brightness. By 38 min post photolysis, surrounding cells have returned to the pre-lysis (baseline) ratio of fluorescence intensity. Subcellular resolution of Ca2+ signaling during the phagocytic process allows for tracking local Ca2+ events that are tied with morphological changes occurring during phagocytosis. This response includes a repositioning of the responding cell toward the remaining dead cell debris, and the occurrence of cytoplasmic Ca2+ signaling resulting the formation of endocytic vesicles, and tracts (see subsequent section).



Ca2+ Localization During Cell Reorientation

As astrocytes reorient and migrate toward cellular debris, a local Ca2+ flux occurs at the cell’s newly formed leading edge, in the direction of the remaining cellular debris (Figure 10). In response to cell death, extension of responding cells toward the dead cell debris is observed (see blue arrows in Figure 10). At 19.5 min prior to photolysis, the bottom left cell appears with a uniform orange pseudo color, with minimal Ca2+ changes or morphology changes prior to laser exposure. Following photolysis of an adjacent cell (ROI), increased ruffling activity occurs forming a leading edge. This can be seen in the phase contrast image and Salsa G/R ratio images. This is visible in magnified images in rows 2 through 5 of Figure 10. The color shift from dark blue to bright orange highlights the dynamic changes occurring at the newly formed leading edge as it extends its lamellae toward debris (blue arrows) at 8.5 and 130 min post photolysis (magnified insets row 2 and 4). Ca2+ localizes to the newly formed membrane protrusions, with increased fluorescence corresponding to the dynamic regions oriented toward the debris. Cell edges oriented away from the cellular debris (Figure 10 rows 7 and 8) do not display increases in fluorescence or morphological changes visible in phase contrast images. Here, we observe minimal changes of edge morphology and Ca2+ signaling, other than an overall decrease in signal over time, attributed to photobleaching of the fluorophore.
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FIGURE 10. Ca2+ localization during cell migration toward lysed cell. Observe the reorientation and migration of the astrocyte at the bottom of the image toward the central photolyzed cell (white ROI in pre-lysis image). Rows 2–5 highlight the area depicted by the white rectangle in the pre-lysis image of row 1. As the responding cell migrates in the direction of the lysed cell (blue arrow) Ca2+ localizes to cell membrane ruffles and protrusions. This dynamic process continues over the 130 min imaging period following photolysis. No obvious morphology or fluorescence changes are observed in the non-responding astrocyte process, in magnified insets visible in row 6 and 7.


Of particular interest is the process of phagocytosis of the dead cell debris by the activated astrocyte (see G/R ratio pseudo color images in Figure 11 and Supplementary Video S7). Figure 11 demonstrates dramatic changes in cytosolic Ca2+ flux moving through responding cells. The magnified inset in row 2 highlights a concentric Ca2+ signal resulting in the formation of an endocytic vesicle. A uniform Ca2+ signal is visible throughout the first image of row 2 (magnified inset) at 4.5 min post photolysis, which dramatically changes with a formation of an oval fluorescent region at 11 min post photolysis. At 15 min post photolysis, Ca2+ fluorescence increases in intensity, and decreases in geometric diameter. The subcellular circular Ca2+ signal continues to constrict in size and increase in fluorescence as a vesicle forms. In the matching phase contrast images the vesicle is visible at 25 min post photolysis (row 3, Figure 11). Supplementary Video S7 demonstrates this concentric Ca2+ signal constriction occurring within 3 different locations in responding astrocytes.
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FIGURE 11. Cytoplasmic Ca2+ signal constriction resulting in formation of endocytic vesicle. G/R ratio images (LUT fire) highlight waves of Ca2+ signal in response to photolyzed cell at center. Top right and bottom right cells both display a Ca2+ ring visible in the 13 min post-lysis image of row 1. The rectangle in the 13 min post-lysis image of row one corresponds to the magnified insets in row 2 that track the development of vesicle formation at the center of the constricting Ca2+ ring. High resolution IMD images and corresponding phase contrast images highlight Ca2+ through the process of endocytic vesicle formation.


We quantified the mean G/R fluorescence ratio for 3 positions: (1) the leading edge displayed in Figure 10, row 2 and 4, (2) a central cytoplasmic region 90 um from the position of laser ROI, and (3) the trailing edge not directed toward the lysed material displayed in Figure 10, row 6. For each region, G/R fluorescence ratio and the distance between the cell edge and the position of laser lysis (ROI) was graphed over time (Refer to Supplementary Figure S2). As the leading edge protrudes toward the lysed material, Ca2+ signal increases. By approximately 120 min, the cell slows its progression toward the lysed cell and Ca2+ fluorescence plateaus. This demonstrates an inverse correlation between Ca2+ signal and distance to ROI for the leading edge of astrocytes. The central region shows minimal changes in Ca2+ signal from the cell cortex. The trailing edge slowly moving away from the lysed region displayed a slight increase in Ca2+ signal as the astrocyte edge retracts. Ca2+ signal also appears to plateau around 200 min post photolysis.

Elevated Ca2+ was observed to localize in regions surrounding endocytic vesicles. Figure 12 displays the Ca2+ signal profile for the concentric wave as it progresses to vesicle formation. The G/R signal along the blue ROI is plotted for each time point between 4.5 and 31.25 min post photolysis. Two peaks corresponding to the perimeter of the concentric Ca2+ circle begin to form at 8.75 min, and increase in intensity as they move from the periphery toward the center of the blue ROI. The two peaks meet to form a large central peak at 21 min post photolysis, then diminishes as an endocytic vesicle forms. The position of the vesicle is visualized as a small dip at the center of the trace at 28 and 31.25 min. A small amount of fluorescence surrounding the endocytic vesicle remains following vesicle formation. Figure 8 depicts the localization of Ca2+ during vesicle formation and maturation in two different astrocyte populations.
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FIGURE 12. Signal profile of concentric Ca2+ wave constricting and resulting in phagocytic vesicle formation. G/R intensity along the blue ROI is plotted. Between 4.5 and 6.75 min following photolysis, the intensity profile remains relatively linear. Two peaks corresponding to the perimeter of the concentric Ca2+ circle are visible at 10.75 min, and increase in intensity through 19 min. The peaks move from the periphery of traces toward the center of the plot profile as the concentric ring constricts. The two peaks form a large central peak 21 min post photolysis, then diminishes between 23 and 27 min post photolysis. The newly formed vesicle corresponds to the small dip at the center of the plot profiles at 28 and 31.25 min.




Vesicle Tract Formation

Some responding astrocyte with high phagocytic activity formed tracts of vesicles devoid of fluorescence at the cell periphery (Figure 9). Multiple small vesicles (white arrowheads) devoid of fluorescence combine and form a high dynamic region where a central track is visible, devoid of Ca2+. Elevated Ca2+ levels around the tract persist. IMD ratio images resolve small vesicles that continue to migrate to the periphery of the tract and fuse with the central cavity (see white arrows in Figure 9, rows 5 and 6).



DISCUSSION

In the present study, we examine changes in cytosolic [Ca2+] within astrocytes: (1) as an early response to nearby cell damage/death; and (2) during subsequent phagocytosis. We have shown that astrocytes from the adult Salsa6f mouse, embryonic E18 mice (Brain Bits), and from an established Ast1 cell line, all respond with a significant increase in intracellular cytosolic Ca2+ in response to a killed or severely damaged nearby astrocyte. This is consistent with perturbations of astrocytes observed in previous publications, including Kanemaru et al. (2013) that showed both an immediate and persistent (3 h) elevation of Ca2+ in the neocortex region mostly composed of astrocytes following laser induced injury in vivo. It is common to observe spontaneous oscillation in Ca2+ signal in astrocytes; these have been published in numerous studies. There are many known external stimuli resulting in elevated cytoplasmic Ca2+ concentrations and both synchronized and random oscillations including gliotransmitters (Jourdain et al., 2007), neuronal activity (Takata et al., 2011; Min and Nevian, 2012), mechanical stress (Verkhratsky and Kettenmann, 1996), and ATP (Guthrie et al., 1999; Cotrina et al., 2000; Neary et al., 2003). With so many potential external stimuli that are known to evoke an elevated Ca2+ response, residual peaks could be due to many potential cellular signaling changes that occur as astrocytes respond to the induced damage. Our findings support a functional role of Ca2+ as an important signaling component that travels through the astrocyte network in response to injury. It is likely the increase in Ca2+ signaling is due to the release of small purinergic compounds, like ATP, diffusing from the photolyzed cell and interacting with the observed astrocytes. ATP or other small signaling molecules could serve as an intermediate signaling factor which triggers both the immediate Ca2+ transients and phagocytosis observed in the astrocytes observed in this study. Understanding the specific signaling mechanisms of the observed astrocyte response is of great importance and will be the focus of future studies.


Ca2+ Signal Transmission Through Astrocyte Network

In addition to the occurrence of the Ca2+ oscillation in the cell attached to the photolyzed cell, we also observed a rapid transmission of the Ca2+ oscillation through networks of attached astrocytes. This cellular model allowed us to monitor spatial and temporal Ca2+ dynamics throughout a network of astrocytes as they respond to cell injury and death. Attached, networked, and isolated astrocytes exhibited transients in intracellular [Ca2+] following laser induced death of an adjacent cell. Ca2+ levels returned to levels similar to pre-lysis. The increase in intracellular Ca2+ observed throughout the contiguous astrocyte network (attached and networked cells) are likely due to signaling through intercellular gap junctions that directly link the cytoplasm of neighboring cells. The functional role of gap junction in Ca2+ movement between astrocytes has been well documented in previous studies (Enkvist and McCarthy, 1992; Finkbeiner, 1992; Venance et al., 1998). The variation in Ca2+ dynamics observed in isolated astrocytes in vitro differed greatly from attached and networked astrocytes that were contiguous with the damaged cell. Small molecules cannot move through normally present intercellular junctions, thus removing one physical mechanism to induce a Ca2+ response in the observed astrocyte.

This result was unlike the elevation in Ca2+ observed by Morizawa et al. (2017) lasting days compared to seconds/minutes that was observed here. Our in vitro model allowed for the quantification of recovery time based on the proximity of the responding cell to the injury. Observed time to recovery toward the pre-lysis [Ca2+] levels varied depending on the proximity of the responding astrocyte to the damaged cell (attached, networked, or isolated) (Figure 3, T1/2 ranged 25–60 s).

The temporal kinetics of the Ca2+ dynamics are similar for astrocytes from all three sources with the exception that isolated Ast1 cells exhibited a strong Ca2+ oscillation after the killing event, whereas isolated cells from primary cultures had only small Ca2+ transients. The fact that isolated cells respond to the killing event suggests that diffusible elements such as ATP from the killed cell initiates a Ca2+ signaling cascade within isolated cells, possibly via purinergic receptors on the cell surface (Fujii et al., 2017). Isolated cells from the established cell line appear to be very susceptible to these changes. This observation, and the potential role purinergic compounds and receptors play in detecting cellular damage by astrocytes will be followed up in future studies. This cellular model is perfect for the application of inhibitors and the observation of any ensuing changes to Ca2+ in response to cellular injury.

Some variability in individual cell response was observed, and may be related to the state of activation of individual cells. Previous studies have shown heterogeneity in astrocyte function, reactivity, and even prevalence of the common astrocyte marker GFAP (Sofroniew and Vinters, 2010). Notwithstanding theses variables, most of the individual astrocytes responded with a significant Ca2+ oscillation following the photolysis event, which subsequently recovered toward the pre-lysis baseline value. Fluorescent images of multicellular networks show that some cells in the network undergo increases in the frequency of Ca2+ transients. The small percentage of cells responding in this manner provides further evidence of variability in individual cell response within an astrocyte network.



Ca2+ Signaling During Phagocytosis

The use of genetically encoded Ca2+ indicators provide increased potential for visualizing Ca2+ dynamics during cellular processes. Salsa6f was incorporated into the genome of a mouse and targeted astrocytes via GFAP, which permits observation of Ca2+ changes only in astrocytes throughout the responding astrocyte networks. Salsa6f labeling provides a significant advantage over chemical indicator Fluo4 that indiscriminately labels all cell types within a culture. An additional advantage of Salsa6f astrocytes is that cultures remained fluorescent and viable for an extended period of time. This permitted monitoring of Ca2+ dynamics for extensively longer imaging periods without the addition of exogenous chemical indicators. Fluo4 was better at monitoring large scale changes in cytosol with increased dF/F in tracking adjacent cell’s response to cell death, however photobleaching and deleterious effects of Fluo4 on cells was not a factor with Salsa6f labeled cells. Salsa6f cultures allowed for acquisition of hundreds of images with minimal photobleaching.

High resolution optical imaging of in vitro astrocytes revealed elevated Ca2+ levels throughout the phagocytic process. Salsa6f, a recently developed Ca2+ fluorescent probe Salsa6f (Dong et al., 2017), was an ideal indicator for imaging local events of astrocytes, revealing subcellular localization during multiple steps of the phagocytic process, including lamellae formation, endocytic vesicle formation, vesicle maturation, and vesicle tract formation.

This study establishes the involvement of Ca2+ in the process of endocytosis of cellular debris described in our previous paper (Wakida et al., 2018). This observation is consistent with a role for astrocytes in removing cellular debris from the CNS following injury such as in traumatic brain injury (Sofroniew, 2009). Similar to our observations, Nunes and Demaurex (2010) reported Ca2+ elevation at phagocytic sites in mouse embryonic fibroblasts. Astrocyte phagocytosis likely occurred through a similar process. One possible role of Ca2+ localization is to trigger the rearrangement of the cytoskeleton, as cytoskeletal rearrangement is necessary for all major phagocytic steps observed with highly localized Ca2+ transients. Actin polymerization is necessary for the major steps of phagocytosis, including membrane protrusion to the targeted debris, particle engulfment, and formation of the phagocytic cup (Rougerie et al., 2013). Future studies should focus on the molecular mechanisms responsible for local Ca2+ events during the phagocytosis.

A potential mechanism for the localized Ca2+ dynamics may involve the same receptor pathways observed during synapse elimination such as those initiated via Mer proto-oncogene tyrosine kinase (MERTK) and Multiple EGF-Like Domains (MEGF10). Phosphatidylserine recognition has been shown to be a key step during the initiation of phagocytosis (Chang et al., 2000; Jung and Chung, 2018). During photolysis, cells expose phosphatidylserine to surrounding astrocytes. Phagocytic receptors MERTK and MEGF10 are expressed in astrocytes and may bridge with phosphatidylserine from the dead cell (Stitt et al., 1995; Cahoy et al., 2008; Zhang et al., 2014). MERTK can activate phospholipase C γ2 which can lead to DAG and IP3 production, thus triggering Ca2+ release and PKC mediated Rac1 cytoskeletal rearrangement (Todt et al., 2004). Additionally, a recent study demonstrated Rac1 potentiated ORAI1 translocation to the leading edge of migrating cells (Lopez-Guerrero et al., 2020). The localized Ca2+ dynamics observed in our study are likely due to cytoskeletal remodeling during astrocyte phagocytosis. The specific signaling mechanism linking the Ca2+ transients and cytoskeletal remodeling will be the focus of follow-up studies.



Origin of Ca2+ Transients

It was important to elucidate the source of the immediate transient increase in cytosolic Ca2+ signal, especially considering its role as a possible secondary messenger. Oscillations from cells in Ca2+ free and low Ca2+ medium show that the transient increase in cytosolic Ca2+ is likely due to release from internal stores. Our results showing Ca2+ transients in isolated cells support this. A common feature of metabotropic receptor induced Ca2+ transients is the ability to persist in Ca2+ free extracellular solutions (Verkhratsky et al., 2012). Therefore, the initial transient is likely resulting from a purinergic stimulated IP3 induced Ca2+ release. Interestingly, Ast1 in low Ca2+ medium exhibited transients with larger dF/F than cells in regular media or Ca2+ free medium. Previous studies have shown that despite efforts to completely eliminate Ca2+ contamination during the making of Ca2+ free solutions, a remainder of approximately 15 μM was still found in solution as determined by absorption spectroscopy (Lucas et al., 1990). Our low Ca2+ medium did not contain EGTA and as a result may have included free Ca2+ ions available which could undergo influx. It is likely that externally low Ca2+ levels do not provide enough feedback to stop influx or Ca2+ release from internal stores. Cells in EGTA had lower dF/F when compared to cells in regular and low Ca2+. These results suggest that ER Ca2+ may have been slowly depleting and thus the transient had a smaller dF/F. Extracellular Ca2+ fluctuations can lead to changes in Ca2+ concentration within stores as cells attempt to modulate external Ca2+ concentrations (Hofer, 2005). Furthermore, the ability of cells in Ca2+ free medium to respond to a second cell lysis demonstrates that some of the Ca2+ which was released may have been re-sequestered and released or that the stores were not fully depleted during the first oscillation.

The duration (T1/2) of the oscillation was lower when Ca2+ dF/F peak amplitude was larger. Since the activity of pumps and channels is modulated by the level of cytoplasmic Ca2+, it seems that different mechanisms are leading to the drop in cytoplasmic Ca2+ within our experiments (Bagur and Hajnoczky, 2017). Therefore, cells in low Ca2+ medium whose transients are larger than in regular medium are likely activating the sodium Ca2+ exchanger (NCX) and mitochondrial Ca2+ uniporter (MCU). Whereas the cells in Ca2+ containing medium may primarily rely on the higher affinity plasma membrane Ca2+ transport ATPase (PMCA) and sarco/endoplasmic reticulum Ca2+ ATPase (SERCA) pumps to return the cell to low cytoplasmic Ca2+ levels.

In summary, we demonstrate changes in intracellular Ca2+ ions are involved in the phagocytic response of astrocytes. Selective killing of a single astrocyte results in a rapid increase in intracellular Ca2+ in astrocytes adjacent to the photolyzed cell. This increase is most likely due to release of Ca2+ from internal stores. Studies were performed on astrocytes from three different sources, using two different Ca2+ sensitive fluorescent probes to monitor changes in intracellular Ca2+. Ca2+ changes correlated with changes in cell morphology, including leading edge protrusions, migration, and concomitant formation of endocytic vesicles characteristic of phagocytosis of the dead cell corpses.
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Light can be employed as a tool to alter and manipulate matter in many ways. An example has been the implementation of optical trapping, the so called optical tweezers, in which light can hold and move small objects with 3D control. Of interest for the Life Sciences and Biotechnology is the fact that biological objects in the size range from tens of nanometers to hundreds of microns can be precisely manipulated through this technology. In particular, it has been shown possible to optically trap and move genetic material (DNA and chromatin) using optical tweezers. Also, these biological entities can be severed, rearranged and reconstructed by the combined use of laser scissors and optical tweezers. In this review, the background, current state and future possibilities of optical tweezers and laser scissors to manipulate, rearrange and alter genetic material (DNA, chromatin and chromosomes) will be presented. Sources of undesirable effects by the optical procedure and measures to avoid them will be discussed. In addition, first tentative approaches at cellular-level genetic and organelle surgery, in which genetic material or DNA-carrying organelles are extracted out or introduced into cells, will be presented.

Keywords: optical trapping, optical tweezers, laser scissors, genetic manipulation, cell surgery, genomic instability, cytogenetics, DNA damage response


INTRODUCTION

The judicious manipulation of light and optical properties has allowed the development of many uses and applications in the field of Biology and Biotechnology. Perhaps one of the most obvious is its use in optical microscopy, which paved the way to discover and study the microscopic world. Optical applications also provide ways for manipulating biological entities and structures, by making use of different techniques like photochemistry, microirradiation and optogenetics, to name only a few. For the last three centuries techniques have been available to observe microscopic biological samples. The active manipulation of microscopic objects with light has been possible since the early years of the 20th Century. However, the sources providing light were incoherent and inherently flawed to achieve certain goals, like achieving true (sub)-micrometric scale of action or providing monochromacity or very short pulsed action. This changed on May 1960, when Theodore Maiman produced the first amplified light pulses through stimulated emission of optical radiation. The public announcement was made a few months later, in August 1960 (Maiman, 1960). The new light source was known as the laser, from light amplification by stimulated emission of radiation. As related to this review, the light output from a laser displays adequate features to implement optical tweezers and controlled photoablation in microscopic biological systems, like cells or cellular structures. Thus, this review focuses on the uses and applications of optical tweezers (OT) and laser scissors (LS) for the study and manipulation of genetic material.

Laser light displays some very particular features that make it the ideal light source for OT and LS like coherence, very small divergence, continuous or pulsed output, or light monochromacity. Coherence and small divergence make it possible for extremely tight light focusing, which can translate to huge photon fluxes across microscopic spots. These features were considered by Arthur Ashkin when he proposed a new kind of optical actuator, one capable of moving or holding microscopic structures by making use of focused light (Ashkin, 1970). This new tool came to be known as an optical tweezers. The topic of OT is very broad and its working fundamentals quite beyond the scope of this review. Many reviews (Berns et al., 1997; Bowman and Padgett, 2013; Gao et al., 2017; Dhakal and Lakshminarayanan, 2018) on the mechanisms and multiple applications have been written along the years and can be consulted by those interested. Here, we will focus on the use of OT to manipulate and study genetic material and structures. Similar arguments can be said about laser ablation, the process permitting LS. The topic is very broad and here we are only concerned with its application to genetic materials. Readers interested in the general principles can consult some reviews (Vogel and Venugopalan, 2003; Berns et al., 1997; Ronchi et al., 2012; Vasa and Mathur, 2016).

This review will present some of the more relevant studies and experiments in the field of Genetics, Cytogenetics and Cell Biology which have employed OT and/or LS to manipulate or modify genetic materials and structures (Figure 1). For example, it is possible to move intracellular organelles, like the nucleus (Figure 1A), with OT, or induce localized genetic damage with sub-micrometric precision by means of LS (Figure 1B). Combining both OT and LS intracellular cuts of selected structures and trapping of the produced fragments (e.g., from chromosomes) can be accomplished (Figure 1C). By genetic material we broadly refer to nucleic acid molecules (DNA and RNA), chromatin and chromosomes. But perturbation of cell structures such as the nucleoli, the cell nucleus or organelles (e.g., mitochondria), deemed very relevant for the topic at discussion due to their relation to the genetic material of the cell, will also be introduced. First, a brief historical survey of the initial experiments in the field will be provided. Historically, laser ablation was introduced earlier than OT to modify genetic material. Therefore, the fundamentals and experiments making use of LS will be presented first. Use of OT in the biological field took place in the late 1980s. Relevant results will then be presented. Then, experiments taking advantage of the combination of OT plus LS will be introduced, showing the range of possibilities these two techniques offer when employed together. Finally, a section dedicated to potential developments and unexplored avenues in the field will be provided as perspectives. The review will finish with some conclusions.
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FIGURE 1. Conceptual scheme showing some of the uses and applications of laser scissors (LS) and optical tweezers (OT) for manipulation and modification of genetic material in different formats. (A) Top left, translation of a cell nucleus (light blue) toward the right by trapping a lipid granule (gray) with OT (red beam). (B) Top right, direct production of DNA damage (yellow lines) by scanning a LS (deep blue beam) across the nucleus to study, for example, DNA repair mechanisms. (C) Bottom, sequence showing OT hold of one anaphase chromosome (black), followed by microablation (orange “spark”) with LS of one of the chromosome arms, and, finally, trapping of the chromosome fragment (black dot) with OT while the cell enters telophase.


The research field of optical manipulation and alteration of biological structures is very broad at present. In consequence some topics have been purposefully left outside the specific contents of this review for the sake of space. A very recent review, specifically focused on the use of OT and LS for the study of chromosomes, has been published in this special issue on Optical Trapping (Laser Tweezers) and Nanosurgery (Laser Scissors) (see Berns, 2020). Additional information complementing our work can be found in that authoritative publication. Closely related to the use of OT and LS in chromosomes is the study of their cellular movements and the mechanisms coordinating their distribution during cell division (mitosis and meiosis). Due to the very large amount of published information this is also is considered outside the strict scope of this review (see Berns et al., 2006; Heisterkamp et al., 2007; Khatibzadeh et al., 2014; Maiato et al., 2017; Oriola et al., 2018 for more information on this). Nevertheless, some hints will be provided given its relevance. Another interesting topic, the study of pure DNA mechanical properties (Heller et al., 2014) is excluded from this work, as it deals with nucleic acids properties that are not necessarily relevant in living biological cells.

The technique of cellular optoporation, widely employed to force cells to uptake compounds of interest (including nucleic acids) by means of pulsed laser light, was considered to be included in this review for some time. However, after critically pondering the matter, it was considered too broad to be included here. A relevant argument for excluding optoporation is because the action mechanism underlying the principle of optoporation works for many types of compounds, not just genetic material. Additionally, it was considered to be a procedure to passively introduce genetic material into a cell, but not a tool to actively manipulate or alter such material. Nevertheless, it remains a very important transfection technique. As such the interested reader can find adequate sources on optoporation in Xiong et al. (2016), Stewart et al. (2018), and Schneckenburger (2019). Other topics, with connections to the genetic manipulation by OT and LS, such as nuclear transplant and secondary oocyte manipulation in the field of artificial fertilization, fall outside the scope of this work, as these techniques mainly employ mechanical tools over optical procedures to achieve their goals.



HISTORICAL BACKGROUND

The use of light to microscopically alter biological structures and living organisms can be traced back to the works of Serge Tchakhotine (Berns et al., 1997). In the early 20th Century he published results on the effects of ultraviolet (UV) light on cells. However, incoherent UV light sources were employed which preclude optimum optical focusing and probably required dedicated optics to allow for adequate light transmission. As mentioned in the Introduction, the laser is the tool that has allowed for successful and reproducible biological microirradiation and ablation research. Charles Townes, one of the discoverers of stimulated emission of radiation and the maser/laser, discussed potential applications and effects of the new laser in Biology (Townes, 1962). He foresaw the laser as a source of pulsed photothermal action, non-linear photochemical excitation and microscopic ionization (plasma generation). He advanced “.microsurgery include heating a particular part of a chromosome with the hope of causing specific mutations, disturbance of or destruction of a particular section of chromosome.”, in relation to laser alterations of genetic material (chromosome) within living cells. Microirradiation experimental results over the years have proved him right in many of these early proposals.

The only available visible laser at the very early 1960s was the ruby laser. Bessis et al. (1962) first made use of this laser to irradiate subcellular structures in 1962. The next year, a pulsed ruby laser was employed to microirradiate Spirogyra cells at different subcellular structures, including the nucleus (Saks and Roth, 1963). Sometimes “dyeing” with methylene blue was necessary to damage certain structures at low output energies to precisely confine the effects. The authors stated that cytogenetics could be one of the research areas most benefited by this new laser technology. From this point on more and more works were published, reporting on an increasing number of (sub)-cellular structures being microirradiated: whole cell/plasma membrane micropuncturing (Bessis and Ter-Pogossian, 1965), nucleus and cytoplasm (Saks et al., 1965), mitochondria (Amy and Storb, 1965), mammal blastomeres (Daniel and Takahashi, 1965), and chromosomes (Berns et al., 1969a,b).

In spite of the initial success, the first lasers employed for cellular and subcellular irradiation lacked, in general, the adequate optical parameters (pulsed power, pulse length, irradiance, wavelength, etc.) to perturb the biological sample adequately. For this reason, many experiments during this early period had to made use of some kind of sample dyeing (e.g., methylene blue, janus green B or acridine orange) to sensitize the biological structure of interest to the employed laser’s spectral output (Saks and Roth, 1963; Amy and Storb, 1965; Bessis and Ter-Pogossian, 1965; Daniel and Takahashi, 1965; Berns et al., 1969a,b, 1976). It was necessary to increase the light absorption of the sample to initiate photochemical reactions. This was, probably, to the relatively small irradiances of the first laser systems (104–106 W cm–2) which, in combination with their visible (green, red) emission wavelength, proved inefficient to initiate non-linear photochemistry and/or plasma generation. As output energies increased and light pulses became shorter in the following years, it was unnecessary to increase sample absorption to induce the desired optical effects. From 1970 onward, as laser experimental procedures became less demanding, the number of publications reporting on laser microirradiation and ablation of cellular structures steadily grew. It is beyond this review to provide a detailed historical account, but there are texts providing an adequate introduction to the topic narrated by those who undertook this pioneer research (Berns, 1978, 2007a; Berns et al., 1981; Weber and Greulich, 1992).

On stark contrast to LS, it took much longer for OT to be introduced into biological research since the invention of the laser. OT were conceived in 1970 by Arthur Ashkin (1970). However, it took almost two decades for Ashkin himself to propose that optical gradients could be employed to manipulate biological structures (Ashkin and Dziedzic, 1987, 1989; Ashkin, 1991). Ashkin did not only make the theoretical proposal. He provided the first experimental proof of the OT procedure by successfully trapping tobacco mosaic virus particles, some unidentified mobile bacteria, living E. coli, yeast (S. cerevisiae), Spirogyra colonies, human erythrocytes, and different kinds of protozoa (Ashkin and Dziedzic, 1987; Ashkin et al., 1987). From these early experiments it was patent that employing visible light lasers (514.5 nm from an Ar-ion source) for trapping was much more damaging than infrared wavelengths (1.060 nm Nd-YAG laser) under similar circumstances. Thus, employing long wavelength (near infrared, NIR, ∼700-1200 nm) lasers to generate the optical traps was concluded to be less biologically interfering based on these results. The reason beneath this phenomenon will be introduced in the following sections (see sections “Mechanisms of Action of LS” and “Mechanisms of Damage in OT” below). For additional information on the history, fundamentals and applications of LS and OT the book Laser manipulation of cells and tissues (Methods in Cell Biology series) is highly recommended for the interested reader (Berns and Greulich, 2007). In the following sections the use of LS and OT for the case of genetic material manipulation will be presented. Given that, historically, LS were developed first, the first section will deal with this optical tool. Then, applications of OT for the same purpose will be introduced. Following this, another section will present experiments and results obtained with the combined action of LS and OT in Genetics and Cell Biology.



LASER SCISSORS FOR GENETIC MATERIAL MANIPULATION

In Cell Biology the possibility to selectively destroy or alter cellular components in a controlled way is very desirable. This is precisely what LS offer, with the additional advantages of very high spatial and temporal control of the ablative event and sterile conditions, as the laser light cannot be “contaminated,” biologically or otherwise. The different mechanisms taking place during the laser ablation will be briefly discussed before presenting relevant applications of LS for genetic material manipulation.


Mechanisms of Action of LS

LS rest upon the phenomenon of laser microablation. It is important to, at least, have a general idea of the different mechanisms potentially leading to laser ablation. This will prepare the researcher to understand the advantages and drawbacks of the technique, and to better judge which irradiation parameters fit his or her necessities for a particular experiment. Photodamage can be classified in different ways. Here we will divide photodamage attending to three particular, although interconnected, processes: photochemistry, plasma generation and photothermal (photomechanical) (Quinto-Su and Venugopalan, 2007). Each one will be generally introduced in the following.

Photochemistry is chemistry taking place after one or more photons have been absorbed (Turro et al., 2010; Stockert and Blázquez-Castro, 2017). Molecules absorb a photon in the ground state and energize to one of several excited electronic states (the final state depends on the photon energy and relaxing mechanisms at work). The details are extensive and will not be treated here. Excited molecules are more reactive than ground state molecules, so they have a tendency to engage in chemical reactions usually not observed without photoexcitation. For example, DNA bases absorb photons with wavelengths below 300 nm. An UV microirradiation at those wavelengths can lead to crosslinking between bases, breaking of base-phosphate bonds (leading to abasic spots), or phosphate-sugar bonds (leading to single or double strand breaks). These events induce photochemical ablation within the irradiated volume after absorption of one photon per molecule. Efficient LS must provide very restricted (∼μm) interaction volumes if the damaged spot is to reveal how cells react to the insult. Therefore, use of UV beams is undesirable as many biological molecules absorb efficiently in this spectral range. At the cost of losing some tighter focusing, it is adequate to move to the visible and near-infrared (NIR) to better “constrain” the interaction volume. An issue here is that few biomolecules absorb in the visible, much less in the NIR. One alternative is to “dye” the sample with some chromophore molecule that will absorb photons at those wavelengths. This has been mentioned above in connection to the use of methylene blue or acridine orange, for example, to sensitize subcellular structures (e.g., chromosomes) to laser light (see section “HISTORICAL BACKGROUND”). However, this strategy introduces an artificial compound into the cell, which can alter its responses to the microirradiation.

A second alternative is to increase the photon flux across the interaction volume to achieve non-linear (or multiphoton) absorption and photochemistry (Quinto-Su and Venugopalan, 2007; Turro et al., 2010; Stockert and Blázquez-Castro, 2017). This is usually done by employing pulsed lasers with very short light emission, from nanosecond to femtosecond. During these very short pulses, photons traverse the focus volume at such high density that molecules absorb more than one photon at a time. This is non-linear photochemistry. For example, excited levels that would be populated through UV excitation can be produced with two, three or more visible/NIR photons, whose combined energy equals that of UV photons. Non-linear absorption only occurs within the focus volume, and as such, submicrometric microirradiation dimensions can be attained. This is one of the most important reasons why pulsed lasers are employed for LS, as they provide very high spatial and photochemical control of the irradiated volume.

Plasma generation (medium breakdown) can be considered a consequence of intense non-linear photochemistry when irradiance levels are larger than certain thresholds (Quinto-Su and Venugopalan, 2007). The phenomenon is complex, so only a general description is provided here. When enough photons are available under high-irradiance conditions, above 108–109 Wcm–2 in the optical range, the medium can simultaneously absorb a number of them, pumping molecules above their ionization potential. In consequence, free electrons appear in the medium which themselves are capable of absorbing more photons, initiating an avalanche ionization process (Noack and Vogel, 1999). Plasma generation commonly leads to high temperatures, elevated pressures and subsequent reactive chemistry and mechanical wave emission. However, if the laser plasma is excited and contained within a very small volume, the violent consequences of its generation affect only the immediate surroundings. This is a very adequate procedure to drive microablation in biological structures. Nowadays, most LS employed make use of plasma generation to achieve controlled ablation in biological experiments. It is noteworthy to mention that the mechanisms of plasma generation change when the laser pulses move down in temporal scale from nanosecond to femtosecond (Vogel et al., 2005; Linz et al., 2015). This is because of different, competing excitation processes overtaking one the others as irradiances increase with the shorter pulses. Whether avalanche ionization is the main ionization mechanisms for ns pulses, it is practically irrelevant for fs pulse ionization, favored by field-tunneling (Quinto-Su and Venugopalan, 2007; Vasa and Mathur, 2016; Linz et al., 2016). Partly because of this type of ionization mechanism, fs lasers allow for better control of the generated plasma, capable of producing very low-density plasmas of nanometric dimensions (few hundred nm) (Vogel et al., 2005, 2008). This is very advantageous for studies where submicrometric structure lesions are desirable for the study. The interested reader is directed to the cited bibliography for further information on these topics.

Finally, photothermal effects are a consequence of photoexcitation, as some fraction of the optical energy always appears as heat in the irradiated medium (Vogel and Venugopalan, 2003; Vogel et al., 2005). This heat can directly affect molecules and cellular structures, favoring molecular denaturation for example, or can produce mechanical waves due to the sudden expansion of the heated volume, disrupting nearby or distant structures (Venugopalan et al., 2002). As researchers employing LS usually try to confine as much as possible the ablation effect within a small volume, photothermal/photomechanical action is seen as a nuisance in most experiments. Therefore, it is rare to rely on the photothermal effect to achieve precise laser ablation of the cellular structures discussed in this review. Nevertheless, it is important to remark that the photothermal (and associated photomechanical) effect is always present, to a larger or smaller extent, in all experiments using LS.

After briefly summarizing the main mechanisms at action in the LS, now different applications of this versatile tool will be presented in relation to the manipulation and alteration of genetic material at different levels of organization: mainly chromosomes and chromatin, nuclear structures, and DNA in the DNA damage response (DDR).



Chromosome Cutting and Microdissection

Condensed chromosomes have typical dimensions of a few microns long by less than one micron wide. Therefore, LS present as very suitable tools to cut and dissect these structures, given their sharp ablating limit down to 0.4–0.5 μm (Heisterkamp et al., 2007). On the other hand, if necessary, it is possible to widen the laser focus and/or scan it across the sample to achieve ablation of larger structures. For example, experiments dealing with these two limiting cases were published almost at the same time already in 1969. In one case, Berns et al. reported the possibility to selectively damage mammalian chromosomes down to an estimated lesion size of 0.6–0.8 μm with their early LS system (Berns et al., 1969a,b). In parallel, McKinnell et al. were able to eliminate whole maternal chromosomes, several microns in extension, in an embryonic amphibian model employing a pulsed ruby laser (McKinnell et al., 1969). The treated eggs developed into haploid embryos for a time, starting their development as diploid at fertilization before the laser treatment.

At first, these pioneering works had to depend on some “dyeing” procedure or fortuitous absorbing structure to enact the microablation. Berns et al. employed acridine orange or ethidium bromide to increase chromosomal laser absorption. McKinnell and collaborators relied on the “blackened” structure (as they described it) naturally formed by the second meiotic division spindle. Soon, new laser systems were developed, which offered better suited irradiation wavelengths and packed more power to work above the non-linear photochemistry threshold (Berns et al., 1976). With these systems, no artificial chromophores were now necessary to increase absorption and damage the chromosomes. More importantly, irradiated mitotic cells completed their cycle and the impact of chromosome microirradiation could be assessed, for example, by observing their capacity to enter additional cell cycles or overall cell survival. Biochemical tests showed that, depending on the irradiation conditions, the nucleic acid or the protein component of chromatin was preferentially damaged by the LS. Under more intense exposures, both chromatin components were damaged. Indeed, it was possible to completely detach a chromosome region, leaving a physically independent chromosome fragment which could be further isolated for analysis (see section “COMBINED LS AND OT FOR GENETIC MATERIAL MANIPULATION” below).

Soon, the technique matured into the so called chromosome microdissection, with opened multiple opportunities for chromosomic analysis and establishment of genetic libraries from selected chromosomic fragments (Greulich, 1992; Schütze et al., 1997; Ronchi et al., 2012; Greulich, 2017). In microdissection, a particular chromosome from a chromosome sample (for example, a chromosomal spread) is selected for analysis under microscopic scrutiny. Surrounding chromosomes are first ablated with the LS to minimize interference. Then, the region of interest of the chromosome is isolated by carefully scanning the LS across the chromosome. Usually, once this is done, the rest of the chromosome is eliminated with the LS to avoid sample contamination. Finally, the microdissected fragment is retrieved by some means for analysis. A commonly employed technique is laser catapulting, which focuses the laser on the substrate from below the sample for ejection into some receiving container. Then, analysis of the isolated fragment can proceed by different techniques. It has been possible to microdissect and analyze human chromosomes (Monajembashi et al., 1986; Eckelt et al., 1989; Hadano et al., 1991; He et al., 1997), as well as map chromosomal regions linked to certain disorders, such as fragile X chromosome (Djabali et al., 1991) or muscular dystrophy (Upadhyaya et al., 1995). More recently, the adoption of femtosecond lasers for LS made it possible to ablate very small chromosome regions, initially down to 200 nm (König et al., 2001), and more recently to less than 100 nm (Uchugonova et al., 2012). An example of such precise cutting is shown in metaphasic chromosomes (Figure 2). Subpanel a shows an AFM plot of irradiated chromosomes. The white arrows indicate the points of laser cutting (holes). Some cuts are smaller than 100 nm (examples in subpanels b and c). This is advantageous because the less material is ablated to produce the cut, the less chromatin is lost for posterior analysis of the fragment.
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FIGURE 2. Topographic AFM (atomic force microscope) images showing cutting and drilling effects of the laser after processing on chromosomes. In subpanel (a) the arrows show laser produced holes with different diameter size and cut incision. In subpanels (b) and (c) the measured profile from a hole with a diameter of 90 nm (FWHM of 52 nm) is displayed in one dimension (b) and three dimension (c) plots. Reproduced with permission from Uchugonova et al. (2012).


Similar precision can be obtained in the interphasic nucleus (Figure 3; Uchugonova et al., 2012). Very defined linear laser cuttings of different widths were obtained by scanning at different average laser powers (subpanels a and b). By carefully choosing the laser power (1 mW or less), extremely thin sections could be ablated in the interphasic chromatin (subpanel c), even below 100 nm (subpanel d).
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FIGURE 3. LS ablation streaks of interphasic chromatin. Subpanel (a): 3-D AFM scans of line cuts in a cell nucleus realized with 12 fs laser pulses at mean powers (mW) of 4.0, 3.5, 3.0, 2.5, 2.0, 1.5, 1.0, 0.8, 0.4, and 5.0. Subpanel (b): Depth profiles (nm) of the nuclear cuts displayed in (a). The graph (mean profile line) indicates that a low laser power of 0.4 mWwas sufficient to induce ablation effects. Note the different spatial scale between plot axes. Subpanel (c): Magnified AFM image with three incisions at 0.4, 0.8, and 1 mW. Subpanel (d): Depth profiles of the three lowest intensity incisions (1, 0.8 and 0.4 mW) displayed in (c). Analysis of individual line cuts of the cell nucleus shows that sub-100 nm lines can be created with 12 fs laser pulses. Note the different spatial scale between plot axes. Reproduced with permission from Uchugonova et al. (2012).


Genetic material from other organisms has also been microdissected with LS. For example, insect chromosomes (Diptera) have been successfully ablated and analyzed. Chromosomes from Drosophila melanogaster, one of the most employed genetic animal models, were microdissected and, then, sequences were compared to data bases to check that the technique was robust for genetic analysis (Ponelies et al., 1989). Microdissection has proven successful in the establishment of correlations between the visible structures of the chromosomes and the DNA sequence contained therein. This facilitated the use of molecular markers for population genetics and cytotaxonomy in the disease-vector blackfly (Simulium thyolense) (Post et al., 2006), with relevant implications in disease control strategies.

Microdissection has been particularly fruitful in the cytogenetic analysis of plants (Day et al., 2007; Hobza and Vyskot, 2007). This can have profound consequences, as genetic selection and engineering of edible plants is at the base of the food production chain for the whole world population. Microdissection by LS has been successfully applied to wheat (Zan-Min et al., 2004), barley (Fukui et al., 1992), rice (Fukui et al., 1992; Liu et al., 2004; Wang et al., 2004), and orchid plants (Balestrini et al., 2018), all of them with very relevant economic impact. It has also been applied to study the complex sexual chromosomes arrangement of certain plant species (Matsunaga et al., 1999; Yakovin et al., 2014). Additionally, it is worth noting that LS microdissection has been combined with established genetic analysis techniques, such as polymerase chain reaction (PCR) (Hadano et al., 1991; Meimberg et al., 2003; Zan-Min et al., 2004; Post et al., 2006) and fluorescence in situ hybridization (FISH) (Lengauer et al., 1991; Métézeau et al., 1995; Rajcan-Separovic et al., 1995; Hobza and Vyskot, 2007). Shown in Figure 4 is an example of LS microdissection of H. japonicus sexual chromosome followed by identification by means of FISH probes (Yakovin et al., 2014). Subpanel a shows the overall appearance of the microdissected chromosomes in fluorescence microscopy. In subpanel b, a large number of positive FISH probes hybridizations are displayed, as testified by the number of bright spots in each chromosome fragment.
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FIGURE 4. FISH with DOP-PCR (degenerate oligonucleotide primed-PCR) probe on meiotic chromosomes of H. japonicus. Subpanel (A) shows DAPI-stained chromosomes at meiotic metaphase I stage. Note the micrometric cuts (darker stripes) executed in each chromosome. In subpanel (B) the result of FISH with DOP-PCR probes (bright spots) is shown. The Y1-X-Y2 trivalent formation is indicated. Bar = 10 μm. Reproduced with permission from Yakovin et al. (2014).


These techniques offer very high resolution and control over the genetic material to be sampled. However, this comes at the price of having to implement optical platforms (microscope, lasers, optical components, etc.) which need some period of training and use before their potential for genetic analysis becomes patent. Also, most of the examples in this review, discussed here and later, of genetic manipulation by LS and OT require longer manipulation times than other techniques, because it is necessary to individually choose and manipulate each sample of interest. Nevertheless, progress in automated platforms capable of speeding up these steps is on its way (see section “PERSPECTIVES” below).



Nuclear Structures Microirradiation

Another important use of LS has been the microirradiation of particular nuclear structures, which can be seen as an alteration of the chromatin and chromatin-protein complexes (e.g., the nucleolus) in order to perturb a cell (Berns, 1978, 2007a; Greulich, 2017). This was a very productive research line for Berns and collaborators in the 1970s (Berns and Rounds, 1969; Berns et al., 1970, 1971, 1972; Berns and Floyd, 1971; Ohnuki et al., 1972; Rattner and Berns, 1974). The nucleoli offer a small (∼1 μm) but clearly discernible target for laser microirradiation. Being the spot(s) where DNA transcription related to ribosome assembling and protein translation takes place, its more or less intense disruption provides a condition capable of visibly altering a cell’s behavior, like mitotic blockade, cellular senescence or death. Berns and collaborators were capable of establishing cell sub-lines which stably lacked some nucleoli from microirradiated single cell progenitors (Berns, 1974; Berns et al., 1979; Liang and Berns, 1983a,b). A very interesting outcome of nucleolus microirradiation was reported in 1989 (Hu et al., 1989). Laser disruption of nucleoli in PTK2 cells led to de novo assembly of a certain number of “subsidiary” micro-nucleoli between 12 and 24h after treatment. This was hypothesized as a cellular rescue response by which formerly repressed nucleolar organizing regions were activated after disruption of the main nucleolus. Later, nucleolar disruption with 100% short term (24h) cell survival was achieved under subtler microirradiation conditions, relying upon a bi-photonic process (Berns et al., 2000). This should be a less damaging photo-treatment in comparison to plasma generation, which has been the classical ablative process for most LS experiments. However, modern femtosecond lasers can offer highly contained low-density plasmas, which should also be considered a relatively gentle treatment (see section “Mechanisms of Action of LS” above). New technologies, in combination with LS, pave the way for less aggressive and more delimited treatments. This is the case, for example, of digital holographic microscopy, which has been employed with LS to ablate a nucleolus under more environmentally friendly conditions for the cells, adapting in real time to microscopic changing conditions, like cell movement, to maintain a stable irradiation spot (Yu et al., 2009).

Aside from the very prolific nucleolar and condensed chromosomes irradiation experiments, LS have been put to use to determine if interphasic chromosomes occupy particular regions in the nucleus or, on the contrary, they are intermingled across the nuclear volume (Cremer et al., 1982). To answer this question an UV 257 nm laser was focused to relatively small spots (1 μm) of the cell nucleus. Afterward, genetic damage repair was measured for each cell at different times. It was observed that only one or very few chromosomes were damaged by each treatment. This gave support to the idea that each chromosome occupies a particular region in the nucleus and are kept relatively isolated one from another. When microirradiations took place at the nuclear edge, close to the nuclear envelope, the distal regions of chromosomes and the telomeres were significantly more damaged than the centriolar/central parts. This provides evidence that chromosome docking to the nuclear envelope takes place at the distal chromosome regions. This experiment is an elegant example of how an alteration of the genetic material (interphasic chromatin in this case) by LS damage induction can serve as a “pulse tracer” approach for analysis of structural features. A more recent publication reported a similar strategy to study mitotic damage checkpoints by microirradiating the chromosome tips at particular moments during mitosis (Baker et al., 2010). Chromosome tips (peri-telomeric regions) were laser-exposed (532 nm, 12 ps) when target cells were in anaphase. Equivalent irradiations were also done on non-distal chromosome regions, the nuclear volume close to but not directly overlapping chromosome tips, or the cytoplasm. It was confirmed that only when laser damage was done to peri-telomeric spots a rescue mechanism was actuated that immediately blocked mitosis before cytokinesis, or greatly interfered with it. Moreover, the blocking response strength was dose-dependent on the number of chromosomes affected per irradiated cell. This was proof of a specific mechanism monitoring telomere kinetics and integrity during ana-telophase, capable of enacting a blocking response if an aberrant situation is detected to avoid a faulty mitotic exit.



DNA Damage Response and Nuclear Perturbation

Another very successful area of application of LS has been the assessment of the DNA damage response (DDR). The DDR is a generic term that encompasses several overlapping cellular responses to different kinds of DNA and chromatin damage (Heijink et al., 2013; Bauer et al., 2015; Ferrari and Gentili, 2016). As there are so many different kinds of insults capable of damaging the genetic material (chemicals, reactive oxygen species – ROS-, mechanical perturbations, heat shock, ionizing radiation, etc.), it is acknowledge that the topic is quite broad. Here, some relevant experiments and results in relation to the use of LS for the study of DDR will be presented. But the interested reader is encouraged to consult the bibliography for further information in the field. In the context of DDR and nuclear perturbation LS acts at a less intensive level, damaging the target structure but not dissecting it. The type(s) of damage dealt depends on the microirradiation conditions (wavelength, irradiance, dwell time, etc.). The cellular recovery processes set in motion by the LS can be studied on a cell-by-cell basis or over a sample of many cells under more automatized conditions.

A very important asset of LS in the study of the DDR is the wide range of different biological lesions induced depending on the irradiation parameters. By tuning the laser wavelength, pulse duration, dwell time and scanning frequency, pulse energy and power, irradiance, or presence/absence of photosensitizing molecules different damage patterns and lesions are observed (Kong et al., 2009). Table 1 shows selected examples of different kinds of genetic lesions (oxidized DNA bases, base crosslinking, single strand breaks (SSB), or double strand breaks (DSB) induced by different LS setups. This is meant only as an example of the flexibility of the system. More information can be found in the bibliography. To deal with this plethora of genetic lesions, the cell activates a series of different DDR proteins and signaling pathways (Bauer et al., 2015; Ferrari and Gentili, 2016). Thus, LS offer a very versatile experimental approach to study this highly relevant field involved in such areas as cell mutation, aging, cancer, radiobiology, development, or regeneration (Gomez-Godinez et al., 2007; Grigaravičius et al., 2009; Drexler and Ruiz-Gómez, 2015).


TABLE 1. Genetic lesion types induced by LS.

[image: Table 1]As mentioned, using different lasers and/or irradiation parameters different lesions and mechanisms are induced (see section “Mechanisms of Action of LS” above). For example, UV lasers can directly produce DNA damage (e.g., photodimers) due to the direct absorption of photons with wavelengths below 300 nm. Long-range UV (300–400 nm) and visible (400–700 nm) lasers can produced direct and indirect (oxidative) damage when light absorbing compounds are present at the time of irradiation. A typical example of this approach is to sensitize DNA with the base analog 5-bromo-2′-deoxyuridine (BrdU, see Table 1), a compound absorbing UV photons and inducing DNA alterations (base modifications, strand breaks, etc.). Pulsed lasers can produce plasmas that also induce a series of lesions in the nearby genetic material. Kong et al. (2009) compared several laser systems in order to check similarities and differences as to the type of genetic lesion induced. They compared a pulsed ns 337 nm laser (with or without BrdU), a continuous wave (cw) 405 nm laser (with or without BrdU), two 532 nm pulsed (ns and ps) lasers, and a pulsed fs 800 nm laser (see Table 1 for more details). They found that UVA laser was particularly effective in producing oxidized or photodimerized bases, while 532 nm and 800 nm lasers were more prone to induce DNA strand breaks. Some examples of the different genetic lesions are displayed in Figure 5.
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FIGURE 5. Induction of different types of DNA damage by UVA, ns and ps green, and NIR lasers. At 3–5 min after damage induction by the different lasers indicated at the top, cells were fixed and stained with antibodies specific for CPD, 6-4PP and 8-oxoG. Corresponding bright field phase contrast images are also shown. Scale bar = 5 μm. Reproduced with permission from Kong et al. (2009).


Another interesting example of the potential of LS for DDR study has been recently reported. In this case the authors employed lasers with three different wavelengths (515, 775, or 1035 nm) but exactly the same pulse length (80–81 fs) (Schmalz et al., 2018). Under conditions of similar average power, different alterations of the chromatin were observed in the irradiated cells. For example, irradiation at 515 nm gave rise to cyclobutane pyrimidine dimers, while light of 1035 nm greatly increased the levels of strand breaks. This is experimental proof that selective genetic lesions can be induced under suitable microirradiation parameters, with obvious implications for studying the cell reaction to those selective lesions. Moreover, as each irradiation scan lasted 4.68 s, nothing in principle precludes the induction of two or more types of lesions in the region of interest in a fast sequential irradiation with different wavelengths. Or the analysis of the cell reaction to different lesions in different zones of the same nucleus.

A further illustrative example is shown in Figure 6. The researchers studied the genetic damage profile after microirradiating under the same conditions (laser, pulse length, wavelength), but just changing the laser power between high dose (100 mW, 3.49 × 1011 W cm–2) and low dose (60 mW, 2.10 × 1011 W cm–2) (Figure 6A; Saquilabon Cruz et al., 2016). It can be seen that SSB with a certain biochemical pattern (XRCC1 and Ub activation) are induced at a low dose (Figure 6B). In contrast, a high dose led to a more complex SSB profile (XRCC1, GFP-NTH1 (chimeric GFP-Endonuclease III-like protein 1), CtIP and Ub) as well as the appearance of cyclobutane photodimers (CPD).
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FIGURE 6. (A) Characterization of damage induced by low and high input power laser microirradiation. Interphase PtK2 cells were irradiated at 60 and 100 mW input powers, corresponding to ≈2.1 × 1011 W/cm2 and ≈3.49 × 1011 W/cm2 peak irradiances, respectively. Cells were fixed and stained with antibody specific for CPD (N = 7 each for 60 and 100 mW; cells were fixed at 10 min p.i.), XPA (N = 11 each; cells were fixed at 3 min p.i.), and the SSB repair protein XRCC1 (N = 7 each; cells were fixed at 5 min p.i.). PtK2 cells expressing GFP-NTH1 were also irradiated at 60 and 100 mW input powers and were followed for 1 min (N = 13 each), Scale bar = 10 μm. Immunofluorescent detection of the DSB end-resection factor CtIP and ubiquitin (Ub) at 60 and 100 mW damage sites at 30 min p.i. (N = 10 each) was also performed. Representative images (including the live cell images of GFP-NTH1, indicative of base excision repair) are shown for the factors indicated at the top. (B) Quantitative fluorescent intensity measurements of the damage-site recruitment were done and were displayed relative to the highest signal observed within in each group underneath. Asterisks confirm the significant P-values (< 0.05) for the differences of the factor recruitment between 60 and 100 mW. Reproduced with permission from Saquilabon Cruz et al. (2016).


These experiments show the relevance that different irradiation parameters have on the damage mechanism(s) created by the LS (see section “Mechanisms of Action of LS” above). For example, Kong et al. (2009) made a much elaborated discussion on the possible photo-processes (single-photon, multi-photon, photothermal, plasma generation) taking place at irradiation spots, and correlated them to the different genetic lesions observed. Other authors have also made pertinent microirradiation parameters-genetic lesions correlations (Gomez-Godinez et al., 2010; Zielinska et al., 2011; Ferrando-May et al., 2013; Gassman and Wilson, 2015). From these studies it can be concluded that certain experimental parameters favor the production of one type of lesion over others. This is an advantage as compared to other classical lesion-inducing approaches, like ionizing radiation or photodynamic treatments, in which less control is possible over the induced chemical reactions. Also, there is the possibility to study responses to the treatment at the single cell level and of particular genetic structures in the cell (e.g., a concrete chromosome region of a single chromosome) due to the microirradiation capabilities of the laser systems. The approach, however, is not without drawbacks. Cell-by-cell microirradiation makes the experimental procedure slow and comparing large cell populations is lengthy. Additionally, there is still low control over the types of lesions produced depending on the damaging mechanism exploited to carry out the experiments. For example, better lesion control is obtained with UV-excitation of BrdU than with microplasma induction (see Table 1). Anyhow, a microplasma mimics more realistically the events taking place under ionizing radiation exposure, in particular heavy particles like neutrons, alpha particles or ions, which can be considered an advantage depending on the research objectives (Botchway et al., 2010).

We would like to make a final remark on some experiments dealing with microirradiation of the telomeres. The telomeres are the most distal regions of the chromosomes and have many important roles in regards to different cellular aspects. They “keep track” of the number of division rounds a cell has undergone, have a fundamental role in mitotic coordination, and are hot spots for chromatin damage, cellular senescence, genomic instability and cancer development. In consequence, the possibility to employ LS to induce controlled damage to one or more particular telomeres is a very powerful tool to study cell behavior in the above mentioned areas. The work by Baker and collaborators has been already discussed above in regards to this (see section “Nuclear Structures Microirradiation” above) (Baker et al., 2010). In connection to DDR, it has been shown that making use of LS to microirradiate telomeres engages the DDR (due to induction of SSB and DSB), and interferes with mitotic cycle progression of the affected cell (Alcaraz Silva et al., 2013, 2014; Figure 7). Notably, in some instances, the telomeric repair mechanism is defective and damaged telomeres progress into G1 (Alcaraz Silva et al., 2013). Even more concerning, these unrepaired telomeres end up producing a significant increase of micronuclei in the affected cell (Alcaraz Silva et al., 2014). This has very grave consequences for the genomic stability of the cell, with rising chances of it progressing toward a tumoral type. More on the potential applications of this research line in regards to the study of genomic instability will be provided in the section “PERSPECTIVES” below.
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FIGURE 7. Homologous repair protein Rad51 does not get recruited to anaphase DNA breaks. Postfixation performed 5 min after laser irradiation to a single chromosome end and chromosome arm. Repair proteins are detected with anti-γH2AX (green), anti-Rad51 (red), and co-stained with DAPI (blue). Arrow points to microirradiated chromosome site. γH2AX: phosphorylated-H2AX; Rad50: DNA repair protein Rad50. Scale bar = 10 μm. Reproduced with permission from Alcaraz Silva et al. (2013).


In the following relevant approaches to genetic material manipulation using optical tweezers (OT) will be presented.



OPTICAL TWEEZERS FOR GENETIC MATERIAL MANIPULATION

There was a considerable lag between the moment OT were proposed and first proved (Ashkin, 1970) and the first OT application to biological samples (Ashkin and Dziedzic, 1987; Ashkin et al., 1987). However, once proof of principle was provided, the technique gained popularity quickly and many laboratories started research projects employing OT. This section will be structured as follows. First, the principles of action of OT will be very briefly introduced. Then, important information on the potential sources of damage in OT will be presented, along with some strategies to be implemented in order to minimize this OT-derived damage. Lastly, some examples of genetic material manipulation and analysis with OT will be provided.

The mechanism of action of OT depends, in part on the ratio between the size of the object to be trapped and the wavelength of the light employed in the OT, and in part on the difference between the refractive indexes of the object to be trapped and the surrounding medium (Berns and Greulich, 2007; Gao et al., 2017; Greulich, 2017; Dhakal and Lakshminarayanan, 2018). OT trapping can be generally divided in two regimes attending to the size ratio of the object to the light wavelength: the ray optics (geometrical regime) when the object is much larger than the light wavelength, and the induced-dipole (Rayleigh regime) when the object is much smaller than the wavelength (Bowman and Padgett, 2013; Bradac, 2018). In the ray optics regime the deflection of light beams, as they traverse the trapped particle, results in a net force that moves said particle toward the region with the highest irradiance (optical focus). This is because photons carry not only energy but also momentum. Therefore, when they change their propagation direction they exert a momentum on the object that forced them to such change. On the other hand, when the trapped particle is smaller than the wavelength of light, the ray optics regime is no longer valid and one has to rely upon the induced-dipole regime. The trapped particle, partially or completely embedded in the trapping light beam, develops transient electric dipoles as a result of the very high electric field associated with the focused trapping light. Due to the dielectrophoretic effect these induced dipoles force the particle to migrate to the volume of highest electric field, in this case the optical focus. It is seen that both regimes result in the particle being transported to the optical focus of the trap. In general, these two approximations are valid for particles whose refractive index is higher than that of the surrounding medium. If the refractive index is lower, then the opposite reaction takes place and the particle would move away from the OT. Genetic material (DNA, chromatin) is commonly trapped by OT in aqueous media, therefore its refractive index is higher than that of water and trapping occurs. The fundamentals and variants of OT is a very wide topic, too extensive to be discussed here. We refer the interested reader to the cited bibliography for additional information. We will now introduce in more detail another topic which is more relevant for this review: the sources of damage in OT and some ways to reduce their impact upon the trapped sample.


Mechanisms of Damage in OT

In contrast to LS, where damage is purposefully sought to alter or manipulate the biological sample, damage is generally avoided when using OT. This is because OT should trap or displace the trapped object with minimal interaction over it. Of course, the light must interact with the object to trap it, at the very least to impart momentum or induce dipoles. Given the very high irradiances necessary to interact with the object in these ways (103 W cm–2 or higher), even a very small light absorption can be enough to initiate photochemistry or other undesired processes. As some level of unwanted interaction will occur, it is necessary to know the general types of damage that the OT can produce and the measures available to reduce their impact on the sample. Note that the damage mechanisms to be briefly introduced below are basically the same that were discussed at more length for LS (see section “Mechanisms of Action of LS” above). Thus, the reader can also consult that section for more information. Additionally, a review on this particular topic of damage mechanisms in OT has been recently published, providing detailed information (Blázquez-Castro, 2019).

Two are the main types of deleterious processes that will occur in OT: photochemistry and photothermal effects (Berns, 2007b; Norregaard et al., 2014). Photochemistry is the most obvious source of damage in OT. As mentioned, very high photon fluxes cross the trapped object per unit time in OT. Therefore, both linear and non-linear photochemistry will be taking place in a more or less intense way. Photochemistry starts with photon absorption. In consequence, reducing any absorption event in the sample will limit photochemistry. Control over the absorption can be achieved by judiciously selecting the laser wavelength to avoid anticipated one- or multiple-photon absorption. This is the reason why practically all OT systems at present use NIR emission, to avoid excitation in the visible and the UV. Reducing the irradiance drastically decreases non-linear photochemistry. This is achieved, whenever possible, by reducing the laser power, the degree of light focusing, and/or using a cw source as opposed to pulsed ones. From these measures one can conclude that the desirable parameters for non-disrupting OT are the opposite as those required for LS.

A call of attention is necessary at this point. As indicated, the majority of laser sources for OT emit in the NIR (700–1300 nm). Indeed, these sources have shown the best performance for this task. However, some molecular oxygen absorption bands do occur in the NIR (Blázquez-Castro, 2017). The most relevant are at 760–765 nm, 1060–1070 nm, and 1240–1270 nm. Many OT systems currently in use have a Nd:YAG laser as the light source, which emits at 1064 nm. This falls within one of the oxygen excitation bands. Less common, but exploited by a few groups, some OT have been implemented with light in the 740–820 nm range. Indeed, some damage induced around 760 nm of unexplained source was reported in the past in several publications (Vorobjev et al., 1993; Liang et al., 1996; Blázquez-Castro, 2019 and references therein). Most likely this damage was the result of singlet molecular oxygen (1O2) excitation at ∼760 nm. This wavelength has been recently employed to provoke severe damage and cell death by microirradiation, and systematically proved to be due to direct optical generation of 1O2 (Bregnhøj et al., 2015; Blázquez-Castro et al., 2020). Therefore, a cautionary warning call is made here for researchers, in order to avoid those wavelengths in OT to reduce oxidative damage to the manipulated biological samples. Apart from avoiding the molecular oxygen absorption bands, adding antioxidants or 1O2 quenchers can greatly help to reduce the impact of molecular oxygen activation by OT (these strategies are elaborated at length in Blázquez-Castro, 2019).

The other relevant source of damage in OT is the production of heat due to laser light absorption: the photothermal effect (Berns, 2007b; Blázquez-Castro, 2019). Heat production starts with photon absorption. Then, all or part of the photon’s energy will degrade into molecular vibrations and random movement, increasing the temperature. As with photochemistry, the best strategy to reduce heat production is to minimize light absorption. It is important to consider that most experiments using OT to manipulate biological samples (including genetic materials) take place in aqueous environments. Water features some absorption bands in the NIR that should be avoided in OT setups, for example, at 970–980 nm (Haro-González et al., 2013). The much employed 1064 nm laser line provides a mild photothermal effect, also due to water absorption. Theoretical analysis and experimental measurements show that a temperature increase of ∼10°C per watt of optical power is expected for this wavelength (Berns, 2007b; Norregaard et al., 2014). Commonly, between 100 and 500 mW are employed in the OT, so temperature should not rise above a couple of degrees at the focus. Nevertheless, it is important to consider that huge spatial-thermal gradients (> 106 K m–1) can be established and maintained by OT, even for a small temperature difference. This can have undesired biological effects (Blázquez-Castro, 2019). Apart of correct OT wavelength selection, active (e.g., micro flows) and passive (e.g., heat-conducting structures) measures can be taken to increase heat dissipation in the sample.

Finally, other less obvious sources of biological perturbation, like mechanical, acoustical or vibrational, can occur under the right circumstances in an OT setup (Blázquez-Castro, 2019). The researcher should at least have these in mind, in order to correctly interpret unexpected experimental results. In the following, selected examples of genetic material manipulation with OT will be presented.



Genetic Material Manipulation

Optical tweezers are successful for the manipulation of mitotic chromosomes and the mitotic apparatus (spindle, microtubules, cytoskeletal network, etc.). As a very recent review has been published dealing extensively with these matters (see Berns, 2020 in this special issue), we will deal here with complementary uses in other systems (e.g., bacteria or interphasic nuclei) in which genetic material has also been manipulated by OT. For biomechanically oriented results and studies of the DNA molecule itself or interacting with certain other biomolecules under in vitro conditions, the review by Heller and collaborators is recommended (Heller et al., 2014).

Large, internal cellular structures with sufficient refractive index difference as compared to their surroundings can potentially be trapped by OT and moved, if a relative displacement between the trapping laser and the sample can be established (Norregaard et al., 2014). The nucleus in eukaryotic cells is the largest structure, and its dense composition and compactness increases its refractive index above that of the surrounding cytoplasm and other organelles. As such, the nucleus makes an interesting structure to be trapped and moved inside living cells by OT. This was indirectly achieved by Aufderheide et al. (1992) and collaborators by positioning the nuclei in living Paramecium tetraurelia protozoa with the help of a cw 1064 nm OT. To move the nuclei inside the cells it was necessary to focus the laser on the internal crystals commonly found in this species. Then, by moving these crystals until contact was establish with a nucleus, it was possible to push and drag the nucleus around. Moreover, no damage was reported in the organisms during or for some time after interrupting the optical manipulation (Aufderheide et al., 1993). Ketelaar et al. (2002) successfully applied the technique directly to nuclei in plant cells when they optically trapped nuclei in Arabidopsis thaliana root hair cells. In order to assess the role of actin in the root hair growth, the researchers trapped nuclei in certain cells and maintained their spatial position fixed with the OT, while the rest of the cell kept growing. They were able to measure the microscopic forces exerted and that actin played a key role for the coordinated apical growth of the cell.

The nucleus has also been indirectly trapped and internally moved in cells of the fission yeast Schizosaccharomyces pombe employing OT (Sacconi et al., 2005; Tolić-Nørrelykke et al., 2005). Previously, it has been shown that submicrometric (∼300 nm) lipid granules within the cells could be robustly trapped with OT (Tolić-Nørrelykke et al., 2004). Then, these optically trapped lipid granules were employed as an internal “paddle” to push on the nucleus and displace it (Figure 1A). With this methodology nuclei were moved within cells. Furthermore, by controlling the nuclear position at particular times during the cell cycle, the division plane establishing the daughter cells polarity after cell division could be externally manipulated with the OT. This nuclear trapping is a very interesting technique which can have relevant ramifications for cell signaling and control (see section “PERSPECTIVES” below for more on this).

Other organelles carrying genetic information have been successfully trapped with OT. For example, Aufderheide et al. (1992) mentioned in their paper on optical positioning of nuclei in P. tetraurelia that they also “.had some success in directly manipulating small organelles such as mitochondria.” . A few years later, mitochondria from Physarum polycephalum, a slime mold, were optically trapped for selection in order to subject the mtDNA to PCR analysis (Kuroiwa et al., 1996). However, mitochondria were trapped with the OT in a microflow channel, after the cells were lysed with a LS, and not in whole living cells. Much later, a similar approach has been employed to select mitochondria for genetic analysis in relation to mtDNA-derived disorders (Reiner et al., 2010). Cells were first tagged with Mitotracker Green, then trapped with an OT and lysed with LS. When the intracellular contents spilled, the OT were switched on to capture the fluorescent mitochondria, which were finally directed toward a micropipette for collection and PCR analysis. Separation of mitochondria by OT has been proved a better approach as compared to laser capture microdissection and flow cytometry (Pflugradt et al., 2011).

Naked molecular DNA has been trapped and studied with OT. Chiu and Zare optically trapped a single DNA molecule from a bacteriophage lambda with a cw 647 nm laser (Chiu and Zare, 1996). The difference here, as compared with many other reports of mechanical properties of DNA, is that the DNA molecule was directly trapped by the OT, without mediation of polystyrene or glass microbeads, so commonly employed to execute OT experiments with DNA (Heller et al., 2014). To achieve direct optical trapping the DNA molecule had to be in a supercoiled state (probably to increase refractive index mismatch with the medium to favor optical trapping), something achieved by tagging the DNA with intercalating YOYO dye in saturating conditions. Later publications reported that it was indeed necessary to achieve a compacted enough state for the DNA molecule to be affected by the OT, highlighting the role of a threshold refractive index mismatch for the optical trap to work properly on DNA (Katsura et al., 1998; Matsuzawa et al., 2002). The technique was further refined to allow for bulk manipulation of intact, long DNA molecules which, thereafter, were microdissected to obtain DNA libraries (Mizuno and Katsura, 2002). The whole Mb-size genome of Thermococcus kodakaraensis was manipulated with OT by controlling its structural phase with different solute concentrations (Oana et al., 2005).

The optical manipulation of whole DNA molecules has been successfully combined with analytical tools to study their composition and structure. Taking advantage of the mechano-chemical properties of DNA under OT (Hormeño and Arias-Gonzalez, 2006), it has been possible to measure the size of a DNA molecule through the interplay among optical trapping force, hydrodynamic drag and centrifugal force (Hirano et al., 2008). DNA molecules of sizes 50–400 kb were correctly sized using this method. In another application, human chromosomes 1, 2 and 3 from white blood cells were optically trapped in a microchannel and, at the same time, laser-scanned with a second laser to obtain the Raman spectrum of each chromosome (Figure 8; Ojeda et al., 2006). These Raman spectra were compared to Giemsa banding (Figure 8A) and identification patterns, characteristic of each chromosome could be established (Figure 8B). Therefore, it is possible to correctly identify chromosomes through their particular Raman spectrum. For example, chromosomes 1-3 plot stably in different regions of GDA (generalized discriminate analysis) space which allows for robust identification (Figure 8B). This can have applications similar to cellular assessment by flow cytometry in terms of high-throughput cytogenetic analysis.
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FIGURE 8. Raman spectrum analysis of optically trapped human chromosomes 1-3. (A) Typical Raman spectra (left panels) and G-banding images (right panels) of individual chromosomes. The purpose is to show how the Raman spectrum of an individual chromosome looks like, and how it is related to the positive identification with G-banding. (B) Generalized discriminate analysis (GDA) plots of all three chromosome numbers. GDA plot using all data collected from all three chromosomes and normalizing the peaks by a chosen standard inverse wavelength of 783cm–1. Chromosome 1 is represented as black circles, chromosome 2 as red squares, and chromosome 3 as blue triangles. On the left, Raman spectra of chromosomes isolated from 6 donors over 12 different days. On the right, Raman spectra from the chromosomes of a single individual over 6 different days. Reproduced with permission from Ojeda et al. (2006).




COMBINED LS AND OT FOR GENETIC MATERIAL MANIPULATION

Given their respective features and advantages, it is clear that LS and OT were to be combined in a single, powerful platform to undertake complex biophotonic procedures. Since the early 1990s there exist description and reviews on the parallel or sequential use of LS and OT in biological systems (Weber and Greulich, 1992; Ponelies et al., 1994; Berns and Greulich, 2007; Greulich, 2017). If, in addition, these techniques are guided by fluorescence microscopy, a very efficient all-optical setup can be implemented capable of real-time manipulation of living cells or biostructures. Some relevant examples will be presented to show the range of tasks achievable with these approaches.


Chromosome Manipulation

Combined LS-OT platforms have been widely employed in the study of chromosome and mitotic machinery manipulation, in order to study cell division processes, genomic instability, or repair mechanisms, to cite a few (Berns et al., 2006). One of the first combined use was implemented to assess the behavior of chromosome fragments during mitosis (Liang et al., 1993). Anaphase chromosomes in PTK2 cells were first microablated with LS. Then, the chromosome fragments produced were left to its own or they were trapped with an OT. It was shown that chromosome fragments could be optically trapped. Also, these actively trapped fragments displayed different kinetics (some ended up in the sister cell) from those left undisturbed after the microablation. A similar paper followed shortly, this time employing a different cell model (newt lung cells) (Liang et al., 1994). These cells provided a better cellular test field, with flattened cells and a less “crowded” mitotic apparatus, which allowed for better control and positioning of the chromosome fragments by the OT. More recently, a user-friendly platform has been implemented to provide an easier tool to assess chromosome kinetics in laser-treated cells, incorporating one LS and two OT for finer manipulation (Harsono et al., 2013). Thanks to these methodological approaches it has been possible to provide direct measurements of the forces necessary to move a mammalian chromosome (CHO-K1 cell line) in aqueous solution, accounting for the particle shape and hydrodynamic drag (Khatibzadeh et al., 2014). The measured forces were in the range 0.8–5 pN, which agree with calculated values of 0.1–12 pN for the forces exerted by the mitotic spindle. For recent reviews on this relevant topic the reader can consult Forer et al. (2015) and Berns (2020).

Two examples will further illustrate the potential of the LS + OT platform for chromosome manipulation. The first one is a publication reporting the isolation of a single chromosome from a rice plant cell (Wang et al., 2004). A suspension of root hair cells was freshly prepared and incubated with DAPI to fluorescently-tag chromatin. A particular cell was selected and lysed with a third harmonic (354 nm) ns pulsed Nd:YAG LS (Figure 9A). Individual chromosomes, displaying blue fluorescence under UV excitation, were spilled into the medium after microablation (Figure 9A subpanel d). One chromosome was selected and trapped with the OT (Figure 9B). Finally, the OT positioned the selected chromosome at the tip of a glass micropipette for suction and PCR analysis (Figure 9C). This is an elegant example of the kind of precise genetic manipulation and analysis accessible with a combination of LS and OT.
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FIGURE 9. Combined use of LS and OT to obtain individual chromosomes from plant cells. (A) A rice root meristem cell (subpanel a) observed by 100 × object lens. Subpanel b: Fluorescence image of the same cell under ultraviolet illumination. There are many bright points, which can be identified as chromosomes, distinct from each other by a clear boundary. Subpanel c: The cell was fragmented by the LS. Subpanel d: Fluorescent image of the same cell crushed by the LS, showing tiny bright rods clearly distinct from each other. The position of a centromere as shown in subpanel d can be noticed on some chromosome as a depressed point (arrow head). (B) A chromosome (subpanel a, small bright point) is fixed at the center of the black cross by optical tweezers. Subpanels b and c: The chromosome remains in the center of the black cross, whereas other cellular remnants move away from the area as the stage moves. (C) The chromosome (subpanel a, bright point) is near the tip of a capillary. Subpanel b: After the OT is turned off, the chromosome is immediately aspirated into the capillary. The scale bars represent 3 μm. ©IOP Publishing. Reproduced with permission from Wang et al. (2004). All rights reserved.


The second example, more recent, is quite relevant in the field of genetic manipulation, as it reports on the successful welding of two chromosomes fragments into a single genetic unit (Huang et al., 2018). The chosen biological model were polytene chromosomes of D. melanogaster, particularly fitted for manipulation because of their large size. A selected chromosome was first microablated with a 337 nm ns pulsed LS, and a clean cut was operated in one of the chromosome arms (Figure 10A). Then, the chromosome fragment was trapped with a 1064 nm cw OT. Through careful OT manipulation the chromosome fragment was positioned in very close proximity to another, intact chromosome. Employing again the LS, but at a significant lower energy per pulse (111-135 μJ for welding vs. > 270 μJ for cutting), the fragment was “welded” to the intact chromosome (Figure 10B). As will be further discussed in the “PERSPECTIVES” section, this is an important step forward in the manipulation of genetic material, as it paves the way for future genetic modification at the chromosome level. In combination with techniques to be presented in the next section, the possibility to transfer these altered chromosomes, or similar genetic-encoding structures (plasmids or artificial chromosomes), into living cells is very appealing.
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FIGURE 10. Chromosome welding by use of LS and OT. (A) Laser cutting of a polytene chromosome of fruit fly. Subpanel A–A: selecting the incision part on the chromosome before cutting; subpanel A–B: the chromosome after cutting (arrow); subpanel A–C: the cutting on a chromosomal puff (green lines). (B) The process of cutting (subpanels B–A, red line), optically trapping (subpanel B–B, red circle) and moving (subpanels B–C, red circle) a chromosome fragment from a short chromosome (subpanel B–A) of a fruit fly, and then welding (subpanel B–D) to a long chromosome of the same fruit fly (red circle). Subpanels B–E and B–F illustrate the chromosome after welding by 63 × and 100 × objectives, respectively. Reproduced with permission from Huang et al. (2018).




Cell Nanosurgery and Organelle Manipulation

With the LS-OT setup it is possible to execute other kinds of intracellular alterations, like cellular micro- or nanosurgery. One of the first attempts at this was reported by König and collaborators, who successfully ablated chromosomes within living cells with submicrometric accuracy (∼400 nm) (König et al., 1999). Treated cells retained viability for several hours after the procedure, as assessed by calcein-ethidium vital staining. A further advance was reported when subcellular organelles were extracted with OT after the cell was excised with a LS (Shelby et al., 2005). Cells from three different cell lines were subjected to the treatment: CHO, NG108-15 (neuroblastoma-glioma cells) and ES-D3 (murine embryonic stem cells). The LS were based on a 337 nm ns nitrogen laser and the OT on a 1064 nm cw Nd:YAG laser. The cellular incision was carried out with LS energies of 0.5–1 μJ, which led to micrometric (∼1–3 μm) cut. Under these conditions cell viability was preserved in the long term and the damaged plasma membrane resealed in a few minutes. While the “wound” was open it was possible to trap an intracellular organelle with the OT and transport it across the cut into the extracellular space. Trapped and extracted organelles included lysosomes and mitochondria. The fact that mitochondria were successfully moved out a cell seems quite relevant within the scope of this review, as mitochondria carry their own set of genetic material. Mitochondrial genetic alterations are the cause of many cellular alterations and human disorders. Therefore, the possibility to transfer different types of mitochondria among cell targets looks very promising to study or treat some of these conditions (see section “PERSPECTIVES” below).

A few years later a similar approach was introduced. However, in this case, the same laser was employed for both the LS and the OT (Ando et al., 2008). A Ti:sapphire fs laser provided the laser light at 780 nm for both systems. The biological model studied were cells of S. cerevisiae. When the Ti:sapphire laser was operated in cw (10 mW) the output was used to optically trap the yeast cells. At any time the laser could be switched to mode-locking, thereby emitting fs pulses and operating as a LS (2–10 mW average power). By rapidly switching back and forth between cw and pulsed modes, the laser successfully trapped and cut cells, and extracted internal, but undisclosed, organelles (Figure 11). Finally, Raabe et al. were able to produce enucleated and binucleated cells in a S. pombe model using a 405 nm ps LS (Raabe et al., 2009). By ablating the microtubules and mitotic spindle at precise moments during mitosis, one of the daughter cells inherited two nuclei, while its twin receive none. Surprisingly, the enucleated cell was “alive” (capable of sustaining metabolic activity) for several hours after the procedure. This makes an interesting model to study the possible role of mRNA and ncRNA in transiently supporting metabolism without any new nuclear transcription product.
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FIGURE 11. Intracellular organelle extraction (left images) and subsequent manipulation (right images) using the combined techniques of optical surgery and trapping. Unfilled and filled triangles indicate the position of the laser focus of the cw and femtosecond-pulsed Ti:sapphire laser, respectively. Black arrows indicate targeted intracellular organelle. Reprinted with permission from Ando et al. (2008).


After a survey of relevant literature related to LS, OT and combined LS plus OT for the manipulation of genetic material in diverse scenarios, some potential fields for development and new ideas will be presented in the last section.



PERSPECTIVES

In this final section some discussions and potential developmental lines in the field of optical manipulation of genetic material will be provided. By no means does this summarize the whole development potential of these techniques. This section is intended as a brief overview of interesting extensions of current applications. Some commentaries and ideas try to reinforce research in some areas already in motion, while others are meant as out-of-the-box proposals which could open new avenues in the field.


Cellular Genetic Engineering

An area that should benefit from future developments is that of cellular surgery (see section “Cell Nanosurgery and Organelle Manipulation”). The possibility to trap, move and extract cellular organelles, including the nucleus or DNA-carrying mitochondria, for example, have been experimentally proved (Shelby et al., 2005; Ando et al., 2008; Raabe et al., 2009). A next step would be to try to introduce a free-standing organelle into another cell (cell transplant). This is not an easy task, of course, but such a kind of cellular transplantation should provide relevant information about cellular processes, particularly if the introduced organelle or genetic-encoding structure has known or artificially introduced mutations of interest. Complementary techniques can be combined with the LS-OT tandem, to facilitate the incorporation of the foreign structure. For example, the so-called “photothermal nanoblade” may help in this task, as it permits fine control of cell surgery (Wu et al., 2010, 2015). In fact, this technique has already been applied to transfer healthy mitochondria to impaired-respiration cells with defective mitochondria (Wu et al., 2016). Very recently, a methodology for the successful transfer of individual mitochondria between donor and acceptor cells has been developed (Shakor et al., 2019). The method relies on glass micropipettes and a robotized stage to achieve the transfer. However, given the increasing spatial-temporal control in LS-OT setups (Yang et al., 2017; Sitnikov et al., 2018), similar results should be seen in the near future employing these setups. This successful methodology for mitochondrial transfer can have wide implications for the profiling and therapeutics of a whole family of diseases related to dysfunctional mitochondria (e.g., Huntington’s disease, mitochondrial myopathies, mtDNA depletion syndrome, or cancer). Many of these disorders have a cause in the mtDNA and its defects, thus a potential “healthy mitochondrial transplant” could be a real treatment in the near future.



Chromatin and Chromosomes Lesions

One of the most successful applications of LS-OT has been the trapping and/or damaging of (mitotic) chromosomes. This kind of studies will keep providing critical information on mitosis kinetics, regulation and consequences of chromosomal dysfunctionality (Kong et al., 2017; Milas et al., 2018; Odell et al., 2019). For example, a very recent publication reports on a very fine level of LS disruption of particular mitotic machinery elements in order to better understand mitotic chromosome migration (Forer and Berns, 2020). The LS were employed to first disrupt chromosomal arms, involved in inter-chromosomic tethers connecting oppositely migrating homologous chromosomes, and then damage the kinetochore spindle fibers on individual chromosomes. This procedure has determined that inter-chromosomic tethers regulate the chromosome migration in anaphase in an insect biological model. This kind of approach can have important repercussions in models of perturbed chromosomal migration, fundamental to understand cytogenetic mutations and related disorders (chromosomal abnormalities, cancer, etc.). Additionally, it has been recently highlighted the importance of the DDR activated during mitosis by the selective LS-induced damage to the chromosomes (Gomez-Godinez et al., 2010, 2020). Noteworthy, the degree of mitotic blocking/delaying depends on which mitotic stage the cell is (e.g., metaphase vs. anaphase) and what chromosome part is damaged (e.g., central vs. distal) (Baker et al., 2010). In view of the results obtained, the telomeres, the most distal structures in the chromosome, are to be considered DDR-hotspots. Damage or alteration of their structure-function seems to trigger a robust DDR (Alcaraz Silva et al., 2013, 2014; Hustedt and Durocher, 2016). Given the role of telomeres in processes such as aging, genome preservation/instability and cancer, the LS-OT manipulation of telomeres should be a particularly intense research area. Additionally, the recently reported possibility to conduct chromosomal welding represents an excellent proxy for a plethora of chromosomal structural mutations and fusion chromosomes (Huang et al., 2018).



Micronuclei and Chromothripsis Induction

An intense area of research in Genetics, Cytogenetics and Cancer Biology is the recently described phenomenon of chromothripsis (Ly and Cleveland, 2017; Umbreit et al., 2020). Chromothripsis is a process in which a mitotic chromosome is inadequately attached to the mitotic spindle and remains adrift after telophase. It develops its own nuclear envelope and becomes what is commonly known as a micronucleus. In a second round of division, the micronucleus is detected and an inadequate genetic damage repair response ensues which, in fact, defectively identifies the rogue chromosome and proceeds to break it into many fragments. These fragments can end being reattached to other chromosomes, forming circular chromatin elements or being degraded altogether. The end result is a massive chromosomal rearrangement which can result in some genes being completely lost, being located in incorrect chromosomes, and/or get replicated tens or even hundreds of times (Zhang et al., 2015). This has dramatic consequences for the genomic stability of the affected cells, and is, at present, considered one of the principal cytogenetic mechanisms behind tumoral cell induction and progression (Ly and Cleveland, 2017).

Given the fine control that OT offer to trap and manipulate either whole chromosomes or chromosome fragments (Berns et al., 1989; Harsono et al., 2013; Milas et al., 2018), plus the possibility to directly produce chromosome fragments with LS (Berns et al., 2006), it is clear that these tools should be promptly employed to discern the mechanisms of chromothripsis. For example, less subtle procedures, like exposure of cell cultures to mild concentrations of ROS, has been proved to be an effective method to induce large amounts of micronuclei (Blázquez-Castro and Stockert, 2015). As discussed above (see section “Mechanisms of Action of LS”) LS can be an efficient source of ROS and reactive chemistry over submicrometric volumes. Therefore, LS should be able to induce chromothripsis either directly, by severing a chromosome fragment, or indirectly, by producing ROS in close proximity to the nucleus/chromosomes.

In regards to OT use in connection to chromothripsis there are some alternatives to study the process. In spontaneous chromothripsis a biomechanical perturbation is at the initiation of the process (Booth et al., 2019; Bennabi et al., 2020; Liu and Pellman, 2020). This is precisely the kind of perturbation (mechanical) an OT can provide with accuracy. Oxidative stress brought about by excessive ROS is a recognized driving agent for micronuclei production and genomic instability induction (Xu et al., 2014; Guo et al., 2019). Certain wavelengths (discussed in section “Mechanisms of Damage in OT”) can directly produce 1O2, which should produce similar outcomes to those mentioned above for LS in order to induce chromosomal damage. Particularly appealing is the possibility to systematically study which chromosomes are more prone to undergo chromothripsis, as the tandem LS-OT permits selection of particular chromosome targets (perhaps identified morphologically and/or by FISH). As previously mentioned, telomeres can be selectively perturbed with LS. Telomeres are critical structures in the development of chromothripsis (Aguilera and García-Muse, 2013), thus opening another research avenue for this critical cytogenetic process (Baker et al., 2010). There are reports from long ago on the production of micronuclei by means of LS-OT (Brenner et al., 1980; McNeill and Berns, 1981; Hu et al., 1989). This means the process is feasible. Hence, the study of chromothripsis induction and its consequences by LS, OT and LS-OT seems a matter of fine-tuning the process and assessing cell genomic stability on a longer term.



Redox Genetics and Epigenetics

As mentioned in the section “Mechanisms of Damage in OT,” certain wavelengths commonly employed for OT can directly excite dissolved O2 to reactive 1O2 in the biological medium where irradiation experiments are proceeding (Blázquez-Castro, 2017, 2019). What is a drawback for OT use can be an asset for studying redox responses in a very similar setup (Blázquez-Castro et al., 2020). The exposure conditions are much closer to those typical of OT, low intensity pulsed or cw laser emission, rather than LS. In recent years, the importance of redox signaling in cell biology (Carrasco et al., 2016), and genetic and epigenetic processes has been increasing (Kreuz and Fischle, 2016). For example, it has been reported that mitochondria cluster around the nucleus to provide ROS, favoring an oxidative environment to orchestrate HIF-1 expression (Al-Mehdi et al., 2012). This is partly due to the production of oxidized DNA bases (mainly 8-oxoG) which do act as epigenetic markers for genetic expression rather than as damaged biomolecules (Di Mascio et al., 2019; Epe, 2020). In the same line, the physiologically expressed lysine-specific histone demethylase 1A (LSD-1) has been shown to purposefully oxidize DNA bases to signal for genetic expression (Epe, 2020). Interestingly, LSD-1 has already been induced by a LS-OT treatment, as recently reported in connection to DDR induction (Duquette et al., 2018). Milder laser microirradiation treatments have already proved that it is possible to grossly modulate the cellular cell cycle through laser exposure to NIR (760–765 nm) wavelengths (Blázquez-Castro et al., 2018a). Therefore, by judiciously choosing the laser parameters (wavelength, pulse duration, power, etc.) it is possible to carry out relevant research on redox cell modulation with OT-like setups (Westberg et al., 2016; Linz et al., 2016; Schmalz et al., 2018; Gomez-Godinez et al., 2020).



Mechanotransduction

The field of mechanobiology and mechanotransduction in cells is experiencing a renewed interest at present (Yusko and Asbury, 2014; Mathieu and Manneville, 2019; Moujaber and Stochaj, 2020). The field studies the cellular mechanisms to sense and respond to different types of forces acting upon cells. Force transduction has been described as acting at two levels: biochemical transduction by mechano-sensitive channel proteins and direct mechano-modulation of the nucleus by relaxing or compressing chromatin domains (Liu, 2016; Trubelja and Bao, 2018). Mechanotransduction is shown to be very relevant in such processes as cell migration, cell division or tissue regeneration, and it is at the origin of several disorders (Isermann and Lammerding, 2013). With their capability to exert forces at precise levels and microscopic locations, OT make a perfect candidate to move from a relatively passive role as a cell “holder” to a more active interaction to assess mechanotransducing pathways (Botvinick and Wang, 2007; Liu, 2016). An immediate field of application in relation to genetics and cytogenetics could be the study of nuclear and chromatin responses to mechanical cues induced by OT (Haase et al., 2016; Guo et al., 2018; Lele et al., 2018), and assess the mechanisms of mechano-epigenetics engagement (Missirlis, 2016).



Photothermal Modulation

In line with the previous research proposal, it should be possible to also study cellular mechano-responses taking advantage of the photothermal/thermomechanical response to certain patterns of microirradiation. Making use of NIR wavelengths absorbed by water the whole cell, or certain subcellular structures, can be selectively heated. By establishing an intermittent irradiation of the region of interest, or periodically exciting it with a scanning mode, cycles of thermally driven expansions and contractions can be obtained. This can induce mechanotransduction, as mentioned above. In this line, a research group found that cells subjected to particular vibrational frequencies in the range 10–1,000 Hz displayed a severely increased cell death (Ng et al., 2013; Sun et al., 2017). The vibrations were mechanically produced, but adequate intermittent microirradiation with NIR light could lead to similar results. It has been proposed to achieve a selective photothermal cancer therapy taking advantage of the slightly different thermomechanical properties of normal vs. tumoral cells (Letfullin and Szatkowski, 2017). In parallel, it has been experimentally proved that the isolated nuclei of cells present a non-linear expansion-contraction behavior under different photothermal conditions (Chan et al., 2017). These works, although preliminary, suggest that there is a rich potential for a photothermal-OT approach, to be developed within a mechanotransduction signaling paradigm.



Transversal Technical Approaches

Last, LS and OT can be combined with other established or emerging techniques. Indirect OT approaches have proven very convenient when biological samples display inadequate optical or mechanical properties that make direct optical trapping inappropriate (Gerena et al., 2019). In this sense, tailored micro- and nano-machines can be trapped with OT and then made to interact with biological structures (Andrew et al., 2020). This is an example of indirect manipulation of a biological object by OT. Torques have been applied to cells with these indirect methods. As to sample analysis, OT can be combined with optical analytical tools as was shown, for example, with Raman spectra of human chromosomes (Figure 8; Ojeda et al., 2006). The fact that OT use a laser as the light source simplifies such measurement efforts, as many efficient analytical methods employ lasers to obtain relevant data (fluorescence microscopy, Raman spectroscopy, flow cytometry, etc.). Recently, the IR nanospectroscopic mapping of a metaphase chromosome has been reported (Lipiec et al., 2019). These combined techniques, OT plus optical analysis, can provide the basis for high-speed automatized chromosomal identification without relying to classical staining (e.g., Giemsa).

Optical trapping becomes less robust when approaching target sizes below 100–200 nm (Bradac, 2018). Plasmonics can help with this issue as the phenomenon greatly amplifies electric fields (from the OT, for example) precisely at the < 100 nm scale (Boulais et al., 2013; Hu et al., 2020). This can enhance trapping forces and nanoablation at the nanometric scale, while still employing optical excitation (Csaki et al., 2007; Boulais et al., 2013). An alternative approach to produce and enhance electric fields with microirradiation is to use photoresponsive ferroelectrics. Several of these materials display the so called bulk photovoltaic effect and produce enormous electric fields in the near-field when light-excited. A combination of OT and electrophoresis/dielectrophoresis by photoactivated ferroelectrics can result in complex or massive trapping patterns (García-Cabañes et al., 2018). Living cells perturbation has been already proved with this microirradiation approach (Blázquez-Castro et al., 2011). Recently, a review on this and many other applications of ferroelectrics in Biology has been published (Blázquez-Castro et al., 2018b). It would be interesting to combine OT with photoresponsive ferroelectrics for Cell Biology and Genetics, particularly when these materials have been shown capable of driving controlled movement of micrometric liquid volumes, relevant when talking about cellular processes (Nasti et al., 2020).



CONCLUSION

Laser scissors and OT provide very relevant tools for study and understanding in the fields of Genetics, Cytogenetics and Cell Biology. In parallel, these tools have provided very high levels of control and manipulation over particular genetic molecules and structures carrying genetic information, opening new avenues and applications in the field. We feel that the possibilities these methodologies have to offer in the near future will be even more fascinating. It is our hope that we have been able to transmit the critical contribution of LS and OT to the field, and stirred the interest and curiosity of the research community to develop further applications from new angles.
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Opto-thermoelectric tweezers (OTET), which exploit the thermophoretic matter migration under a light-directed temperature field, present a new platform for manipulating colloidal particles with a wide range of materials, sizes, and shapes. Taking advantage of the entropically favorable photon-phonon conversion in light-absorbing materials and spatial separation of dissolved ions in electrolytes, OTET can manipulate the particles in a low-power and high-resolution fashion. In this mini-review, we summarize the concept, working principles, and applications of OTET. Recent developments of OTET in three-dimensional manipulation and parallel trapping of particles are discussed thoroughly. We further present their initial applications in particle filtration and biological studies. With their future development, OTET are expected to find a wide range of applications in life sciences, nanomedicine, colloidal sciences, photonics, and materials sciences.
Keywords: optothermal effect, thermoelectricity, opto-thermoelectric tweezers, optical manipulation, colloidal particles
INTRODUCTION
Proposed by Ashkin [1, 2], optical tweezers have been broadly used to precisely manipulate bacteria, cells, quantum dots, plasmonic particles, and various dielectric particles in both two-dimensional (2D) and three-dimensional (3D) spaces [3–9]. Trapping colloidal particles at the center of the laser beam has found applications in nanomedicine, functional nanodevices, drug delivery, and fundamental studies [10–12]. Despite their wide applicability, conventional optical tweezers are difficult to achieve high spatial resolution in manipulation of particles at nanoscale due to the diffraction limit [2]. In addition, the common optical power density of conventional optical tweezers is in 10–103 mW μm−2, for which fragile targeted objects such as gold nanoparticles and biological cells could be possibly damaged during the optical manipulation [13–16].
Various strategies were proposed to address these limitations of conventional optical tweezers [17–21]. For instance, plasmonic tweezers exploit the strong electromagnetic field enhancement in metallic nanostructures to achieve near-field trapping in plasmonic hotspots [22–24], which enable manipulation of nanoparticles and molecules beyond the diffraction limit with a reduced operational power [17]. Several techniques have been developed recently to cope with their spatially confined nature, leading to dynamical manipulation and long-range delivery of target objects based on plasmonic trapping [25–27]. Besides, optoelectronic tweezers can exploit light-induced virtual electrodes to generate dielectrophoretic forces for the manipulation of nanoparticles and living cells under a non-uniform electric field [28–30]. Electrothermoplasmonic flows have also been applied to work in conjunction with the localized plasmonic field to achieve long-range trapping of individual nano-objects [31, 32].
Recently, inspired by thermoelectric fields in ionic liquids due to electrolyte gradients [33], opto-thermoelectric tweezers (OTET) exploiting light-directed thermoelectric forces have been developed as a new type of optical manipulation technique. The dependence of thermoelectricity on temperature gradients instead of absolute temperature change allows OTET to operate at a significantly lower power compared to optical tweezers. In addition, the universal thermophoresis in the solutions makes OTET applicable to a wide range of polymers, metals, semiconductors, and dielectric nanostructures with different sizes and shapes. Furthermore, OTET can manipulate metal nanoparticles with a wide range of tunable working wavelengths, offering versatile platforms for in situ optical measurements where interference between manipulation and measurement beams can be minimized. By designing optothermal substrates with nanoscale heating sources, OTET can manipulate nanoparticles with spatial resolution beyond the diffraction limit [34]. This mini-review endeavors to summarize the working principles, recent developments, and applications of OTET. We start by discussing the optothermal effects and physical mechanisms involved in OTET. Next, we introduce the working principles of OTET, followed by recent advancements of OTET with focus on 3D trapping and parallel manipulation. Finally, we conclude with initial applications of OTET, particle filtration, and biological studies.
MECHANISMS
OTET rely on the thermophoretic migration and the resultant spatial separation of different ions under light-induced temperature gradients in solutions. The operation of OTET and their applications involve two major physical phenomena, i.e., thermophoresis and thermoelectricity. In this section, we introduce the basic mechanisms of the opto-thermo-matter coupling in OTET.
Thermophoresis
Thermophoresis, also known as the Soret effect, describes the directed movement of an object in response to a temperature gradient [35]. A wide variety of colloidal species in solution are subjected to the Soret effect. The drift velocities [image: image] of particles under the influence of a temperature gradient is given by
[image: image]
where [image: image] is the temperature gradient and [image: image] is the thermophoretic mobility.
Additionally, the steady-state concentration gradient profile is given by [36]
[image: image]
where c is the concentration of the solutes, D is the Brownian diffusion coefficient, and ST = DT/D is defined as the Soret coefficient. Since D of different components in a solution can vary with several orders of magnitude, the Soret coefficient enables a better description of the thermophoretic migration. Herein, ST < 0 indicates thermophilic behavior while ST > 0 implies the thermophobic motion.
Thermoelectricity
When a temperature gradient is built in an electrolytic solution, ions migrate directionally due to the thermophoresis as introduced above. Depending on the Soret coefficients and other physical properties of the ions, such as the charge, solvation energy, and ionic radius, different ions in the solution will drift at different speeds. Thus, a steady spatial separation of ions with opposite charges will be formed, generating a thermoelectric field. This process is also known as the Seebeck effect [37]. The charged particles under this thermoelectric filed will move to either the cold or the hot region determined by their charge characteristics. In a steady state, the electric field created through the Seebeck effect under an imposed temperature gradient is given by [38–41]
[image: image]
where [image: image] is the Boltzmann constant, [image: image] is the elemental charge, [image: image] is the ambient temperature, [image: image] represents the ionic species, and [image: image], [image: image], [image: image] are the concentration, charge number, and Soret coefficient of the ionic species [image: image], respectively. The migration velocity and direction of the charged particles can be controlled by the type and concentration of electolytes in solution.
DEVELOPMENT OF OPTO-THERMOELECTRIC TWEEZERS
OTET were first demonstrated for 2D manipulation of single metal nanoparticles on a thermoplasmonic substrate using extremely low optical power density (0.05–0.4 mW μm−2) [42]. After that, a series of work has been carried out to improve the throughput of manipulation and achieve particle manipulation in 3D. In this section, the fundamental working principle of OTET is first introduced, followed by discussion on recent improvements of OTET.
Working Principle
Thermoelectricity has long been exploited to manipulate various colloidal particles [38], charged molecules [39], and micelles [40]. However, in previous works, certain electrolyte solution could only be applied to manipulate either positively or negatively charged particles, lacking the applicability to manipulate both types of charged particles simultaneously. In order to achieve more universal manipulation, Lin et al. [42] adopted cetyltrimethylammonium chloride (CTAC), a cationic surfactant, to enable the opto-thermoelectric trapping of various particles [43]. The CTAC molecules can be adsorbed onto the surface of colloidal particles regardless of their original surface charges, forming a positively charged molecular double layer (Figure 1A). Concurrently, the CTAC molecules cluster and self-assemble into micelles when the concentration is above the critical micelle concentration (0.13–0.16 mM) (Figure 1B). The CTAC micelles and the Cl− ions can function as the counterions to facilitate the generation of the thermoelectric field for OTET.
[image: Figure 1]FIGURE 1 | Working principles and recent developments of opto-thermoelectric tweezers (OTET). (A) Schematic of the surface charge modification of particles by cetyltrimethylammonium chloride (CTAC) adsorption. (B) Schematic of CTAC micelles and Cl− ions. (C) Schematic of the working principle of OTET. (D) The trapping stiffness varies with the optical power (left), CTAC concentration (middle), and particle size (right). Adapted with permission from Ref. 46. Copyright 2019 American Chemical Society. (E) Parallel trapping of six Ag nanoparticles into a circular pattern by a digital micromirror device. (A), (B), (C) and (E) are adapted with permission from Ref. 42. Copyright 2018 Springer Nature. (F) Schematic of the mechanism and (G) the optical setup of opto-thermoelectric fiber tweezers. Adapted with permission from Ref. 48. Copyright 2019 De Gruyter.
In order to introduce a controllable source of optical heating and temperature gradients for the formation of the opto-thermoelectric field, a laser beam is directed onto a Au nano-islands (AuNIs) thermoplasmonic substrate, which is composed of quasi-continuous Au nanoparticles. The AuNIs substrate can convert the light into heat in a localized area near the laser spot. Upon laser heating of the AuNIs, both the CTAC micelles and Cl− ions undergo thermophoretic migration from the hot to the cold region. However, since the CTAC micelles have a much larger Soret coefficient than that of Cl− ions [ST (micelle) ∼10–2 K−1 >> ST (Cl−) ∼7.18 × 10−4 K−1], a stable spatial separation between them occurs and an electric field is formed with the direction pointing toward the hot region, i.e., the laser beam. The process of ion separation and subsequent production of an electric field, known as thermoelectricity, is a critical aspect of OTET, which separates it from other optothermal manipulations that rely purely on thermophoresis [44, 45]. The opto-thermoelectric force then traps the nanoparticles, which are positively charged either originally or due to surface modification by CTAC adsorption, around the hotspot on the substrate (Figure 1C).
Recently, Kollipara et al. [46] established a theoretical framework for the generation of the opto-thermoelectric field and resultant forces in complex colloidal systems to instruct the opto-thermoelectric manipulation of particles. This theoretical model considers the temperature variation and the sub-particle thermal conductivity variation caused by the trapped particles, which significantly improves the accurate calculation of thermoelectric forces. Upon the same laser irradiation with an optical power of ∼135 μW, the theoretically calculated in-plane trapping potential of OTET for 1 μm polystyrene (PS) particle is roughly 400 kBT, which is 2–3 orders higher in magnitude than that of conventional optical tweezers [47]. Furthermore, the trapping stiffness of OTET was found to depend on three main factors: laser power, CTAC concentration, and the size of target particles (Figure 1D). Specifically, the trapping stiffness is predicted to linearly increase with an increase in laser power. However, the experimental results deviate from the simulated ones in the high-laser-power region because of the strong Rayleigh−Benard convection and Brownian motion at high temperatures. The trapping stiffness also increases with the CTAC concentration in the lower regime and then saturates. Accordingly, the concentration of CTAC is preferred at the onset of saturation for OTET to avoid the effect of strong depletion force. Besides, in a general OTET setup, when the particle size is less than 0.1 μm, the trapping stiffness has a square growth region with an increase in the particle size. However, when the size exceeds 0.5 μm, the trapping stiffness grows linearly with the particle size due to the synergistic effect of the surface charge and effective temperature gradient. A transition zone appears in the intermediate size regime.
Improvement of Throughput
The manipulation throughput of OTET can be enhanced by trapping and manipulating multiple particles simultaneously. Two strategies have been developed: 1) using optical devices to generate multiple laser beams and 2) generating large-area opto-thermoelectric speckle fields to trap more particles.
A digital micromirror device (DMD) can split a single laser beam into multiple beams with programmable control over the beam size and shape. By programming the DMD, Lin et al. [42] have shown that multiple particles can be trapped simultaneously and transported along the designed paths (Figure 1E). Besides generating multiple laser beams for multiple manipulation, Kotnala et al. [49] exploited multiple-mode fibers to develop opto-thermoelectric speckle tweezers for large-scale opto-thermoelectric manipulation. The output of an excited multimode fiber leads to a speckle light pattern on the AuNIs substrate. The resultant large-area speckle light field can generate multiple thermoelectric hotspots to trap numerous nanoparticles simultaneously. The speckle pattern from a multimode fiber is advantageous as it has uniformly distributed high-intensity spots, high optical transmission efficiency, and simple alignment with the substrate.
Three-Dimensional Manipulation
Despite larger trapping stiffness at low laser power, OTET on AuNIs is limited to 2D manipulation near the surface of the substrate. To further develop OTET as a multifunctional tool, 3D manipulation is an essential aspect.
Inspired by 3D manipulation based on optical fiber tweezers [50, 51], one practical method for 3D OTET is to transfer the optothermal substrate onto an optical fiber platform [48]. As shown in Figure 1F, the opto-thermoelectric fiber tweezers eliminate the need for traditional optical components such as mirrors and lenses in optical fiber tweezers, which makes it a simpler, alignment-free, and economical particle trapping technique. The primary feature of opto-thermoelectric fiber tweezers is the single-mode pigtail fiber (core/cladding equal to 9/125 μm) with a layer of AuNIs coated on the tip, which is affixed to a 3D-axis stage. The laser beam is channeled through the fiber with output power ∼0.8 mW to create localized opto-thermoelectric fields at the tip (Figure 1G). Similarly, the positively charged particles can be trapped at the fiber tip due to the thermoelectric field. 3D manipulation can then be implemented by moving the 3D axis stage to control the position of the fiber tip. With 3D particle manipulation abilities, opto-thermoelectric fiber tweezers can function as nanopipettes for a wide range of applications in biosensing, additive manufacturing, and single nanoparticle-cell interactions.
APPLICATIONS OF OPTO-THERMOELECTRIC TWEEZERS
OTET are promising for various applications due to their wide applicability to different particles, low operational power, and tunable working wavelengths. As initial demonstrations, particle filtration has been achieved via the synergistic effect of opto-thermoelectric force and Stokes drag force in microfluidic devices. In addition, the opto-thermoelectric fiber tweezers can be further developed into nanopipettes to precisely control the interactions between particles at nanoscale for biological studies.
Particle Filtration
Size-based particle filtration is important in nanosciences. OTET-based particle filtration can be achieved by implementing opto-thermoelectric speckle tweezers in conjunction with microfluidic flows [49].
As shown in Figure 2A, the trapping of a single particle by opto-thermoelectric speckle tweezers in a microfluidic channel is mainly affected by two types of forces - opto-thermoelectric force and Stokes drag force. The FTx and FTz represent the directional trapping forces created by the speckle opto-thermoelectric field that work in tandem to keep the particle at the hotspot. Figure 2B shows that multiple 500 nm PS beads are trapped under the opto-thermoelectric speckle field with laser power-dependent trapping stiffness (Figure 2C). The total Stokes drag force produced by the fluid flow is comprised of two components, i.e., the laminar drag force (Fd) from the external microfluidic flow and the convective drag force (Fcz and Fcx) from the localized natural convective flow. It should be noted that the localized convective flow causes a change in the direction of Fcx depending on the location of the particle relative to the Z-axis. As shown in Figure 2D, the particle-filtration system initially contained 200 nm and 1 μm PS beads with a microfluidic flow at velocity of 20 μm/s. At a selected speckle intensity, the drag force from the localized convection flow increased and Fcz pushed the 1 μm beads away from the substrate, causing Fcx dominating over FTx. Thus, the 1 μm beads were carried away by the input microfluidic flow. In contrast, the 200 nm PS beads stayed trapped because the thermoelectric trapping force on these particles remained dominant over drag forces. Consequently, only the smaller particles were filtered out of the fluid solution, which differs from filtration based on optical speckle tweezers [52] because OTET-based filtration allows the larger particles to flow through the fluid channel while only retaining the smaller particles. The target size of the filtered particles can be changed by adjusting the speckle intensity, CTAC concentrations, and fluid flow velocities.
[image: Figure 2]FIGURE 2 | Particle filtration and nanopipettes based on opto-thermoelectric tweezers (OTET). (A) The schematic of the working mechanism of particle filtration. (B) Large-scale trapping of 500 nm PS beads with an average speckle intensity <I> = 1.6 μW/μm2 (left) and <I> = 4.2 μW/μm2 (right). The red lines are the trajectories of certain PS bead. (C) Position fluctuations of a single trapped 500 nm PS bead in the X (left) and Y (right) direction. (D) Time-lapsed optical images demonstrating that 200 nm PS beads can be filtered out from the mixture solution of 200 nm and 1 μm PS beads through opto-thermoelectric speckle tweezers and microfluidic flows. Adapted with permission from Ref. 49. Copyright 2020 De Gruyter. (E) Schematic (left) and optical image (right) showing that the tapered fiber traps the nanoparticle, ready for delivery. (F) Schematic (left) and optical image (right) demonstrating that a single 200 nm PS bead is directly delivered to the lipid vesicle. (G) Schematic (left) and optical image (right) showing the initial stage of the remote delivery. (H) Schematic (left) and optical image (right) showing the target nanoparticle being trapped on the fiber tip. (I) Schematic (left) and optical image (right) showing the target nanoparticle being delivered to the vesicle remotely by increasing the laser power. Adapted with permission from Ref. 48. Copyright 2019 De Gruyter.
Nanopipettes
Opto-thermoelectric fiber tweezers can be applied as a new type of nanopipettes to deliver objects and investigate the interaction between two arbitrary micro-/nano-objects with low operational power and high precision [48]. With a tapered fiber tip, opto-thermoelectric fiber tweezers can stably trap a particle at the tip with high accuracy and directly deliver the particle to another object (Figures 2E). For instance, a 200 nm PS nanoparticle was trapped at the tip and aligned with the lipid vesicle. Once aligned, the fiber was precisely moved to the vesicle until the nanoparticle was in contact with the surface of the vesicle (Figures 2F). Due to the low operational power, this technique shows special advantages in biological applications where the biomolecules have to be in the vicinity of the cell membrane for an extended period of time but without sacrificing the biological activity of the biomolecules. Moreover, remote delivery of nanoparticles based on opto-thermoelectric fiber tweezers can also be achieved. The target nanoparticle was still first trapped on the fiber tip and aligned with the vesicle (Figures 2G,H). The power output was then increased for a short duration to shoot the nanoparticle onto the vesicle by the strong optical scattering force (Figure 2I). The remote delivery via opto-thermoelectric fiber tweezers can transport nanoparticles at a distance of >10 μm with a good directional control, which prevents the potential physical damage from direct contact between the fiber tip and the object.
SUMMARY
Optothermal manipulation of colloidal particles under light-directed thermoelectric fields has been demonstrated as an effective technique to trap and manipulate particles with a wide range of sizes, geometries, and compositions [53, 54]. Integrated with the optical fibers, OTET can improve the manipulation throughput and achieve 3D particle manipulation. Due to the low operational power and tunable working wavelengths, OTET are promising for a wide range of applications in nanomanufacturing, colloidal sciences, nanophotonics and life sciences. At present stage, OTET is limited by its lack of biocompatibility and manipulation efficiency, which can be further improved in the following three aspects: the type of electrolyte solutions, heating sources and intelligent manipulations.
The electrolyte solution of present OTET is composed of CTAC as active ions, which can facilitate both the formation of thermoelectric fields and the surface charge modification of colloidal particles. In the future, more types of applicable electrolytes are supposed to be discovered to fit in with different manipulation scenarios. For instance, CTAC may be harmful to some biological cells. Considering that most of the biological cells have negatively charged surfaces, to exploit OTET for some biological applications, biocompatible electrolytes should be found to enable biological and biomedical studies and applications.
The critical factor in increasing the performance of OTET is the optimization of light-controlled temperature gradients. In addition to AuNIs, the heating sources can be any other pre-designed patterns or nanostructures with high optothermal conversion efficiency and low thermal conductivity to build a localized temperature field. For example, a Si metasurface can be designed as the thermal substrate for OTET, which can be integrated with electronic devices for some biosensing applications [55]. Alternatively, the design of some mobile light-absorbing nanostructures such as Janus particles can not only help OTET eliminate the need for the thermal substrates but also add more functionalities to the manipulated objects.
Intelligent manipulation based on OTET is also highly desired to enhance the precision and throughput of optothermal assembly [56, 57]. Several types of optical devices, such as DMDs [58], spatial light modulators [59, 60] and acousto-optical deflectors [61], have been proved promising in parallel manipulation of multiple colloidal particles. All these devices can be controlled automatically via homebuilt programs to manipulate multiple particles simultaneously along the pre-designed paths. Moreover, for 3D optothermal assembly, the out-of-plane manipulation can be very sensitive to the laser focal plane. Thus, imaging process integrated into the laser-controlled programs is necessary to achieve feedback control for automated optothermal assembly. With the versatile manipulation and assembly capabilities, the intelligent manipulation based on OTET is promising in efficient and high-throughput fabrication of a wide range of functional devices such as colloidal waveguides, metasurfaces, photonic crystals and so forth.
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Multi-step assembly of individual protein building blocks is key to the formation of essential higher-order structures inside and outside of cells. Optical tweezers is a technique well suited to investigate the mechanics and dynamics of these structures at a variety of size scales. In this mini-review, we highlight experiments that have used optical tweezers to investigate protein assembly and mechanics, with a focus on the extracellular matrix protein collagen. These examples demonstrate how optical tweezers can be used to study mechanics across length scales, ranging from the single-molecule level to fibrils to protein networks. We discuss challenges in experimental design and interpretation, opportunities for integration with other experimental modalities, and applications of optical tweezers to current questions in protein mechanics and assembly.
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INTRODUCTION

Biology has evolved proteins capable of self-assembly that create dynamic scaffolds imparting mechanical stability and force responsiveness inside and outside of cells. Intracellular proteins include actin, tubulin, tropomyosin and titin, which contribute to cytoskeletal and muscle structure and mechanics. Extracellularly, proteins including collagen, elastin and fibrin assemble to form the extracellular matrix and connective tissues. Understanding how these higher-order assemblies of proteins achieve their responsive mechanical functions requires the ability to measure their mechanical response in different chemical environments and at different hierarchical levels of organization. Because the properties of these proteins are encoded at the molecular level, and because mechanics of the higher-order assemblies can be drastically altered by molecular changes in composition (e.g., mutations, post-translational modifications, age-related chemical changes or ligand binding) (Blank and Boskey, 2008; Li and Cao, 2010; Panwar et al., 2015; Xu et al., 2017; Sorushanova et al., 2019; Hughes et al., 2020), it is important to characterize mechanical response starting from the single-molecule level.

Various techniques have been developed to perform single-molecule force spectroscopy (SMFS). These include atomic force microscopy (AFM), magnetic tweezers (MT), centrifuge force microscopy (CFM), acoustic force spectroscopy (AFS) and optical tweezers (OT). As described in previous reviews (Neuman and Nagy, 2008; Hinterdorfer and Oijen, 2009; Peterman, 2018), these techniques confer distinct advantages, meaning the choice of SMFS technique can be dictated by desire for high spatial, temporal and/or force resolution; force range; high throughput measurements; or application of torque in addition to linear stretching forces. However, only some of these approaches are amenable to characterizing mechanics of higher-order protein structures such as filamentous/fibrillar assemblies and larger-scale networks.

OT have the broadest applicability in probing the mechanics of protein assemblies at various hierarchies of scale: they offer advantages of high spatial, temporal and force resolution for SFMS, and the ability to passively and actively probe microscale mechanics at prescribed locations within three-dimensional protein networks and even inside living cells (Arbore et al., 2019; Favre-Bulle Itia et al., 2019). This ability to extract force and displacement information across a wide span of system size scales with a single experimental approach facilitates meaningful comparisons of mechanics of proteins at different levels of assembly.

In this mini-review, we highlight some of the applications of OT to the study of protein mechanics, ranging from single-molecule investigations of mechanics and unfolding to studies of higher-order fibrils and networks. We provide examples of studies on collagen throughout, and highlight work on other assembling protein systems including actin filaments, microtubules, fibrin and prions. We close with a brief discussion of prospects for future research.



SINGLE-MOLECULE INVESTIGATIONS OF PROTEIN MECHANICS

Single-molecule force spectroscopy studies of protein mechanics require linking the ends of a protein to larger objects that can be independently manipulated. For OT studies, at least one end is linked to a micron-sized bead, which can be held in the focused laser beam of an optical trap (Figure 1). When stretched by its other end (e.g., via manipulation of a bead held on a movable pipette or in an optical trap, or by moving a glass slide), the displacement of the trapped bead from the focus provides the force applied to stretch, while the separation between the two ends gives the end-to-end extension of the molecule (Bustamante et al., 2020). Thus, the primary read-out from an SMFS study is a force-extension curve (FEC), though other modalities such as constant-force measurements can be used to provide deeper information of folding/unfolding dynamics (Bustamante et al., 2004, 2020; Ritchie and Woodside, 2015). FECs reveal information about the elasticity and flexibility of a protein, changes in its structure – such as unfolding – induced by force, and the timescales on which structural changes occur.
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FIGURE 1. Principles of single-molecule force spectroscopy (SMFS) with optical tweezers (OT). (A) Schematic of an optical tweezers stretching experiment with collagen. The displacement of the bead center from the trap center Δx and the trap stiffness κ provide the force applied to stretch the molecule. A Worm-Like Chain (WLC) model (red curve) can be used to fit the resulting force extension curve (black dots). Adapted from Wieczorek et al. (2015) with permission. (B) Experimental scheme for OT-SMFS experiments with short proteins. Prion proteins (PrP) are tethered to polystyrene beads via DNA handles (left). The PrP unfolds and refolds to its native state, dependent on the applied force, as a two-state system (middle). PrP dimers linked at their termini lead to complex force extension curves with multiple intermediates, and more remarkably, adopt a misfolded dimer structure at low force rather than two independently folded domains (right). Adapted from Figure 2 in Dee and Woodside (2016) with permission. (C) Illustration of measurements of the bending modulus of a collagen fibril. The inset illustrates the highly ordered lateral organization of collagen molecules within a single fibril, which creates a characteristic “D-banding” pattern (dark/light stripes). The optically trapped bead is used to apply bending deformations to a fibril (left). The resulting force-displacement curve reveals the force required for different applied lateral bending strains (right). Adapted from Dutov et al. (2016) with permission under CC BY license.


Proteins can exhibit a variety of responses to applied force. An entropic elastic response arises when randomly coiled or bent structures are straightened by an applied force, without changing internal structure or contour length. Here, deformation is reversible on the timescale of SMFS and energy put into straightening is recovered upon relaxation. The FEC is monotonic and can be described by the worm-like chain (WLC) or freely jointed chain (FJC) model of polymer flexibility (Figure 1A). When proteins structurally deform, the FEC can exhibit sharp features, seen as “sawtooth” characteristics arising from domain unfolding and accompanying release of previously buried polypeptide backbone to the force-bearing region of the chain (Figure 1B). The reversibility of these structural changes can be ascertained by looking for hysteresis between stretch and relaxation curves. When pulling occurs more rapidly than internal equilibration of the protein, the loading-rate dependence of unfolding force provides information about the location and heights of free energy barriers, as outlined in Bustamante et al. (2004). Alternatively to sawtooth signatures of domain unfolding, more gradual changes of contour length may occur, arising from structural distortions along the force-bearing backbone. Such backbone lengthening and structural transitions are exhibited by DNA (Bustamante et al., 1994, 2003; Gross et al., 2011; King et al., 2013), and may also contribute to the force response of collagen, a protein with a 300-nm long triple-helical structure (Figure 1A). Initial OT-SMFS measurements fit collagen’s FEC with the inextensible WLC model with a persistence length of ∼15 nm, describing collagen as a relatively flexible polymer (Sun et al., 2002, 2004; Rezaei et al., 2011; Shayegan et al., 2013). More recently, however, measurements of its flexibility using AFM imaging indicate that it is far less flexible, with a persistence length of ∼95 nm (Rezaei et al., 2018), and low-force structural distortions in collagen have been implicated by a variety of single-molecule approaches, including OT (Wieczorek et al., 2015), MT (Adhikari et al., 2011, 2012; Camp et al., 2011), and CFM (Kirkness and Forde, 2018). A low-force-induced structural lengthening of collagen’s triple helix could reconcile the disparity in persistence lengths: by fitting a FEC over variable force ranges, it was found that the WLC persistence length increased significantly as the maximum force used for fitting decreased (Wieczorek et al., 2015). Potential mechanisms for a force-induced “softening” of collagen, which may involve bend-twist coupling (Teng and Hwang, 2014), are described in a recent review (Kirkness et al., 2019).

Challenges arise for interpreting molecular flexibility obtained from OT-SMFS measurements when the molecules’ contour length is not significantly longer than the persistence length. In this case, the persistence length extracted from WLC fits may significantly underestimate the polymer’s true persistence length, as seen for DNA (Seol et al., 2007; Chen et al., 2009). This underestimation arises from the finite length of the experimental chain: the shorter the chain, the greater the relative importance of contributions from its ends. By tethering the chain by its end to surfaces, the orientations of its ends are restricted, which alters the total conformational entropy of the chain and affects determination of its persistence length (Seol et al., 2007; Chen et al., 2009). In some cases, the “true” persistence length can be obtained by measuring polymers of different contour lengths and extrapolating results to the infinite-length limit. This approach has been used for measurements on short lengths of DNA (Seol et al., 2007; Chen et al., 2009), whose contour length is easily controlled, but it is not as easily generalizable to proteins such as collagen, whose length is biologically regulated and which may not fold or be secreted properly if lengthened via genetic engineering.

Probing a tethered molecule substantially shorter than the bead diameter also generates experimental challenges. Having two microspheres at separations much less than their sizes (and the size of the trapping laser focus/foci) can lead to optical interference between a bead and the other trap, an effect which must be deconvolved from the response to obtain the desired force readout of tension applied to the molecule (Downing et al., 2009; Rezaei et al., 2011). Measurements of such short polymers also suffer from amplified effects of stage drift and off-axis stretching. These shortcomings can be addressed by using DNA “handles” to link the protein ends to beads, thereby extending the separation between particles and avoiding unwanted optical interference (Figure 1B). DNA handles have become a standard complement of single-molecule measurements of protein folding with optical tweezers (Gosse et al., 2019; Avellaneda et al., 2020). The topic of force-induced protein unfolding, and what can be learned about the energy landscapes, is the subject of many reviews, to which we refer the interested reader (Bustamante et al., 2004, 2020; Ritchie and Woodside, 2015; Hughes and Dougan, 2016; Hoffer and Woodside, 2019).

Optical tweezers–single-molecule force spectroscopy lends itself well to understanding how protein-protein interactions can alter the mechanical landscape. Many proteins retain their structure and independence of folding in the context of neighboring domains – this feature has been used to recapitulate the force response of titin in muscle from studies of its individual domains (Li et al., 2002). Alternatively, protein interaction can stimulate pathological protein misfolding. OT-SMFS studies have demonstrated that prion proteins coupled together in series do not maintain their independent structure, instead adopting new misfolded structures and unfolding pathways compared with monomeric prions (Figure 1B) (Neupane et al., 2014; Dee and Woodside, 2016; Gupta et al., 2016). Because OT can be used to unfold and refold the same protein hundreds to thousands of times, rare folding/unfolding events can be captured, events that may be critical for initiating formation of larger-scale misfolded aggregates that lead to disease (Hoffmann et al., 2013; Yu et al., 2013).



MECHANICS OF HIGHER-ORDER PROTEIN FIBERS AND NETWORKS

An ongoing challenge is to link protein mechanics at the molecular level to the mechanics of higher-order assemblies. What are the energetic hierarchies governing supramolecular response? In the context of a collagen fibril formed from laterally associated molecules (Figure 1C), for example, what role is played by straightening of collagen’s triple-helical backbone (governed by bending rigidity/persistence length at the molecular level) versus molecular deformation (e.g., triple-helix unwinding) versus intermolecular lateral sliding of triple helices? Intermolecular sliding is restricted by covalent crosslinking between collagens, a modification that can be biologically prescribed during assembly and which also can occur, less site-specifically, as tissues age (Silver et al., 2001; Avery and Bailey, 2008; Depalle et al., 2015; Sorushanova et al., 2019). Crosslinking between chains within a triple helix may also alter its ability to deform at the molecular level when stretched (e.g., by locally pinning and therefore preventing unwinding of the three chains) (Collier et al., 2018; Kirkness and Forde, 2018), though it is less clear how intramolecular crosslinks may affect the bending persistence length at the molecular level (Rezaei et al., 2018; Kirkness et al., 2019). The challenge of linking mechanics at different length scales becomes greater when bridging to even higher-order bundles and networks (e.g., collagen fibrillar gels; Figure 2A) (Gittes and MacKintosh, 1998; Carrillo et al., 2013; Münster et al., 2013; Broedersz and MacKintosh, 2014; Schnauss et al., 2016; Meng and Terentjev, 2017).
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FIGURE 2. Optical-tweezers based microrheology (OT-MR) measurements of protein network formation and remodeling. (A) Analysis of trapped bead motion is used to determine how the microscale viscoelastic environment changes during assembly and growth of collagen fibrillar networks (schematic upper panel). Arrows indicate thermally driven fluctuations of the particles within the optical traps, used in passive MR experiments to determine the complex shear modulus of the surroundings. For collagen, it was found that elastic moduli and their spread tend to increase during assembly (lower panel, circles), as the local environment becomes more heterogeneous. The red line and shaded region indicate the range of optical trap elastic moduli G′trap measured for this bead size, while the red dots at zero time indicate the elastic moduli of trap + collagen solutions in acidic conditions, where assembly cannot occur. Filled black circles indicate repeated measurements on the same bead at multiple times during assembly, illustrating distinct evolutions of local mechanics. These experiments found G′max (at fixed frequencies) to increase with the same sigmoidal kinetics as the optical turbidity used to measure growth of the network (blue curve). Adapted from (Shayegan and Forde, 2013) with permission under CC BY license. (B) OT-MR probes the effect of transient protein-protein interactions that catalyze protein network assembly. Collagen assembly is accelerated by telopeptides, short regions flanking the triple helix (shown as small forked ends in the schematics). Even in acidic conditions where assembly cannot occur, solutions of collagens with intact telopeptides (red dashed line) exhibit a significantly greater G’ at low frequencies than collagens with telopeptides enzymatically removed (purple dashed line). The decrease in G’ can be detected in real time, as enzymes gradually remove telopeptides (colored markers), thereby reducing protein-protein interactions. Adapted from Shayegan et al. (2016) with permission from Elsevier. (C) It may also be possible to extract the kinetics of transient crosslinking proteins with OT-MR, as found in bulk rheology experiments on actin. At shorter times/higher frequencies (right inset), only short-range bending fluctuations of the actin filaments can occur, while at longer times/lower frequencies (left inset) actin filaments can undergo larger-scale deformation enabled by unbinding of a crosslinking protein (red circle). Thus, G″ of a crosslinked actin gel exhibits a local maximum at a frequency corresponding to the unbinding rate (inversely proportional to the characteristic unbinding time toff) of the protein crosslinker. Adapted from Broedersz et al. (2010) with permission (copyright 2010 by the American Physical Society).


Lateral association into higher-order protein fibers produces structures that are stiffer than their individual protein components. The Young’s modulus of such structures is significantly larger than the elastic modulus (proportional to stiffness) of typical optical traps, meaning only high-intensity OT have been used to perform meaningful strain measurements on fibers (Nabiev et al., 2015; Block et al., 2017, 2018; Schepers et al., 2020). A disadvantage of high-intensity optical traps is the local heating of the sample that can result (Neuman and Nagy, 2008). With low-intensity OT, bending moduli of the fibers can be determined by pushing an optically trapped bead laterally against the filament and measuring its deformation as a function of applied force (Figure 1C). OT have been used to measure the bending stiffness of microtubules (Kurachi et al., 1995; Felgner et al., 1996; van Mameren et al., 2009; Koch and Rohrbach, 2018; Memet et al., 2018), actin filaments (van Mameren et al., 2009) and collagen fibrils (Dutov et al., 2016). Other examples of mechanical properties of protein fibers measured with OT include torsional stiffness (Tsuda et al., 1996; Yasuda et al., 1996), bending stiffness of fiber bundles (Rückerl et al., 2017; Strehle et al., 2017), sliding forces of filaments within bundles (Schnauß et al., 2016), and bending and spontaneous assembly of two interacting filaments using a four-trap OT instrument (Kurniawan Nicholas et al., 2016). OT can also be used to measure the assembly and disassembly of individual protein filaments, as has been done for microtubules (Dogterom et al., 2005; Rodríguez-García et al., 2020).

Larger-scale protein networks can be mechanically probed in situ using OT-based microrheology (OT-MR) (Tassieri, 2016; Waigh, 2016; Wei et al., 2017; Robertson-Anderson, 2018). In OT-MR, the motion of an optically trapped bead (constrained within a trap that is either stationary or actively driven) is used to read out information about the frequency-dependent viscoelasticity of its surroundings (Figure 2) (Brau et al., 2007; Mizuno et al., 2008; Waigh, 2016; Robertson-Anderson, 2018). Particle dynamics can be used to determine mechanical properties of the surrounding network. One such property is the complex shear modulus G∗(f), comprising the storage and loss moduli [G′(f) and G″ (f), respectively]. These moduli describe the elastic and viscous response of the medium (proteins + solvent) surrounding the particle. The frequency dependence of the moduli provides information on the bending rigidities and interactions between protein filaments in solution (Piechocka et al., 2010; Waigh, 2016). Because of this, care must be taken to correctly determine and correct for contributions from OT trap stiffness, which can be particularly difficult when probing softer networks whose elastic modulus is comparable to that of the optical trap (Shayegan and Forde, 2013). Additionally, in situ calibration of optical traps is more challenging in these complex media than in the aqueous solutions used for SFMS, due to the local environment being both viscoelastic and locally heterogeneous, and to light scattering from larger-sized components of the network (Fischer et al., 2010; Hendricks and Goldman, 2017; Staunton et al., 2017). Alternative approaches to MR exist, such as passive observation of bead diffusion, though these generally have a more limited bandwidth and also rely on microscopic tracer beads (Waigh, 2016). The use of beads for these MR approaches creates some requirements in experimental design. Choice of bead size for MR is important: if a continuum measure of network properties is desired, beads should be at least 3x the pore size of the network (Robertson-Anderson, 2018). Conversely, smaller beads added to a sample are more easily able to navigate through the pores and their motion can reveal information about the sample’s spatial heterogeneity. Beads should be sufficiently dilute in the sample so as not to influence the mechanical properties (e.g., forming a much more rigid bead-gel composite structure). It is also essential to characterize and control for non-specific interactions between the bead surface and the protein network, a concern that should be addressed in all types of bead-based measurements on proteins and protein networks (Chae and Furst, 2005; Kirkness et al., 2018). OT-MR has been widely applied to characterize network mechanics of cytoskeletal proteins [including actin (Gittes et al., 1997; Brau et al., 2007; Lee et al., 2010; Grebenkov et al., 2013; Atakhorrami et al., 2014; Gurmessa et al., 2017, 2019; Ricketts et al., 2018, 2019), intermediate filaments (Neckernuss et al., 2015; Paust et al., 2016), and microtubules (Ricketts et al., 2018, 2019)] and of extracellular proteins [including collagen (Latinovic et al., 2010; Shayegan and Forde, 2013; Shayegan et al., 2013; Jones et al., 2015; Staunton et al., 2016) and fibrin (Kotlarchyk et al., 2010, 2011; Piechocka et al., 2010; Domínguez-García et al., 2020)].

Most OT-MR studies analyze the motion of a single trapped bead to learn about its local microenvironment, but multiple-particle OT-MR can also be performed. It provides distinct information about the through-space mechanical coupling of the network by analyzing correlated motion between pairs of beads (Crocker et al., 2000). Often one bead is actively displaced with OT and the motion of other (non-optically trapped) beads in the network is recorded, monitoring for example the amplitude and phase lag of their motion relative to the driven particle, which can be used to determine the mechanical transfer function of the network (Paust et al., 2016; Hendricks and Goldman, 2017). For higher-frequency information, several beads can be optically trapped simultaneously, and their correlated motion determined either through active oscillation of one particle or through passive recording of their thermally driven dynamics in stationary traps (Mizuno et al., 2008). Utilizing traps to position beads at desired locations within the network provides greater control over their separations and orientation with respect to the (potentially anisotropic) network (Jones et al., 2015). To our knowledge, a maximum of two traps has thus far been employed simultaneously in OT-MR experiments, though more could be implemented with methods such as holographic optical tweezers (van der Horst and Forde, 2008; Jones et al., 2015; Loosemore and Forde, 2017; Bola et al., 2020).



PROTEIN NETWORK FORMATION AND REMODELING

The assembly of proteins from solution into larger-scale networks triggers many changes in the local microenvironment (Figure 2A), which can be sensed by optically trapped beads. If beads are comparable to the mean pore size in the network, then measurements of local environment may be highly heterogeneous, with some beads sensing essentially solvent while others – more tightly embedded between network filaments – report very high elastic moduli. Studies on collagen assembly into fibrillar networks illustrate the heterogeneous properties sensed by micron-sized beads: following triggering of assembly, the heterogeneity in elastic modulus increases as collagens assemble into fibrils that form networks, eventually reaching a plateau (Latinovic et al., 2010; Shayegan and Forde, 2013). The kinetics of increase in G∗(f) matches development of turbidity in the sample, indicating commensurate growth in mechanical protein structures and light-scattering fibrillar structures (Figure 2A) (Shayegan and Forde, 2013). OT-MR has been applied to study the triggered assembly and disassembly of other protein networks, such as actin and fibrin (Gurmessa et al., 2019; Domínguez-García et al., 2020).

During MR measurements, optical tweezers also afford the ability to monitor development of mechanical environment at a given location over time, by repeatedly probing the dynamics of the same particle (Figure 2A). This particular type of measurement presents technical challenges: forces exerted by the assembling proteins can be sufficiently strong to displace the particle from the trap (Shayegan and Forde, 2013); and maintaining the optical trap always-on for long periods of time can result in local heating of the sample, which in turn may alter thermally sensitive assembly kinetics and – for proteins with marginal thermal stability such as collagen – even molecular protein structure (Leikina et al., 2002; Neuman and Nagy, 2008). Nonetheless, such measurements are possible, and have been used to characterize locally evolving mechanics during network formation (Latinovic et al., 2010; Shayegan and Forde, 2013; Domínguez-García et al., 2020).

Transient protein-protein interactions, which can provide nucleation points for higher-order assembly, also can be revealed by OT-MR. As one example, collagen assembly into fibrils is facilitated by short non-triple-helical regions at the ends of the collagen molecule, called telopeptides. OT-MR revealed striking enhancement of the viscoelastic properties of solutions of collagens with their telopeptides intact compared with collagens whose telopeptides had been removed (Figure 2B) (Shayegan et al., 2016). These differences were seen in solution conditions that inhibit lateral assembly into fibrils, suggesting that telopeptides enhance stickiness between collagen chains in a variety of solution conditions, a finding supported by a polymer association model. Furthermore, OT-MR was used kinetically to detect enzymatic alteration of these intermolecular interactions: the viscoelasticity of collagen solutions was found to decrease as enzymes cleaved the telopeptides from the ends of the collagen proteins (Figure 2B). It may also be possible for OT-MR to determine the kinetics of transient protein-protein interactions contributing to network assembly. As predicted and found in bulk rheology studies of actin networks, a local maximum in the frequency-dependent loss modulus, G″(f), is observed at a frequency corresponding to the unbinding rate of the crosslinking protein alpha-actinin (Figure 2C) (Broedersz et al., 2010). A maximum in G″(f) and corresponding turnover in G′(f) is predicted to occur when the network components relax significantly quicker than the unbinding of crosslinking elements (Broedersz et al., 2010), implying that this approach could be applied in OT-MR studies of semiflexible protein networks coupled via transient crosslinks to determine unbinding kinetics.



FUTURE PROSPECTS

Experimentally, much has been learned about protein mechanics and assembly by using optical tweezers in both SMFS and MR configurations. Alternative arrangements of optical traps have the potential to provide distinct insight into the study of protein interactions and assembly. For example, line optical tweezers could be used to study kinetics of transient protein-protein interactions important for nucleation of higher-order assembly, by studying colloidal binding kinetics arising from protein bridges (Rogers et al., 2013). The use of holographic optical tweezers capable of positioning and quantifying the response of large numbers of particles could be used to determine how network assembly or remodeling is coupled through space and time. Simultaneous measurements at multiple locations throughout the sample during assembly would also provide mechanical insight into how higher-order structure formation percolates throughout the sample (Tran-Ba et al., 2017; Gurmessa et al., 2019). Development of new particles for manipulation can pave the way to higher-force fiber-stretching measurements without the need for higher laser intensities (Jannasch et al., 2012), mitigating concerns about local sample heating. The recent demonstration that nanoscale particles can be used for picoNewton force measurements in OT (Sudhakar et al., 2020) provides many potential advantages to the study of protein mechanics including faster response times, smaller probe surface area, and access within protein networks that have smaller pore sizes.

Integrating other measurement modalities into optical tweezers are likely to provide a deeper mechanistic understanding of protein mechanics and assembly. The incorporation of confocal fluorescence microscopy into bulk rheometers has enabled studies of network formation, reorganization, and fracture in response to macroscopic strains (Münster et al., 2013; Tran-Ba et al., 2017; Burla et al., 2020); similar fluorescence imaging approaches integrated into OT-MR would allow mapping of network changes in response to local perturbations, similar to what has been done using phase-contrast imaging during network assembly (Latinovic et al., 2010). SMFS experiments that incorporate OT and single-molecule fluorescence detection are providing insight into protein-protein (Avellaneda et al., 2020) and DNA-protein (Newton et al., 2019; Wasserman et al., 2019) interactions, as well as structural force-induced changes of biomolecular structure (Gross et al., 2011; King et al., 2013). Care must be taken when integrating single-molecule fluorescence detection into OT instruments, both to achieve high levels of fluorescence detection sensitivity, and, for short protein substrates, to avoid the desired fluorescence signal being overwhelmed by autofluorescence from the particles used for manipulation (Avellaneda et al., 2020). Integrating microfluidics into OT experiments on protein mechanics allows rapid changes of solution environment, enabling studies of chemically triggered network assembly and disassembly (Gurmessa et al., 2019).

Quantifying and rationalizing the mechanics of proteins at various hierarchical scales is critical in fields including biomaterials design (Wu et al., 2018; Sorushanova et al., 2019), neurodegeneration (Yu et al., 2013), active matter (Koenderink et al., 2009; Lansky et al., 2015; Weirich et al., 2019; Gompper et al., 2020), cellular biology – including the rapidly developing field of liquid-liquid phase separation (Bergeron-Sandoval et al., 2018; Jawerth et al., 2018; Kaur et al., 2019; Shayegan et al., 2019; Alshareedah et al., 2020), and mechanobiology (Burla et al., 2019; Mathieu and Manneville, 2019). Optical tweezers are well suited to probing protein mechanics at scales ranging from single molecules to fibers to networks, and, with the integration of complementary measurement modalities, will continue to deliver new insight into the mechanisms by which mechanical responsiveness is imparted by proteins.
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Laser cell patterning is a distinctly effective technique for creating cell arrangements in culture that replicate in vivo tissue structure for studying contact-mediated cell-cell interactions. Conventional laser-based single-cell-manipulation techniques are limited by their inability to pattern irregularly shaped cells, such as rod-shaped cardiomyocytes. We report use of a spatial light modulator loaded with a computer-generated phase map to shape a single laser source into multiple laser-guidance beams distributed around the outer contour of an irregularly shaped cell to achieve accurate cell patterning. In addition to describing the principle and practice of the system design, we present what is to our knowledge the first achievement of patterning large, irregularly (rod) shaped adult rat cardiomyocytes in an end-to-end connected alignment to replicate the in vivo heart muscle cell connection without use of substrate surface modifications, which can interfere with in vivo-like cell-cell and cell-extracellular matrix interactions. Our research demonstrates that two-stage multiple beam laser guidance is effective: 1) A dual-beam configuration horizontally translates a cell from the outlet of the microfluidic cell delivery channel to a position above the cell deposition site and 2) A quad-beam configuration rapidly propels the cell axially through the suspension medium to the culture substrate with vertical movement of the cell patterning chamber. Our study reveals that 90% of the patterned cells maintained end-to-end connection 30 min after patterning, and mechanical junctions could be reinstalled between laser connected cells after overnight incubation. This demonstrates that multiple beam laser patterning is an outstanding tool for in vitro studying contact-mediated cell-cell interactions among irregularly shaped cells.
Keywords: optical force, multiple beams, cell patterning, cardiomyocyte, laser guidance
INTRODUCTION
With conventional cell-culture techniques, the spatial control of single cells necessary to recreate the cell-cell contact arrangement found in native tissue is difficult. Since the development of Ashkin’s optical force-based cell-manipulation techniques [1, 2], lasers have been used in microscopic applications to explore various biological interactions at the molecular and cellular levels [3, 4]. Research at the single cell and subcellular organelle levels involves laser trapping (using a laser-tweezer microscope) [5, 6] and laser guidance [7, 8]. Laser tweezer applications employ a high numerical aperture (NA) microscope objective to generate a strongly focused laser beam to 3D trap a particle, such as a biological cell, within the beam’s focal point. In laser guidance, a low NA microscope objective generates a weakly focused laser beam to simultaneously localize a particle to the beam axis and propel it in the beam-propagation direction.
With these principles, we developed a laser cell-micropatterning system in which the laser beam is focused in a transitional state between generating an optical trap and optical guidance [9]. Using this system, a single biological cell can be optically moved within a typical cell culture dish (e.g., 30 mm) and patterned into a predesignated cell culture microniche with very high spatial and temporal resolution [10–12]. However, this and the other currently available laser-based single-cell-manipulation techniques are limited by their inability to pattern irregularly shaped cells, such as rod-shaped cardiomyocytes.
To overcome this limitation, we used a spatial light modulator loaded with a computer-generated phase map to shape a single laser source into multiple laser-guidance beams, a procedure analogous to techniques used for holographic optical tweezers (HOT) [13, 14]. In contrast to HOT optical configurations, our system uses a low NA objective to produce multiple weakly focused laser-guidance beams positioned within the cell-micropatterning chamber. Using the detected cell shape from bright-field imaging, multiple beams can be distributed around the outer contour of an irregularly shaped cell to achieve accurate cell patterning. In addition to describing the principle and practice of the system design, we present what is to our knowledge the first achievement of patterning large, irregularly (rod) shaped adult rat cardiomyocytes in an end-to-end connected alignment to replicate the in vivo heart muscle cell connection without use of substrate surface modifications, which can interfere with in vivo-like cell-cell and cell-extracellular matrix interactions.
MATERIALS AND METHODS
Cell Preparation
Adult cardiomyocytes were isolated from 4-week-old male Sprague–Dawley (SD) rats as described previously [15]. Briefly, SD rats were subcutaneously injected with heparin (5 units/g animal), anesthetized by inhalation of isoflurane (5%), and then euthanized following a protocol approved by Clemson University Institutional Animal Care and Use Committee. The heart was removed from the body through thoracotomy and immediately perfused through the aorta with warm calcium-free perfusion buffer (mM) (NaCl 113, KCl 4.7, KH2PO4 0.6 NaH2PO4 0.7, MgSO4 1.2, NaHCO3 12, KHCO3 10, HEPES 10, Taurine 30, BDM 10, Glucose 5.5) for 5 min. The heart was then digested continuously with enzyme solution (collagenase type II 0.8–1.0 mg/ml, trypsin 35 unit/ml, neutral protease 0.24 unit/ml, CaCl2 50 μM) for 40–45 min. During digestion, the calcium concentration of the enzyme solution was gradually increased to 500 μM by adding 100 mM CaCl2 dropwise with an automatic syringe pump. Perfusion and digestion were conducted using a custom-made temperature-controlled perfusion system at 37°C. After digestion, cardiomyocytes were dissociated from minced ventricles by gentle mechanical agitation. Isolated cardiomyocytes were incubated at room temperature in perfusion buffer with 1,000 μM CaCl2 for 15 min to finish the calcium reintroduction process and allowed to be precipitated by gravity during this time. The cell pellet was resuspended in culture medium (Dulbecco’s modified Eagle’s medium (Gibco), 2% fetal bovine serum (VWR), 5 mM creatine, 5 mM taurine, 5 mM sodium pyruvate, 2 mM l-carnitine, 10 mg Insulin-Transferrin-Selenium). Unless otherwise noted, all chemical reagents were purchased from Sigma-Aldrich. All enzymes were purchased from Worthington.
Multiple Beam Laser Cell-Patterning System Design
System Overview
Figure 1 illustrates a schematic of the multiple beam laser cell-patterning system, which was composed of several principal elements: laser guidance objective (×20 Mitutoyo Long Working Distance Objective), phase modulation spatial light modulator (Holoeye Pluto NIR-011), motorized 3-axis translation stage (Aerotech), and microfluidics-based cell-micropatterning biochip mounted in a cell deposition chamber that was equipped with a lab-built on-stage incubator (37°C and 5% CO2).
[image: Figure 1]FIGURE 1 | Schematic of the multiple beam laser cell-patterning system.
The laser (2W Ti:Sapphire Spectra-Physics M3900-S laser tuned at 800 nm) was coupled to a large mode area hollow optical fiber (NKT photonics LMA-15) using a three axis optical fiber coupler stage (Thorlabs Max350D). The reason we chose the laser wavelength of 800 nm is because around this wavelength, the light absorption of both water and organic components of a cell, such as proteins and nucleic acids, reach a relatively low level, and thus laser-cell damage can be kept minimum [16–18]. From the fiber, the laser beam was then collimated into the microscope via a fiber collimator (Thorlabs F810FC-780) to form an 8 mm-diameter beam and delivered to the SLM. A zero order λ/2 wave plate (Thorlabs WPH05M-808) was positioned before the SLM to match laser source polarization relative to the inherent liquid crystal polarization to optimize the intensities of generated first order diffraction beams. A 4f lens system was used to collect and resize the SLM-generated diffraction pattern. The first lens of the 4f system served as the Fourier lens, and the second one served as the tube lens in a conventional microscope. The focus ratio of the two lenses was selected in terms of the imaging objective (NA = 0.42) to ensure that the focal size (ω0) of the laser beam was approximately 2 µm. In addition, the axial position of the tube lens was adjustable to match the focal plane of the multiple laser beams (having a wavelength of 800 nm) with the visible illumination light of the imaging system to be coplanar at the imaging CCD. This provided a clear image of the cell while trapped at the focal plane. A dichroic mirror positioned between the objective and the CCD (Photon Focus) allowed live imaging during optical manipulation through a collimated red LED light source (Thorlabs M625L3). The illumination beam was focused by a condenser on the imaging plane of the objective from below; this, with the objective and the CCD, formed a patterning microscope.
The cell patterning process was manually controlled using a joystick on an Xbox controller connected to the computer (Figure 1). Software was developed to synchronize the controller to the translational microscope stage so that the user could store the outlet position of the microfluidic cell-delivery channel: As cells were delivered out of the microfluidic channel, the multiple laser beam would trap a cell. The controller also stored the location where the cell was to be patterned and automatically moved the stage linearly between the outlet of the microfluidic channel and the cell patterning site at a preset speed. These Xbox controller functions were reported in our previous publication [10].
Microfluidics-Based Cell-Micropatterning Biochip
The microfluidic biochip served as a quasi-sealed chamber to 1) dispense cells near the laser patterning region and 2) dampen convection flow in the medium that would otherwise overpower and prohibit controlled optical manipulation of cells. The cell-micropatterning biochip was fabricated from polydimethylsiloxane (PDMS) using the techniques described in our prior publication [10]. The microfluidic channel cross-sectional area was 200 µm wide and 50 µm high to accommodate the transport of large cells. The microfluidic biochip was placed over the laser micropatterning site and syringe-injected (Norm-ject 1 ml) through the cell reservoir with laser patterning medium (300 µL) to wet the PDMS microfluidic channels and fill the laser micropatterning chamber. Upon removal of the syringe, the cell inlet reservoir was filled with a cell suspension (60 × 103 cells ml−1) to generate stable gravity-driven cell transport from the inlet reservoir to the microfluidic outlet outside the laser patterning region. From there, the laser beams were used to trap a cell and to guide it to the patterning region to be aligned and connected with the previously patterned cell.
SLM Multiple-Beam Generation
The SLM was composed of a 2D array (1,920 × 1,080 pixels 8.0 µm pitch) of individually addressable electro-optical elements capable of inducing discrete degrees (8-bit/256 levels) of phase modulation (up to 2.7π). The phase modulation of each element was controlled by the SLM driver through DVI (Digital Visual Interface) transmission of specially calculated data. When the data were transferred to the SLM, a computer-generated phase map was displayed. This phase map modulated the wave front of the incident laser beam to generate a phase-map-defined wave (e.g., multiple diverging beams), which was collected and focused into multiple focal points by a Fourier lens (f = 300 mm). To achieve dynamic cell guidance, we used a phase modulating SLM to generate the multiple laser beams with dynamically tunable foci for each irregularly cell shape.
The phase maps were computed using our lab-built iterative Fourier transform algorithm [19]. The positions of beams to be generated were specified by an array of points centered on a 2D plane that represented the focal, or Fourier plane. From these points, the phase map for generating the beams was computed using the iterative Fourier transform algorithm. Practically, once array spacing was determined, the phase maps were precomputed and stored in memory and recalled based on the Xbox controller joystick inputs, thus effectively removing the need for continuous recalculation. Upon memory recall, the corresponding phase map was transferred to the SLM driver over a standard DVI port on the GPU at a frame rate of 60 Hz.
Uneven power intensity might occur between the generated laser beams due to dissimilarities observed with each diffracted beam along its optical path and discrete pixilation effects incurred by the SLM. To address this issue, our pregenerated phase maps were optimized using a lab-developed algorithm so that the intensity between individual laser beams could be dynamically adjusted. Furthermore, to fully utilize the laser power, the generated phase maps combined zeroth and first order diffraction beam reflections so that laser intensity was not diminished by blocking the zeroth order diffraction (i.e., the direct reflection) beam. For example, if four beams were needed, then three beams were generated relative to the zeroth order beam.
Multiple Beam Foci Calibration
An in-microscope CCD beam profiling system using a 25 × 25 mm gold plated mirror (Thorlabs PFSQ10-03-M01) mounted to the motorized translational microscope stage was employed to image the generated laser beam array for software calibration based on the technique developed by Cogswell and coworkers [20]. The infrared cut-off filter positioned before the imaging CCD was replaced by a neutral density filter (ND-8.0) to attenuate the reflected signal. The airy disk for each holographic laser beam was imaged by scanning the mirror along the z-axis. The centroid of each imaged disk was identified and used to create a calibration matrix for correspondence between a computed diffraction pattern and its resulting position within the objective field of view using the CCD pixel coordinates and z-axis stage position.
Neutral Buoyancy Laser Patterning Cell Culture Medium
To reduce the gravity driven cell-sedimentation rate, a high-density laser patterning medium was formulated to create a suspension of neutrally buoyant cells. An isotonic high-density solution (1.159 g/ml) was prepared by dissolving Histodenz (Sigma) in water (30% w/v) according to the manufacturer’s instructions. This isotonic solution was then mixed with culture medium (1.0 g/ml) at different ratios to obtain laser patterning medium with densities ranging from 1.0 to 1.159 g/ml. Laser patterning medium with a density of 1.07 g/ml (1.066–1.075) significantly slowed the sedimentation rate of adult cardiomyocytes to about 1 μm/s, which made adult cardiomyocyte patterning easily achievable.
Large Irregular Cell Patterning
Optical-transport of cells from the outlet of the microfluidic channel to the patterning site was achieved by repositioning the 3-axis motorized translational stage relative to the laser beams focused by the stationary microscope objective. With respect to the laser propagation direction (axial direction) that was perpendicular to the horizontally placed cell-deposition chamber, movement occurred in the axial and transverse directions.
In a manner similar to our single beam laser patterning system, we used a low NA objective (NA = 0.42) to focus the laser beams with lower convergence angles than those used in a typical laser tweezers system to 1) optimize the optical force produced in both the axial and transverse directions and 2) increase the distance between the objective and the optically manipulated cell so that cell manipulation could be performed in a large volume such as in a cell culture dish. The optical force generated by a laser beam with various configurations on a curved interface such as the membrane of a biological cell has been analyzed in detail [9, 11, 21–24]. Consequently, we did not quantitatively analyze the forces here; rather, we explained our experimental design in terms of the known analytical results and our experimental observations about the generated optical force (e.g., the lateral components).
The first design consideration was that our optical system (i.e., the tube lens and the Fourier lens) was set up in such a way that multiple beams were focused in a transitional mode between typical laser tweezers and laser guidance [9]. For a strongly focused beam, both the axial and lateral components of the optical force point inward to the focal point, and thus the force can trap a biological cell in the focal point to form laser tweezers. For a weakly focused beam, the lateral components of the optical force also point inward to the focal point, but the axial component of the optical force is along the beam propagation direction. Consequently, in a weakly focused laser beam, a biological cell is simultaneously trapped radially and propelled to move along the beam axis. This phenomenon was first referred to as “particle guiding” by Ashkin [25, 26] when he used two opposing moderately diverging Gaussian beams to trap a particle. In this configuration, when one beam was blocked, he observed that the trapped particle was driven forward and guided by the second beam; he stated that the laser radiation pressure could achieve particle guidance. Since then, in a manner similar to laser tweezers, laser guidance (confinement of a cell on the beam axis and guiding it along the beam) has been used for cell manipulation [1, 27, 28]. Neither laser guidance nor laser tweezers has a clearly defined focus-condition. Our simulations of a spherical biological cell (15 µm in diameter) [9] indicate 1) when the waist ([image: image]) of the focused laser beam (800 nm) is smaller than 2 μm, a laser tweezer is formed; 2) when [image: image] = 4 μm, laser guidance is formed without axial confinement forces toward the beam focal point; 3) when [image: image] = 2 μm, a transitional mode between laser guidance and laser tweezers is formed, in which the axial trapping effect (tweezers mode) is generated only in the longitudinal sections near the beam focal point; elsewhere, the axial forces point in the laser propagation direction (guidance mode) [9]. As we noted earlier herein, this transitional mode provides not only sufficient radial trapping force (laser tweezers) for cell capture, but also the necessary force range (laser guidance) for laser navigation with the trapped cell.
Our previous experiments showed that when a single beam was used to trap one end of an adult cardiomyocyte, the cell tended to rotate to align its longitudinal axis with the laser beam, hindering fine adjustment of cell alignment. To trap the cell in a position in which its long axis remained in a horizontal plane, at least two laser beams should be used. Our experiments reported here demonstrated that a two-beam configuration could achieve precise placement and alignment of adult rat cardiomyocytes with end-to-end contact as observed in cardiac tissue. In general, two laser beams positioned equidistantly from the lateral axis that bisects a cell body (Figure 2A) were respectively focused at the two ends of the cell. A typical adult cardiomyocyte is about 80–120 µm long with a diameter in the range of 15–25 µm. As shown in Figure 2B, a laser beam focused at one end of the cell could be selectively positioned at two possible sites. When positioned at the longitudinally flattened region (Focal site 1), the major optical forces exerted on the cell would be a lateral trap. When the beam was at the end edge (Focal site 2), in addition to the lateral trap forces (FT) there was a longitudinal pulling force (FL). When the two beams were respectively positioned at each end edge, the resulting optical force trapped the cell horizontally with the longitudinal axis of the cell passing the two focal points. In this situation, due to the typical cell shape, the longitudinal components of the forces (i.e., the stretch forces) generated by the two laser beams were against each other, while the lateral components were parallel with each other along the same direction. Consequently, with this dual beam configuration (dual beam trapping mode), we could guide the rod-shaped cardiomyocytes to move laterally (Figure 2A) instead of longitudinally. To achieve longitudinal movement of a cell to decrease flow resistance, the distance between the two beams was decreased (dual beam guidance mode). Subsequently, when the two beams were positioned closer along the longitudinal axis of the cell, the leading beam (at the front) generated Focal site 2 type forces, providing the longitudinal guidance force, and the trailing beam generated Focal site 1 type forces without inducing an opposing longitudinal force. When using the dual beam trapping mode, the two beams could be used to rotate the cell around the axial axis that passed through the center of the cell. This rotation was achieved by rotating the phase map, which was used to generate the dual beams, incrementally at 5° angle steps using the Cell Rotation button on the Xbox controller. The two operations just described are typically used to achieve fine adjustment at the final stage of placing a cell to form an end-to-end cell connection.
[image: Figure 2]FIGURE 2 | Configurations of the multiple laser beams and the major optical forces generated.
Practically, at the beginning of the laser patterning process, the stage was manually controlled using the Xbox controller joysticks to move so that the outlet of the microfluidic channel and the site where a cell was to be patterned were consecutively centered on the screen. The corresponding coordinates were stored by first holding the Mark Position button and then the desired Position Memory buttons (A, B, X or Y, four positions that could be memorized). A similar function was programmed to recall a position using the Recall Position and Position Memory buttons. Due to the limited field of view provided by the objective, these features were necessary to store the patterning site and quickly return to the outlet of the microfluidic channel and vice versa. The distance between the two sites was typically more than several millimeters and could never be visualized in the same screen during the patterning procedure.
Regardless of where the stage was moved to, the laser beam remained stationary in the live imaging field of view. Because IR (infrared) filters were used in the imaging system, the multiple laser focal points could not be seen. An in-house method to find the focus of the laser beam, which was also used to achieve the coplanarity of the laser’s focal plane and the imaging system’s object plane, was to use the two laser beams to burn two mediumdents on a black paper that was placed on the stage; the dents were then marked on the screen using a colored pencil, which signposted the center of the multiple focal points (Figure 2C). To begin patterning, the stage was moved to the outlet of the microfluidic channel in the vicinity of the focal point marker on the screen. When cells were visually observed leaving the outlet, a cell was selected. By pushing the Snap Shot button on the Xbox controller, an image of the cell was acquired. Immediately, the cell contour was traced to determine the space parameters for the dual- and quad-beam configurations, which were saved and could be recalled by using the Dual/Quad Selection button. The dual beam trapping mode was selected first to trap the cell. Then, the cell patterning site was recalled, and the cell was moved toward the site. Determined by the practical situation (e.g., the convection flow and cell shape), either lateral or longitudinal movement could be used, and the moving speed was adjusted manually using the Motion Speed Control button (e.g., ±10 μm/s per step).
When the cell was moved by laser from the outlet of the microfluidic channel to a position above the cell patterning site using the dual-beam configuration, the quad-beam configuration, shown in Figure 2C, was selected to guide the cell down through the medium and onto the culture substrate. Meanwhile, the chamber (controlled via the Z-Axis Control button) was moved up to increase the cell deposition speed. In the quad-beam configuration, laser beams passed through the cell edge curvature and thus experienced concentrated scattering effects; the beams therefore imparted more axial propulsion to the cell. With beams positioned around the contour, the antagonistic optical force confined the cell within the beam-array while maintaining beam positions along high curvature regions to achieve peak axial force. After the cell was pushed to be landed on the substrate, the dual-beam configuration was used to fine tune longitudinal alignment to achieve end-to-end connection.
RESULTS
Generation of the Holographic Multiple Laser Beams
For patterning adult cardiomyocytes, dual- and quad-beams were generated. For dual-beam configuration, we designed a phase map that generated a single first-order diffraction beam with the zeroth-order beam forming the second beam. By selecting various grating constants, a sequence of phase maps corresponding to dual-beam configurations with varying beam spacing were generated and stored in the memory to be uploaded to the SLM when needed. For quad-beam configuration, phase maps for generating three first-order diffraction beams were designed. To properly share optical intensity between the zeroth and first order beams, the polarization status of the incident beam was adjusted prior to laser patterning. This allowed us to control the power distribution between the 0th and 1st order. This adjustment, however, did not provide absolute control over the power at each beam spot for the quad-beam configuration: The power uniformity at each first order spot also depends on the algorithm used to generate the phase map. Because the cell-shape and -size variations were not dramatic, we adjusted the phase map with various polarization states to find an optimal phase map for the beam configuration with the averaged beam distances and used it in the experiment. The actual difference among the beams was less than 5%. The typical intensity for each beam used in our experiments was 100 mW for the dual-beam configuration and 50 mW for the quad-beam configuration, measured after the objective. Focal point intensity plots, produced by plotting laser intensity along a line intersecting first order airy disk centroids, were used to measure the laser beam waists (ω0). Plots were normalized and evaluated using the transverse distance between laser intensity points at 1/e2 of the maximum. Beam waist measurements were approximately 2 µm.
Using the GLMT simulation technique, we obtained a simulated optical force on the order of 10 pN exerted on a 20-µm diameter (spherical shape) neonatal cardiomyocyte in the laser patterning medium described in this paper. This simulation used the same laser beam employed in the research reported here: a 200 mW and 800 nm laser beam focused with ω0 equal to 2 µm [9]. Practically, we could laterally move a 20-µm spherical neonatal cardiomyocyte with a constant speed of 50 μm/s using a laser beam of the same parameters in the same laser patterning medium. By using the Stokes drag force formulas, we could estimate that the drag force is about 10 pn. Using a laser with the same parameters as were just described and in the same laser patterning medium, we could trap one end of a typical rod-shaped adult cardiomyocyte and pull the cell along its longitudinal orientation with a speed of 50 μm/s [29] although we could not flexibly control its orientation. Thus, we can estimate the drag force of such an irregularly shaped cell to be similar to a spherical cell with a diameter of 20 μm, which we could move with a speed of 50 μm/s. The experimental data we report here showed that we could use a multiple beam to move a typical adult myocyte laterally, although the drag force might be a little higher than the longitudinal movement. Actually, we did not fill the entire back entrance of our 0.42 NA objective, otherwise, the waist size should be smaller than 2 μm, which might decrease the range of the optical force as we discussed previously [9].
End-To-End Alignment of Irregularly Shaped Adult Rat Cardiomyocytes
Supplementary Movie S1 shows a typical dual beam lateral guidance of the rod-shaped cardiomyocyte with a maximum guidance speed of approximately 30 μm/s. Supplementary Movie S2 shows a typical dual beam longitudinal guidance with a maximum guidance speed of approximately 50 μm/s. Axial laser guidance was achieved using a quad-beam configuration around the cell contour with a maximum guidance speed of approximately 30 μm/s. Figure 3 shows a typical pattern imaged using the patterning microscope.
[image: Figure 3]FIGURE 3 | A typical laser patterned adult cardiomyocyte culture imaged with the patterning microscope after 30 min culture in the on-stage incubator upon completion of the pattern.
A roughly 1.0°C/100 mW temperature increase has been report in a laser tweezers study using a 1,064 nm CW laser with no observable DNA damage or changes in cellular pH levels [30]. We experimentally estimated the absorption coefficient for freshly isolated neonatal cardiomyocytes to be 0.039 mm−1 (at 800 nm) using opal glass transition spectrophotometry [31]. However, this technique cannot completely compensate for sample scatter and so measured values may be 2 to 10 times larger than their true values [31]; when taking this into consideration our measured values of absorption coefficient for cardiomyocytes are likely between 0.004 and 0.02 mm−1. These values appear to agree with a cardiac tissue absorbance (λ = 660 nm) of 0.006 mm−1 reported by Costantino and coworkers [32].
With the cell having an absorption coefficient estimated in our experiments for the wavelength we used (800 nm), there was no noticeable optical absorption of the laser patterning medium at this power level (200 mW). When there was a significant degree of absorption, the medium typically begins to heat and creates strong convection currents. Because we did not see this effect (e.g., Supplementary Movies), we extrapolated that there was minimal laser-medium and laser-cell (a single cell in suspension is transparent) heating. Further, a weakly focused beam was typically placed on the edge of a cell, away from subcellular components; there, the heating effect could be passively cooled by the surrounding medium in the chamber we used, which had a diameter of approximately 20 mm.
Mechanical Coupling Between End-To-End Connected Adult Rat Cardiomyocytes
Supplementary Movie S3 shows the synchronized contraction of three laser patterned cardiomyocytes; their dynamic connection indicated the formation of mechanical connection between the patterned cells. This movie was recorded using the patterning microscope 30 min after completion of patterning. To further confirm the mechanical connection after laser patterning, the patterned cell cultures were removed from the patterning system and placed into a conventional incubator to culture overnight. The culture was then fixed and immunofluorescence stained for cell nucleus, z disk, and N-cadherin. Figure 4 shows a typical fluorescence image of the stained pattern; the formation of mechanical junction is indicated by N-cadherin staining.
[image: Figure 4]FIGURE 4 | Triple-stained fluorescence image of laser patterned adult cardiomyocytes; the formation of mechanical connection between end-to-end connected cells is indicated by N-cadherin.
DISCUSSION
Cardiac-muscle tissue is composed of many interlocking cardiomyocytes: Each cardiomyocyte expresses a rod-shaped morphology, as depicted in Borg’s publication [33], and contracts along its longitudinal axis. All cardiomyocytes in the heart are connected end-to-end, forming a synchronously contracting network to pump the blood in the entire body through the heart in less than a minute, as illustrated in Figure 4.3 in Dr. Donald Longmore’s book [34]. At the interface of connected cardiomyocytes is a region known as intercalated disks, which contain 1) tight junctions between the cardiomyocytes to prevent cell separation during cell contraction and 2) gap junctions to allow electrochemical signals to pass rapidly so the cardiac muscle tissue can be triggered simultaneously. Many heart diseases are related to structural changes of the cardiac muscle. Due to the complexity of in vivo cardiac muscle tissue, progress in development of new knowledge on how structural changes in cardiac muscle tissue affect heart function is heavily dependent on culture of adult cardiomyocytes. Although adult cardiomyocytes are known to be the most in vivo-like model for study of cardiac muscle, they rapidly dedifferentiate, losing their in vivo-like phenotype in culture [35]. Many efforts have been made to maintain the in vivo-like phenotype of adult cardiomyocytes by forming end-to-end cell connections among adult cardiomyocytes in culture, including mechanical stretching and magnetic alignment. Our laser cell-micropatterning technique has demonstrated the potential to achieve end-to-end cell connection [29]. Our previous technique, for cell guidance, used only a single laser beam. Although it could move large irregular cells, controlling cell orientation prior to patterning on a culture substrate was difficult due to the nonuniform hydrodynamic and optical forces cells experience during laser patterning: Viscous drag around the irregularly shaped cell body affects its 3D orientation during optical guidance in the laser patterning medium during transit from the cell injection biochip to the point where the cell is pushed to the culture substrate. Particularly during low translational velocities, the rod-shaped cell body experienced optical forces that attempted to align its long axis with the beam propagation direction. This axial orientation (vertical to the cell substrate and the imaging plane), in addition to resisting cell movement, made difficult the final end-to-end alignment of the guided cell with the previously aligned cell. Use of multiple laser beams provides the ability to control cell orientation relative to the axis of patterned cells. Because the cell body is kept level with the substrate and the imaging plane, its long axis is completely in focus before deposition. Therefore, orientation of a cell’s long axis is controlled by the torque induced across the cell body from multiple optical forces along the length of the cell.
Our research demonstrated that two-stage multiple beam laser guidance is effective: It allows 1) the horizontal translation of a cell from the outlet of the microfluidic cell delivery channel to a position above the cell deposition site without vertical movement of the cell patterning chamber and 2) the rapid axial propulsion of the cell in suspension to the culture substrate. During horizontal translation, a dual beam configuration laterally pulls the cell above the site of deposition. When the guided cell is positioned over the laser patterning site, a quad-beam configuration propels, or guides, the cell to the culture substrate as depicted in Figure 2. Due to the inherent shape of cells, their outer edges produce the maximum optical force resulting from increased light diffraction at high curvature boundaries. By adaptively positioning the laser beams along the cell contour, the imparted optical force is controlled and maximized. With a single beam divided into multiple first order beams, optical intensity is shared among all generated beams. Generating more or fewer beams around the cell contour decreases or increases the beam power, respectively. The dynamic and controlled optical-force distribution along a cell body defines its resulting orientation within the beam matrix. When multiple beams are used, irregular cell bodies experience an induced optical torque in the form of roll, pitch, and yaw. Our research concludes that two beams for laterally moving the cell and four beams to guide cell down to the substrate are the optimal selection of the beam number.
Our previous study [15] suggested that breaking of intercalated discs caused force imbalance on both sides of the Z-discs adjacent to the cell ends, which played an important role in the dedifferentiation accompanied by sarcomeric dissociation in freshly dissociated adult cardiomyocytes. Consequently, our intention here was to use multiple laser beams to restore cell-cell connection. Our data (Figure 4) demonstrated that mechanical junctions could be reinstalled between laser connected cells. In Figure 5, cell manipulation-accuracy is seen at the submicron level [36]; laser guidance achieved even end-to-end connection between cells with irregular interfaces. Although our study revealed that 90% of the patterned cells maintained end-to-end connection 30 min after patterning, when a single cell in a set of patterned cells started to contract, it could become disconnected from the neighboring cells, as shown in Figure 3 (i.e., the lower right cell). But, when we triggered patterned cells to contract synchronously, they were observed to remain connected (data not shown). This and our other studies on adult cardiomyocyte culture stimulated us to hypothesize that, in addition to end-to-end connection, two other conditions must be met to enable adult cardiomyocytes to preserve their sarcomeric structures: 1) 3D gel culturing environment and 2) constant electrical triggering. Systematically studying these conditions is our future work.
[image: Figure 5]FIGURE 5 | Zoom-in images of multiple beam-patterned adult cardiomyocytes with end-to-end intercellular connections in culture in the on-stage incubator imaged with the patterning microscope 30 min after completion of the pattern (scale bars = 10 µm).
We present the use of multiple beam laser guidance to accurately laser pattern large irregularly shaped cells, which are traditionally too big and cumbersome to pattern using single beam systems. Multiple beam patterning techniques provide a higher degree of control during laser patterning by applying optical forces at key points along the cell contour for optimal force distribution. For the application of patterning adult cardiomyocytes, only in-plane translation and rotation are required. For the general application of manipulating irregularly shaped cells, each focal point of the multiple beams can be individually shifted axially to generate a torque with respect to a horizontal axis to tilt the cell. For producing a torque, the phase map for creating multiple beams focused on different axial locations can be generated by using an array of points centered on a 2D plane of defined inclination with respect to the horizontal plane. Supplementary Movie 4 shows five-beam guidance of five neuronal cells. Because the laser beams are invisible, to demonstrate multiple beam manipulation, it is better to use individual spherical cells trapped by different beams than to use a single large cell. The movie demonstrates that, in addition to in-plane translation of the cells and rotation of the outside four cells relative to the center cell, the four outside cells can be moved axially out of the plane where the center cell is trapped.
While multiple beam laser patterning is suitable for studying cell-cell interactions that require very high temporal and spatial resolution, the technique is nevertheless incapable of construction of tissues composed of thousands of cells, vasculature and extracellular matrix. Laser patterning requires constant user input; therefore, the time required to recreate large multicellular tissues depends on a user’s proficiency and availability.
CONCLUSION
The single-cell laser patterning of large irregularly shaped cells was demonstrated using adult cardiomyocytes, which we aligned end-to-end at the single cell level by incorporating techniques used by multiple beam optical force microscopes. Our continued research in the utility of laser-guidance has realized a valuable tool in creating spatially configured cell cultures by providing increased control and patterning rates in comparison to conventional laser tweezers.
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The biophysical properties of polymer based gels, for instance the commonly used Matrigel, crucially depend on polymer concentration. Only certain polymer concentrations will produce a gel optimal for a specific purpose, for instance for organoid development. Hence, in order to design a polymer scaffold for a specific purpose, it is important to know which properties are optimal and to control the biophysical properties of the scaffold. Using optical tweezers, we perform a biophysical characterization of the biologically relevant Matrigel while systematically varying the polymer concentration. Using the focused laser beam we trace and spectrally analyze the thermal fluctuations of an inert tracer particle. From this, the visco-elastic properties of the Matrigel is quantified in a wide frequency range through scaling analysis of the frequency power spectrum as well as by calculating the complex shear modulus. The viscoelastic properties of the Matrigel are monitored over a timespan of 7 h. At all concentrations, the Matrigel is found to be more fluid-like just after formation and to become more solid-like during time, settling to a constant state after 1–3 h. Also, the Matrigel is found to display increasingly more solid-like properties with increasing polymer concentration. To demonstrate the biological relevance of these results, we expand pancreatic organoids in Matrigel solutions with the same polymer concentration range and demonstrate how the polymer concentration influences organoid development. In addition to providing quantitative information about how polymer gels change visco-elastic properties as a function of polymer concentration and time, these results also serve to guide the search of novel matrices relevant for organoid development or 3D cell culturing, and to ensure reproducibility of bio-relevant Matrigels.
Keywords: optical trapping, viscoelasticity, polymer network, complex shear moduli, organoid development
INTRODUCTION
Cells in an organism are surrounded by a matrix, often made of biopolymers, whose physical properties dramatically influence cell behavior. For instance, the visco-elastic properties of the extracellular matrix (ECM) has been shown to play an important role in fundamental cellular processes such as cell migration [1, 2], proliferation [3–5], and differentiation [6–8], as well as for the spreading of cancerous cells [5, 9, 10]. For this reason, much effort has been put into developing physics-based tools, experimental and theoretical, to enable characterization of the biophysical properties of polymer solutions. Atomic force microscopy (AFM) and shear rheology are two common experimental techniques which allow for quantification of the elastic properties of the ECM [11, 12]. However, both methods still struggle to measure the stiffness changes of the ECM during imaging of cells in culture media and none of them have the ability to measure deep inside organisms or tissue in a non-invasive manner. Optical tweezers and video-microscopy are two other techniques, which has proven capable of quantifying visco-elastic properties, also inside living cells and organisms, through passive monitoring of an optically trapped tracer particle. These methods have the advantage that they provide both the elastic and viscous responses of a polymer matrix over a large frequency range, including the range relevant for polymer dynamics [13, 14].
Cellular development can be influenced, or controlled, by proper matrix choice. This is instrumental for the development of organoids, which are 3D cell models, derived from a few cells, which allow for in vitro expansion of an organ for potential medical usage. Matrigel is the most commonly used polymer matrix for successful organoid development. In this paper, we use Matrigel as a biologically relevant polymer matrix with the purpose of systematically investigating how the physical properties of the polymer matrix change as a function of polymer concentration. Thereby, we continue work which was sparked by investigating the elastic properties of actin network by MacKintosh et al in 1995 [15]. More than 1800 peptides have been identified in Matrigel, however, the main components are Laminin ([image: image]60%), Collagen IV ([image: image]30%) and entactin/nidogen ([image: image]8%), while the remaining [image: image]2% consists of a wide range of macromolecules, including proteoglycans. A major difference in protein composition, when comparing the basal lamina or Matrigel to another ECM as, e.g., the connective tissue, is a higher proportion of Laminin compared to Collagen IV. Laminin is a macromolecule with structural functions that especially can withstand tensile forces, while Collagen IV assembles into very large, stiff structures. As a result of this, Matrigel has much more tensile resilience than compressive resilience. Its physical properties then correlate with its role as an element that for example, connects skin cells to connective tissue. One reason why Matrigel is particularly relevant is that mixtures of Matrigel and media have resulted in unprecedented achievements in organoid growth in 3-dimensional structures [16, 17].
Here, we systematically quantify the viscoelastic properties of Matrigel preparations at different polymer concentrations using a passive optical tweezers based method which can be carried out non-invasively during confocal imaging of the sample. These results have interest also for other types of polymeric solution where it is an outstanding question how the viscoelastic properties depend on the polymer concentration. It is also demonstrated how the physically different matrices result in different growth of embedded organoids.
MATERIALS AND METHODS
Optical Setup
An overview of the optical tweezers based setup used for the experiments is provided in Figure 1. The optical trap is constructed from an infrared laser (1064 nm, Nd:YVO4, Spectra-Physics J20-BL10-106Q) directed into an inverted microscope (Leica, TCS SP5), equipped with a proper dicroic mirror. Both the laser and the microscope light are focused onto a sample placed in a sample holder through a water immersion objective (PL APO, NA = 1.2, 63X, w). The sample holder is placed on a movable piezo stage (Newport, XY Translation Stage Model M406), that is used to position the sample with respect to the focus of the optical trap. After interacting with the weakly trapped bead, the back-scattered light is collected by the condenser and imaged onto a Quadrant Photo Diode (QPD) (Hamamatsu, Si PIN photodiode S5981) in the back focal plane. In addition, the sample plane is imaged with a CCD camera (Imagesource, DFK 31AF03), monitoring the sample. The measurement output of the QPD, the raw data, consists of four voltages that are transformed into appropriate sums and differences linearly related to the position of the bead inside the trap [18, 19]. The laser was operated at 200–300 mW of which approximately 20% reached the sample plane.
[image: Figure 1]FIGURE 1 | Sketch of the setup. (A) 1,064 nm laser light is directed into an inverted microscope. The microscope objective focuses the laser onto a sample (b) placed on a movable piezo stage. After interacting with the sample, the back-scattered light is collected by a condenser and focused onto a Quadrant Photo Diode (QPD). A CCD camera monitors the sample. (B) Sketch of a sample containing Matrigel solution and an optically trapped tracer particle.
Power Spectral Analysis Method
Optical tweezers exert a harmonic force, [image: image], on a trapped bead, where κ is the spring constant and x is the distance from the bead’s equilibrium position within the trap. For the bead sizes used here ([image: image]m), the spring constant is similar in the two directions perpendicular to the propagation of the laser light and smaller in the direction parallel to the laser light [20]. For a trapped bead with radius of r in a normal viscous fluid (e.g., water) with viscosity of η, power spectral analysis shows that the power spectrum [image: image] at frequency f is ideally given by [21, 22].
[image: image]
where [image: image] is the corner frequency, [image: image] is thermal energy and β is the calibration factor which is relating position measurement in Volts by the QPD to meters.
When the surrounding medium is a visco-elastic medium rather than a newtonian fluid, for frequencies well above the corner frequency of the trap, the power spectrum can be described by:
[image: image]
For tracer motion within a medium, the value of α relates to the behavior of the tracer particle as follows:
• α = 0: The particle is completely confined by the surrounding medium.
• 0 [image: image]α[image: image]1: The particle undergoes sub-diffusion, the lower the value of α, the more elastic the medium, and the closer to 1 the more viscous the medium.
• α = 1: The particle performs free diffusion described as Brownian motion, and the surrounding medium is purely viscous.
• α[image: image]1: The particle undergoes super-diffusion, indicating that there are active processes and that particle movement is propelled by external forces.
Complex Shear Moduli
The frequency dependent complex shear modulus, [image: image] can be found from the power spectral density and analysis of the response function of the trapped particle. The frequency dependent shear modulus, [image: image], has as its real part the elastic modulus, [image: image], which describes the stored energy in the complex medium. Conversely, the imaginary part, the loss modulus, [image: image], is a measure of the energy dissipated by deformation of the complex material. For a microparticle inside a viscoelastic medium, the Fourier transform of the stochastic thermal force, [image: image], and the Fourier transformed of the position of the particle, [image: image] are related through linear response theory [23],
[image: image]
where [image: image] is the compliance of the medium [24]. The medium compliance is a complex function which in turn is related to the viscoelastic modulus through the Generalized Stokes-Einstein relation,
[image: image]
Thus, the different physical quantities are extracted as follows:
[image: image]
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where the last results follows from the Kramers-Kronig relation. This method is less challenging in comparison with active methods (oscillatory microrheology) [25], however, since the trap stiffness is not accounted for, the laser power should not be too high. And since the photodiode detection system may act as an unintended filter [26], the frequency span of the method lies between the corner frequency of trap and the filtering frequency of the photodiode, this frequency interval spanning several orders of magnitude and encompassing frequencies relevant for polymer dynamics. With these concerns accounted for, the frequency dependent viscoelastic characteristics of the medium can be determined as described above. The loss tangent, [image: image], relates to the overall behavior of the medium at the particular frequency, i.e., it describes the solid (or gel like) ([image: image] 1)- or fluidlike ([image: image] 1) behavior of the viscoelastic material.
Preparation of Matrigel Matrix and Sample Chamber
The major components of the ECM include water, proteins, and polysaccharides and different types of ECMs for cell culturing are commercially available, extracted from different types of tissue using different protocols [27–29]. ECM preparations of particular viscoelastic properties can be produced with different compositions by including a variety of proteins and biopolymers. MatrigelR is a commercial ECM extracted from Engelbreth-Holm-Swarm mouse tumor cultures [30–33]. It is commonly used as a basement membrane matrix to support proliferation of stem cells while they remain in an undifferentiated state [34]. In addition, combinations of Matrigel and other ECM mixtures [35–37] are widely used as external matrix in culturing of 3D spheroids and organoids.
The Matrigel (Corning® Matrigel®, Growth Factor Reduced, Basement Membrane Matrix, Phenol Red-free, LDEV-free) was mixed with the nutrition medium Dulbecco’s Modified Eagle Medium/Nutrient Mixture F-12 (DMEM) (Gibco™, GlutaMAX™, Additives: Sodium Pyruvate & Sodium Bicarbonate). The latter is a medium that has proven to support growth of several kinds of cells and organoids, such as the pancreas organoid, providing the addition of small quantities of additional growth factors [16, 17]. The nutrition medium contains a high concentration of amino acids, vitamins and glucose.
Sample chambers, with an inner height between 300 and 500 μm, were prepared by sticking two glass slides together using vacuum grease and the chambers were then cooled down. Frozen Matrigel was put on ice to slowly thaw. Since Matrigel becomes gel-like at above approximately 4°C, the temperatures of the solutions had to be kept between 0 and 4°C. The nutrition medium was cooled to the same temperature and mixed with a 0.96 μm polystyrene bead solution. Matrigel and the nutrition medium with polystyrene beads were mixed together using pipettes and injected in the sample chambers. The chambers were then sealed completely with vacuum grease. A chamber was placed on the microscope stage and beads were trapped to conduct a measurement once per hour during 7 h.
Trapping of Beads Inside Matrigel Sample
Immediately after sample preparation, the samples were taken to the optical tweezers setup. Beforehand the laser trap was calibrated to have its focus (Figure 1B) at the same axial position as the microscope objective’s focus and to have its lateral center in the center of the field of view of the objective. At this position, the tracer beads were physically trapped in a harmonic potential. Before turning on the laser, the dispersed beads were localized and positioned in the center of the microscope objective’s focus point. The laser was then activated, it was operated at relatively low laser powers and the bead was hence trapped in a weak harmonic potential. While the bead was trapped and performing thermal fluctuations, its positions were recorded by QPD. In each chamber, for each concentration and at each point in time, five beads were trapped. And for each bead, three micro-rheology measurements were conducted.
Mouse Pancreatic Organoid Culture and Measurement
Mouse pancreatic organoids were cultured as previously described [16, 17]. Briefly, pancreatic progenitors were isolated from the dorsal pancreatic bud of a litter of mouse embryos at embryonic day (e)10.5, typically 10 embryos. The epithelial part of the bud was dissected from the surrounding mesenchyme and remaining digestive tract with microneedles, dissociated to single cells and small clusters using Trypsin 0.5% (about 5,000 cells from 10 pooled embryos) and mixed with growth factor-depleted Matrigel on ice. Drops of 8 μl of the cell:Matrigel mixture were deposited on culture plates, allowed to gel at 37°C and cultured in organoid medium [16, 17] for 7 days. In these conditions clusters of cells proliferate and self-organize to form organoids. Three concentrations of Matrigel were tested: 75%, 50%, and 25%. Images of organoid cultures were acquired after day 1, day 2, day 4, day 5 and day 7 in culture on a Leica AF6000 (HCX PL FLUOTAR 10x/0.30 Ph1 Dry, Leica DFC365 FX camera) in such a way that every single organoid could be tracked over time. Organoid area was measured over time using the freehand selection tool on ImageJ. The radius (r) of the measured areas was calculated assuming a spherical shape, and organoid growth was determined by plotting [image: image] of organoids over time, normalized to [image: image] of the same organoid at day 1. This analysis corrects for the dependency of the final size of the organoid on the initial seed size observed at day 1.
To quantify the branching of the growing organoids, the focus plane of the objective yielding the largest area for each organoid was used to determine the area of individual organoids. At this plane, the length of the outer membrane surrounding the entire organoid, the perimeter, was quantified by Fiji routines. The ratio perimeter2/area was calculated for each organoid in order to have a dimensionless measure of branching, that is, size-independent.
RESULTS AND DISCUSSION
Viscoelastic Properties of the Matrigel Changes as a Function of Time and Concentration
To characterize the viscoelastic properties of each sample, we retrieved α by fitting Eq 2 to the experimentally obtained power spectral data (PSD) in the frequency range 2000 Hz [image: image] f [image: image] 8,000 Hz. The miminum frequency, 2 kHz, was chosen well above the corner frequency, [image: image], in order to avoid the frequency interval where the optical trap had a confining effect. The maximum frequency, 8 kHz, was chosen well below the cut-off frequency, [image: image], of the quadrant photodiode [26].
Figure 2A shows two examples of the PSD as a function of frequency on a double-log plot for a trapped bead in water (a purely viscous liquid, black in Figure 2A) and in a 25% Matrigel solution (a viscoelastic medium, blue in Figure 2A). The two PSDs in Figure 2A) illustrate the difference in scaling properties of a tracer particle embedded in a purely viscous media as opposed to embedment in a viscoelastic media. Beads moving in a mixture with only 15% Matrigel solution behave as if they had been in a normal Newtonian liquid like water as their motion was characterized by [image: image]. Higher concentrations of Matrigel (20%, 25%, 50%, 75%, and 100%) lead to values of α significantly less than 1, indicating that the mixture of Matrigel and nutrition medium for these concentrations of Matrigel have both viscous and elastic properties.
[image: Figure 2]FIGURE 2 | Determination of scaling properties and evaluation of how these change as a function of time and concentration. (A) Power spectrum of an optically trapped particle in water (black, α = 1) and in a Matrigel mixture (ratio 75% medium to 25% matrigel) (blue, α = 0.71) 7 h after preparation of the sample. The straight lines show fits of Eq. 2 to data, fits were carried out on data blocked as described in refs. 38 and 39. (B) Values of α as a function time for tracer particles embedded in different concentrations of matrigel solution (15% red, 20% magenta, 25% blue, 50% green, 75% orange, and pure Matrigel solution (100%) purple). Solid lines show exponential fits to the experimental data which indicate that α reaches an asymptotic value,[image: image] after a few hours. (C) The value of [image: image] decreases with Matrigel concentration: [image: image] for 15% Matrigel, [image: image] for 20% Matrigel, [image: image] for 25% Matrigel, [image: image] for 50% Matrigel, [image: image] for 75% Matrigel, and [image: image] for 100% Matrigel.
Over time, the fitted value of α decreased from an initial value [image: image] to a final asymptotic value, [image: image] (see Figure 2B). This temporal behavior of α was well fitted by an exponential function, [image: image] as seen in Figure 2B), where the parameter τ is a relaxation time. The asymptotic value of the exponent, [image: image], decreases as the concentration of Matrigel increases, thus indicating that the polymeric mixture becomes more rigid as a function of time (Figure 2C).
Complex Shear Moduli of Matrigel Change With Concentration
The viscoelastic properties of the Matrigel were also investigated through their complex shear moduli as described in Methods, however, with the extra consideration that the contribution from the optical trap should also be considered. For a particle trapped inside the medium, [image: image] as calculated directly from the data is an effective modulus which contains both the contribution from the elastic modulus of the surrounding medium and the contribution from the trap [24], [image: image]. Therefore, the contribution from the trap should be subtracted from the effective value calculated from the raw data. To determine the storage modulus of the trap, we extracted the elastic modulus for a bead trapped in water as a purely viscous medium, otherwise following an identical procedure. The resulting storage modulus of the trap ([image: image]) is shown in Figure 3A). The experimental data shows the expected behavior of the loss modulus for water; in particular, we observe that [image: image] scales with [image: image] as expected for a purely viscous medium where [image: image] (Figure 3A). The apparent decrease in the shear moduli for the highest frequencies is an artifact resulting from the finite experimental maximum frequency when evaluating the integrals in Eq. 8, as also described in ref. 40.
[image: Figure 3]FIGURE 3 | Extraction of complex shear moduli for tracer particles in water or Matrigel solutions. (A) Extracted complex shear moduli for a bead trapped in water. The black symbols and black line show the storage modulus. The gray symbols and gray line show the loss modulus, the results being in agreement with theory (red line) for a viscous liquid. (B) Extracted storage modulus, [image: image](blue), and loss modulus, [image: image](light-blue), for a bead trapped in a Matrigel solution (75 medium:25 Matrigel). Both [image: image] and [image: image] increase as a function frequency. At low frequencies, the Matrigel solution exhibits solid-like behavior. At around 100 Hz the loss modulus equals the storage modulus, and at frequencies higher than 100 Hz the solution exhibits liquid like behavior. The orange line shows the loss tangent which is below or above 1 for solid- or liquid-like behavior, respectively.
Once the storage moduli of water are known, the shear moduli corresponding to the Matrigel solution can be extracted. As discussed above, in a solution with a 15% concentration of Matrigel, the bead experiences a medium with properties very similar to water, see also Figure 2B), which is probably due to the very low concentration of polymers. For a 20% Matrigel mixture, the loss modulus dominates the storage modulus in the entire measured frequency interval, thus implying that the solution has a dominantly liquid like behavior ([image: image]). The mixtures with 25% Matrigel concentration and higher show solid like behavior ([image: image]) at low frequencies whereas the behavior changes to a liquid-like phase ([image: image]) after the crossover point [image: image], see Figure 3B).
Figure 4A) demonstrates that the storage modulus of Matrigel mixtures increases with Matrigel concentration over the entire frequency range, the inset in a) shows the value of the loss modulus at f = 100 Hz as a function of concentration. The same conclusion can be drawn from inspecting the loss tangent as a function of frequency for different Matrigel concentration; the loss tangent clearly increases with Matrigel concentration over the entire frequency range (Figure 4B). The inset in Figure 4B) shows the cross over frequency, i.e., the frequency at which [image: image], as a function of Matrigel concentration, further cementing the observation that the higher the polymer concentration, the more solid-like the matrix.
[image: Figure 4]FIGURE 4 | Analysis of how the elastic properties of the matrix change with polymer concentration. (A) Storage moduli of mixtures with different Matrigel concentrations (20% magenta, 25% blue, 50% green, 75% orange, and pure Matrigel solution (100%) purple). At all frequencies, the storage moduli increase with Matrigel concentration. The inset shows the value of the storage modulus at f = 100 Hz as a function of Matrigel concentration. (B) Loss tangents as a function of frequency for different Matrigel concentrations. The insert shows the value of the crossover frequency, the frequency at which [image: image], as a function of concentration. The cross-over frequency marks the frequency at which the solution shifts from solid- to liquid-like behavior. The data were collected 7 h after the sample preparation.
Effect of Matrigel Concentration on Organoid Expansion
To test whether variations of the mechanical properties of a Matrigel polymer matrix affects pancreas organoid growth and branching patterns, we seeded pancreatic progenitors isolated from e10.5 embryos in Matrigel-based matrices with Matrigel concentrations in the range of 25–75%. As previously reported for 75% Matrigel, we observed that organoids grew during the entire 7-day period of observation. After day 4 they started to form bulges reminiscent of the branching patterns seen in the body (Figure 5A). While the growth (measured by normalized volume) was in the same range for organoids embedded in 25%, 50% or 75% Matrigel matrices (Figure 5B), their branching visually appeared greater in higher Matrigel concentrations (Figure 5A).
[image: Figure 5]FIGURE 5 | Quantification of organoid branching in Matrigel matrices of different concentrations. (A) Representative pictures of organoid growth over time in 75%, 50%, and 25% Matrigel matrices at Day 4 and Day 7, respectively. If more objects are present in an image, arrows point to examples of organoids used for data analysis. (B) Quantification of organoid growth in Matrigel matrices with different concentrations (25%, 50%, 75%). The organoid growth is monitored over time. The average of the normalized volumes r/(r Day 1) and the standard deviations are plotted for each condition and each time point. n = 12, 33, and 29 organoids grown in 25%, 50%, and 75% Matrigel, respectively, distributed in two independent experimental repeats. (C) Effect of Matrigel concentration on branching quantified by the dimensionless measure: Normalized perimeter2/area which is plotted as a function of time and for different Matrigel concentrations (25%, 50%, and 75%). At Day 7, there is a significant increase in branching as the Matrigel concentration is increased. n = 12, 66, and 49 organoids for 25%, 50%, and 75% Matrigel, respectively, distributed in two independent experimental repeats.
To further analyze the branching of organoids as a function of time, the morphology of the growing organoids was determined by measuring their area and perimeter. If the perimeter compared to area is large, compared that of a disk, there is a high degree of organoid branching. In order to have a measure for branching, that is, independent of the overall size or the organoid, the perimeter2/area ratio, which is dimensionless, was calculated for each organoid at each Matrigel concentrations at day 4 and at day 7. This ratio was normalized by 4π, which is the value of the ratio for a perfect disk. Hence, the measure depicted in Figure 5C) is perimeter2/area for an organoid divided by the same ratio for a disk. If the measure exceeds 1, the organoid has some degree of branching. This measure of branching is plotted in Figure 5C) as a function of time elapsed since seeding of the organoids in the Matrigel matrix. Notice that even at the first time point (D4), the elastic properties of the matrix have reached their static behavior (cf Figure 2B).
D’Agostino tests performed on the distributions shown in Figure 5C showed that a fair fraction of the distributions were not normally distributed. Hence, to evaluate whether the distributions were statistically significantly different, Mann-Whitney U tests were performed. At day 4 after seeding, organoids embedded in Matrigel matrices at all tested concentrations showed minimal branching with an average normalized perimeter2/(4πarea) value between 1.06 and 1.08. At this early developmental stage there is, however, already significantly more branching in the 75% Matrigel concentration than in the 50% Matrigel concentration (p = 5.7e-3). At day 7, organoids embedded in the 75% Matrigel matrix have visibly and statistically significantly more branching than those embedded in the 50% (p = 2.9e-04) and the 25% Matrigel matrices (p = 1.8e-3). The average values of normalized perimeter2/(4πarea) at day 7 for the 25%, 50%, and 75% Matrigel concentrations are [image: image], [image: image], and [image: image], respectively, with median values of 1.20 interquartile range (IQR) 0.22, 1.28 IQR 0.33, and 1.47 IQR 0.34, respectively.
These results show a correlation between the biophysical properties of the medium that organoids are seeded in and the developing morphology of organoids. When the Matrigel concentration is higher, the matrix becomes stiffer, as measured both by the power spectral method and through shear- and storage moduli. A higher degree of branching during pancreas organoid growth is observed for matrices of higher stiffness.
While one may have expected that the stiffness of the environment may either promote growth [41] or limit it by its resistance to compression, this was not observed in the range tested. Instead, the more rigid matrix affects the degree of organoid branching, with more branching observed at higher Matrigel concentrations. It is possible that when an organoid has penetrated a certain region of a rigid medium, the organoid expands more easily at this position and hence creates branches here. More of the organoid’s growth will then appear at this position compared to the case of a less rigid growth medium where a more uniform expansion is easier. This may be alike what was reported during the formation of cortical gyri where a mechanical instability due to tangential expansion of cells has non-linear consequences [42].
CONCLUSION
Optical tweezers-based micro-rheology provides a simple method to quantify visco-elastic properties in a highly localized manner and potentially deep within a sample over a large frequency range. Here, we tracked thermal fluctuations of tracer particles inside Matrigel solutions while systematically varying polymer concentrations. This allowed for extraction of the visco-elastic properties of the polymer matrix at different polymer concentrations; the visco-elastic properties were quantified though the scaling properties of the tracer particle’s positional power spectrum and by calculating the complex shear moduli.
The visco-elastic properties of a Matrigel-based polymer matrix were found to be highly dependent on polymer concentration, the higher the polymer concentration, the more elastic (less viscous) the matrix. Also, we found that the visco-elastic properties of the Matrigel matrix change over time, with the matrix being more viscous when it is first made and after a few hours it becomes more elastic and settles to a permanent degree of elasticity.
Organoids embedded in a higher Matrigel concentration developed a larger degree of branching, however, their overall size did not change with Matrigel concentration. Being aware of the fact that organoid growth morphology is dependent on Matrigel concentration will be important for bioengineering of proper growth matrices and for understanding how tissues mechanically interact with their environment.
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Ovarian cancer is the deadliest gynecological cancer in women. It is a highly metastatic disease with pelvis, regional lymph nodes, and peritoneal cavity as major sites for tumor deposits. Mechanical properties of ovarian cancer cells can play a major role in metastasis as the cells detach from the ovaries and undergo deformation during the metastatic process. Herein, we have characterized the viscoelastic properties of the plasma membrane of normal epithelial (IOSE364) and cancerous (SKOV3) ovarian cells by optical tweezers and quantitative phase imaging. Using optical tweezers, we obtained time-resolved force profiles associated with membrane tethers pulled from the cells. We used quantitative phase imaging to measure the diameter of membrane tethers, and subsequently, estimated the membrane bending modulus and membrane tension in the tether. Our results indicate that the force (190 ± 76 pN) (mean ± standard deviation) required to separate the membrane of SKOV3 cells from the cytoskeleton was significantly lower (p = 0.0004) than the force (350 ± 81 pN) for IOSE364 cells. The mean stiffness (2.8 ± 0.8 pN/μm) of membrane tethers pulled from SKOV3 cells was significantly lower (p = 0.032) than the value for IOSE 364 cells (3.7 ± 0.8 pN/μm). Mean value of the force relaxation characteristic time associated with diffusive flow of lipids was also significantly lower (p = 0.018) for SKOV3 membranes (12.9 ± 6.9 s) as compared to the value for IOSE 364 membranes (20.4 ± 6.2 s). Similarly, the mean value of the membrane bending modulus for SKOV3 cells [(0.51 ± 0.23) × 10–18 J] was significantly lower (p = 0.007) than the value for IOSE364 cells [(1.29 ± 0.32) × 10–18 J]. Overall, our results suggest that the membranes of SKOV3 cells are less resistant to mechanical deformation. Increased membrane susceptibility to mechanical deformation may be a facilitating factor in the metastatic behavior of cancerous ovarian cells. Characterization of membrane biomechanics may provide a useful diagnostic biomarker for assessment of the metastatic potential of ovarian cancer, and a target for development of therapeutics.
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INTRODUCTION
Ovarian cancer is one of the deadliest cancers in women with estimated 22,000 new cases and approximately 14,1000 deaths in 2020 [1]. Only about 20% of cases are diagnosed at stage I where the disease is confined to the ovaries. Once the disease spreads into the pelvis (stage II), and metastasizes to other parts of the abdomen and/or regional lymph nodes (stage III), the chance of patient survival diminishes to about 35% [2]. Therefore, metastasis is a key determinant in survivability of patients with ovarian cancer.
Passive dissemination and hematogenous metastasis are considered as the main mechanisms for ovarian cancer metastasis [3]. In passive dissemination, cancer cells detach from the ovaries, and are carried by peritoneal fluid and ascites, reaching the pelvis and peritoneal cavity [4, 5]. In hematogenous metastasis, ovarian cancer cells at the primary site invade through the basal membrane of the blood or lymphatic vessels to intravasate into the circulation. Cancer cells then extravasate out of the circulation at the metastatic site [3]. Under either of the two mechanisms, the mechanical properties of the cell are the key determinants of its deformability during the detachment, intravasation, and extravasation processes that ultimately result in metastasis.
Utilizing various techniques such as the optical stretcher, atomic force microscopy (AFM), shear assays, and magnetic tweezers, the invasiveness of metastatic cancer cells has been demonstrated to correlate with their viscoelastic properties [6–11]. For example, using a shear assay technique, Hu et al. found that the stiffness of MCF-10A normal breast cells was about 10 times higher than that the stiffness of the highly metastatic MDA-MB-231 breast cancer cells, and attributed these differences to differences in the levels of actin expression and organization [11].
While the role of the cytoskeleton, and particularly actin, in relation to the mechanical characteristics of ovarian and other cancerous cells have been extensively studies [12–15], changes in the mechanical properties of the membrane of ovarian cells as they transition from normal to becoming malignant has been less studied. In this study, we have utilized optical tweezers in combination with quantitative phase imaging (QPI) to characterize the mechanical properties of the membranes of cancerous and normal ovarian cells. Specifically, optical tweezers were used to obtain dynamic force profiles associated with membrane tethers pulled from these cells. By fitting the relaxation phase of the force profiles with biphasic exponential functions, the viscoelastic properties of the cell membrane could be quantified. We used QPI to estimate the diameter of the membrane tethers pulled from these cells, and subsequently used this information to quantify the bending modulus and membrane tension associated with these tethers. We found that there were statistically significant differences in some of the viscoelastic properties of the membranes of ovarian cancerous cells as compared to those for normal ovarian cells. Our findings suggest that membrane biomechanics may provide a useful diagnostic biomarker for assessment of the metastatic potential of ovarian cancer, and a target for development of therapeutics.
MATERIALS AND METHODS
Optical Tweezers and Quantitative Phase Imaging Setup
The instrumentation platform combining optical tweezers and QPI is reported in our previous publication [16], and shown in Figure 1. An optical trap was formed using a 1,064 nm Nd:YVO4 (Coherent, Prisma-1064-8-V). The laser beam was expanded and collimated before entering an inverted microscope (Nikon, Ti-Eclipse) to fill the back aperture of a 1.3 NA ×100 oil immersion objective (MO) (Nikon, 100x Plan Fluor) lens. A dichroic mirror (DM) (Chroma, Z900DCSP) was used to reflect the laser light into the MO, which focused the light to form an optical trap.
[image: Figure 1]FIGURE 1 | Schematic of the instrumentation platform consisting of optical tweezers and quantitative phase imaging system. BE: Beam expander, BS: Beam splitter, ML: Mercury lamp, TM: Mirror on a turret, L: focusing lens (f = 25 mm), BP: bandpass filter, QPD: Quadrant photodiode, DM: Dichroic mirror, FC: Filter cube, MO: Microscope objective, PZT: Piezo-electric translation stage, CL: Condenser lens, CA: Condenser annulus, HL: Halogen lamp, P: polarizer, M: Mirror, SLM: Spatial light modulator, L1 and L2: achromatic doublets (f = 500 mm), F: IR Filter, CCD: Charge-coupled detector camera. The arrows point to the direction of light propagation.
Fluorescent 4.2 µm diameter sulfate-modified polystyrene beads (Thermofisher, F8858) were trapped, and used as handles to extract tethers from the cells, and as probes for measuring the resulting force profiles. The beads have an excitation spectrum between 480 and 590 nm. Excitation light from a mercury lamp (ML) (Nikon Intenslight, C-HGFI) passed through a filter cube (FC) (Nikon, TRITC TE 2000) that transmitted the light in the range of 525–560 nm to illuminate the trapped bead and passed emitted fluorescent light from the bead in the range of 570–620 nm. Fluorescence emission from the bead was passed through the DM and a mirror on a directional turret that directed the bead fluorescence to a quadrant photodetector (QPD) (First Sensor, QP1-6-T05-SD2). The emitted light was focused by a lens (L) (f = 25 mm) and filtered by a bandpass filter (BP) (Chroma, 605 ± 25 nm) before reaching the QPD.
We used fluorescent beads to overcome an artifact in the force measurements due to the presence of the cell when it is in close proximity to the bead (<0.5 µm apart from each other). Specifically, shadow of the cell projected onto the photodetector induces an artifact in the force measurement that can be as high as 75 pN [17]. When using fluorescent beads, the optical signal for force measurement is only transmitted by the bead and does not include a contribution form the cell. Hence, we used the fluorescence image projected onto the QPD as the signal to quantify the bead displacement from the trapping center during tether pulling experiments.
To calibrate the output voltage of the QPD for force measurements, a drag force with known value based on Stokes’ Law, was applied to the trapped bead while recording the resulting differential signal (sum-and-difference output voltage in mV) from the QPD. The drag force was generated by driving a piezoelectric translation-stage (Physik Instrumente, Model P-527.C3, Waldbronn, Germany) at known velocities. The resolution of the piezoelectric stage was 10 nm in x and y directions, and 2 nm in z directions (laser beam propagation direction). There was a linear relationship between the applied drag force and the QPD differential output voltage (Supplementary Figure S1).
The relationship between the bead displacement and QPD signal was determined by moving a bead immobilized on a poly-d-lysine coated coverslip at known displacements with the piezoelectric translation-stage while recording the QPD differential voltage signal. There was a linear relationship between bead QPD output signal and the bead displacement (Supplementary Figure S2). The differential output voltage from the QPD amplifier was digitized using an analog-to-digital converter (BNC2110, National Instruments, Austin, TX) and subsequently, recorded by LabVIEW software (LabVIEW 7, National Instruments, Austin, TX). Data collection frequency was 2,500 Hz. In our tether pulling experiments, approximately 400 mW of laser was delivered to the sample plane. As determined by the product of the slopes of the two calibration curves (Supplementary Figures S1,S2), this power corresponds to trap stiffness of 227 pN/μm.
For QPI, samples were illuminated from a 100 W halogen lamp source through a condenser annulus and a condenser lens. We used the same 100× oil immersion objective for both optical trapping and QPI. Un-scattered light through the sample formed an image of the condenser annulus at the focal plane of lens L1 (f = 500 mm), on a reflective spatial light modulator (SLM) (Hamamatsu LCOS-SLM X-10468). The SLM was used to introduce four phase shifts in π/2 increments to the un-scattered light. The same directional mirror used to direct fluorescence emission from the bead to the QPD was used to send light to the SLM system.
The image of the un-scattered light interfering with the scattered light through the sample was focused onto an electron-multiplying charge-coupled device (EM-CCD) (C9100-13, Hamamatsu) by a lens L2 (f = 500 mm). An IR filter (F) was placed in front of the EM-CCD to filter the extraneous 1,064 nm light from the optical trap. To accommodate full re-arrangement of the nematic liquid crystals in the SLM, field delays of 83 ms (SLM response time for π/2 modulation) were used between the phase modulations. We acquired 12 phase shifted images every second to yield quantitative phase resolved images at 3 frames per second.
Using the four different intensity images, [image: image] corresponding to different phase modulations introduced by the SLM, the phase difference (∆φ) between the un-scattered and scattered light was determined as:
[image: image]
We obtained phase maps as:
[image: image]
where β is the ratio of the amplitude of the scattered to un-scattered light [16, 18].
The QPI system was calibrated using 400 and 630 nm polystyrene beads, with index of refraction npolystyrene = 1.59 in air, seeded on glass bottom dishes [16]. The EM-CCD was calibrated with a 10 µm spacing ruler, and the pixel size was determined as 150 nm/pixel. The spatial noise of the QPI system was determined by measuring the standard deviation of phase from background of the sample plane, and estimated as ∼ 0.02 rad. We estimated the tether diameter (dtether) at the end of force relaxation as [16]:
[image: image]
where λ is the center excitation wavelength of the lamp (595 nm), [image: image] is the phase averaged along the length of the tether, ncell is the refractive index of the cell membrane, and nmedia is the refractive index of the cell media (∼1.337) [16]. Since the refractive index for ovarian cell membranes are unknown, we used 1.361, which is the average value in the reported range of 1.354–1.368 for mammalian cell membranes [19]. For the measurements of dtether by the QPI system, we pulled 4 tethers from 4 IOSE346 cells, and 4 tethers from SKOV3 cells (i.e., one tether per cell).
Cell Culture
We used SKOV3 and IOSE364 as the respective cancerous and normal epithelial ovarian cell lines. The SKOV3 (ATCC) cell line was grown in T-25 tissue culture flasks containing Rosewell Park Memorial Institute (RPMI 1640) supplemented with 10% fetal bovine serum (FBS) and 1% antibiotic-antimycotic. The IOSE364 (Canadian Ovarian Tissue Bank) cell line was grown in T-25 culture flasks with 50/50 by volume mixture of MCDB105 and 199 media containing 10% FBS and 1% gentamycin. Both cell lines were incubated in an air jacked incubator at 37°C with 5% CO2. At 80–90% confluency, the cells were passaged onto poly-d-lysine coated glass bottom dishes (MatTek P35GC-1.0-14C). Experiments were performed on cells passaged onto the glass bottom dishes after 24 h incubation. Prior to placing the cells into the setup, they were washed with isotonic phosphate buffer saline (PBS) and the medium was replaced with their respective cell media (RPMI for SKOV3, MCDB105/199 for IOSE364) without FBS, and containing the fluorescent sulfate-modified polystyrene beads.
Tether Extraction Protocol
Adherent, non-round cells with a long axis diameter of ∼20 µm were selected for tether pulling to ensure that healthy cells were being investigated. An optically trapped bead was brought to a cell of interest using the piezo-translation stage. Cell-bead attachment was determined by a displacement of the bead from the center of the optical tweezers, as indicated by the change in voltage from the output of the QPD. After about 30 s of bead-cell attachment, the cell was displaced away from the bead at velocity 1 μm/s for 20 µm. Pulling was stopped at that time, allowing for force relaxation to equilibrium. Time-resolved force profiles were recorded throughout the tether formation and relaxation processes. For analysis of the force profiles, we pulled 8 tethers from 8 different IOSE364 cells, and 15 tethers from 15 different SKOV3 cells (i.e., one tether per cell).
Data Analysis
Force relaxation profiles were fitted with biphasic exponential function:
[image: image]
where Feq is the tether force at the end of relaxation, and τshort and τlong are two characteristic times associated with the tether force relaxation dynamics. The shorter characteristic time (τshort) represents the Marangoni convective flow of lipids from a region of low membrane tension to region of high membrane tension [20, 21]. The longer characteristic time (τlong) is attributed to the diffusive flow of the lipids [22, 23]. The biphasic function is consistent with the solution to a second order generalized Kelvin model of force relaxation [24], and has been used in fitting the relaxation profiles [22, 23]. We estimated Feq by averaging the force during the last 10 s of the force relaxation profile.
Using Feq, we estimated the tether stiffness (ktether) as:
[image: image]
where L′ is the length of the tether at the end of elongation (∼20 µm) and dL is the increase in the tether length during relaxation (estimated to be 0.197 ± 0.07 µm for IOSE364 and 0.215 ± 0.1 µm for SKOV3).
Results for various physical properties are reported in box-and-whisker plots. The bottom line of the box represents the 25th quartile, and the top line represents the 75th quartile of the data. Median values of each quantity are indicated by the horizontal lines within each box. Mean values are indicated by the square in the center of the box and whisker plot. The whiskers show the range of measured values. We used two-tailed Student’s t-test with unequal variance in our statistical analysis of the various parameters.
RESULTS AND DISCUSSION
A video of a tether pulling process from an SKOV3 cells is provided in Supplementary Video S1. Illustrative force profiles associated with tethers pulled from IOSE346 and SKOV3 cells, and the corresponding biphasic exponential fits to force relaxations are presented in Figure 2. Both normal and cancerous ovarian cells exhibit similar profiles. These profiles are also consistent with those associated with tethers pulled from other cell types, including guinea pig outer hair cells (OHCs) [25], human embryonic kidney (HEK) cells [22], and mouse microglial cells [26]. Prior to the start of pulling, the force is negative due to cell pushing the bead in the opposite direction to that of the stage movement. Once pulling starts, the force steeply increases until reaching a maximum value (Fmax), followed by a sudden reduction from Fmax, consistent with other studies [22, 27–29]. Subsequently, the force is increased as the tether is elongated. When pulling stops, force relaxation to equilibrium takes place.
[image: Figure 2]FIGURE 2 | Illustrative force profiles associated with tethers pulled from (A) IOSE364, and (B) SKOV3 cells. The black trace for the IOSE364 cell, and the red trace for the SKOV3 cell are the measured force profiles. The biphasic exponential fits to the force relaxation measurements are shown by the green traces. The expressions for the fits are [image: image] for the IOSE364 cell, and [image: image] for the SKOV3 cell.
Our pulling velocity of 1 μm/s is at the lower end of what is reported as the intermediate velocity range (1–100 μm/s), or the permeation regime [30]. Velocities lower than the permeation regime (e.g., 0.01 μm/s) are associated with the spontaneous dissociation velocity of membrane-cytoskeleton binders. At such ultra-low pulling velocities, the cell membrane composed of lipids and integral proteins behave as an ultra-viscous sheet. At ultra-high velocities above the permeation regime (>100 µm), the binders are indicated to be torn out [30].
The mean ± standard deviation (SD) values of Fmax for tethers pulled from IOSE364 and SKOV3 were 350 ± 81 pN and 190 ± 76 pN, respectively (Figure 3A). Value of Fmax is associated with the enregetic processes to bend the cell membrane, surmount the membrane-cytoskeleton adhesion (W0), and overcome the viscous resistance as the pulling process begins. The statistically signficant (p = 0.0004) reduction in the mean value of Fmax for SKOV3 cells suggests that the net sum of these energetics is lowered for SKOV3 cells. Following results and discussion provide further insight into these energetics.
[image: Figure 3]FIGURE 3 | Box-and-whisker plots of (A)Fmax, (B)Feq, and (C)ktether for tethers pulled from IOSE364 and SKOV3 cells. Individual values of the date are shown by black symbols for IOSE tethers, and red symbols for SKOV3 tethers. Number of tethers were 8 for IOSE364, and 15 for SKOV cells. One tether was pulled from each cell. Asterisks *, and *** indicate statistically significant differences at p < 0.05, and p < 0.001, respectively. The specific values are p = 0.0004 (A), p = 0.034 (B), and p = 0.032 (C).
As the tether is elongated in the permeation regime, the cell body membrane lipids are drawn into the tether as they flow around transmembrane proteins and/or slip against the underlying cytoskeleton. This viscous drag of the lipids gives rise to increased membrane tension in the tether. At the end of tether elongation (i.e., at the onset of force relaxation), the membrane tension in the tether (σtether) is higher than the tension in the membrane of the cell body, a state that drives the lipid transport of the lipids until force relaxation is completed and equilibrium reached. At equilibrium, the net flow of the lipids is zero, and σtether is balanced against the lateral (in-plane) tension in the cell membrane (σcell), and the tension resulting from W0 [30, 31]:
[image: image]
The mean ± standard deviation values of Feq for IOSE364 and SKOV3 cells were 74.8 ± 17.0 and 57.5 ± 16.3 pN, respectively (Figure 3B), and significantly different from each other (p = 0.034). As discussed below, the lower mean value of Feq for SKOV3 is related to σtether and the membrane bending modulus (κ). The mean value of ktether for SKOV3 cells (2.8 ± 0.8 pN/μm) was signficantly lower (p = 0.032) than the mean value for IOSE364 cells (3.7 ± 0.8 pN/μm) (Figure 3C), suggesting that the membrane of SKOV3 was less resistant to elongation.
Statistically, the mean value of τshort for IOSE364 (1.9 ± 1.2 s) and SKOV3 cells (1.6 ± 1.1 s) were not significantly different from each other (Figure 4A). These values are on the same order as those for tethers pulled at 1 μm/s from HEK cells (∼1.2 s) [22], OHCs (∼3.7 s) [24], regardless of manipulating the respective membrane composition of these cells by external agents (cholesterol and chlorpromazine), as well as cytoskeletal-lacking synthetic liposomes (∼2–4 s) [23]. These results suggest that the short characteristic time for the convective flow of the lipids from the cell body (region of low membrane tension) toward the tether (region of high membrane tension), due to the Marangoni effect, has slight dependency on the cell type, membrane composition, and presence of cytoskeleton.
[image: Figure 4]FIGURE 4 | Box-and-whisker plots for (A) short (τshort), and (B) long (τlong) characteristic times associated with tethers pulled from IOSE364 and SKOV3 cells. Number of tethers were 8 for IOSE364, and 15 for SKOV cells. Single asterisk * indicates a statistically significant different at p = 0.018.
The mean value of τlong for SKOV3 cells (12.9 ± 6.9 s), however, was significantly shorter (p = 0.018) than the value for IOSE364 cells (20.4 ± 6.2 s). This reduction in τlong for SKOV3 cells is indicative of reduced barriers to the diffusive flow of lipids from the cell body into the tether, suggesting that the architecture of SKOV3 membrane may be altered in ways that reduce the viscous resistance of cytoskeletal-bound membrane proteins and other membrane structures to lipids flow [32].
Brightfield and the corresponding tether images of tethers from IOSE364 and SKOV3 cells obtained by QPI are shown in Figure 5. While tethers under brightfield typically were not visible, QPI provided a capability to visualize the tethers against the surrounding background. Interestingly, QPI revealed tether-like structures protruding from the SKOV3 cell at improved contrast. These protrusions are attributed to filamentous actin (F-actin) polymerization [33–36], and suggestive of the migratory structure and potential capability of these cells to breach basement membranes, and invade tissues and vasculature [37]. Formation of these protrusion is consistent with our finding of reduced membrane stiffness (Figure 3C) for SKOV3, allowing the membrane to more readily extend in response to the forces exerted by F-actin during polymerization [38–40].
[image: Figure 5]FIGURE 5 | Representative images of IOSE364 and SKOV3 cells obtained by (A,C) brightfield microscopy, and (B,D) QPI. Arrows point to tethers, which are not visible under brightfield, but become resolvable by QPI. Membrane protrusions from SKOV3 cells can also be visualized at improved contrast by QPI.
The mean value of dtether for SKOV3 cells (110 ± 45 nm) was significantly smaller (p = 0.010) than that for IOSE364 cells (217 ± 33 nm) (Figure 6A). Using the estimated measurements of dtether, we subsequently estimated κ, a property that allows the membrane bilayer to resist a change in its curvature, and σtether as follows. Assuming that the tether is cylindrically-shaped with length L′, the free energy of the tether (Etether) can be written as [41]:
[image: image]
[image: Figure 6]FIGURE 6 | Box-and-whisker plots for (A) tether diameter, and mean values of (B) membrane bending modulus (κ), and (C) tether membrane tension (σtether). Error bars in panels (B) and (C) indicate standard deviations from the mean. **Indicates a statistically significant difference with p = 0.010 (A),(B)p = 0.007 (B), and p = 0.006 (C).
To minimize Etether, the membrane tension acts to reduce the diameter of the tether while the bending modulus opposes it. The balance between these two opposing energies determines dtether and Feq at equilibrium, which can be determined by:
[image: image]
and
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Equations 7and8 together yield:
[image: image]
and
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From Eqs 9and10, we obtain
[image: image]
and:
[image: image]
To estimate the SD associated with [image: image] and [image: image], we used the error propagation method [42]:
[image: image]
where [image: image] is the estimated SD associated with the mean value of the quantity of interest (κ, and σtether), [image: image] is the calculated average value of quantity of interest (κ, and σtether), [image: image] is the average value of Feq, αFeq is the SD associated with [image: image] is the average value of dtether, and [image: image] is the SD associated with [image: image].
Using Eq. 11, and the mean ± SD values of Feq (Figure 3A) and dtether (Figure 6A), the estimated values of κ for IOSE364 (1.29 ± 0.32) × 10–18 J (∼313 kBT) and SKOV3 (0.51 ± 0.23) × 10–18 J (∼124 kBT) cells (where kB is the Boltzmann constant (∼1.38 × 10–23 J/K), and T = 298 K) were significantly different from each other (p = 0.007) (Figure 6B). These values are comparable to the values for microglial cells (∼211 kBT) and macrophages (∼189 kBT) [26], but higher than those for astrocytes (∼63 kBT), glioblastoma GBM95 cells (∼68 kBT) [26] and fibroblasts (∼73 kBT) [28]. The nearly 60% reduction in the value of κ for SKOV3 cells is suggestive of the reduced resistance of the membrane of these cells to curvature changes as compared to IOSE364 cells.
Using Eq. 12, the estimated σtether ∼ (95.0 ± 37.3)× 10–18 J/μm2 for SKOV3 cells was significantly higher (p = 0.006) than σtether ∼ (54.8 ± 13.7) × 10–18 J/μm2 for IOSE364 cells (Figure 6C). Changes in membrane tension are thought to be a regulator of cell motility in coordination with the dynamics of cytoskeletal actin [43]. In view of this notion, the increase in σtether for SKOV3 cells is suggestive of changes in the potential motility of these cells as compared to IOSE364 cells.
Our estimated values of σtether are comparable to those for microglial cells (56 × 10−18 J/μm2), astrocytes (50 × 10−18 J/μm2), and glioblastoma GBM95 cells (51 × 10−18 J/μm2), but higher than the values for neuronal cell bodies (16 × 10–18 J/μm2) and neurites (15 × 10−18 J/μm2) [26]. Results of tether pulling experiments from mouse fibroblast and human melanoma blebbing cells that lack cytoskeletal support indicate that the value of σcell is in the range of 1–3 × 10−18 J/μm2 [44, 45]. Similarly, our previous results based on tethers pulled from HEK cells with disrupted membrane-cytoskeleton attachments indicate σcell ∼ 5 × 10–18 J/μm2 [22]. Based on the results reported in these studies, there appears to be little variation in the value of σcell among different cell types. Furthermore, since σcell < σtether, the major determinant of membrane tension in the tether is W0 (Eq. 6) [31, 44]. Since σtether for SKOV3 cells was higher than the corresponding value for IOSE364 cells (Figure 6C), it would appear that W0 for SKOV3 cells would be concomitantly higher (Eq. 6). However, the reduction in the mean value of Fmax for SKOV3 cells (Figure 3A) suggests that both the lowered κ (Figure 6B) and viscous resistance of the membrane, characterized by τlong (Figure 4B), dominate the energetics associated with detachment of the membrane from the cytoskeleton as compared to W0. Given that the value of Feq for SKOV3 cells was significantly lower for SKOV3 cells (Figure 3B), we attribute the basis for it to the significantly lower value of κ for these cells (Figure 6B) as being the dominant mechanical property as compared to σtether (Eq. 10), which was estimated to be higher for SKOV3 cells (Figure 6C).
In this study, we have characterized the viscoelastic properties of the membranes of normal and cancerous human ovarian cells using an instrumentation platform that combines optical tweezers and QPI. A key advantage of this platform is that it enables quantification of membrane bending modulus and tension, two important mechanical parameters that require the measurements of tether force and diameter. Although tether force has been extensively measured by several investigators for different cells [38, 46–51], a challenge in the field has been the measurements of the tether diameter. Previously, a method using scanning electron microscopy has been reported [28]. However, this method requires fixing the cells after pulling tethers from them, and using geometrical approximations to estimate the tether diameter. QPI allows provides an optical measurement of the tether radius without fixing the cells, simultaneously with measurements of the tether force by optical tweezers. We have previously verified the accuracy of QPI-based measurements (172 ± 16 nm) against AFM-based measurements (179 ± 15 nm) of a pattern of depths, etched within a microchip [16]. Our combined optical tweezers and QPI platform provides a capability for mechanical characterization of various cell types under different conditions and stimuli.
Important findings of this study are that as compared to the membranes of IOSE364 cells, the membranes of SKOV3 cells have significantly lower Fmax for detachment from cytoskeleton (Figure 3A), tether stiffness (Figure 3C), membrane bending modulus (Figure 6B), and characteristic time for lipid flow (Figure 4B), the latter indicative of reduced membrane viscosity. These findings collectively suggest that the membranes of cancerous SKOV3 ovarian cells are less resistant to mechanical forces and deformation. Increased membrane susceptibility to mechanical deformation may be a facilitating factor in the metastatic behavior of cancerous ovarian cells.
Consistent with our findings, AFM-based studies indicate that the value of Young’s modulus for IOSE cells is higher than the corresponding values for different ovarian cancer cell lines [52]. Swaminathan et al. [9] have found that ovarian cancer cell types with highest migratory and invasiveness have lower stiffness values. In particular, these investigators reported that the stiffness of SKOV3 cells, which were shown to have a high relative invasiveness, was nearly threefold lower than that of IGROV cells that had a low relative invasiveness. Ketene et al. have reported that the stiffness and viscosity of mouse ovarian surface epithelial (MOSE) cells progressively decrease as the cells transition from benign to early- and late-stage malignancy stages, and attributed these biomechanical alterations to organizational changes to cytoskeletal actin [53]. Based on our findings, we propose that in addition to changes in actin organization (e.g., F-actin polymerization), the mechanical properties of the membrane itself can also play a role in the progression of ovarian cancer malignancy. As such, the membrane biomechanical properties cells could potentially provide diagnostic value and serve as a biomarker to assay the metastatic potential of ovarian cancer cells.
The reduced κ for SKOV3 cells (Figure 6B) suggests that the membrane composition and/or architecture are altered in these cells. Cholesterol and lipids including phosphosphingolipids (sphingomyelin) form membrane lipid rafts (caveolae) that influence the membrane bending rigidity [54]. Therefore, it is plausible that the lower value of κ for SKOV3 cells may be due to the altered amount of cholesterol and/or compositional/structural changes to the lipid rafts. Lokar et al. [55] have reported that cholesterol depletion in the membrane of urothelial cancer cells resulted in dispersion of cholesterol-sphingomyelin nanodomains, and an increase in the diameter of nanotubes (tether-like structures) interconnecting the cells. As such, our finding that tethers pulled from SKOV3 cells had a significantly smaller (p = 0.010) dtether (Figure 6A), and subsequently, lower κ (Eq. 11; Figure 6B) (p = 0.007) is suggestive of increased membrane cholesterol content and/or compositional changes to the rafts and their landscape within the membrane bilayer.
Further evidence toward the role of phosphosphingolipids in modulating the biomechanical properties of ovarian cancer cells comes from a study that involved treatment of the cells with specific components of phosphosphingolipids (sphingosine, ceramide, or sphoingosine-1-phosphate) [56]. While treatment with ceramide or sphingosine-1-phosphate reduced the average elastic modulus of transitional and aggressive MOSE cells, sphingosine (the backbone component of phosphosphingolipids) treatment increased the average elastic modulus in the aggressive cells. In view of these findings, a reduction in membrane bending modulus and stiffness of SKOV3 cells may be attributable to increased content of ceramide or sphingosine-1-phosphate as metabolites of phosphosphingolipids within the membrane, or alternatively to decreased content of phosphosphingolipids or its sphingosine backbone, which in turn, would suggest a reduction in the size of the raft domains. Smaller rafts may reduce the physical barriers for the flow of the non-raft lipid components of the membrane; hence, resulting in lower diffusion time as we have observed (Figure 4B). In view of our findings with respect to alterations in some of the mechanical properties of SKOV3 cells, it is possible that the membrane biomechanics of ovarian cancer cells may serve as a potentially useful biomarker for diagnostic assessment and a potential target by therapeutic agents for controlling metastasis.
CONCLUSION
Utilizing an instrumentation platform that combines optical tweezers with QPI, we have characterized the viscoelastic properties of the membranes of normal (IOSE364) and cancerous (SKOV3) ovarian cells. Using dynamic force profiles associated with tethers pulled from these cells in conjunction with QPI-based estimates of tether diameters and quantitative analyses, we find that the membranes of SKOV3 cells require a statistically significant lower force to become separated from the cytoskeleton, and have statistically significant lower stiffness, bending modulus, and characteristic time associated with lipid flow. Our biomechanical characterization approach and results may pave the way for future directions and studies aimed at using the membrane biomechanics as a possible diagnostics biomarker for assessment of the metastatic potential of ovarian cancer, and a target for development of therapeutics.
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Astrocytes respond to brain injury at a cellular level by the process of reactive astrogliosis, and are able to adjust their response according to the severity of the insult. Included in the reactive response is the process of phagocytosis, where astrocytes clean up surrounding cellular debris from damaged cells. In this study, we observe the process of phagocytosis by primary cortical astrocytes in the presence of media flow across the apical surface of the cells. Both static and cells under flow conditions respond consistently via phagocytosis of laser-induced cellular debris. We found that astrocytes exposed to shear flow initiate phagocytosis at a consistently faster rate than cells observed under static conditions. Shear forces created by laminar flow were analyzed as well as the flow fields created around astrocyte cells. Results suggest astrocyte phagocytosis is a mechanosensitive response, thus revealing the potential to enhance astrocyte phagocytic cleanup of damaged nervous tissue.
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INTRODUCTION

Astrocytes have the ability to respond to nervous tissue damage by the process of reactive astrogliosis. This topic has been of growing importance, as it holds the potential to mitigate the spread of brain injury. The functional response of reacting astrocytes vary depending on the severity of the insult to the CNS. Included in the response to nervous tissue damage is morphological changes of astrocytes and the uptake of extruded material (Sofroniew, 2009).

The study of mechanotransduction, converting mechanical forces into cellular signals, has revealed that membrane receptors can transduce external forces to cellular changes via signaling. These mechanosensors are believed to stimulate a variety of cellular responses ranging from cell proliferation, to contraction, and remodeling of the cell cytoskeleton (Sun et al., 2016). Studies on cellular response to shear stress have extensively focused on endothelial cells, as blood flowing through vessels continually exerts force on endothelial cells lining vasculature (White and Frangos, 2007). The ability to sense and respond to changes in blood flow is a necessity to maintain homeostasis, and has been implicated in a role in the progression of Atherosclerosis (Gimbrone et al., 1997). Mechanical forces resulting from shear stress have been shown to modulate developmental processes in addition to homeostasis in endothelial cells (Potter et al., 2014). Although most shear stress studies focus on endothelial cells, macrophages have also been studied. Mazur et al. stimulated macrophages by fluid shear stress and reported an increased deformation of cell shape (Mazur and Williamson, 1977). These macrophages were additionally reported to retain the ability to phagocytose polystyrene beads. With the increase in interest in astrocytes, a few studies focusing on astrocytes subjected to shear flow conditions have been recently published that generates high-speed shear forces to model TBI-like low-amplitude shear forces (Maneshi et al., 2015, 2017, 2018). Maneshi et al. (2018) demonstrate redistribution of cytoskeletal elements in response to fluid shear stress exposure to astrocytes. This observation in astrocytes is mimicked in endothelial cells responding to slow shear flow with increased traction forces and cell-cell stresses (Perrault et al., 2015).

For many years, astrocytes were believed to function passively within the Central Nervous System (CNS) (Markiewicz and Lukomska, 2006). Recent studies have demonstrated the dynamic nature of astrocytes, including the ability to phagocytose cellular debris (Lööv et al., 2012; Wakida et al., 2018) and to modulate synapse structure and function (Ridet et al., 1997). Additional studies have demonstrated astrocytes and microglia working collectively to limit tissue degeneration after disease and injury as protection for neuron function (Sofroniew, 2005; Khakh and Sofroniew, 2015; Liddelow et al., 2017). A growing number of studies implicate astrocytes’ importance in maintaining tissue homeostasis, demonstrating the need for a better understanding of the effect extracellular factors have on their cellular activity. This is of critical importance to areas of research like traumatic brain injury and CNS repair. Our previous studies demonstrated the ability of astrocytes to respond to laser induced cell lysis via phagocytosis (Wakida et al., 2018, 2020). Membrane ruffling and subsequent vesicle formation in the responding astrocyte was associated with cellular debris from the targeted cell with the use of propidium iodide labeled DNA and pHrodo dye. Here, our goal is to determine if the phagocytic response in astrocytes is activated or enhanced by mechanical or chemical component of photolysis by laser ablation/nanosurgery.



METHODS


Primary Astrocyte Cultures

Astrocytes were dissociated from E18 mouse cortical tissue acquired from Brain Bits, LLC. (Brain Bits animal protocol #32-08-013 was approved by the Southern Illinois University School of Medicine Laboratory Animal Care and Use Committee on 5/18/11). Cells were dissociated by an 8 min incubation with 2 mg/mL papain (Sigma) in Hibernate E (without Calcium and B27, BrainBits) at 37°C. Astrocytes were resuspended into Co-culture media (BrainBits) and plated onto matrigel (Corning) coated u-Slide I 0.6 Luer (Ibidi, Inc.) at a concentration of 1 × 106 cells/mL. The channel of the U-slide was coated with polylysine and Matrigel (Wakida et al., 2018). Cells were incubated at 37°C with 5% CO2 under static conditions.



Shear flow

Astrocytes (GFAP positive via antibody staining) were plated within the u-Slide for a minimum of 48 h prior to observation. Cells were incubated with an Ibidi stage incubation unit with controlled temperature at 37°C, humidity at 70%, and 5% CO2 levels. An Ibidi pump system, including the pump and fluidic units, allowed for coculture media to flow through the channel of the u-Slide in combination with an Ibidi heating unit. Ibidi pump system flowed media over cells immediately following laser exposure at a flow rate of flow rate 0.8 mL/min (2 mbar pressure 0.48 dyn/cm2).



Laser Microirradiation

An inverted Zeiss Axiovert 200M microscope in conjunction with a Hamamatsu CCD camera was used to acquire phase contrast images at 2 s intervals. Images were acquired using a 63x 1.4 NA oil immersion objective. The nucleus of astrocytes was targeted with an 800 nm Coherent Mira femtosecond laser, as described in Wakida et al. (2018). The response of adjacent cells sharing a membranous connection with irradiated cells was observed. Initiation of phagocytosis was determined by increased membrane ruffling and endocytic vesicle formation at the cell periphery, near the laser induced cell debris. The combined setup of the pump system, laser optical path, and microscope are diagramed in Supplementary Figure 1.



Quantitative Phase Microscopy

To estimate the forces on an average astrocytes, the average height of the observed astrocytes was required. To do this, images of 16 astrocytes were taken using a Hamamatsu Quantitative Phase Microscope (QPM) with a 40x objective (Yamauchi et al., 2011). The QPM retrieves the phase retardance of light passing through cell. Assuming a constant refractive index, it was possible to calculate the thickness of the cell. Images were analyzed in Image J, and surface profiles calculated with “Intensity Profile” (Schneider et al., 2012).



RESULTS


Astrocyte Phagocytosis Under Flow Conditions

In a previous study, we demonstrated the ability of astrocytes in vitro to phagocytose neighboring cellular debris released via targeted laser ablation (Wakida et al., 2018, 2020). In this study we elucidate the importance of mechanical forces on the phagocytic response of astrocytes by the application of laminar flow of media across the cell’s surface. With the use of laser ablation to lyse a targeted cell (photolysis), we observe astrocytes both prior to photolysis and during the phagocytic process of astrocytes (see Supplementary Movie 1). The imaging period prior to laser irradiation reveals a minimal number of vesicles visible within the cytoplasm of astrocytes (Figures 1, 2). A short-pulsed femtosecond laser was then used to photolyse the nucleus of a single astrocyte. The position of laser targeting that results in photolysis is indicated by the yellow region of interest (ROI) line. Responding cells are categorized based on the orientation to the cell. The first frame of Figure 1 denotes the position of responding cells, categorized as upstream and downstream with respect to the direction of lateral flow and the targeted cell.


[image: image]

FIGURE 1. Shear stress was applied laterally from right to left on cells located horizontal to one another, as depicted in the schematic diagram in frame (A). The cell located on the left is downstream of the irradiated cell, and the cell located on the right is upstream of the irradiated cell with respect the applied flow. (B) Prior to photolysis, astrocytes display no to minimal vesicles. The position targeted by the laser is depicted by the yellow ROI. (C) The laser is targeted to the nucleus of the central astrocyte as media flows laterally across the cells. (D–F) Phase contrast images show that the upstream cell initiated phagocytosis earlier than the downstream cell, as visible by cell ruffling and endocytic vesicle formation in image (D) acquired 3 min 49 s following photolysis for the downstream cell, and image (E) acquired 15 min 3 s for the upstream cell. Blue arrows highlight endocytic vesicles in phase contrast images of responding astrocytes.
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FIGURE 2. Shear stress was applied from right to left on astrocytes located vertical to one another, represented in frame (A). The yellow ROI demarcates the position of photolysis in image (B), acquired 25 s prior to laser exposure. The irradiated cell in this example is located below the observed responding astrocyte. (C–F) Phase contrast images show the initiation of phagocytosis and the formation of vesicles in the vertically positioned cell, with vesicles highlighted by blue arrow heads in images (D–F), corresponding to 5 to 43 min post-photolysis.


In response to the lysed neighboring cell, membrane ruffling is immediately apparent as astrocytes respond to the lysed cell. The upstream cell in Figure 1 (cell to the right of the targeted cell) shows extensive changes to its cell morphology. Initially the upstream cell’s leading edge is oriented away from the targeted cell, and reverses its direction toward the targeted cell within 3:49 s following photolysis. At this time, small vesicles are visible near the cell periphery, as indicated by the blue arrows. The upstream cell continues to advance onto the lysed cell, covering the lysed cell almost completely by the end of the 36 min observation time. The downstream cell in Figure 1 (to the left of the targeted cell) responds in a similar fashion to the upstream cell, including membrane ruffling and reversing its leading edge to orient toward the lysed cell. The downstream cell’s phagocytic response time is much slower in comparison to the upstream cell, requiring reorientation its leading edge visible in image E of Figure 1 at 15:03 post-lysis, with formation endocytic vesicles (indicated by blue arrows) at its periphery at 15 (Figure 1E) and 35 min (Figure 1F).

The average time to initiate phagocytosis was significantly shorter for cells under flow conditions in comparison to control astrocytes under static conditions (Figure 3). Control astrocytes responded via phagocytosis at a rate of 72% (n = 16), as determined by membrane ruffling and formation of vesicles at the cell periphery nearest the lysed cell. All cells observed under flow averaged a phagocytic rate of 3.1 min to initiation, significantly faster than phagocytosis initiated in static conditions, at an average of 9 min for the initiation of phagocytosis.
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FIGURE 3. Cells under flow conditions initiated phagocytosis at a significantly faster rate than cells under static conditions. “No flow” cells under static conditions initiated phagocytosis on average 9 min post-photolysis. This was significantly longer (p = 0.028, denoted with 1 asterisk) than the average initiation time for downstream cells initiating phagocytosis on average 4 min post-lysis. Similarly, upstream cells with an average initiation time of 2.5 min and vertical cells with an average initiation time of 3.2 min both were significantly faster than no flow cells with p < 0.01 (denoted by 2 asterisks).


Responding astrocytes upstream of irradiated cell averaged 2.5 min to initiate a phagocytic response (n = 14), significantly faster in comparison to static cells (p < 0.01). Responding downstream astrocytes initiated phagocytosis on average 4 min following photolysis (n = 12), also significantly faster that control astrocytes, p < 0.01 (see Supplementary Tables 1, 2). Upstream cells responded on average 1.5 min faster to lysed cell debris than downstream cells, this difference was not significantly faster (p = 0.1).

To better understand the effect the shear flow of media had on the phagocytic response, cells vertically oriented to a lysed cell were observed by time lapse imaging (Figure 2). In this example, membrane ruffling and endocytic vesicles are clearly visible within the frame 2D 5 min and 20 s following photolysis, as indicated by the blue arrow. Dramatic cell morphology changes including the formation of endocytic vesicles at the cell’s periphery nearest the lysed cell continues over a 45 min observation period. The box plot in Figure 3 compare the time to initiating phagocytosis for all orientations of cells. Cells vertically oriented to the irradiated cell initiated phagocytosis on average 3.2 min following laser irradiation (n = 12). This was significantly faster in comparison to control astrocytes, p < 0.01. In comparison with upstream and downstream responding cells, there was no significant difference in response time for vertically oriented cells (upstream p = 0.33, downstream p = 0.36).

Astrocytes under flow conditions responded via phagocytosis at a significantly higher response rate of 95 vs. 72% of observed astrocytes in static conditions (p = 0.001 via 2-tailed chi-squared analysis). Astrocytes in static conditions (-Flow) displayed an inverse relationship between phagocytic response and distance between the laser ROI and responding cell’s plasma membrane (refer to Supplementary Figure 2). A phagocytic response of 100% was observed for responding astrocytes located 10–20 μm away from position of photolysis (ROI), decreasing to 91, 67, 40, and 17% for 20–30, 30–40, 40–50, and 50+ μm separation, respectively. Comparatively, astrocytes exposed to flow (+Flow) displayed a 100% phagocytic response for all astrocytes separated from 10 to 50 μm. Astrocytes in the presence of flow increased the phagocytic response regardless of the distance of separation from the photolysis ROI.



Cell Forces

For each of 16 astrocytes analyzed, the QPM was used to model a height profile along the maximal and minimal distances from the center of mass to the edge of the cell. The mean lengths of long and short lines were calculated separately; the mean for the short lines was approximately 32.25 μm and for the long lines 56.55 μm. Each array was scaled to the size of the mean using interpolation in MATLAB, and the mean of the thickness was calculated for short and long lines. Figure 4A shows the average size of the cells modeled.


[image: image]

FIGURE 4. (A) Mean height profile of astrocytes derived from QPM data depicted by the dotted line. The red line denotes the fitted Gaussian function. The blue shaded area is the standard error derived from the QPM height profiles. (B) Model of the average astrocyte height profile used for modeling fluid flow over the cells. (C) Computed flow over the astrocyte cell. Arrows denote the fluid velocity, color denotes pressure.


Using this average astrocyte profile, a model of the “average cell” was created. It was found that the average size of the profile was best fit by a sum of Gaussian functions (see Figure 4B) in the form:

[image: image]

where a = 1.05; b = 5.45; c = 2.04; d = 22.13;

In order to calculate the effect pressure and shear in the micro channel the fluid velocity was first calculated analytically using the formula. [image: image]

Here, b and h are the breadth and height of the chamber FR is the flow rate and y is the distance from the base of the chamber. Note: Since the chamber was much longer than the entrance aperture it is assumed that a parabolic velocity distribution is present.

The shear force is given by:

[image: image]

where η and is the viscosity water at 37°C. The system was then solved for the Navier-Stokes equations using finite element analysis. The computational fluid dynamics tool box was used to model flow around an idealized astrocyte cell (Figure 4C).

We can see that maximal force applied to the cell is located on the leading edge of the crest of the cell implying that the membrane surrounding the nucleus experiences large forces relative to the rest of the cell. Based on the vector field overlaid on Figure 4C which represents the fluid velocity, the applied shear force is greatest at the top most point of the cell, above the nucleus. This is because the change in fluid velocity is most pronounced at this point. We can also see from Figure 4C that the greatest lateral change in pressure occurs around the center of the cell which is indicative of a force being exerted. Though this analysis does not take into account structural elements within the cell or the deformability/rigidity of the cell structure it does imply that the applied force is greatest near the nucleus of the cell. We estimated the shear stress force on the cell will be about 0.025 Pa ± 10% depending on the position on the cell, or 0.25 dyn/cm2.



Diffusion

In order to ascertain if flow alone can be responsible for the astrocyte behavior it is necessary to calculate the effects of diffusion alone on the system. Based on the Stokes-Einstein equation we can calculate that the diffusivity of calcium ions in water at 37°C, is 1.42 × 103 μm2/s

where [image: image] where KB = Boltzmann Constant, T = Temperature, μB Dynamic viscosity r = the van der Waals of radius 231 picometers. Given that the diffusion length is [image: image] we can derive the inequality [image: image]. Thus in order for diffusion to overwhelm the fluid flow the flow must be greater than 328 μm/s. In practice the flows used in this experiment are significantly greater than this which flows in the channel reaching more than 4,000 μm/s. This analysis of course does not account for diffusion near the surface boundaries or for time dependent signaling. However, it is clear that for the most part the flow in the microfluidic should overwhelm diffusive effects.



DISCUSSION

In this study, we demonstrated the ability to combine laser nanosurgery with directed shear flow to better understand the phagocytic response of astrocytes. There is an increasing need to understand what environmental factors control the phagocytic process of astrocytes to clear cellular debris generated by an insult to the CNS. In a previous study, our lab demonstrated that astrocytes connected by a cytoplasmic process responded to a lysed cell at a significantly higher rate than isolated cells that do not share any membranous connection. Here, we demonstrate that the phagocytic response can be initiated at a significantly faster rate in the presence of shear fluid flow across the apical surface of astrocytes in vitro. Through calculations based on calcium ions, we confirmed the flow rate use was above the diffusion rate of calcium ions. We further measured the average height of astrocytes using QPM, to then model the shear force of fluid and pressure delivered to astrocytes during photolysis experiments. Pressure was found to be the highest at the nucleus, the subcellular location of photolysis.

Our calculations confirmed the flow rate aligned with our goal to create a flow of lysed material over the downstream cell, but not upstream cell. Modeling of shear forces demonstrate that forces are strongest at the site of photolysis, the nucleus. The initial goal of this study was to separate the mechanical pull of a lysed cell retracting from the diffusion of molecules from the lysed cell. To separate the mechanical and chemical signals believed to induce phagocytosis, media flowing unidirectionally across the cells’ apical surface was used to wash cell debris away from upstream cells. Cells downstream of the lysed cell were exposed to debris as media washed the photolysed debris over the responding cell. The response of the downstream cell would be affected by the chemical stimulation of debris washing over cells. The flow rate used in this experiment greatly exceeds the diffusion rate of cell debris. Calculations show based on the diffusion of calcium ions in water at 37°C, defined that flow must be greater than 328 μm/s. Thus, we assume cell debris is washed away from upstream cell, and only interacts with the downstream cell. The observed phagocytic response of the upstream cell would be dependent upon the mechanical stimulus of cell retraction following photolysis. The observation that upstream and downstream cells response time was not significantly different leads us to believe that diffusion of lysed cellular debris flowing over the cells is not the major contributing factor for membrane connected cells to react via phagocytosis. This finding provides a strong argument for a mechanical retraction of the lysed cell serving as an important signal in initiating the phagocytic response.

Surprisingly, all cells under flow conditions respond significantly faster than cells under static conditions. Astrocytes appear to be activated by shear flow, potentially allowing cells to respond with faster cytoskeletal remodeling. Results suggest that the direction of flow helps cell migrate, possibly by aiding actin pooling near the leading edge of the responding astrocyte. Cells which migrate in the opposite direction of media flow must fight against the shear force, thus resulting in a slightly delayed initiation of phagocytosis. This is also supported by upstream cells having the fastest average phagocytic initiation time, followed by vertically oriented cells, and slowest being the downstream cells. Analysis of astrocytic response based on the separation distance of the responding cell’s plasma membrane to the position of photolysis, showed that the addition of flow significantly increased the phagocytic response. Unlike the inverse relationship of distance with phagocytosis, all astrocytes under shear flow positioned 10–50 μm from photolysis responded via phagocytosis at a 100% rate (refer to Supplementary Figure 2). The combined observation of increased phagocytic response time and rate provides strong evidence that astrocytes can be activated by shear flow against or across the surface of the cell.

Our analysis of the forces created by continuous flow in a microfluidic channel shows media flowing across cells exerts significant force over the surface of the cell with most force concentrated near the nucleus. Though astrocytes in vivo would clearly be subjected to different range forces we have shown that in the simple case of constant flow a clear change in astrocyte response is evident. Other studies have dealt previously with oscillatory flow over cells, however, the change in astrocyte response with respect to the direction of the flow indicates that in this case flow direction is potentially significant. Through the current model is clearly useful in elucidating astrocyte behavior in the context of microfluidics more work needs to be done on the precise modeling of forces in vivo.

Our results suggest astrocyte response to neighboring cell damage or death is a mechanosensitive pathway. The rapid reorientation and phagocytosis observed in astrocytes aligns with previously reported observations of mechanically stimulated cytoskeletal rearrangement. Shear flow is known to induce motility in Dicytostelium (Décavé et al., 2003), where increased number of pseudopod extensions and actin reorganization have been observed. Cytoskeletal rearrangement in response to flow has been observed in mechanically stimulated neutrophils (Zhelev and Hochmuth, 1995) and widely observed in endothelial cells (Perrault et al., 2015). The time scale observed in astrocytes’ response aligns with the rapid response observed in endothelial cells to flow with increased traction forces and intercellular stress components followed by cell elongation and alignment along the direction of flow (Perrault et al., 2015; Steward et al., 2015). The time scale additionally aligns with reports by Vogel and Sheetz on cell motility responses due to mechanosensory transduction (Vogel and Sheetz, 2006). Relatedly, the shear stress force exerted on the cell was estimated to be 0.25 dyn/cm2. A study in neutrophils show response to lower shear forces than endothelial cell (below 1 Pa to stimulate neutrophils) similar to forces used to stimulate the immune-like response in astrocytes observed here (Janmey and Weitz, 2004). Cytoskeletal rearrangement is necessary for the migration and phagocytic response observed in shear flow activated astrocytes reported here.

Future studies will be 2-fold in expanding imaging and force measurement capabilities during shear flow experiments to reveal more information on the phagocytic process. Improved imaging techniques including confocal imaging would improve the resolution of subcellular events that may change in the presence of shear flow. Combining improved imaging with fluorescent labeling of potential contributors to the phagocytic process will be used to look at how signaling mechanisms is affected by the addition of shear flow. A previous study in epithelial cells demonstrate changes in calcium signaling in response to mechanical stimulation (Sanderson et al., 1990), as well as astrocytes (Charles et al., 1991). We have shown in previous studies significant calcium changes in astrocytes in response to photolysis (Wakida et al., 2020). Follow up studies will combine the application of shear flow to calcium imaging to better understand how intercellular signaling, including calcium, is affected by shear flow. Future studies would improve technology to precisely measure forces transmitted to responding cells by integrating laser doppler velocimetry or micro particle velocimetry. Improvement of both force measurements and imaging capabilities at higher resolutions will allow us to investigate the types and position of mechanosensitive receptors being activated during the observed.

Shear flow’s ability to enhance the phagocytic uptake of cellular debris demonstrates the potential to increase phagocytic uptake of cellular debris. It opens up the possibility of future studies where we can observe astrocyte behavior in response to stimulating mechanosensors like integrins or cadherins that are known to transduce mechanical stimuli (Sun et al., 2016; Yap et al., 2018). Finding ways to enhance the phagocytic response could have direct implications on the study of brain injury. Decreasing secondary injury to nervous tissue via enhanced phagocytic uptake of cellular debris could directly increase the quantity of surviving neurons.
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Supplementary Movie 1 | Astrocyte phagocytosis under lateral shear flow.
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An experimental and theoretical study on the 3D trapping and manipulation of microbubbles by means low power laser-induced temperature gradients induced in ethanol by bulk light absorption (λ = 1550 nm) is presented. Two optical fibers were used: One for bubble generation (OFG) and the other for both trapping and manipulation (OFT). Light from a Q-switched pulsed laser (λ = 532 nm and pulse width τp = 5 ns) propagates in fiber OFG and gets absorbed at silver nanoparticles (AgNPs), previously photodeposited, at the distal end of a fiber optic core, generating the microbubbles. In the fiber OFT, light of low power CW laser was used to trap and manipulate the bubbles by thermocapillary induced by light bulk absorption in ethanol. The microbubble generated on OFG migrates toward the fiber OFT. The equilibrium between the buoyancy force FB, drag force FD and the Marangoni force (also known as thermocapillary force) FM gives rise to a 3D stably trapping and manipulation of the microbubble for the best time to our best knowledge.
Keywords: trapping, manipulation, microbubble, thermocapillary, Marangoni force
INTRODUCTION
Trapping and manipulation of microbubbles have become a very useful tool in various applications such as manipulation of micro-objects [1, 2], fabrication of micro-valves [3, 4], photolithography [5], among others. There are different techniques for generating, trapping, and manipulating microbubbles in liquids using thermal [6–8], acoustic [9, 10], and optical effects [11–13]. Thermal effects have been considered as an unwanted side effect on optical trapping; however, forces of thermal origin are orders of magnitude greater than optical ones, thus offering plenty of opportunities for the manipulation of micro-objects [1, 2]. In fact, generation and 2D trapping of microbubbles using light induced temperature gradient using absorbent thin films deposited on one of the substrates has been demonstrated for several authors [5, 14, 15]. Later, absorption in the bulk and from nano/microparticles suspended on the liquid were used to achieve thermal trapping and manipulation [8, 16, 17]. More recently, Benerjee et al. [18], reported the trapping and 2D manipulation of bubbles due themal bluming and Marangoni effect triggered by light absorption of a focused CW laser on colloidal particles suspended in isopropanol. However, they require rather large optical powers >100 mW; besides, they did neither show steady-state trapping nor stably manipulation. Recently, our research group has demonstrated both the generation and quasi-steady-state trapping and manipulation of single microbubbles in optical fibers using the Marangoni effect [19, 20].
Here, we report the 3D trapping and manipulation of a microbubble through temperature gradients generated by light absorption. Two optical fibers were used: One for bubble generation (OFG) and the other for trapping and manipulation (OFT). In the fiber OFG, light from a Q-switched pulsed laser propagates and gets absorbed at silver nanoparticles, previously photodeposited at the distal end of the fiber optic core, generating the microbubbles. In the second fiber OFT, the light from a low power CW laser is used to trap and manipulate the bubbles by Marangoni force induced by light absorption in ethanol. The generated microbubble on fiber OFG migrates toward the fiber OFT. The equilibrium trapping position around the fiber OFT is determined by the balance between the buoyancy force (FB), drag force (FD), and the Marangoni force, also known as thermocapillary force (FM). To our best knowledge, this is the first time that 3D stable trapping and manipulation of the microbubble in liquids is reported.
EXPERIMENTAL SECTION
A beam from a pulsed second harmonic laser (λ = 532 nm, τp = 5 ns, Spectra-Physics Q-switching Mod. Explorer 532–200-E) is coupled into a multimode optical fiber (OFG, 50/125 µm), using an aspherical lens with a focal distance of 4.5 mm as shown in Figure 1. Previously, AgNPs were immobilized using the photodeposition technique at the distal end of the fiber OFG [21–23]. The optical power loss caused by AgNPs absorption was approximately 2 dB. When light impinges on the AgNPs, they are heated up well beyond the ethanol’s boiling temperature leading to the creation of thermocavitation bubbles [20]. A second laser, continuous wave (CW) laser (λ = 1,550 nm, Thorlabs model SFL1550S, and current controller model CDL1015) with single-mode optical fiber output (OFT, 9/125 µm) was used for trapping and manipulation of the microbubbles generated at fiber OFG. No nanoparticles were photodeposited on fiber OFT; thermal effects were generated by light absorption in the bulk ethanol (ethanol absorption coefficient at λ = 1,550 nm is [image: image] ∼ 5.63 cm−1 or ∼166 µm penetration length [24]). The fibers OFG and OFT were placed in different configurations inside a 3 ml plastic cell. The visualization of the generation, trapping, and manipulation was done through a 5× microscope objective (Newport M-5X), a white LED, and a Motic3 camera (3 Mpx resolution) connected to a CPU.
[image: Figure 1]FIGURE 1 | Experimental set up for generation and trapping of microbubbles. The microbubbles are generated at fiber OFG using a pulsed laser (λ = 532 nm, τp = 5 ns) and trapped at fiber OFT using a CW low power laser (λ = 1550 nm, Power 1–15 mW).
EXPERIMENTAL RESULTS
Figure 2 shows the generation and trapping of a microbubble for different fiber OFT positions (fiber end facing downwards, horizontally, and upwards). The AgNPs strongly absorb light from the laser at 532 nm increasing its temperature. By heat transfer, the surrounding liquid is heated up well beyond its boiling temperature and eventually, evaporates explosively creating a microbubble that is expelled from the fiber end [20]. The longer the pulsed laser is on, the larger the bubble's diameter [20]. In particular, the radius reached by the microbubble was approximately R ∼ 42 µm for all the cases shown in Figure 2. The microbubble ascends through the fluid due to buoyancy, and in minor scale by convective currents, as shown in Figures 2B,E,H. When the bubble leaves the fiber OFG, the CW laser (λ = 1,550 nm) is turned on heating up the liquid along its propagation path generating a temperature gradient attracting the microbubble toward it. This region is located along the propagation axis of the fiber OFT, when the forces (Marangoni, drag, and buoyancy) are in equilibrium (see Figures 2C,F,I) then the microbubble becomes trapped. The separation distance d between the fiber end OFT and the center of the microbubble when the fiber OFT was facing downwards, horizontally, and upwards was: ∼75, ∼100, and ∼350 μm, respectively.
[image: Figure 2]FIGURE 2 | Generation and 3D trapping of a microbubble for different fiber OFT positions: facing downwards 2A, horizontally 2D, and upwards 2G. Bubble release from the fiber OFG: 2B, 2E, and 2H. Bubble trapping 2C, 2F, and 2I. See visualizations 1, 2, and 3 for more details.
The 3D manipulation of a microbubble when the fiber end OFT was facing downwards, horizontally, and upwards can be seen in visualizations 1, 2, and 3, respectively. For each of the cases shown in visualizations, the radius of the microbubble was R ∼ 42 µm. Note that the bubble follows the fiber OFT displacements since the temperature gradient moves along with it. When the fiber OFT is pointing upwards the microbubble is trapped at a greater distance d. Trapping is possible for different microbubble radii, as shown in Figure 3.
[image: Figure 3]FIGURE 3 | Trapping of microbubbles through a temperature gradient induced with a power of 2 mW for different radii R and its corresponding trapping distance d: (A)R ∼ 32 µm and d ∼ 71 μm, (B)R ∼ 42 and d ∼ 76 μm, (C)R ∼ 50 µm and d ∼ 74 µm, and (D)R ∼ 62 µm and d ∼ 78 µm.
Microbubbles of radius R ≥ 130 µm get in contact with the fiber OFT, as one can see in Figures 4A,B. For these large bubbles, trapping becomes unstable and manipulation is not possible. Thus, a good criterion for an upper limit of bubble manipulation is to choose those bubbles whose diameter is comparable with the OFT’s diameter. On the other hand, the lower limit of trapped bubbles size could not determine since bubbles with diameter ≤30 µm are very difficult to create as they growths very fast (≤100 ms) which comparable to the response time of our mechanical shutter. However, with the proper shutter, the laser could be turned on from µs to ms and, thus, obtaining smaller bubbles.
[image: Figure 4]FIGURE 4 | Trapping of microbubbles with a power of 2 mW. Large bubbles touch the optical fiber OFT(A)R ∼ 130 μm, and (B)R ∼ 333 µm. For microbubbles of radius R ≥ 130 µm trapping becomes unstable and manipulation is not possible.
Polystyrene microparticles (diameter ∼ 1 µm) were dispersed in ethanol to be used as tracers to measure the velocity of the convective currents induced by light absorption with a power of 2 mW. Figure 5 shows the tracking of a cluster of microparticles due to the convective currents and the obtained velocity of these currents along the propagation axis. By video analysis, the velocity of the convective currents around of the optical fiber end (z = 120 µm) was found to be ∼0.64 mm/s in the upward direction. For the largest used power in this work (15 mW) and for the same region (z = 120 µm), the speed scales almost linearly ∼7.7 mm/s.
[image: Figure 5]FIGURE 5 | (A–C) Snapshots show that particles move in opposite direction to the beam propagation at a laser power p = 2 mW. White circles indicate the position of a cluster of several polystyrene microparticles. (D) Profile of the convective currents’ velocity as a function of propagation distance z measured from the fiber end. Blue dots correspond to the microparticles' velocity whereas red squares correspond to the convective currents obtained from the Comsol simulation.
DISCUSSION
Experimental results show the trapping and manipulation of microbubbles, previously generated, using optically-induced temperature gradients caused by light absorption in ethanol [20]. Microbubbles are generated in ethanol by thermocavitation, i.e., the explosive phase transition from liquid to vapor around its critical-point (243°C) [25] after light from a pulsed laser is absorbed at AgNPs deposited at the end of an optical fiber. One key characteristic of thermocavitation is that bubbles remain in contact with the interface (in this case fiber end with photodeposited AgNPs) at all times. Upon collapse, the bubble takes a toroidal shape due to a reentrant jet that eventually hits the hot surface and is instantaneously evaporated [25]. This vapor microbubble is expelled from the fiber end with an exponentially decaying velocity as they move away from the fiber. The repetition rate of the laser is 10 kHz, so every 100 µs, a microbubble is expelled from the fiber creating a column of bubbles moving away from the fiber. Since the bubble velocity is continually decreasing, they eventually catch up and coalesce creating a larger continuously growing bubble. Thus, microbubble size, from tens to hundreds of micrometers in diameter, can be precisely generated by controlling the on-time of the laser (or equivalently, the number of pulses) [20]. This continuously growing bubble can be temporally trapped by the same fiber OFG until it reaches a size such that buoyancy force overcomes the Marangoni force and the bubble leaves the trap. This temporarily trapping last only 55 s. In this work, this bubble is released by turning the pulsed laser off after the bubble reached a certain size and later trapped using another optical fiber with no nanoparticles deposited. This time, the trapping laser is a CW low power laser. The microbubble can be steadily trapped and manipulated for up to10 min. In order to achieve this goal, switch on/off synchronization between the lasers is necessary.
In order to understand the trapping mechanism, we analyze the involved forces using COMSOL Multiphysics 5.2 simulations. Light from the CW laser (λ = 1550 nm) is exponentially attenuated ([image: image] ∼ 5.63 cm−1) inside the ethanol, generating a transversal and longitudinal temperature gradient. Without loss of generalization, we will assume that the trapping fiber is pointing downwards so the microbubble will move up toward the trapping fiber by buoyancy force FB. When it is in close proximity to the temperature gradient, it will experience the Marangoni force FM. Due to the temperature gradient, convective currents are also generated within the fluid creating an additional drag force FD. When the microbubble is trapped, an equilibrium between the buoyancy FB, drag FD, and Marangoni FM forces is established. The direction of Marangoni's force is always directed toward the heat source while the buoyancy force and drag force, always points upwards. The equilibrium position is located at a distance d, measured from the tip of the fiber OFT until the bubble geometrical center. Optical forces are not taken into account because their magnitudes are three orders of magnitude smaller than the buoyancy force and six orders of magnitude smaller than the Marangoni force FM [19].
When the light is incident upon the ethanol a portion of it is absorbed by the ethanol, producing a temperature gradient ∇T that heats the ethanol up according to the heat transfer equation (where a steady-state condition is assumed) is given by [26]:
[image: image]
where ρ is the ethanol density, Cp is the heat capacity, u is the fluid's field velocity, k is the thermal conductivity, and Q = αI is the heat source per volume unit with α the absorption coefficient and I the optical intensity of the Gaussian beam. To model the fluid's field velocity, both the heat transfer equation given by Eq. 1 and the Navier-Stokes equations for incompressible fluids, given by Eqs 2 and 3, are solved by finite element method (Comsol Multiphysics).
[image: image]
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where H is the identity matrix, µ is the ethanol viscosity, and F is the volumetric force per volume unit defined as F = g(ρ − ρ0) where g is the gravitational acceleration, ρ is the ethanol density at temperature T, and ρ0 = 789 kg/m3 is the ethanol density at room temperature.
The simulation was carried out assuming a 2D configuration given the geometry of the problem, non-slip boundary condition, and initial room temperature in all boundaries. We use an inhomogeneous mesh been finer in the vicinity of the optical fiber (element size = 1.5 µm) in order to reduce the computing time. We considered a Gaussian laser beam whose spot corresponds to the fiber core radius [image: image], the absorption coefficient of ethanol of[image: image], a cuvette with square geometry of width 1 mm, and height 5 mm. The origin of the coordinate system is set at the optical fiber end. The cuvette used in the experiments is much larger than the cuvette used in the simulation but the results (temperature and liquid's velocity) do not change much (∼2%) respect to real cuvette. We prefer to keep the small container for the sake of computational time.
Figure 1 shows the spatial temperature distribution induced by a 2 mW power laser. As expected, the temperature increases as it travels inside the liquid, reaches a peak, and eventually decreases exponentially according to Beer-Lambert law to room temperature for z ≥ 2 mm. Figure 6B shows the temperature distribution along the propagation distance for different optical powers showing the same general behavior. Note the abrupt rise of the temperature from room temperature until the peak one which occurs at a distance zHT ∼ 75.4 µm independently of the laser power (but determined by the absorption coefficient). Note that the temperature increases linearly with the power from ∼3.4 K for 2 mW to ∼ 26.8 K for the highest power of 15 mW. Figure 6C show the transverse temperature profile at the highest temperature (i.e. zHT = 75.4 µm) with a spatial profile much wider than the Gaussian beam one as consequence of heat diffusion. Finally, Figure 6D shows the velocity of the convective currents generated within the ethanol with an optical power of 2 mW. The convective currents peak velocity is about 0.7 mm/s (around z ∼ 440 µm) in concordance with the measured velocity (seeFigure 7). The associated drag force FD exerted on the bubble is given by:
[image: image]
where [image: image] [24]. For an optical power of 2 mW, the peak drag force is ∼0.1 nN, i.e., an order of magnitude smaller than the buoyancy force. However, when the highest power is used (15 mW), the drag force is comparable to the buoyancy force and cannot longer be neglected.
[image: Figure 6]FIGURE 6 | (A) Temperature distribution on ethanol due to light absorption for a power of 2 mW, (B) longitudinal temperature profile on the propagation axis z for several powers, (C) transverse temperature profile on zTH = 75.4 µm, and (D) convective currents velocity produced by the temperature gradient with an optical power of 2 mW.
As Figure 7A shows, the longitudinal temperature gradient profile obtained from COMSOL Multiphysics is quite steep before ∼75.4 µm and after this point, the gradient is small but sufficiently large as to attract the bubble to the fiber. Note that all temperature gradients change sign at the same distance zHT ∼ 75.4 µm as shown in Figure 8B. The temperature gradient shows great similarity to the optical gradient present in optical traps. In fact, the transversal and longitudinal temperature gradient result in a Marangoni force that traps the bubble in three dimensions, just as in optical trapping.
[image: Figure 7]FIGURE 7 | (A) Longitudinal gradient temperature profile along the propagation axis z and (B) transversal gradient temperature profile obtained at zHT ∼ 75.4 µm, for 2, 5, 10, and 15 mW obtained through simulation in COMSOL Multiphysics.
In the Marangoni force, a tangential stress on the bubble's wall owing to the temperature dependence of the surface tension is exerted; the bubble will move toward the heat source while the liquid flows to the colder regions with a force given by [19, 27]:
[image: image]
where [image: image] is the temperature derivative of the surface tension of the liquid σ (−0.022 Nm−1) [28]. The buoyancy force [image: image] which is given by:
[image: image]
where [image: image] is the density of the liquid (ethanol) [28]. The total force [image: image] experienced by a trapped microbubble used in this study is:
[image: image]
where the ± sign indicates if the fiber is pointing upwards or downwards, respectively. From Figure 7B and Eq. 5, we know that the bubble will be trapped transversally around r = 0, so lets analyze where the equilibrium position along z is located. Figure 7 shows the longitudinal total force. As expected, the Marangoni force is predominantly close to the optical fiber end where the temperature gradient is larger. When the total force FT on the microbubble is equal to zero the microbubble will be trapped. The total longitudinal force for an optical power of 2 mW and microbubbles radius of 32, 42, 50, and 62 µm is zero at z ∼ 77, 73, 70.5, and 68 μm, respectively (see Figure 8) which are very close to those measured (71–78 µm obtained from Figure 3). As the power increases, the contribution of the drag force becomes comparable to the buoyance force and therefore the trapping distance decreases. One possible explanation for the disagreement between theory and experiment, rely on the fact that our simulation did not include the presence of the bubble. In addition, when the microbubble interacts with the beam laser there is an additional temperature profile that appears on the opposite (exit) surface of the microbubble that modifies the net temperature gradient. Since the Rayleigh distance for the trapping beam is ∼41 μm, as the beam diffracts, the additional thermal gradient is stronger for smaller than larger bubbles (as seen in Figure 2). Nevertheless, this simple model explains reasonably well all the experiments reported.
[image: Figure 8]FIGURE 8 | Total longitudinal force using Eq. 7 for microbubble with radii ∼32, ∼42, ∼50, and ∼62 µm. The zero crossing displaces to the smaller distances z as the convective current increases as discussed in the main text.
In our previous work, we reported quasi-steady-state trapping for milliseconds up to 55 s before the bubble become so large that buoyancy dominates over all forces escaping the trap [20]. Here using CW low power laser, we can extend the trapping time depending on the power used. For example, if a microbubble is trapped with a power 1–2 mW, the rate of vapor condensation exceeds that of evaporation and therefore the bubble will shrink over time. For a power of 1 mW, the microbubble decreases at a rate of ∼2.3 and ∼0.96 μm/s for 2 mW. However, if the microbubble is trapped with a power ∼3 mW, it increases its radius overtime at a rate of ∼0.53 μm/s. Therefore, by fine-tuning the optical power it is possible to maintain an approximately constant (∼>1 μm/min) size microbubble. For instance, in this work was possible to trap a microbubble of R ∼ 75 μm for an approximately 10 min with an optical power of approximately 2.7 mW. During this time, the microbubble increased in size by 10%. We believe the trapping time can be further extended if the laser beam is intensity-modulated, for example with a square pulse, in order to achieve a balance of the rates of evaporation and condensation.
CONCLUSIONS
In summary, we show for the first time, stable 3D trapping and the manipulation of microbubbles in absorbing liquids using a low power CW laser (λ = 1,550 nm). Light absorption activates several phenomena (Marangoni effects, convective currents, and buoyancy), each one producing competing forces: the Marangoni FM, drag force FD, and the buoyancy FB forces. The large 3D thermal gradient produced by the low power laser but rather modest temperature increase provides the Marangoni force while the others affect the final trapping position along the propagation distance. A careful balance of vapor condensation and evaporation rate induced by the trapping laser produce stably trapping for up to 10 min using an optical power as low as 2.7 mW. The setup could further simplified if the bubbles are generated by Joule heating as it is commonly done in sonocavitation experiments. This work opens up applications for trapping and 3D manipulation of microbubbles using thermal effects in the same way as optical trapping does. We foresee interesting applications in fields such as microfluidics for flow control, nanoparticle trapping, photolithography, among others.
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This work probes the binding kinetics of COOH-terminus of Clostridium perfringens enterotoxin (c-CPE) and claudin expressing MCF-7 cells using force spectroscopy with optical tweezers. c-CPE is of high biomedical interest due to its ability to specifically bind to claudin with high affinity as well as reversibly disrupt tight junctions whilst maintaining cell viability. We observed single-step rupture events between silica particles functionalized with c-CPE and MCF-7 cells. Extensive calibration of the optical tweezers’ trap stiffness and displacement of the particle from trap center extracted a probable bond rupture force of ≈ 18 pN. The probability of rupture events with c-CPE functionalized silica particles increased by 50% compared to unfunctionalized particles. Additionally, rupture events were not observed when probing cells not expressing claudin with c-CPE coated particles. Overall, this work demonstrates that optical tweezers are invaluable tools to probe ligand-receptor interactions and their potential to study dynamic molecular events in drug-binding scenarios.
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INTRODUCTION

Dynamic force spectroscopy is a technique which measures the distribution of rupture forces between molecular bonds as a function of loading rate (Capitanio and Pavone, 2013). Along with biomembrane force probe, atomic force microscopy and magnetic tweezers, optical tweezers are one of the few known tools that can be implemented to probe the binding strength of molecular bonds such as cell membrane receptors and ligands (Merkel et al., 1999; Neuman and Nagy, 2008). In optical tweezers, a tightly focused laser beam traps and manipulates microscopic particles with nanometer precision. The optically trapped particle can be additionally functionalized by ligands in order to bind them to receptor proteins present on the membrane of living cells. By monitoring the displacement of the particle from the trap center, the rupture force required to dissociate the bond formed between the ligand and their receptor can be obtained and measured.

A family of membrane proteins, claudins, has been a major interest in cancer community. Claudin proteins are considered the most important component of tight junctions (TJs), structures which form a seal between epithelial cells to limit and regulate paracellular transport (Veshnyakova et al., 2010; Alberts et al., 2002). TJs are essential for the formation of the epithelial barrier in order to prevent uncontrolled flux of substances such as bacterial toxins from the gut lumen into the body (Gunzel and Yu, 2013; Van Itallie and Anderson, 2013). Furthermore, they play a crucial role in the regulation of epithelial cell polarity and the delivery of components to their destination within the plasma membrane (Alberts et al., 2002). TJs are made up of several proteins within both of the two interacting adjacent cells, the majority of which are claudins and occludins (Alberts et al., 2002). Claudins cross the plasma membrane four times with two extracellular loops and C- and N-termini oriented toward the cytoplasm (Mitchell and Koval, 2010). Expression and abundance of claudin subtypes vary depending on the cell and tissue. Since specific claudins such as -3 and -4 are upregulated in some types of cancer cells in prostate, breast, pancreatic and ovary, claudin-targeted therapy is currently under investigation for tumor treatment (Mitchell and Koval, 2010; Gao et al., 2011).

As a potential claudin-targeting ligand, Clostridium perfringens enterotoxin (CPE) is a well-known toxin that binds to certain claudins in tight junctions and induces cell death. Understanding of the specific interaction between CPE and receptor claudins could lead to several pharmaceutical applications. A particular interest is the recombinant produced COOH-terminal half of CPE (c-CPE), because it binds to receptor claudins and disrupts tight junctions in a reversible manner, but is not cytotoxic (Gao and McClane, 2011; Shrestha et al., 2016). For example, c-CPE has been shown to sensitize ovarian cancer cells to low dose Taxol, a conventional chemotherapy medication. Fluorescently labeled c-CPE could also be used for tumor imaging (Mitchell and Koval, 2010; Shrestha et al., 2016). Additionally, by inducing TJ disruption, c-CPE enables paracellular transport and thus allows drug delivery beyond physiological barriers (Shrestha et al., 2016). For this reason, it has also been used to transiently open the blood brain barrier and allow diffusion of drugs into non-accessible tissue such as brain parenchyma (Neuhaus et al., 2018). Recently, we have shown that c-CPE functionalized to gold nanoparticles can be used to kill cancer cells upon laser illumination (Becker et al., 2018, 2019).

Although various studies on the interaction of c-CPE to claudins have been conducted in recent years, single molecule binding investigation between this ligand-receptor pair is currently lacking. Insights into the molecular dynamics of the binding event can be obtained using dynamic force spectroscopy methods where increasing force applied to the bond facilitates dissociation (Hinterdorfer and Dufrêne, 2006). Compared to traditional assays, which specify information on dissociation constants based on equilibrium conditions, single molecule studies provide information on the molecular heterogeneity of the complexes formed in real-time, as well as thermodynamic bond parameters such as Gibbs free energy of activation, characteristic length and bond lifetime without force (Stangner et al., 2013).

In this work, we investigate the interaction of claudin and c-CPE by performing force spectroscopy measurements using optical tweezers. In combination with a sensitive back-focal plane interferometric method, we measure the rupture force required to break the claudin and c-CPE bond. Based on the work of Litvinov et al. (2002) and Shergill et al. (2012) we develop a protocol wherein claudin-expressing cells attached to a coverslip are brought into contact with optically trapped particles functionalized with c-CPE and then subsequently retracted. Upon binding, the weak molecular bonds between c-CPE and claudin will exert a force-dependent load on the optically trapped particle until the bond breaks. We describe the calibration process of the trap stiffness and lateral position in order to perform the experiments. Additionally, we detailed the signal processing steps in order to quantify the rupture forces. Overall, this work shows that optical tweezers in combination with back-focal plane detection offer a versatile and precise non-contact method to probe the interaction of ligands with membrane receptors in living cells.



MATERIALS AND METHODS


Experimental Setup

The experimental setup is shown in Figure 1A. The optical tweezers system (OTKB/M, Thorlabs, Newton, NJ, United States) with a back-focal plane detection module (OTKBFM) and a force acquisition (OTKBFM-CAL, Thorlabs, Newton, NJ, United States) were used for the experiments. The trapping laser was a laser diode (BL976-SAG300, Thorlabs) controlled with a laser diode/TEC controller (CLD1015, Thorlabs, Newton, NJ, United States) providing a continuous light emission at wavelength 975.7 nm and a maximum output power of 300 mW. The beam was coupled to a single mode optical fiber (SM980-5.8-125) and the output beam was collimated with a triplet collimator (TC06APC-980, Thorlabs, Newton, NJ, United States) and expanded by lenses (f = −50 mm and f = 150 mm). A shortpass dichroic mirror (DMSP805R, Thorlabs, Newton, NJ, United States) reflected the trapping beam into a high numerical aperture objective (E Plan 100x/1.25 Oil, Nikon) which focused the trapping beam into the sample. A condenser objective (Nikon, E Plan 10x/0.25) collected the light from the sample and along with a biconvex lens (f = 40 mm) projects the condenser’s back focal plane onto the quadrant photodiode (PDQ80A, Thorlabs, Newton, NJ, United States) connected to a quadrant detector reader (TPA101, Thorlabs, Newton, NJ, United States). Two neutral density filters (ND) with OD = 0.6 and OD = 0.1 were used to avoid detector saturation. A data acquisition card (USB6212, National Instruments) converted the analog voltage signals to digital values.


[image: image]

FIGURE 1. (A) Schematic diagram of the optical tweezers setup. Red line indicates the laser beam path starting at the fiber-coupled laser diode (bottom left). Gray line indicates the path of the white LED’s illumination (top). (B) Illustration of c-CPE functionalized streptavidin-coated silica particles used in the experiments (drawing not to scale).


For imaging, a white light LED and the condenser objective were used to illuminate the sample. The trapping objective was also used simultaneously to image the sample. An achromatic doublet lens (f = 200 mm) acted as a tube lens which projected the image onto a CCD camera (Thorlabs, Thorlabs, Newton, NJ, United States). The trapping events were monitored and recorded with the camera software (ThorCam, Thorlabs, Newton, NJ, United States). Power measurements at the sample plane were performed by a power meter (S121C, Standard Photodiode Power Sensor, Thorlabs, Newton, NJ, United States) by measuring the laser before it enters the objective. After subtraction of the losses due to the objective (according to the manufacturer, 25.5% at 975 nm), a maximum optical power of 168.28 ± 2.49 mW at 450 mA and a lasing threshold current of approximately 45 mA were determined.

The sample was placed on a piezo-driven 3-axis sample stage (MAX311D/M, Thorlabs, Newton, NJ, United States) controlled by 3 piezo controller cubes (KPZ101, Thorlabs, Newton, NJ, United States). Position feedback from two strain gauge readers (TSG001, Thorlabs, Newton, NJ, United States) enabled a step size of 5 nm for lateral movements.



Back Focal Plane Interferometry

Back focal plane interferometry was used as the position detection scheme. The quadrant photodiode (QPD) in the setup was placed in a plane that is conjugated to the back focal plane of the condenser, where it detected a light pattern caused by interference between light scattered by the trapped particle and the unscattered light (Pralle et al., 1999; Neuman and Block, 2004). The signals Xvnorm, Yvnorm, and Zv, which correspond to displacements in lateral X- and Y-direction and in the axial Z-direction, respectively, can be calculated from the raw QPD signals.

The displacements Xm, Ym, and Zm, can be acquired by applying conversion factors to Xvnorm, Yvnorm, and Zv (Neuman and Block, 2004; Nicholas et al., 2014). Both position calibration and power spectral density method can be carried out to determine these conversion factors. Since Xvnorm and Yvnorm were normalized by total voltage, their values are given in arbitrary units (A.U.).



Cell Culture

The epithelial-like human breast adenocarcinoma cell line Michigan Cancer Foundation-7 (MCF- 7, DSMZ no. ACC 115), known to express claudin-3, -4, and -7 (Kominsky et al., 2003; Todd et al., 2015) was used as claudin positive cells. For controls, we used a breast cancer cell line, MDA-MB-231 with minimal expression of claudin -3, -4, and -7 (Becker et al., 2018). Between experiments, the cells were kept in an incubator at 37°C with 5% CO2. Cells were cultured in DMEM/F12 (F4815, Biochrom) supplemented with 10% fetal calf serum (S0615, Biochrom) and 1% penicillin/streptomycin (P06-07050, PAN-Biotech). The confluent culture was split every 3 to 6 days. Cells were detached from the culture plate with trypsin/EDTA (PAN-Biotech) for 3 min at 37°C. Trypsin was subsequently deactivated in the solution by adding a double amount of cell culture medium. An aliquot was then transferred into a new tissue culture dish with fresh culture medium. The remaining cells could be used for experiments.



Media Properties

The characteristics of the cell culture medium in which particles are suspended influences the performance of the optical trap. In particular, its density and viscosity need to be determined to enable the calibration. We measured the dynamic viscosity, ηcm and the density, ρcm of the medium specified in section “Cell Culture.” The dynamic viscosity of the cell culture medium was measured with a Rheometer Fluids Spectrometer (RFSII, TA Instruments) at room temperature. Using the software RSI Orchestrator, the shear stress was measured for different shear rates. The dynamic viscosity is the slope of the linear fit given by ηcm = (1.050 ± 0.194) mPa s. Meanwhile the density of the cell culture medium was determined by weighing 1 ml cell culture medium with an analytical balance (M-Pact AX244, Sartorius). Repeating the measurements ten times yielded an average density of ρcm = (1.011 ± 0.006) g/cm3.



Preparation of the C. perfringens Enterotoxin C-Terminal Fragment (c-CPE)

c-CPE was prepared as previously described (Becker et al., 2018). In brief, from the genomic C. perfringens DNA the c-CPE194-319 gene fragment was PCR amplified and cloned into the pet22b expression vector allowing an N-terminal fusion to the Strep II-Tag. E. coli Rosetta pLysSRARE2 transformants expressing the c-CPE Strep Tag-II fusion protein were lysed and the fusion protein was purified using the Strep-Tactin XT Superflow column system (IBA, Göttingen, Germany). After validation, c-CPE was applied at indicated concentration for following experiments. Based on the previously published data (Becker et al., 2018), 5 μg/ml c-CPE was conjugated to Strep-Tactin Chromeo 488 to visualize its binding to MCF7 and MDA-MB-231 cells adhered on a cover slip 2 h after trypsinization.



c-CPE Functionalized Streptavidin-Coated Silica Particles

A schematic diagram of the particle functionalization is shown in Figure 1B. Streptavidin-coated silica particles (PSI-1.0 SA, Kisker Biotech) with diameter of 955.2 ± 179.3 nm were further coated with c-CPE, which binds to streptavidin via Strep-tag II. 250 μg/ml c-CPE were mixed with 41.5 μg/ml suspended particles in Dulbecco’s phosphate-buffered saline (P04-36500, PAN-Biotech) solution and incubated at 4°C overnight. The day of the experiments, the particles were centrifuged at 12500 g for 10 min to remove the unbound c-CPE supernatant and particles were resuspended in fresh cell culture medium.



Sample Preparation

20 μl solution containing trypsinized cells were transferred onto a 0.17 mm thick glass cover slip (24 mm × 60 mm). Sample was incubated for 30 min at 37°C with 5% CO2 to ensure cell attachment to the cover slip surface. Afterward, two pieces of double-sided tape were used to create a small chamber around the sample. Right before the start of the experiment, 10 μl of the particle suspension in cell culture medium (50 μg/ml) were added to the sample. The chamber was closed with a small cover slip (∅ 18 mm) on top.



Visualization of Binding via Immunofluorescence

5 μg/ml c-CPE was mixed with 5 μg/ml Strep-Tactin Chromeo 488 fluorescent dye and incubated at 4 °C overnight to facilitate binding of Strep-Tactin to Strep-tag II. The following day, the mixture was added to trypsinized cells and incubated for 2 h on coverslips at 37°C with 5% CO2. Subsequently, cells were fixed with 4% formaldehyde and stained with nuclear fluorescent dye, Hoechst. As a control, only Strep-Tactin Chromeo 488 without c-CPE was added to the cells. Fluorescence was detected with a inverted microscope (Nikon Eclipse TE2000-E). Chromeo 488 and Hoechst were visualized using light sources with wavelengths, λ = 488 nm and 400 nm, respectively.



RESULTS


Calibration of Optical Tweezers

The rupture force, F was calculated by multiplying the trap stiffness, k and the particle displacement, xm according to Hooke’s law, F = kxm. Therefore, an accurate calibration to determine the trap stiffness and particle displacement is crucial for force measurements. The displacement of the particle from the center of the optical trap was determined by applying a conversion factor, β to the respective QPD signals. One way to determine β is to attach a particle to a coverslip and record the QPD signals while the particle is swept through the trap center using a piezo-controlled positioning stage. The normalized QPD signals, Xvnorm and Yvnorm were recorded and a linear curve can be fitted to the signal for small displacements from the trap center as shown in Figure 2A. The slope of this linear fit is the detector sensitivity or the inverse of the conversion factor, 1/β. Position calibration was averaged over 5 different particles. By fitting a linear curve to the signal, the average conversion factors βx = (3.05 ± 0.37) μm/A.U. and βy = (5.04 ± 0.48) μm/A.U. for P = (168 ± 2.49) mW were obtained. This corresponds to a displacement range of ≈ ± 180 nm in the x-axis and ≈ ± 306 nm in the y-axis. We attributed the differences in conversion factors for the two axes to the asymmetry of the beam shape at the focus. Detectable position range can be expanded by fitting a third-degree polynomial from the signal maximum to the signal minimum (Nicholas et al., 2014). This method enabled displacement measurements of up to ≈±250 nm and ≈±406 nm for x and y-axis, respectively.


[image: image]

FIGURE 2. (A) Typical position calibration for Y-axis of our system. Upper inset shows the linear fit and the lower inset shows the polynomial fit. (B) Power spectral density analysis of 1 μm optically trapped particles at different laser power. Colored solid lines are the theoretical Lorentzian spectrum within the range of 10–5000 Hz overlayed to the experimental data (black lines). Filled and hollow symbols are the included and excluded data for the Lorentzian fitting, respectively. Using power spectral density method, both β and trap stiffness can be directly obtained. (C) Position histogram of the trapped particles at different laser powers. (D) The potential energy in units of kBT shows that at P = 170 mW, the potential is harmonic for displacement range of ±300 nm.




Power Spectral Density Method

Power spectral density method (PSD) was used to measure the trap stiffness of the optical trap by analyzing the frequency content of a trapped particle’s Brownian motion. In this method, both the trap stiffness, k and the signal to displacement conversion factor, β can be determined simultaneously. PSD method is only valid within the linear range of the QPD which limits the maximum displacement that can be measured with the system. A LabVIEW code was used to record the QPD signals for a trapped particle with an acquisition rate of 100 kHz. The Matlab program tweezercalib2.1 (Hansen et al., 2006) was used to fit a Lorentzian curve to the signal’s power spectral density. The one-sided power spectrum of a trapped particle can be described as a Lorentzian function (Berg-Sørensen and Flyvbjerg, 2004),

[image: image]

where kB is the Boltzmann constant, T is the absolute temperature, f is frequency and fc is corner frequency, γ is the particle’s hydrodynamic drag coefficient given by the Stoke’s law:

[image: image]

where η is the medium’s dynamic viscosity and rp is the particle’s radius. Therefore, the medium’s viscosity and the particle radius need to be known. The corner frequency, fc is related to the trap stiffness, k using the following equation,

[image: image]

Tweezercalib2.1 accounts for the frequency dependence of the hydrodynamic drag, hydrodynamic interaction with the coverslip, aliasing effects as well as crosstalk between channels. The program computes the corner frequency, from which the trap stiffness [Equation (3)] and a second parameter Dfit in units of A.U.2/s for both Xvnorm and Yvnorm. This is related to the signal to displacement factor, β given by the following equation,

[image: image]

wherein, D=[image: image] is the diffusion constant in units of m2/s.

Figure 2B shows the comparison of the trapped particle’s power spectral density at powers, P = 44, 87, 170 mW which corresponds to corner frequencies (fc) = 524.5, 1123, and 2318 Hz, respectively. Calculated trap stiffnesses are 31.1, 66.5, and 137.5 pN/μm. All measurements were performed in trapped particles suspended in Milli-Q water using the known values of dynamic viscosity, ηH_2 O = 1.000 mPa s and density ρH_2 O = 0.998 g/cm3. Deviations of the signal from the Lorentzian fit at low frequencies could be due to beam pointing stability and mechanical noise in the system (Berg-Sørensen and Flyvbjerg, 2004). High electronic frequency spikes were observed at 3.06, 16.76, and 33.54 kHz (not shown) that were carried over into the calibration data. These spikes only affect the fitting process when the corner frequency and therefore the trap stiffness is very high (k > 150 pN/μm).



Potential Analysis

Although the displacement of the trapped particle is linear only at a small region where the QPD signal is linear with displacement, it has been shown that the linear range of force is larger. In our case, we validate the range in position at which the trap potential is harmonic, therefore, F = kxm is valid. We obtained the position probability density function (Figure 2C) and calculated the potential energy given by the function: U(x) = −ln(ρ(x)). Fitting a parabola, y = ax2 + b inform us about the range of position where the optical potential is harmonic as shown in Figure 2D. For P = (168 ± 2.49) mW, the potential is harmonic up to at least 10 kBT within the displacement range ±300 nm for y-axis of our system.



Trap Stiffness Measurements

Figure 3A shows the trap stiffness for different optical powers at 10 μm trapping depth. Here, trapping depth is defined as the average height of the trapped particle from the upper surface of the cover slip. Average stiffness values were obtained for 10 different silica particles in cell culture medium using measured values of dynamic viscosity, ηcm = (1.050 ± 0.194) mPa s and density, ρcm = (1.011 ± 0.006) g/cm3, slightly higher than for water. As expected, the trap stiffness has a linear dependence on the optical power. It can be observed that the trap stiffness ky for the Y-axis is larger than the trap stiffness for the X-axis by an approximate factor of 1.4. Maximum average lateral trap stiffnesses measured are kx = (89.81 ± 2.64) pN/μm and ky = (129.28 ± 3.27) pN/μm in cell culture medium. The trapped particle’s lateral position shows a broader distribution in X-axis which confirms the higher trap stiffness in Y-axis (inset Figure 3A). This difference in the trap stiffness in X and Y can be attributed to the combined effects of laser polarization (Madadi et al., 2012) as well as to aberrations leading to ellipticity of the focus. We also calibrated the lateral stiffness as a function of trapping depth, averaged for 5 different trapped particles (Figure 3B). The lateral stiffness is approximately constant for trapping depths between 4 and 16 μm. In order to avoid the huge standard deviation in trap stiffness when trapping at shallow trapping depths due to surface effects, all cell experiments were performed at a trapping depth of 10 μm.
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FIGURE 3. (A) Average trap stiffness of 10 optically trapped 1 μm particles for different laser powers. Inset shows the X-Y position plot of the trapped particle at P = 170 mW. (B) Average trap stiffness as a function of trapped particle height for 5 optically trapped 1 μm particles from the surface of the coverslip at P = 170 mW. Error bars are the ±1 standard deviation of the data. All measurements were performed in cell culture medium.




Evidence of c-CPE Binding to Claudin

The recombinant protein c-CPE, consisting of c-CPE194–319 and Strep-tag II was mixed with the fluorescent dye Strep-Tactin Chromeo 488 as indicated in the methods. Figure 4A shows the fluorescence detected in MCF-7 cells. Same treatment was performed on MDA-MB-231 which is shown in Figure 4B. To check for unspecific binding between the Strep-Tactin Chromeo 488 and the cells, both MCF-7 and MDA-MB-231 were also incubated with Strep-Tactin Chromeo 488 without c-CPE as shown in Figures 4C,D, respectively. Green punctate signals indicate the presence of Chromeo 488, and thus c-CPE, whereas the blue corresponds to the cell nuclei. As green dots are clearly visible in the membrane region of the MCF-7 cells but not of MDA-MB-231 cells, as well as in control samples treated with Strep-Tactin Chromeo 488 only, it can be concluded that c-CPE binds specifically to claudin in the membrane of MCF-7 cells.


[image: image]

FIGURE 4. (A,C) Specific binding of c-CPE Strep-Tactin Chromeo 488 complex (c-CPE+ StrepTactin Chromeo 488) on claudin-3 and -4 expressing MCF-7 cells (green) 2 h after trypsinization. (B,D) No binding of c-CPE on MDA-MB-231 cells were observed. 5 μg/ml c-CPE was conjugated to Strep-Tactin Chromeo 488. Nuclei are stained with Hoechst (blue). Scale bar is 20 μm.




Calculation of Force

In order to calculate the total lateral force, a Matlab code was used to convert the recorded voltage signals from QPD, Xv Yv, to displacements. The conversion factors in both axes, βx,y were obtained from the PSD measurements and Vsum is the total voltage from the QPD. The displacements, Xm and Ym were calculated as follows:

[image: image]

where Xvnorm and Yvnorm are the normalized voltage signals. The forces Fx and Fy, in X and Y direction are given by the expression,

[image: image]

where kx and ky are the trap stiffness in X and Y direction, respectively.

As the cell surface is not necessarily perpendicular to the move direction, the total lateral force, [image: image] takes into account the contribution of forces from both axes. Finally, the magnitude of the lateral force can be obtained using the following relation,

[image: image]

Therefore, the accuracy and precision of the total force depend largely on the displacement and trap stiffness calibration.



Measurement of Ligand Binding Strength

The previously characterized system was used to investigate the binding of c-CPE with claudins. Rupture force experiments consist of two parts, calibration and oscillation. An MCF-7 cell firmly attached to the coverslip was first located and a nearby freely floating particle was trapped at 10 μm trapping depth. The optically trapped particle was then calibrated using sampling rate 100 kHz and sampling time of 6 s. The signal’s power spectral density is automatically displayed after calibration to check for presence of debris or mechanical noise in the system. If the calibration was successful, then force measurements were started. The sample stage and therefore the cell was positioned close to the trapped particle by monitoring the external force on the particle as it was automatically step-wised positioned toward the cell. Upon reaching a force of 5 pN, an automatic oscillation procedure was implemented. The cell stays in contact with the trapped particle for 1.5 s and then retracted with an oscillation amplitude of 5 μm. Since the piezo-driven stage can only be moved in minimum step size of 5 nm, its speed is controlled indirectly via the step size and the time between these steps, 5 ms. All measurements were performed under fixed speed of 1 nm/ms. The movement toward the particle and retraction was repeated for a set number of oscillations, usually 10 for each contact position or until the sequence is terminated manually. Figures 5A,B show exemplary images of the trapping and the corresponding schematic diagram of claudin and c-CPE interaction. When binding between c-CPE and claudin receptor has occurred, upon retraction, the trapped particle is displaced from its equilibrium position. The particle snaps back to the optical trap when the bond dissociates. Figure 5C shows the lateral position distribution of the trapped particle during approach, upon contact and immediately after retraction, including the rupture event. During contact, the position distribution is displaced from the trap center due to the force of the cell membrane on the particle. Directly after retraction, the distribution shifts toward the opposite direction.
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FIGURE 5. Experimental protocol of ligand binding strength measurement. (A) A 1 μm silica particle coated with c-CPE is held in the optical trap. The sample stage is moved to bring an MCF-7 cell into contact with the particle. (B) After 1.5 s, the cell is retracted. (C) Representative lateral position distribution of the trapped particle during approach (far from the cell), upon contact and immediately after retraction. The black circle shows the mean of the position distribution.


A typical force signal is illustrated in Figures 6A–C. In this example, the cell was moved along the stage’s Y-axis toward the c-CPE coated particle. Figures 6A,B shows that shortly before the cell contact, the particle experiences an attractive force toward the cell, depicted by a negative force value. As it approaches the cell, this changes into a strong repulsive force. During particle-cell contact, force on the particle becomes constant. While the cell is being retracted, the force reverts into an attractive force resulting in an overall force profile that appears symmetrical. As the cell surface was not perfectly perpendicular to the Y-axis, the particle was also slightly displaced in the X-direction (Figure 6A). Absolute values for the total lateral force shown in Figure 6C were computed using Equation (7). Noise was suppressed with a 100th degree median filter.
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FIGURE 6. Typical signals for cell-particle contact. The stage oscillates in the direction of the stage’s Y-axis. (A,B) Traces show the corresponding forces in the direction of X and Y direction of the stage. (C) The total lateral force for (A,B) is shown, computed using the eq. (7). Abrupt rupture event (marked red) is observed in the total lateral force with a magnitude of Fr = 19.87 pN under a loading force (l) of l = 10.07 pN/s. Gray traces represent signals that lie outside the linear range.


Figure 7A shows example of rupture events with force magnitudes, Fr = 8.7, 11.4, and 16 pN. Prior to most rupture events, a linear increase in force occurs and a sudden drop in force indicates the dissociation of the c-CPE from claudin. In some cases, the increase in force is nonlinear as seen for 16 pN rupture event. Figure 7B shows the summary of all the rupture forces observed for c-CPE coated and unfunctionalized silica particles. The percentage of rupture events out of total contacts performed using particles with c-CPE is ≈ 2.3% (46 out of 2000 contacts). Whereas rupture events using unfunctionalized particles were ≈ 1% (19 out of 2000 contacts) performed in 100 cells for each condition. The number of rupture events increased by more than two-fold when optically trapped particle functionalized with c-CPE was used to probe MCF-7 cells. In contrast, no rupture events were observed when c-CPE coated particle was used to probe MDA-MB-231 cells (1000 contacts, 50 cells).
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FIGURE 7. (A) Representative time traces of rupture force for varying loading rates. In all binding events observed, a single rupture event occurs which indicates single molecule dissociation between c-CPE and claudin. (B) Number of binding events observed with c-CPE and unfunctionalized silica particles. (C) Force spectra of rupture events as a function of rupture force binned by 5 pN interval. (D) Rupture force as a function of the logarithm of loading rate.


We plotted the probability of rupture events and binned the data by 5 pN interval. Rupture probability is defined as the percentile ratio of the number of rupture forces to the total number of rupture events. Figure 7C shows the distribution of the rupture forces. For c-CPE coated particles, the rupture forces can be fitted with a Gaussian distribution with a maximum at ≈ 18 pN and a much lower peak at 31–35 pN. Although the maximum probability of rupture events occurs for rupture forces 11–20 pN for both c-CPE coated and unfunctionalized silica particles, a higher probability of rupture force (≈ 17%) can be found at 16–20 pN probed with c-CPE coated particles, 3× more than unfunctionalized particles (≈ 4.5%). For each rupture event, the loading rate is determined from the slope of the increasing force just before the rupture event. Figure 7D shows the rupture forces as a function of the loading rate. For the range of forces obtained in our experiment, the rupture force has a linear dependence with the logarithm of the loading rate.



DISCUSSION

Ligand binding assays play a crucial role in developing new therapeutic molecules. The binding affinity of a ligand to its target, such as a receptor in cell membrane, is an important parameter in drug development. Quantitative measurements of binding using techniques such as surface plasmon resonance, calorimetry or ELISA provide information on the dissociation constant and are based on ensemble averaging (Benoit, 2011). Some of these methods measure the binding affinity of purified receptor proteins with various ligands in solution. However, not all receptor proteins can be purified and are stably soluble in solution, and even if purified receptor proteins can be produced, they are removed from their native environment which potentially affects their functionality (Helenius et al., 2008). Optical tweezers are able to probe accessible membrane proteins in their natural biological environment providing a functional understanding of their interaction to their specific ligand.

As demonstrated in this work, optical tweezers measure rupture forces between membrane receptors and their ligands with forces less than 100 pN. The calibration of trap stiffness and the displacement of the trapped particles from their equilibrium position play a crucial role in the accuracy of the rupture forces measured. Power spectral density method provides a relatively straightforward method to perform the calibration. It does not require information regarding the viscosity as well as omits the necessity of performing position calibration. In our work, we performed calibration for the trap stiffness and β for every trapped particle used in the cell contact experiments. This approach reduces the uncertainty on these parameters which enables more accurate rupture force measurements.

Since most of the rupture forces obtained in our experiments are below 40 pN, optical tweezers are sufficient for probing receptor-ligand binding interaction at slow loading rates <100 pN/s. In our system, the maximum rupture force measured within the linear range of the displacement measurement is ≈ 40 pN using position calibration. Displacement range increases by performing third order polynomial fit to the lateral position calibration, wherein the measurable maximum rupture force is ≈ 60 pN. However, additional errors are present in position calibration due to the necessity of manual focusing of the particle and the broad particle size distribution. Additionally, the particle used for position calibration cannot be used for cell contact experiments. Using β, as well as k directly derived from the PSD for every particle minimizes any error due to particle size variability. By direct force calibration method using a position sensitive detector and a high numerical aperture condenser, it is also possible to obtain a ß value which is robust under changes in particle size and refractive index (Farré et al., 2012).

We demonstrate that specific interaction between c-CPE and claudin receptors in MCF-7 cells can be observed by measuring the single molecule binding events using optical tweezers. Despite the thousands of contacts performed, only limited rupture events were observed (≈2.3%), precluding us from obtaining huge number of measurements for statistical purposes. Yet, rupture forces between c-CPE and claudin in MCF-7 cells can be fitted with a Gaussian distribution profile with a mean rupture force of ≈18 pN. Distribution of forces present when c-CPE functionalized silica particles was used to probe claudin in MCF-7 show smaller rupture forces with magnitudes <10 pN as well as higher probability of rupture forces in the range of 16–20 pN not present in non-functionalized silica particles. Both coated and unfunctionalized particles exhibit high probability of rupture forces between 10 and 15 pN which could be interpreted as non-specific binding between the particles and cell membrane. Nonetheless, the force spectra obtained with c-CPE functionalized particles is distinct from non-functionalized particles.

In comparison to other single molecule binding experiments with optical tweezers, rupture forces for c-CPE and claudin were in the same range of values as other receptor-ligand complexes. For example, rupture forces derived for fibronectin-integrin linkages were 13–28 pN at loading rates of 5–100 pN/s (Thoumine et al., 2000). Meanwhile a force spectrum with a most probable rupture force at 19 pN was obtained from cells expressing Notch ligand Delta-like 1 and Notch 1 functionalized optically trapped particles at loading rates of 250 pN/s (Shergill et al., 2012). Hence, for single molecule experiments with optical tweezers, the probable rupture forces for different receptor-ligand complexes occur within the same range of force values.

The rupture force as a function of the logarithm of loading rate depicts the potential energy landscape of the c-CPE to claudin bond. The Bell-Evans model, describes a single barrier potential wherein the rupture force, Fr exponentially increases as a function of the rate of applied force, more commonly known as the loading rate, l, given by the equation,
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where kB is the Boltzmann’s constant, T is the absolute temperature, xβ is the distance between bound and transition state (or the potential width) along the reaction coordinate and [image: image] is the zero-force dissociation constant (Evans and Ritchie, 1997; Merkel et al., 1999). The extrapolated values xβ and [image: image] quantify the energy landscape and the kinetic parameters of the bond complex, respectively.

Using linear regression model, we extracted the values xβ = (0.872 ± 0.34) nm and [image: image] = (0.1455 ± 0.2) s–1 for c-CPE and claudin bond. These values are within the same range derived from dynamic force measurements using optical tweezers measured for other bond complexes (Arya et al., 2005). Dissociation constant at zero-force for c-CPE and claudin 9 measured using bio-layer interferometry method is [image: image] = 1.67 × 10– 4 s–1 (Vecchio and Stroud, 2019). In comparison to our extrapolated [image: image], the value obtained from ensemble- based measurement is three orders of magnitude smaller, implying a higher bond affinity and a much slower dissociation time constant. However, it has been known that dissociation constants at zero force derived among different single molecule studies can vary and can have huge discrepancies to ensemble measurements (Rico et al., 2019). For example, for the well-characterized high affinity streptavidin-biotin bond, the dissociation constants range from [image: image] to 10−6 s– 1 measured by atomic force microscopy (AFM) (Yuan et al., 2000; Taninaka et al., 2010; Rico et al., 2019). On the other hand, ensemble bond lifetime measurements of off-rate can vary between ≈10−4 to 10−6 s– 1 (Deng et al., 2013). Techniques used for ensemble measurements have their own limitations and must be kept in mind when comparing with single-molecule results especially at extremely low [image: image] values (Morfill et al., 2007).

The stochastic nature of single molecule binding typically requires significantly large number of rupture events to accurately model the response of the bond complex to force (Hinterdorfer and Dufrêne, 2006; Johnson and Thomas, 2018). In our experiments, this is quite challenging since not every contact induces binding resulting to bond dissociation. The one barrier model, we have used as well as many others, provides a simplistic approach to quantitatively measure the bond energy profile. Yet, reports have also shown that bond rupture may be more complex and that force applied could introduce other events such as intermediate states during unbinding (Rico et al., 2019), formation of catch bonds (Marshall et al., 2003), distortion of energy pathway (Suzuki and Dudko, 2011) or generation of multiple energy barriers (Merkel et al., 1999; Boye et al., 2013). Since the observed rupture forces have a one-step profile, we interpreted these dissociations as single molecule-rupture events. Future single-molecule experiments would be needed in order to fully elucidate the complex interaction between c-CPE and claudin.
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We tested conclusions reached in previous experiments in which Mesostoma spermatocyte chromosomes moved rapidly to a pole in the absence of microtubules: after 10 μM nocodazole (NOC) depolymerized metaphase spindle microtubules, kinetochores from each of the 3 bivalents detached from the same pole and rapidly moved to the other pole, at speeds averaging 37.7 μm/min. with some as high as 100 μm/min. We concluded that these very fast movements were due to non-microtubule forces arising from a spindle matrix. However, since the chromosomes stretch out before detaching, there is tension in the chromosomes from the stretch. Thus the movements of detached kinetochores conceivably might be due to recoil from the tension, though we argued against this possibility (Fegaras and Forer, 2018a). In this article we test whether recoil causes the movements. We cut bivalents into 2 pieces, using a femtosecond laser, before addition of NOC. When 1 bivalent was severed, all kinetochores moved to one pole in 12/15 cells; when 2 bivalents were severed, all kinetochores moved to one pole in 4/6 cells; and when all 3 bivalents were severed all kinetochores moved to one pole in 3/9 cells. The bivalent “halves” moved rapidly, with average speeds of 47 μm/min, velocities that are not significantly different from those in cells without any laser-cut bivalents (p > 0.05). Since kinetochores move at the same speeds whether they are part of bivalents or not, NOC-induced chromosome movements are not due to recoil from tension along the full-length bivalent, strongly supporting the idea that non-microtubule forces move chromosomes in Mesostoma spermatocytes.
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INTRODUCTION

The present work studies the mechanism by which chromosomes move rapidly in the absence of microtubules in Mesostoma spermatocytes. Before we describe our present experiments we summarize some important features of meiosis-I in Mesostoma spermatocytes.

Mesostoma spermatocytes have three bivalent chromosomes and two sets of univalent chromosomes positioned at either pole, as first described in Husted and Ruebush, 1940 (Figure 1). A precocious pre-anaphase cleavage furrow develops and ingresses slightly during early prometaphase giving the cell its characteristic dumbbell-like shape, then recommences ingression during anaphase at which time it cleaves the cell in the usual manner (Forer and Pickett-Heaps, 2010; Fegaras and Forer, 2018b). The univalent chromosomes are never paired: there are only 3 synaptonemal complexes in pre-division nuclei, corresponding to each of the 3 bivalents (Oakley and Jones, 1982). Throughout prometaphase the three bivalent chromosomes oscillate toward and away from the two poles with excursion distances averaging 4 μm and at speeds averaging 5–6 μm/min (e.g., Ferraro-Gideon et al., 2014). The chromosomes never form a metaphase plate: oscillations continue until anaphase. At anaphase the bivalent oscillations end abruptly and the segregating chromosomes move toward the two poles at speeds of approximately 1 μm/min (Fuge, 1987, 1989; Ferraro-Gideon et al., 2013, 2014). For clarity, we must describe several other unusual behaviors in these cells.
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FIGURE 1. Illustration of a Mesostoma primary spermatocyte. There are two univalent pairs, acrocentrics in blue and metacentrics in yellow. There are three metacentric bivalents, in gray scale. Each bivalent has a tether extending between the telomeres of their free arms. The microtubule spindle is in green, with thick kinetochore microtubules extending from bivalent kinetochores to the two poles. The precocious cleavage furrow is illustrated as slightly ingressed at the midline of the cell.


Elastic tethers that extend between the separating arms of all anaphase chromosomes in a variety of cells also extend between the arms of separating Mesostoma spermatocyte anaphase chromosomes (Forer et al., 2017). Tether elasticity is shown when one cuts an arm: the arm fragment that is produced moves rapidly, telomere toward telomere, to the partner chromosome moving to the other pole. Tethers are elastic early in anaphase, but become inelastic later in anaphase as they elongate (e.g., LaFountain et al., 2002; Forer et al., 2017; Kite and Forer, 2020). In Mesostoma spermatocytes each bivalent has one chiasma and 2 free arms that are associated with each kinetochore, and similar elastic tethers extend between the free arms of the bivalents in prometaphase: when one cuts an arm, the arm fragment that is formed moves rapidly, telomere to telomere, to the free arm of the partner half-bivalent (Forer et al., 2017). This does not happen all the time in Mesostoma, but only about half the time. Absence of arm fragment movement indicates that either the tethers are inelastic at that time, or not present.

The anaphase chromosomes in Mesostoma spermatocytes may be distributed non-randomly to the daughter cells, i.e., male-derived chromosomes to one pole and female-derived chromosomes to the other. The first line of evidence suggesting this derives from detailed study of univalent chromosome movements. In early prometaphase there often are “faulty” distributions of univalents at the two poles but by anaphase there is one of each kind at each pole (Oakley, 1983, 1985). Univalents move between poles in living cells (Oakley, 1985; Forer and Pickett-Heaps, 2010; Ferraro-Gideon et al., 2014). Proper distribution of univalents seems to arise from their movements between the poles because early in prometaphase the univalents often are distributed wrongly (Oakley, 1983, 1985), such as 3 or 4 at one pole and one or none at the other, or two of one kind at one pole and two of the other kind at the other pole. Since the univalents often change poles more times than necessary to achieve the goal of one of each kind at each pole, in particular, “partner” univalents often switch poles after proper distribution has been achieved (Oakley, 1985), Oakley suggested that there is non-random segregation in these cells in that male-derived chromosomes go to one pole and female-derived chromosomes go to the other (Oakley, 1985): the “gratuitous” univalent excursions are due to sorting out male-derived from female-derived univalents. A second line of evidence that segregation may be non-random is that bipolar oriented bivalents frequently reorient (Ferraro-Gideon et al., 2014; Brady and Paliulis, 2015). One kinetochore releases from one pole, moves to the other pole, and then the other kinetochore moves to the vacated pole (Ferraro-Gideon et al., 2014). That is, the reorientations give rise to segregation to poles different from the original orientation. This may be because the bipolar orientation must segregate male-derived from female-derived chromosomes. A third line of evidence, that we now describe, is from experiments that we follow up on in this article, in which all chromosomes consistently move to one pole after addition of nocodazole (NOC) to depolymerize microtubules.

When microtubules are depolymerized in Mesostoma spermatocytes, the bivalents stop mid-oscillation and the sister kinetochores of each half-bivalent move toward their respective poles (Fegaras and Forer, 2018a). This causes the bivalents to stretch, possibly due to non-microtubules associated force production via the spindle matrix and/or actin-myosin. After a few minutes being stretched, all the kinetochores oriented to one pole detach and move rapidly toward the opposite pole, at speeds averaging 38 μm/min and with instantaneous speeds up to 100 μm/min (Fegaras and Forer, 2018a,b). One reason that all kinetochores move to the same pole might be because this is related to non-random segregation, because all male partners segregate to one pole and all females to the other.

The movements to the one pole after NOC treatment occurred in the absence of microtubules; Fegaras and Forer (2018a) argued that movements in the absence of microtubules were due to forces arising from the spindle matrix. But because the chromosomes stretch out and elongate by 25–30% of their original length before detaching, the rapid chromosome movement conceivably may be due to a release in tension along the length of the bivalent. Fegaras and Forer (2018a) argued against this interpretation for various reasons, including that the movements are not linear. We tested this point directly in experiments reported herein. We used a femtosecond laser to cut 1, 2, or 3 bivalents (per cell) into two pieces, two “halves.” After treatment with NOC, “halved” bivalents at one pole moved toward the other pole at the same rapid speeds that non-severed chromosomes move at. Since the movements occur in the absence of microtubules and in the absence of tension along the length of the chromosomes, we suggest that the chromosomes are moved by spindle matrix components such as actin and myosin.

While the focus of our experiments is on the question of what produces force for movement in the absence of microtubules, some of the results extend to the issue of why all kinetochores detach from one pole and move to the other, instead of detaching from poles at random, as they do in other cells (Pickett-Heaps and Spurck, 1982; discussed in Fegaras and Forer, 2018a), and to the issue of how the movements of all the kinetochores are coordinated. Some of our experimental manipulations altered the coordinated movements to one pole and implicated the tethers as being important in that coordination, thereby providing some insight into how the coordinations might occur.



MATERIALS AND METHODS


Living Cell Preparations and Drug Addition

The procedures have been described in detail elsewhere (Fegaras and Forer, 2018a,b). In brief, Mesostoma ehrenbergii were reared in lab (Hoang et al., 2013). Testes were extracted from individual animals using pulled 5, 10, or 15 μL micropipettes (Fisher), and then expelled onto a coverslip into Mesostoma Ringers solution (61 mM NaCl, 2.3 mM KCl, 0.5 mM CaCl2, and 2.3 mM phosphate buffer) that contained 0.2 mg/mL fibrinogen (Calbiochem). Thrombin was added to the fibrinogen to hold the cells in a fibrin clot and the cells in the clot were then immersed in Mesostoma Ringers solution in a perfusion chamber (Forer and Pickett-Heaps, 2005). For drug treatment, cells were perfused with 10 μM nocodazole (NOC, from Sigma) a microtubule depolymerizing agent (Vasquez et al., 1997; Jordan and Wilson, 2004; Poxleitner et al., 2008), in Mesostoma Ringers: NOC from a 1000x concentrated stock in dimethyl sulfoxide (DMSO) was diluted with Mesostoma Ringer’s solution to reach the desired concentration. Cells were viewed with phase-contrast microscopy using a 63x, NA 1.4, Zeiss Plan Apochromatic Lens. We recorded live cells, captured digital images every 2–3 s, and cropped the images and time-stamped them (with data from the recorded file images) using the freeware program IrfanView. Time-lapsed sequences and avi files were made using freeware Virtualdub2, and movement graphs were obtained using our in-house program WinImage (Wong and Forer, 2003), in which the position of each kinetochore was plotted relative to a fixed point at the cell edge. Chromosome movement graphs were generated using the program SlideWrite 7.0. We determined chromosome speeds from computer generated lines-of-best fit to the points on the movement graphs. Movement graphs of kinetochore positions vs time appeared as sawtooth waves. We considered one complete bivalent oscillation as the distance from peak-to-peak or trough-to-trough of the sawtooth waves. We considered the distance along the y-axis between successive trough and peak as the amplitude, representing the distance a kinetochore travels during an oscillation. And we considered the distance along the x-axis between successive troughs or peaks as the period, representing the time a bivalent takes to complete an oscillation. Student’s t-tests were performed when comparing chromosome speeds.



Laser Irradiations

Spermatocytes were observed using phase-contrast microscopy. User-defined positions were irradiated using a 200 fs-pulsed laser (Mai Tai, Newport Co., Irvine, CA, United States) that emitted 740 nm wavelength light. System details can be found in Berns and Greulich, 2007; Harsono et al., 2012; Forer et al., 2017. We recorded digital images every 2 s and performed cuts in three different planes of focus along the Z-axis. Bivalents were cut in two different regions: near the chiasma of the bivalent to create bivalent “halves” or near the telomere of a bivalent arm to disable tethers (Figure 2). Laser irradiations of bivalent chromosomes were performed near the middle of the chromosome, near the region of the chiasma; we refer to the resultant pieces as “halves,” or “halved bivalents” because bivalents are not necessarily cut precisely in half. Sometimes cutting a bivalent required more than one series of cuts. During prometaphase oscillations the two kinetochores on one normal bivalent sometimes move in the same direction (i.e., one moves toward its pole and the other moves away from its pole). Sometimes the two kinetochores move in opposite directions (each toward its own pole). We cut bivalents most often when the bivalent kinetochores moved toward opposite poles because chromosomes are more stretched out then and because kinetochore movements tend to briefly pause for a few seconds once they reach a pole, making the “moving target” more stationary (Ferraro-Gideon et al., 2014). We compared oscillations of “halved” bivalents with those of non-cut bivalents by comparing the saw-tooth waves of movement. We considered “half” bivalent oscillations as normal when they have the same oscillation period and velocities as before laser treatment. We considered “half” bivalent oscillations as irregular when they changed 50% or more in period and/or velocity. In cells treated with both NOC and laser cuts, bivalents were cut up to 15 min before NOC was added.
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FIGURE 2. (A,B) Anatomy of a bivalent and a guide to the two types of laser cuts performed on bivalents. (A) Creating bivalent “halves.” Laser irradiations of bivalent chromosomes were performed near the middle of the chromosome, near the chiasma; we refer to the resultant pieces as “halves,” or “halved bivalents” because bivalents are not necessarily cut precisely in half. Successful severing of the bivalents was determined by observing a region of cytosolic space between the two bivalent “halves.” Either 1, 2, or all 3 bivalents were cut in half within any one given cell, after which NOC was added. (B) Disabling tethers. Tethers extend between the telomeres on the free arms of each bivalent. In order to functionally disable them a portion of the arm near the tip of one bivalent arm was cut off. If the arm fragment moved toward the opposite arm (as shown by the arrows) this indicated the tether was elastic. If the arm fragment did not move this indicated the tether was inelastic. NOC was then added to these cells.




RESULTS


Control Cells and NOC Treated Cells

During prometaphase-I in Mesostoma spermatocytes, the three bivalents continuously oscillate toward and away from either pole. When cells are treated with 10 μM NOC the bivalent chromosomes immediately stop oscillating and each kinetochore moves toward its respective pole as the bivalent stretches out. The chromosomes pause (i.e., remain stretched out) and after a few minutes all three kinetochores at one pole detach and move toward the opposite pole, after which the cleavage furrow moves toward the vacated half spindle (Fegaras and Forer, 2018a,b).



Bivalent Chromosomes “Halved” With a Laser


Effect of Severing Bivalent(s) Prior to Treatment With NOC

We first describe the behavior of the “halved” bivalents, both as aid to explaining the effects after NOC treatment and because of the relevance of their behavior to the possible non-random segregation in these cells.

We successfully cut bivalents in “half” in 30 cells. The resultant “halved” bivalents either moved to the poles and remained stationary there, or oscillated; the kinetochores of the oscillating halved bivalents moved toward and away from the pole they were associated with when they were part of a bivalent. The uncut bivalents continued their usual oscillation patterns after bivalents in the same cells were cut. The relative frequency of moving to the pole or continuing oscillating depended on the numbers of bivalents that were cut; the fewer bivalents that were cut per cell the more likely the “halved” bivalents would continue to oscillate (Table 1). In the cells in which more than one bivalent was cut, all “halved” bivalents acted the same: they either all oscillated or all moved directly to the pole. For all oscillating “half” bivalents, the initial oscillations were normal: they had the same velocities and periods as before being cut and the same as the continuing oscillations in not-cut bivalents. After varying numbers of normal oscillations, the oscillations first became irregular, with altered velocities and or periods, and then they ceased, as the “halved” bivalents became stationary at their poles. One such sequence is illustrated in Figure 3: as seen in the graph (Figure 3B, blue circles), the bottom “half” bivalent oscillated normally between 5 and 7 min, irregularly between 7–12 min, and then resided at the pole until NOC was added. The partner “half,” on the other hand (upper blue circles), oscillated normally from 5 to 14 min, then irregularly from 14 to over 15 min, and then was at the pole until NOC was added (at ∼17 min). It is typical that the partner “halves” do not necessarily follow the same pattern: sister kinetochores of the same bivalent (the two “halves”) generally stop oscillating at different times after the bivalent was cut. The one exception is one cell in which all 3 bivalents were cut: each of the “halves” oscillated irregularly for 3 cycles, and all stopped at their poles the same time (Figure 4).


TABLE 1. Numbers of cells with bivalent “halves” that continue to oscillate or become stationary at their respective poles.
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FIGURE 3. (A–C) After cutting 1 bivalent into two pieces during prometaphase, severed and unsevered bivalents still move after adding NOC to Mesostoma spermatocytes. (A) Image sequence where one bivalent is cut into 2 pieces and then the “halved” bivalent and the two other bivalents detach from the bottom pole after the addition of NOC. Diagrams are included to clarify the laser cut and separation of “half” bivalents. Between (a–e) bivalents oscillate between the two poles, the position of one is indicated by the thin white arrow pointing to the kinetochore at the bottom pole. Two laser cuts were performed in quick succession; the first was not successful. The successful laser cut is shown in (c) a clear space is seen between the two pieces, indicated by the white bracket in (d) and (e). The gap grows larger in (e). The bottom “halved”-bivalent continued to oscillate, but stopped after several oscillations. The image went out of focus when NOC was added (in g). NOC caused the bivalents to stretch out, pause, detach from the bottom pole, then move quickly toward the top pole, as described by Fegaras and Forer, 2018a. The movement of kinetochores from the bottom pole is indicated by arrows pointing to kinetochores. The kinetochores (and attached bivalents or “halved” bivalents) stop moving once they near the top pole. The univalents remain behind in the bottom pole, as indicated by the white arrowhead in (l). The cleavage furrow shifted toward the bottom pole. Time, as in all figures, is shown in mins:secs. (B) Graph of chromosome movement in the same cell, depicting the two kinetochores of an un-cut bivalent (red) and the two kinetochores of the two “half”-bivalents (blue). (C) Close-up of chromosome movement of both the cut and un-cut bivalents in the part of the graph indicated by the hashtag rectangle. Chromosome movement of un-cut bivalents follows the same pattern seen in NOC-only treated cells, which is bivalents stretch, pause, detach, fast speed, slow speed then stop. Bivalents that have been cut in two follow the same pattern, except there is no stretch phase because they are already positioned at their respective poles and there is no countervailing force toward the other pole from the previously-connected partner. The speeds of movement for the two moving kinetochores were determined from the slopes of the lines of best fit.
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FIGURE 4. (A,B) Severed chromosomes are able to move after treatment with NOC when three bivalents are severed. (A) Image sequence of a cell where all 3 bivalents are severed as indicated by the red line. Diagrams are included to clarify the laser cut and separation of “halved” bivalents. In (a–c) the bivalents oscillate between either pole as shown by the thin arrows that point to a kinetochore. (d) is out of focus as the laser cut is performed along several places of focus. In (e–h) the cytosolic space is visible between the two pieces of the cut bivalents as shown by the white brackets. Throughout this time period, the bivalents oscillate irregularly, eventually stopping at their respective poles. The images of each of the frames is at a slightly different plane of focus to illustrate there is still a clear gap between all 3 of the severed bivalents, as also illustrated in the diagram. NOC was added at (i). After the addition of NOC, the bivalents remain paused at both poles as seen in (j) (there is no “stretch” phase). They then detach, move quickly at first, then slowly toward the bottom pole, as shown by the thick white arrow, then stop near the bottom pole. The univalents do not move with the bivalents and remain at the top pole, as indicated by the arrowhead. The cleavage furrow moved toward the top pole. Time is shown in mins:secs. (B) Graph of the movement of four “halved” bivalents that were in the same plane of focus. The other two “halves” are in another plane of focus; their movements were not graphed but that the third bivalent was severed and that the “halves” moved to one pole were verified in the recorded image sequence in (A). The speeds of movement for the severed kinetochores were determined from the lines of best fit.


Bivalent “halves” that first oscillated and then stopped moving remained at the poles, except in 3 cells in which only 1 bivalent was cut. In each of these cells the single “halves” first stopped at the poles and some time later moved across the equator to the opposite pole, which we refer to as “half” bivalent excursions. In all “half” bivalent excursions the kinetochores led the way. All three “half” bivalent excursions had two phases, initial slower movement and later faster movement. In the cell illustrated in Figure 5, for example, the “half” bivalent at the bottom pole finished oscillating (at 8 min on the movement graph, Figure 5B), was stationary at its pole for a short time, then began moving toward the opposite pole between 8 and 11 min, and then moved faster between 12 and 13 min (Figure 5C). For the 3 cells in which there were “half” bivalent excursions, the initial slower speeds averaged 3.3 μm/min. and the faster 7.6 μm/min.


[image: image]

FIGURE 5. (A–C) Prior to addition of drug, severed “half” bivalents sometimes move to the opposite pole, similar to univalent excursions. (A) Video sequence of a cell with accompanying diagrams to clarify movement of the “half” bivalent. The red line indicates the laser irradiation of a single bivalent, with the cytosolic space between the two separated “halves” shown by the white bracket in (c). In (d), the bottom “half” bivalent is oriented with the chiasma (C – green dot and arrow) pointing toward the top pole, and the kinetochore (KT – blue dot and arrow) oriented toward the bottom pole. As the bottom “half” bivalent moves toward the top pole from e to g it rotates so that by (h) the kinetochore orients toward the top pole and the chiasma toward the bottom pole. In (h) the “half” bivalent reaches the top pole next to its partner “half” bivalent. For simplicity, we excluded from the diagram the univalent and the 1 bivalent that is not visible. Times are shown in mins:secs. (B) Movement graph of the excursion by a “half” bivalent in the same cell. The excursion begins at 8 min and reaches the opposite pole at 13 min. (C) Close up of the “half” bivalent excursion. There is a period of slower movement with some pauses (the line of best fit is green) followed by faster movement with no pauses (the line of best fit is orange). The average speeds of movement are taken from the lines of best fit.




Effects of Adding NOC to Cells With “Halved” Bivalents

In cells treated only with NOC (i.e., there was no laser cutting), all bivalents stretched, paused, detached from one pole, moved toward the opposite pole with a fast speed, slowed down as they reached the opposite pole, and stopped moving at the opposite pole [described in detail in Fegaras and Forer, 2018a]. In cells treated with NOC after bivalents were severed, at the same time that non-severed bivalents detached and move to the other pole the “halves” at the pole also detached and moved to the opposite poles, moving at the same time that the non-severed chromosomes moved, and at the same speeds as the non-severed chromosome kinetochores (see Figures 3B, 5B). The major difference in the behavior sequence after severing chromosomes is that the “halved” bivalents did not stretch out as the non-cut bivalents did, presumably because there was no force in the opposite direction otherwise supplied by the attached partner. As seen in Figure 3C, for example, the severed kinetochore (blue circle) is already paused at its respective pole when the not-severed kinetochore (red triangle) is in the stretch phase and both move to the opposite pole at the same time, and with the same speed. That the bivalent and “half”-bivalent movements are at the same speed suggests that the kinetochores move because of external forces, not those from tension in the stretched bivalent. We looked at these data in more detail to test how closely the speeds match.



Speed of Severed Bivalents Is the Same as That of Non-severed Bivalents

The total average speed of movement of “halved” bivalents in all cells with 1, 2, and 3 severed bivalents was not significantly different than the average speed of kinetochores in control cells (Figure 6). Furthermore, the speeds of the “halved” bivalents are very close to the speeds of the non-severed bivalents in the same cells (e.g., Figures 3B, 5B). Since “half” bivalents detached and moved to a pole at the same time and speed as non-severed bivalents in the same cell, and moved at the same speed as in control cells, the tension in the stretched chromosome does not contribute much, if anything, to the forces for movement. The forces for movement rather must arise from external non-microtubule forces. Other parameters of the movements of “halved” bivalents were not statistically different to those of non-cut bivalents, namely the time from NOC addition to detachment and the duration of the movements, regardless of whether 1, 2, or 3 bivalents were cut (Table 2 and Figure 6), so the absence of intact bivalents does not affect these parameters either.


[image: image]

FIGURE 6. Average speeds of chromosomes in Mesostoma spermatocytes with no treatment, NOC-only treatment, and NOC + laser. The data for control cells (“no treatment”) is taken from Ferraro-Gideon et al., 2014. The speed of 10 μM NOC-only cells is an average of the fast speeds, and is updated from Fegaras and Forer, 2018a, to include data taken after that article was published. The data for NOC + laser cells include only cells in which bivalents or “halved” bivalents detached from 1 or 2 poles. The average speed of movement for NOC-treated cells vs NOC + laser treated cells are not significantly different. *represents values that are not significantly different, p > 0.05, as determined using Student’s t-test.



TABLE 2. Timings and speeds of the chromosome responses for the different treatments.

[image: Table 2]
We studied three additional issues, all dealing with coordination between chromosomes so that all detach at the same time, all detach from the same pole, and all move to the opposite pole.



After NOC Treatment, do “Half” Bivalents All Move to the Same Pole, as Bivalents do? the Likelihood of Detachment From Solely 1 Pole Decreases as the Number of Severed Chromosomes Increases

After addition of NOC to cells in which no bivalents were severed, the bivalents usually detached from one pole and the detached kinetochores moved to the other pole: they rarely detached from 2 or 0 poles (Figure 7). When bivalents detached from 0 poles, the bivalents stayed in the middle of the spindle, and no kinetochores moved toward either pole. When bivalents detached from 2 poles, either both kinetochores of each bivalent detached from both poles and all 3 bivalents were positioned in the middle of the cell, or bivalent kinetochores detached from 1 pole and moved to the other pole but different bivalents in the cell detached from different poles (see the diagram in Figure 7). After addition of NOC to cells in which bivalents were cut, the most common response was that “half” bivalents detached from one pole and moved to the other. As more bivalents were cut the likelihood “half” bivalents would detach from 1 pole decreased, and the likelihood they would detach from 2 or 0 poles increased (Figure 7). Thus, when one bivalent is severed, the “half” bivalents act as the bivalents do in control cells, but the coordination in detachments and in movements breaks down as more bivalents per cell are cut in half per cell. While this result may suggest that coordination in movements requires physical connection between “halved” bivalents, the physical connection that is required may be in the tethers that connect the free arms of the bivalent. Tethers physically connect the free chromosome arms and it may be that that physical connection is important for co-ordinating movements: some of the deleterious effects of severing bivalents on coordination between the chromosomes may be due to the laser inadvertently cutting tethers.


[image: image]

FIGURE 7. Cell numbers in which bivalents detach from 1, 2, or 0 poles in 5, 10, and 20 μM NOC-treated cells and 10 μM NOC-treated cells with 1 2 or 3 severed bivalent(s), or in 10 μM NOC-treated cells with disabled elastic or inelastic tethers. Data for NOC-only cells was updated from Fegaras and Forer, 2018a. Numbers in the middle of each bar indicate the actual number of cells in each condition, which is then converted to a percentage of total cells on the y axis. The diagram below the graph illustrates how the bivalents move when they detach from 1 pole, 2 (both) poles or 0 (no) poles. One bivalent (the black one) was cut in half for illustration purposes. Green arrows indicate the direction of movement of the kinetochores.




Tethers May Play a Role in Bivalent Detachment During NOC

Elastic tethers connect the telomeres of all separating anaphase chromosomes in a variety of animal cells: the arm fragment cut from one of the arms moves across the equator to the telomere of the partner chromosome (LaFountain et al., 2002; Forer et al., 2017). As summarized in the Introduction, “tethers” connect separating anaphase chromosomes in a broad range of cells, including Mesostoma spermatocytes, and would seem to be present universally in animal cells (Forer et al., 2017). Anaphase “tethers” are elastic in early anaphase but become inelastic as they elongate. Tethers also extend between the telomeres of the free arms of Mesostoma spermatocyte bivalents during prometaphase: after severing a portion of the free arm, the arm fragment moves to the telomere of the other free arm (Forer et al., 2017). But not all the time, only in an estimated 50% of all cases (Fegaras-Arch, unpublished). Since tethers produce tension between the arms, we thought that tension from tethers might be involved in determining the detachment of the kinetochores, e.g., in co-ordinating kinetochores so that only one kinetochore detaches, and co-ordinating which pole it detaches from. To test the role of tethers we disabled them directly by cutting a section from the tip of a free arm [Figure 2B, Laser experiment]; this disconnects the mechanical connection between the arms and hence to the kinetochore to which it originally was attached. Since tethers cannot be visualized, one needs to cut arms to test if an elastic tether is present (Paliulis and Forer, 2018). If elastic tethers are present, the arm fragment moves to the partner telomere (LaFountain et al., 2002), as illustrated in the cartoon in Figure 2B. In the cell shown in Figure 8A, one of the free bivalent arms at the top pole was severed and the arm fragment moved backwards across the equator toward the telomere of the opposite arm, nearer the bottom pole. In the cell shown in Figure 8B, on the other hand, the arm was severed but the arm fragment did not move backwards, indicating that either a tether was not elastic or it was not present. In our experiments, we severed tethers of one bivalent, added NOC, and asked if bivalent behavior was altered. When we disabled elastic tethers and treated those cells with NOC, bivalent detachment was altered: there was increased frequency of cells in which bivalents either detached from both poles or did not detach from either pole (Figure 7). In comparison, when we severed inelastic tethers, bivalent behavior was normal: in 3/3 cells all bivalents detached from 1 pole and the detached kinetochores moved to the other (Figure 7). This experiment points to elastic tethers having an important role in co-ordinating the movements of bivalent kinetochores so that they all move to the same pole (after treatment with NOC), that tethers must physically connect and put tension on free arms in order for the coordinated after-NOC movements to occur.
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FIGURE 8. (A,B) Disabling elastic tethers connections affects bivalent detachment during the addition of NOC. Times are in min:sec. (A) After disabling an elastic tether, chromosome movement is altered in that after subsequent treatment with NOC, all bivalents detach from both poles. An arm fragment was severed using the laser as indicated by the red line. The arm fragment moves backwards across the cell equator toward the opposite bivalent arm, as indicated by the white arrows. That the arm fragment moves indicates that the tether is elastic; that the arm fragment is disconnected from the arm means the tether has been disabled. After the addition of NOC, all bivalents detach from the bottom pole (e and f) as indicated by the white arrows; subsequently all detach from the top pole (g and h). (B) After disabling an inelastic tether, bivalent detachment is not altered in the presence of NOC. First one bivalent is cut in half using the laser, as indicated by the red line; the cytosolic space between the separating “half” bivalents is shown by the white bracket in (b). Then on the same bivalent, one of the arms in the right half-spindle is cut, indicated by the red line (c). As shown by the white arrow in (c) to (d) the arm fragment does NOT move backwards across the cell equator, indicating the tether was either inelastic, or was not present, or was accidentally severed when the bivalent was severed. After the addition of NOC, chromosomes move with the expected pattern of movement: all bivalents detach from the left pole and move toward the right pole, as indicated by the white arrows in (f–h). There are no chromosomes left behind at the left pole in frame (h).




“Half” Bivalent Oscillations Predict Which Pole Kinetochores Will Detach From

It is a puzzle that after treatment with NOC all bivalents detach from one pole at the same time, and all kinetochores move to the opposite pole. None of the features of cell division in Mesostoma spermatocytes that we have looked at have allowed us to predict which pole the kinetochores will detach from (Fegaras and Forer, 2018a), but detailed analysis of the “half” bivalent movements seem to indicate that there might be differences between the two spindle poles. We compared the behavior of “half” bivalents at the two poles, the pole from which all kinetochores detached after NOC was added vs that at the pole where kinetochores did not detach. The parameters we looked at are listed in Table 3. Two of the parameters indicated which pole that kinetochores would detach from, the “half” bivalent that stopped oscillating first, and the length of time the “half” bivalents oscillated (normal plus irregular oscillations). At the pole from which kinetochores subsequently detached, the “half” bivalent stopped oscillating before the partner “half” bivalent did in 12/15 cells (illustrated graphically in Figure 3B), and the duration of oscillations was shorter than that of the partner “half” bivalent (averaging 3 min:35 s vs 4 min:57 s).


TABLE 3. Comparison of “half” bivalents oscillations at the pole that DID detach, vs. DID NOT detach.

[image: Table 3]


DISCUSSION


Force to Move Chromosomes

A main conclusion from our experiments is that after removal of spindle microtubules with NOC (Fegaras and Forer, 2018a) “halved” bivalents move with the same rapid speeds as normal bivalents in the same cell, Therefore, rapid kinetochore movement in the absence of spindle microtubules is not due to tension in the stretched bivalents and must be due to some spindle component(s) other than microtubules. What could the force producers be?

In the presence of 10 μM NOC, chromosomes in Mesostoma spermatocytes with no severed bivalents stretch and then selectively detach from one pole and move toward the opposite pole at speeds that average 37.7 μm/min. (Figure 6 and Fegaras and Forer, 2018a). Experiments presented here show that this movement is not due to recoil of stretched chromosomes because when bivalents are cut, the “halved” bivalents still detach from one pole and move toward the opposite pole, and they do so at an average speed of 47.0 μm/min. (Figure 6). There does not appear to be a statistically significant difference in the average speeds for cells treated with 10 μM NOC without cutting bivalents vs after cutting 1, 2, or 3 bivalents (p > 0.05). Since the “half” bivalents and the non-cut bivalents move at the same (or very similar) speeds, this indicates that similar forces act on the kinetochores of the moving “halved” bivalents and of the full bivalents, and that the forces do not derive from tension in the stretched bivalents. Nor is the force for these kinetochore movements from microtubules, because immunofluorescence staining shows that NOC treatment removes microtubules from the spindle: most spindle microtubules are depolymerized by the NOC. Any that remain are highly fragmented and not attached to the pole, and none are in contact with the moving chromosomes (Fegaras and Forer, 2018a). Since no microtubules are present, the movement is due to some force different from microtubules.

We suggest that what may be moving the chromosomes is actin and myosin, perhaps as components of the spindle matrix (Johansen et al., 2011). In the spindle matrix model, microtubules play a passive role in chromosome movement, acting as governors rather than force producers (Spurck et al., 1997; Johansen and Johansen, 2007; Pickett-Heaps and Forer, 2009; Johansen et al., 2011). What may instead be providing the force for chromosome movement is actin, myosin, or some other spindle matrix proteins (Fabian and Forer, 2007; Fabian et al., 2007; Forer et al., 2015). We can test this hypothesis by using various enhancers and inhibitors that target actin and myosin in NOC-treated cells. If perturbing these proteins alters chromosome movement, that would support our suggestion that actin and myosin play a role in the chromosome movements that occur after NOC treatment.



Coordination Between Chromosomes: Detachment From One Pole

In NOC treated cells all 3 bivalents detach from one pole, almost always the same pole, and all three kinetochores move rapidly to the other pole (Figure 7). Halved bivalents act the same way: most detach from one pole (Figure 7), always the same pole that the un-cut bivalents detached from (when there were fewer than 3 halved bivalents in the cell). Our data suggest that elastic tethers are important for these coordinations. After severing arms in Mesostoma spermatocytes, the arm fragments sometimes move to their partners, and sometimes they do not (also noted by Ferraro-Gideon, 2013), indicating that sometimes there are elastic tethers between the arms, and sometimes tethers either are not present or are inelastic. In our experiments, in cells in which we disabled an elastic tether, bivalents had an increased frequency of detachment from 2 poles after treatment with NOC (Figures 7, 8A). Severing an arm that did not have an elastic tether, on the other hand, did not alter chromosome detachment from 1 pole after addition of NOC (Figures 6, 8B). We think that tethers produce tension between the two free arms of each bivalent, and that this tension may be involved in co-ordinating chromosome movement to one pole after treatment with NOC. If tethers are involved in this way, this is consistent with the role of tethers found in crane-fly spermatocytes, in which tethers appear to be involved in co-ordinating movements of separating anaphase chromosomes (Sheykhani et al., 2017; Paliulis and Forer, 2018; Forer and Berns, 2020).

Damage to tethers may be the reason that cutting more bivalents per cell results in reduced coordination: as more bivalents are cut the more likely it is that coordination is altered and that halved bivalents do not all go to the same pole (Figure 7). We suggest that this is because the likelihood of accidentally cutting a tether increases as one severs more bivalents because that requires several larger cuts in various focal planes. It is tricky to avoid cutting tethers even when cutting 1 bivalent in “half,” and it is very difficult to avoid cutting tethers when cutting 2 or 3 bivalents, all in several focal planes. Therefore, the decrease in detachment from 1 pole may be due to the fact we accidentally cut elastic tethers while cutting 2 or 3 bivalents in the same cell.

Mesostoma spermatocytes so far are unique in having tethers between chromosome arms prior to anaphase, having been found between the ends of the free arms in prometaphase. In other cells, in early anaphase tethers are elastic; in later anaphase the longer tethers are inelastic (Forer et al., 2017), and in crane-fly spermatocytes, at least, the difference seems to be coordinated with phosphorylation and dephosphorylation events (Kite and Forer, 2020). Tethers in Mesostoma may be similar: it is possible that Mesostoma tethers alternate between phosphorylation states, or perhaps not all tethers are phosphorylated in any one given cell, and that is why sometimes severed arm tips might not move.



Coordination Between Chromosomes: Oscillation of “Halved” Bivalents as Markers for Which Pole the Kinetochores Will Move to After NOC Treatment

“Halved” bivalents usually continued to oscillate for some period of time after the bivalents were cut in two by the laser. In general, partner “halved” bivalents start by oscillating regularly, then they oscillate irregularly, and then they stop at their respective poles (Figures 3B, 4B, 5B), usually at different times: one “halved” bivalent generally stops several oscillations before its partner. When kinetochores subsequently detach from one pole and move to the other, they usually (12/15 cells) move from the pole at which “half” bivalent oscillations stopped first. The detailed timings shown in Table 3 confirm that the duration of both normal and irregular oscillations was significantly shorter at the pole from which kinetochores DID detach. This suggests that some difference in the spindle forces at that pole plays a role in chromosome detachment from that pole. We don’t know, however, whether the difference arises from something inherent in that particular one of the 2 poles, or rather whether there are inherent differences in the 2 “half” bivalents (e.g., male-derived vs female-derived).



Other Issues

That the “half” bivalents continue to oscillate counters the argument by Fuge about the mechanisms of the regular oscillations of bivalents in prometaphase. Fuge (1987) argued that the normally-occurring bivalent oscillations arise from forces from opposite poles transmitted by tension in the chromosomes: the pulling forces from the spindle fibers were countered by tension along the chromosome and that this interplay caused the normal oscillations. Our experiments counter this argument since “halved” bivalents still oscillate, at least for a while. Thus, the forces for the continuing oscillations are not from opposite kinetochores but must arise from something inherent in the forces produced by the spindle.

Why do regular oscillations stop after several cycles of normal and then irregular oscillations begin (Table 3)? While the lack of tension along the length of the “halved” bivalents may eventually stop the oscillations, there may be another contributing factor. Prometaphase bivalents often go through periods where their oscillations shift in phase; graphically these look similar to the irregular oscillations of a severed “half” bivalent (e.g., Figures 6, 7 in Ferraro-Gideon et al., 2014; Figure 7B in Fegaras and Forer, 2018a). Phase shifts may or may not occur in control cells in any given sequence we film, and they can occur multiple times to any one bivalent at anytime throughout prometaphase. It is possible that whatever mechanisms are involved in causing phase shifts, and that take place during a phase shift, are also at work during the period of dampened oscillations in “halved” bivalents.

“Half” bivalents eventually pause at the poles after oscillating. Some of them then move across the spindle to the opposite pole (Figures 5A–C). During “half” bivalent excursions the kinetochore of one “half” bivalent detaches from a pole, swings around toward the opposite pole, and moves toward the opposite pole, in a similar manner to univalent excursions in Mesostoma (Ferraro-Gideon et al., 2013, 2014), and to sex chromosomes in other cell types such as grasshopper spermatocytes (Nicklas, 1961; Ault, 1984, 1986) and crane-fly spermatocytes (Bauer et al., 1961). We do not know what controls these movements. Excursions of univalent chromosomes from pole to pole seem to be needed to obtain proper distributions of the two pairs of univalent chromosomes (Oakley, 1985), so Mesostoma spermatocytes indeed have mechanisms to aid pole-to-pole movements. Though we have no idea what they are, it is not surprising that they act on “halved” bivalents that are at the poles together with the univalent chromosomes. Since anaphase seems to be inhibited until proper distribution of univalents is obtained at the poles, it may be that “halved” bivalents inhabiting a pole may trigger the movement to the opposite pole through whatever mechanism triggers the univalent chromosomes to move. Since improper distribution of univalents seems to inhibit anaphase onset (Oakley, 1985) it may be that the presence of “halved” bivalents at the poles inhibits anaphase. This is speculation on our part, and further testing is needed.



In Summary

One main conclusion from our experiments is that non-microtubule spindle components can move chromosomes in Mesostoma spermatocytes. After microtubules are removed with NOC, all chromosome kinetochores move at rapid speeds (up to 100 μm/min) to the opposite poles. Our experiments have eliminated tension in elongated chromosomes as producing these forces since the same movements occur in “halved” bivalents which do not have bipolar connections. Chromosome movements still occur when 1, 2, or 3 bivalent(s) are severed into “halved” bivalents, and the movements are at very close to the same rapid speeds as in not-cut bivalents. A second conclusion is that elastic tethers may be required to coordinate kinetochore movements. Cutting more than one bivalent per cell alters the coordination by which all kinetochores release from one pole and move to the opposite pole. Because directly disabling one elastic tether in a cell alters the coordinated movements in that cell, we suggest that the altered coordination in moving to one pole when all bivalents are severed is because of collateral damage to tethers when cutting multiple bivalents.



DATA AVAILABILITY STATEMENT

The raw data supporting the conclusions of this article will be made available by the authors, without undue reservation.



AUTHOR CONTRIBUTIONS

EF-A conducted all original experiments, analyzed the data, created the figures and tables, and wrote the manuscript. EF-A, AF, and MB edited manuscript drafts and AF contributed to planning the experiments. The experiments were done in the lab of MB. All authors contributed to the article and approved the submitted version.



FUNDING

This work is supported by grants from the Natural Sciences and Engineering Research Council of Canada (to AF), by a post-graduate fellowship from the Natural Sciences and Engineering Research Council of Canada (to EF-A), and by grants from the Beckman Laser Institute Foundation Inc, Irvine, California (to MB).



REFERENCES

Ault, J. G. (1984). Unipolar orientation stability of the sex univalent in the grasshopper (Melanoplus sanguinipes). Chromosoma 89, 201–205. doi: 10.1007/bf00295000

Ault, J. G. (1986). Stable versus unstable orientations of sex chromosomes in two grasshopper species. Chromosoma 93, 298–304. doi: 10.1007/bf00327587

Bauer, H., Dietz, R., and Robbelen, C. (1961). Die spermatocytenteilungen der tipuliden III. Mitteilung. Das bewegungsverhalten der chromosomen in translokationsheterozygoten von Tipula oleracea. Chromosoma 12, 116–189. doi: 10.1007/bf00328918

Berns, M. W., and Greulich, K. O. (2007). Laser Micromanipulation of Cells and Tissues: Methods in Cell Biology. San Diego, CA: Academic Press.

Brady, M., and Paliulis, L. V. (2015). Chromosome interaction over a distance in meiosis. R. Soc. Open Sci. 2, 1–10.

Fabian, L., and Forer, A. (2007). Possible roles of actin and myosin during anaphase chromosome movements in locust spermatocytes. Protoplasma 231, 201–213. doi: 10.1007/s00709-007-0262-y

Fabian, L., Troscianczuk, J., and Forer, A. (2007). Calyculin A, an enhancer of myosin, speeds up anaphase chromosome movement. BMC Cell Chrom. 6:1. doi: 10.1186/1475-9268-6-1

Fegaras, E., and Forer, A. (2018a). Chromosomes selectively detach at one pole and quickly move towards the opposite pole when kinetochore microtubules are depolymerized in Mesostoma ehrenbergii spermatocytes. Protoplasma 255, 1205–1224. doi: 10.1007/s00709-018-1214-4

Fegaras, E., and Forer, A. (2018b). Precocious cleavage furrows simultaneously move and ingress when kinetochore microtubules are depolymerized in Mesostoma ehrenbergii spermatocytes. Protoplasma 255, 1401–1411. doi: 10.1007/s00709-018-1239-8

Ferraro-Gideon, J. (2013). Rearing Mesostoma ehrenbergii and Studying Chromosome Movements During Meiosis in Their Spermatocytes. Ph. D thesis, New York University, Toronto.

Ferraro-Gideon, J., Hoang, C., and Forer, A. (2013). Mesostoma ehrenbergii spermatocytes–a unique and advantageous cell for studying meiosis. Cell Biol. Int. 37, 892–898. doi: 10.1002/cbin.10130

Ferraro-Gideon, J., Hoang, C., and Forer, A. (2014). Meiosis-I in Mesostoma ehrenbergii spermatocytes includes distance segregation and inter-polar movements of univalents, and vigorous oscillations of bivalents. Protoplasma 251, 127–143. doi: 10.1007/s00709-013-0532-9

Forer, A., and Berns, M. W. (2020). Elastic tethers between separating anaphase chromosomes regulate the Poleward speeds of the attached chromosomes in crane-Fly spermatocytes. Front. Mol. Biosci. 7:161. doi: 10.3389/fmolb.2020.00161

Forer, A., Duquette, M. L., Paliulis, L. V., Fegaras, E., Ono, M., Preece, D., et al. (2017). Elastic ‘tethers’ connect separating anaphase chromosomes in a broad range of animal cells. Eur. J. Cell Biol. 96, 504–514. doi: 10.1016/j.ejcb.2017.07.001

Forer, A., Johansen, K., and Johansen, J. (2015). Movement of chromosomes with severed kinetochore microtubules. Protoplasma 252, 775–781. doi: 10.1007/s00709-014-0752-7

Forer, A., and Pickett-Heaps, J. (2010). Precocious (pre-anaphase) cleavage furrows in Mesostoma spermatocytes. Eur. J. Cell Biol. 89, 607–618. doi: 10.1016/j.ejcb.2010.03.001

Forer, A., and Pickett-Heaps, J. D. (2005). Fibrin clots keep non-adhering living cells in place on glass for perfusion or fixation. Cell Biol. Int. 29, 721–730. doi: 10.1016/j.cellbi.2005.04.010

Fuge, H. (1987). Oscillatory movements of bipolar-oriented bivalent kinetochores and spindle forces in male meiosis of Mesostoma ehrenbergii. Eur. J. Cell Biol. 44, 294–298.

Fuge, H. (1989). Rapid kinetochore movements in Mesostoma ehrenbergii spermatocytes: action of antagonistic spindle fibres. Cell Motil. Cytosk. 13, 212–220. doi: 10.1002/cm.970130308

Harsono, M. S., Zhu, Q., Shi, L. Z., Duquette, M., and Berns, M. W. (2012). Development of a dual joystick-controlled laser trapping and cutting system for optical micromanipulation of chromosomes inside living cells. J. Biophoton. 6, 197–204. doi: 10.1002/jbio.201200019

Hoang, C., Ferraro-Gideon, J., Gauthier, K., and Forer, A. (2013). Methods for rearing Mesostoma ehrenbergii in the laboratory for cell biology experiments, including identification of factors that influence production of different egg types. Cell Biol. Int. 37, 1089–1105. doi: 10.1002/cbin.10129

Husted, L., and Ruebush, T. K. (1940). A comparative cytological and morphological study of Mesostoma ehrenbergii and Mesostoma ehrenbergii wardii. J. Morph. 67, 387–410. doi: 10.1002/jmor.1050670302

Johansen, K. M., Forer, A., Yao, C., Girton, J., and Johansen, J. (2011). Do nuclear envelope and intranuclear proteins reorganize during mitosis to form an elastic hydrogel-like spindle matrix? Chromosome Res. 19, 345–365. doi: 10.1007/s10577-011-9187-6

Johansen, K. M., and Johansen, J. (2007). Cell and molecular biology of the spindle matrix. Int. Rev. Cytol. 263, 155–210. doi: 10.1016/s0074-7696(07)63004-6

Jordan, M. A., and Wilson, L. (2004). Microtubules as a target for anticancer drugs. Nat. Rev. Cancer 4, 253–265. doi: 10.1038/nrc1317

Kite, E., and Forer, A. (2020). The role of phosphorylation in the elasticity of the tethers that connect telomere of separating anaphase chromosomes. Nucleus 11, 19–31. doi: 10.1080/19491034.2019.1710329

LaFountain, J. R., Cole, R. W., and Rieder, C. L. (2002). Partner telomeres during anaphase in crane-fly spermatocytes are connected by an elastic tether that exerts a backward force and resists poleward motion. J. Cell Sci. 115(Pt 7), 1541–1549.

Nicklas, B. R. (1961). Recurrent pole-to-pole movements of the sec chromosomes during prometaphase I in Melanoplus differentialis spermatocytes. Chromosoma 12, 97–115. doi: 10.1007/bf00328917

Oakley, H. A. (1983). “Male meiosis in Mesostoma ehrenbergii ehrenbergii,” in Kew Chromosome Conference II, Proceedings of the Second Chromosome Conference, eds P. E. Brandham and M. B. Bennett (London: George Allen and Unwin), 195–199.

Oakley, H. A. (1985). Meiosis in Mesostoma ehrenbergii ehrenbergii (Turbellaria,Rhabdocoela). III. Univalent chromosome segregation during the first meiotic division in spermatocytes. Chromosoma 91, 95–100. doi: 10.1007/bf00294051

Oakley, H. A., and Jones, G. H. (1982). Meiosis in Mesostoma ehrenbergii ehrenbergii (Turbellaria, Rhabdocoela). I. chromosome pairing, synaptonemal complexes and chiasma localization in spermatogenesis. Chromosoma 85, 311–322. doi: 10.1007/bf00330355

Paliulis, L. V., and Forer, A. (2018). A review of “tethers”: elastic connections between separating partner chromosomes in anaphase. Protoplasma 255, 733–740. doi: 10.1007/s00709-017-1201-1

Pickett-Heaps, J., and Forer, A. (2009). Mitosis: spindle evolution and the matrix model. Protoplasma 235, 91–99. doi: 10.1007/s00709-009-0030-2

Pickett-Heaps, J. D., and Spurck, T. P. (1982). Studies on kinetochore function in mitosis. I. The effects of colchicine and cytochalasin on mitosis in the diatom Hantzschia amphioxys. Eur. J. Cell Biol. 28, 77–82.

Poxleitner, M. K., Dawson, S. C., and Cande, W. Z. (2008). Cell cycle synchrony in Giardia intestinalis cultures achieved by using nocodazole and aphidicolin. Eukayot Cell 7, 559–574.

Sheykhani, R., Berns, M. W., and Forer, A. (2017). Elastic tethers between separating anaphase chromosomes coordinate chromosome movements to the two poles. Cytoskeleton 74, 91–103. doi: 10.1002/cm.21347

Spurck, T., Forer, A., and Pickett-Heaps, J. (1997). Ultraviolet microbeam irradiations of epithelial and spermatocyte spindles suggest that forces act on the kinetochore fibre and are not generate by its disassembly. Cell Motil. Cytosk. 36, 136–148. doi: 10.1002/(sici)1097-0169(1997)36:2<136::aid-cm4>3.0.co;2-7

Vasquez, R., Howell, B., Yvon, A. C., Wadsworth, P., and Cassimeris, L. (1997). Nanomolar concentrations of nocodazole alter microtubule dynamic instability in vivo and in vitro. Mol. Biol. Cell 8, 973–985. doi: 10.1091/mbc.8.6.973

Wong, R., and Forer, A. (2003). “Signalling” between chromosomes in crane-fly spermatocytes studies using ultraviolet microbeam irradiation. Chromosome Res. 11, 771–786. doi: 10.1023/b:chro.0000005753.97458.20

Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2020 Fegaras-Arch, Berns and Forer. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.

		ORIGINAL RESEARCH
published: 27 November 2020
doi: 10.3389/fphy.2020.600971


[image: image2]
Analyzing Branch‐specific Dendritic Spikes Using an Ultrafast Laser Scalpel
Michael L. Castañares1, Hans-A. Bachor2 and Vincent R. Daria1,2*
1John Curtin School of Medical Research, Australian National University, Canberra, ACT, Australia
2Research School of Physics, Australian National University, Canberra, ACT, Australia
Edited by:
Michael W. Berns, University of California, Irvine, United States
Reviewed by:
Chengbiao Wu, California College San Diego, United States
Nicole M. Wakida, University of California, Irvine, United States
* Correspondence: Vincent R. Daria, vincent.daria@anu.edu.au
Specialty section: This article was submitted to Optics and Photonics, a section of the journal Frontiers in Physics
Received: 31 August 2020
Accepted: 27 October 2020
Published: 27 November 2020
Citation: Castañares ML, Bachor H-A and Daria VR (2020) Analyzing Branch‐specific Dendritic Spikes Using an Ultrafast Laser Scalpel. Front. Phys. 8:600971. doi: 10.3389/fphy.2020.600971

Dendritic spikes facilitate neuronal computation and they have been reported to occur in various regions of the dendritic tree of cortical neurons. Spikes that occur only on a select few branches are particularly difficult to analyze especially in complex and intertwined dendritic arborizations where highly localized application of pharmacological blocking agents is not feasible. Here, we present a technique based on highly targeted dendrotomy to tease out and study dendritic spikes that occur in oblique branches of cortical layer five pyramidal neurons. We first analyze the effect of cutting dendrites in silico and then confirmed in vitro using an ultrafast laser scalpel. A dendritic spike evoked in an oblique branch manifests at the soma as an increase in the afterdepolarization (ADP). The spikes are branch-specific since not all but only a few oblique dendrites are observed to evoke spikes. Both our model and experiments show that cutting certain oblique branches, where dendritic spikes are evoked, curtailed the increase in the ADP. On the other hand, cutting neighboring oblique branches that do not evoke spikes maintained the ADP. Our results show that highly targeted dendrotomy can facilitate causal analysis of how branch-specific dendritic spikes influence neuronal output.
Keywords: laser scissors, dendritic spike, pyramidal neuron, dendrites, two-photon imaging, compartmental modeling
INTRODUCTION
Dendrites perform computation with the aid of dendritic spikes (D-spikes) [1–3]. A D-spike is characterized by a nonlinear intensification of the membrane potential caused by regenerative activation of voltage-gated ion-channels. The broad temporal profiles of D-spikes (>20 ms) enable neurons to boost their firing probability with coincident synaptic inputs occurring within a broad time window [4, 5]. Hence, coincidence detection with the aid of D-spikes presents an important computing mechanism in pyramidal neurons [6, 7]. In vitro studies have shown that D-spikes occur in cortical pyramidal neurons [8–10] as well as hippocampal neurons [11–14] and their role in single neuron computation impacts information processing in neuronal circuits collectively.
D-spikes have been observed in several locations in the dendritic tree of cortical pyramidal neurons. In layer five pyramidal neurons (L5PNs), D-spikes mediated by voltage-gated calcium channels (VGCCs) have been reported to occur at the nexus of the apical tuft dendrites, which causes a global depolarization of the main apical trunk and apical branches [10, 15, 16]. Moreover, N-Methyl-D-Aspartate (NMDA) spikes have been reported to occur at the apical tuft [17] and basal dendrites [18, 19] of pyramidal neurons.
We have recently reported that D-spikes also occur in apical oblique dendrites of L5PNs [20, 21]. D-spikes in apical oblique branches are triggered by a low-frequency (f ≥ 60 Hz) train of action potentials (APs), which we initially investigated using a multi-compartment model of a L5PN and confirmed experimentally via functional calcium imaging [21]. As APs back-propagate to the dendritic tree, they activate VGCCs at the dendrite to generate a spike. We have numerically characterized the D-spike in oblique branches as a fast sodium spike followed by a broad depolarization due to regenerative activation high-voltage activated calcium channels [20].
D-spikes can be investigated by pharmacologically blocking certain channels along specific regions of the dendritic tree [17,22,23]. However, targeted and highly-localized drug delivery is challenging to perform especially on thin and complex dendritic morphologies such as the apical oblique branches of L5PNs. Neighboring dendrites could be unnecessarily applied with drugs and therefore not viable for analyzing D-spikes that occur only in a few among many intertwined dendrites.
An alternative way to investigate D-spikes is by dendrotomy. Bekkers and Häusser [24] used a pair of micropipettes to pinch the main apical trunk and to study its active and passive properties. Although their work did not focus on D-spikes evoked in particular dendritic domains, their findings show that dendrotomy of the apical trunk of L5PNs reduced the overall excitability and the afterdepolarization (ADP) at the soma. While the ADP comes from multiple sources across the dendritic tree [25], it has been primarily associated with the recruitment of D-spikes in specific regions such as the nexus of the apical tuft [15,16] and oblique branches of L5PNs [21]. However, unlike the wide reach of a D-spike at the nexus that extends throughout the tuft, investigating spikes in select oblique branches requires identifying the specificity of spike generation. Which among the oblique dendrites are most likely to produce a spike? To answer this question, we need a tool that allows us to tease out the influence of certain branches to the overall neuronal function.
Here, we aim to use dendrotomy to investigate branch-specific D-spikes in apical oblique dendrites of L5PNs. To aid our analysis, we numerically simulated the process and implemented dendrotomy in vitro using L5PNs in acute brain slices. While the technique used by Bekkers and Häusser [24] has been effective for dendrotomy of thick dendrites (e.g., apical trunk), using micropipettes to pinch thin obliques without affecting its neighboring dendrites can be very challenging. Hence, we adopted a highly-targeted optical ablation approach using a tightly-focused ultrafast laser scalpel [26]. We evoked D-spikes in apical oblique dendrites [21] and observed the changes in the ADP profile following dendrotomy. Since dendrotomy via an ultrafast laser scalpel is an irreversible process, it would take a large number of experiments to draw neuro-physiological conclusions as to the extent of specificity of spike generation among oblique branches. Nonetheless, our results provide the groundwork for using a laser scalpel to tease out the computing mechanisms of certain branches among complex dendritic arborizations in cortical pyramidal neurons.
MULTI-COMPARTMENTAL MODEL
We implemented our numerical experiments via NEURON and Python [27] using a multi-compartmental model of an L5PN shown in Figure 1A [28]. The procedure for numerical experiments is described in the Supplementary Methods 1. We slightly modified the L5PN model to shape the neuron’s response closer to our empirical data [21]. Our experiments show that oblique branches of L5PNs are less excitable compared to the model. Hence, we incorporated potassium (K+) ion-channels (fast-activating (KT) and persistent-activating (KPST) K+ channels) to regulate dendritic excitability and control the extent of backpropagating APs, as previously implemented in models [29–31], and experiments involving L5PNs [31,32] and hippocampal neurons [13,22]. Detailed description of the modified model is described in Supplementary Methods 2.
[image: Figure 1]FIGURE 1 | Dendritic spikes generated from the L5PN multi‐compartment should be in one line (move the compartment to the above line) model. (A) The morphology of the L5PN used in the model. The membrane potential at (B) the nexus of the apical tuft and (C) the soma during a four-AP train with frequency f = 100 Hz. The membrane potential at the oblique dendrites (D) O#3; and (E) O#1, and at the (F) soma during a two-AP train with f = 70 Hz.
To generate D-spikes, we injected brief current pulses (Amplitude 3–4 nA, Pulse-width 2 ms) at the soma to elicit a train of APs. The frequency of the train of two or four APs ranges from 20 ≤ f ≤ 120 Hz. When the APs back-propagate to the dendrites, they can initiate D-spikes at certain areas of the dendritic tree. For example, a train of four action potentials (four-AP train) with f = 100 Hz can initiate a D-spike at the nexus of the apical tuft dendrites [15]. Figure 1B shows the trace of the membrane potential, Vm, at the nexus of the apical tuft during a four-AP train while Figure 1C shows the Vm at the soma. On the other hand, a two-AP train elicits a D-spike at certain oblique branches as shown in Figure 1D and corresponding somatic Vm recording shown in Figure 1F. When a D-spike is generated, the broad temporal depolarization of the spike manifests at the soma as an ADP that follows after the last AP of the train. Somatic Vm recordings in Figures 1C,F show traces with a slight bump following the last AP. While there are multiple sources of the ADP, a larger ADP is observed when the AP train evokes a D-spike in one or multiple dendrites. Note that not all oblique branches evoke a D-spike during a two-AP train. Other dendrites, such as the proximal oblique O#1, do not evoke a D-spike as observed by the absence of a temporally broad depolarization (Figure 1E). In this particular L5PN model, branch-specific D-spikes are evoked only at two oblique dendrites: O#3 (Figure 1D) and O#5 (data not shown) [21].
The minimum frequency of the AP train required to generate the D-spike is referred to as the critical frequency, fc [15]. The fc is derived by plotting the neuron’s response (dendritic or somatic ADP recording) as a function of frequency. The frequency response is fitted with a Sigmoid function and fc is the inflection point where the step increase in the neuron’s response occurs. Electrophysiological recording at the dendrite where the spike occurs provides for an accurate characterization of D-spikes but could be challenging especially when the dendrite is thinner than the tip of the electrode. Optical recording via calcium or voltage indicators can also be used to record dendritic activity [33]. However, both optical and electrophysiological approaches to record dendritic activity become ineffective after dendrites are severed from the neuron. Hence, for this work, we use electrophysiological recording at the soma to characterize D-spikes based on the changes in the ADP profile before and after dendrotomy. Note, however, that the ADP is a net depolarization from multiple sources in the neuron’s dendritic tree [25] and is therefore ambiguous to use it solely to identify branches where D-spikes occur. Nonetheless, we have prior work that shows calcium responses recorded from oblique branches showing D-spikes from these dendrites are correlated with ADP profiles at the soma [21].
We measured the ADP from the somatic recordings to extract the critical frequencies of the dendritic spikes. Figures 2A,B are voltage traces taken from the soma of the L5PN model during two-AP and four-AP trains, respectively, with the traces aligned to the peak of the last AP (t = 0). The average ADP is calculated as [image: image], where Δt = 5 ms is the time-window used for averaging the ADP from to= 10 ms (for two-AP train) and to = 20 ms (for four-AP train). Figure 2C shows frequency responses of the [image: image]. The plots are fitted with a Sigmoid function ([image: image], to obtain critical frequencies, fc = 50 Hz and fc = 90 Hz, following two-AP and four-AP train stimulation, respectively. The fitting parameters, A (mV) and β (Hz−1), refer to the amplitude and slope of the Sigmoid function, which can be used to evaluate the non linearity of the frequency response.
[image: Figure 2]FIGURE 2 | After depolarization associated with D-spikes. The somatic membrane potential aligned to the last AP, following (A) two-AP, and (B) four-AP trains with frequencies from 20 ≤ f ≤ 120 Hz. (C) The frequency response of the average ADP, 〈[image: image]〉, taken over Δt during two-AP (blue squares) and four-AP trains (red circles).
OBLIQUE BRANCH SPIKE IN L5PNS IN VITRO
We prepared 300-μm-thick brain slices from Wistar male rats (P26–P34 days old). Prior to slicing, the rats were sedated by inhalation of 2–4% isoflurane with oxygen (with flow of 3 L/min) and decapitated according to the protocol approved by the Animal Experimentation Ethics Committee of the Australian National University (Ethics Protocol ID: A2018/35). Somatosensory cortical brain slices were prepared using a vibratome and perfused with oxygenated (95% O2/5% CO2) extracellular solution containing (in mM): 125 NaCl, 25 NaHCO3, 25 glucose, 3 KCl, 1.25 NaH2PO4, 2 CaCl2, 1 MgCl2, pH 7.4. Whole-cell patch-clamp recordings were made with 4–6 MΩ pipettes filled with an intracellular solution containing (in mM): 115 K-gluconate, 20 KCl, 10 HEPES, 10 phosphocreatine, 4.0 ATP-Mg, 0.3 GTP, and 0.13 Alexa Fluor 488 dye (Sigma Aldrich) [33].
For patch-clamp recordings and rendering of the neuron’s dendritic tree, the tissue sample was transferred to our custom-built two-photon (2P) microscope shown in Figure 3A [26, 34]. The microscope uses a near-infrared femtosecond laser (Chameleon, Coherent Scientific) and galvanometer scanning mirrors to render a three-dimensional (3D) image of the patched neuron. The microscope is built from a standard differential interference contrast microscope (Olympus BX50) and modified to incorporate a two-photon and holographic projection function [34]. While the microscope has other modalities (e.g., holographic projection), this work only used the mechanical two-dimensional (2D) beam scanners for imaging and positioning the laser focus onto a dendrite. Figure 3B shows a representative image of a L5PN loaded with Alexa Fluor 488.
[image: Figure 3]FIGURE 3 | Experimental setup and electrophysiological recordings: (A) Schematic of our custom-built two-photon microscope used for laser dendrotomy. Different modalities are merged using a polarizing beam splitter (PBS), while the emitted fluorescence is acquired via a photomultiplier tube (PMT). (B) A flattened image stack of an L5PN intracellularly loaded with Alexa Fluor 488 dye. (C) The membrane potential recorded from the soma following a two-AP train with frequencies from 40 to 150 Hz aligned to the second AP (D) The frequency response of the [image: image] from the recordings in (C). Scale bar in (B) is 50 μm.
After mapping the 3D morphology of the entire neuron, we used the same protocol as our model to determine the critical frequencies from the changes in the ADP profile. We injected two pulse trains (Amplitude of 3–4 nA, Pulse-width of 2 ms) to produce a two-AP train with frequencies ranging from 4 < f < 150 Hz and the somatic recording is shown in Figure 3C. We took the [image: image] over Δt and the frequency response of the [image: image] shows a non linear step increase at the critical frequency (Figure 3D). We fitted a Sigmoid function on the frequency response of the [image: image] and identified L5PNs that exhibited D-spikes.
DENDROTOMY OF OBLIQUE BRANCHES
Model
To perform dendrotomy in silico, dendritic segments were disconnected from the model. We analyzed the temporal profiles of the membrane potentials at the soma during two-AP trains and investigated the changes in the ADP before and after cutting certain oblique branches. If the increase in the ADP is associated with the generation of a D-spike in a particular oblique branch, we hypothesize that removing that branch alters the ADP profile. On the other hand, removal of an oblique branch that do not support a D-spike, maintains the ADP profile as well as the frequency response of the [image: image].
Our numerical experiments show that dendrotomy of certain oblique branches variably affected the ADP and confirming our hypothesis. Cutting a branch that evokes a D-spike (e.g., O#3, Figure 4A) altered the ADP profile. Figure 4B shows traces of the somatic Vm at various frequencies of the two-AP train (aligned with the second AP) for an intact dendritic tree. The frequency response of the [image: image] is fitted with a sigmoid function and shows a non linear step increase occurring at fc = 50 Hz (Figure 4C). The fitting parameters of the sigmoid function resulted in an amplitude, A = 13 ± 1 mV and slope, β = 0.22 ± 0.09 Hz−1. Cutting of O#3 altered the ADP profile (Figure 4D) and consequently the frequency response of the [image: image] (Figure 4E). The increase in the [image: image] at frequencies less than 40 Hz is potentially due its extended branch morphology, which sets the branch to act as strong sink during back-propagation of an AP. The removal of O#3 potentially increased the efficacy of AP invasion to other apical dendrites resulting to a larger somatic depolarization. At frequencies greater than 40 Hz, the [image: image] follows a trend that can be fitted with a sigmoid function with A = 8 ± 1 mV and β = 0.10 ± 0.03 Hz−1. The changes in the fitting parameters before (Pre) and after (Post) dendrotomy of O#3 are quantified in Figure 4F, which shows a significant decrease in A and β. The error bars represent the uncertainty of the fit.
[image: Figure 4]FIGURE 4 | Numerical dendrotomy of oblique branches: (A) A magnified view of the L5PN model following dendrotomy of oblique branches O#3 or O#1 (red). (B) Somatic traces during a two-AP train, and (C) corresponding frequency response of the [image: image] before dendrotomy. (D) Somatic traces after cutting O#3 and (E) corresponding frequency response of the [image: image]. (F) Quantification of the changes in fitting parameters, amplitude (A) and slope (β), of the Sigmoid function before (Pre) and after (Post) dendrotomy. Cutting oblique branch O#1 and corresponding (G) somatic traces during a two-AP train, and (H) the frequency response of the [image: image](I) Changes in A and β after cutting O#1. The error bars show uncertainty of the Sigmoid fit.
On the other hand, cutting branch O#1 (see Figure 4A) did not change the ADP profile (compare Figures 4G,B) as well as the frequency response of the [image: image] (compare Figures 4H,C). Note that O#1 did not display a D-spike even at higher frequencies of the two-AP train (Figure 1E). Likewise, the changes in the fitting parameters before and after dendrotomy of O#1 are quantified in Figure 4I, which shows a slight increase in the amplitude (A = 14 ± 1 mV) while the slope is slightly reduced (β = 0.16 ± 0.04 Hz−1). Differences in neuronal responses when cutting O#1 and O#3 confirm branch-specific properties of certain oblique dendrites.
Experiment
We performed targeted dendrotomy using our-custom built 2P microscope (Figure 3A) by positioning the laser focus onto specific dendrites via the 2D beam scanners. The transverse resolution of the incision was within the diffraction limit (diameter ∼1 μm) matching that of typical diameters of apical oblique branches (Figure 5A). Note that a slight offset of the focus with respect to the dendrite reduced the efficacy of the cut. The average power of the laser used for dendrotomy is [image: image] = 80 mW with an estimated irradiance of 129 mW/μm2 (for 1.0NA Objective), 0.5–3.0 s exposure time and λ = 890 nm. The average power was measured using an optical power meter (Thorlabs) with a photodiode head (S132C, Thorlabs) positioned at the front aperture of the objective lens. We confirmed successful dendrotomy by imaging the targeted dendrite (Figure 5B).
[image: Figure 5]FIGURE 5 | Laser dendrotomy of apical oblique dendrites. Fluorescence image of an oblique branch (A) before dendrotomy, and (B) after dendrotomy, (C) the current recording at the soma. After dendrotomy, the current increased sharply indicating AP firing of the neuron. The current then decayed to a new value after 10 min as membrane at the cut site partially sealed, (D) the holding current before (Pre) and after (Post) dendrotomy required to maintain the membrane potential at −65 mV. Scale bars in (A) and (B) are 10 µm.
The L5PNs were held in voltage clamp at their typical resting membrane potential of −65 mV. After dendrotomy, the L5PNs depolarized and fired APs, as indicated by a large negative current in the voltage-clamp recording (Figure 5C). The L5PNs were left undisturbed for 10 min until the holding current, Ih, settled to a value that maintained a resting membrane potential of −65 mV (Figure 5D). The new holding current suggests that the membrane at the cut site has not fully sealed and partial resealing of the cut site caused the neuron to be slightly depolarized after dendrotomy. Despite the change in the holding current, the neurons were still able to fire action potentials when current pulses were injected onto the soma.
We analyzed the ADP of L5PNs before and after dendrotomy. Figure 6 shows somatic recordings before (column A) and after (column B) dendrotomy as well as the frequency response of the [image: image] (column C) from four neurons (rows 1–4). The L5PNs exhibited critical frequencies, fc = 76–100 Hz during two-AP trains. Dendrotomy of certain oblique branches altered the frequency response of the [image: image], which confirmed our hypothesis. Across all neurons, the [image: image] decreased by 2–5 mV, indicative of a decrease in dendritic excitability (compare columns A and B in Figure 6). Column C shows two neurons (#1 and #2) with altered frequency response of the [image: image]. We quantified the changes in the frequency response by comparing the fitting parameters of the Sigmoid function before (Pre) and after (Post) dendrotomy (column D). Prior to cutting, the non linear step increase in the [image: image] at their respective critical frequencies yielded amplitudes, A = 5.8 ± 0.3, 4.3 ± 0.15, 2.8 ± 0.2 and 7.3 ± 0.4 mV and slope, β = 3 ± 1, 0.15 ± 0.02, 0.3 ± 0.1 and 0.15 ± 0.03 Hz−1 from neurons (rows) #1 to #4, respectively. However, cutting an oblique dendrite of two L5PNs reduced the amplitude A = 0.53 ± 0.08 mV and 1.7 ± 0.2 mV for neurons #1 and #2, respectively. The change in the slope for neuron #1 (β = 0.16 ± 0.09 Hz−1) is significant but not much for neuron #2 (β = 0.1 ± 0.04 Hz−1). Nonetheless, these two neurons resembled to a flattened frequency response after dendrotomy. Such response is representative of cutting O#3 in the model (Figure 4).
[image: Figure 6]FIGURE 6 | ADP profile and frequency responses before and after dendrotomy. Recordings from four L5PNs (rows 1–4) showing: the somatic membrane potential traces before (column A) and after (column B) dendrotomy aligned to the last AP; (column C) the corresponding frequency response of the [image: image]; and (column D) the changes in the fitting parameters of the Sigmoid function, amplitude (A) and slope (β), before (pre) and after (post) dendrotomy. The error bars show uncertainty of the Sigmoid fit.
On the other hand, two L5PNs showed minimal changes in the ADP profile (neurons #3 and #4 Figure 6) after dendrotomy. From column D (Post), cutting the proximal oblique dendrites resulted in a slight increase in the amplitude, A = 3.4 ± 0.2 mV and 11.6 ± 0.4 mV for neurons #3 and #4, respectively. No significant changes in their slopes were observed with β = 0.21 ± 0.05 (neuron #3) and 0.14 ± 0.02 Hz−1 (neuron #4). Such response is representative of cutting the proximal O#1 branch in the model (Figure 4).
These experimental results agree with our model and suggest that removal of a single dendrite, which potentially evoked a D-spike, affected the overall excitability of L5PNs and altered the frequency response of the [image: image]. On the other hand, cutting a dendrite that does not support a D-spike, maintained the ADP profile and frequency response of the [image: image].
DISCUSSION
We investigated the influence of branch-specific D-spikes to neuronal function by pruning certain oblique branches of cortical L5PNs. Using a multi-compartment model of a L5PN, we removed segments of the oblique branches and observed the changes in neuronal output via the frequency response of the [image: image]. We then confirmed the results of the model by using an ultrafast laser scalpel for cutting apical oblique branches in vitro. In the model, cutting branches that exhibited D-spikes resulted in the reduction of the [image: image] at frequencies above fc. Experimentally, we observed neurons that exhibited flattening of the [image: image] frequency response after laser dendrotomy of an oblique branch. Moreover, we also observed neurons that showed no change in the ADP profile after laser dendrotomy and they represent conditions in our model where we cut a branch that did not exhibit a D-spike.
Dendrotomy and Limitations
Dendritic branching strongly influences AP-firing [35], AP back-propagation [36], and the coupling of somatic-AP spike and Ca2+-AP spike zone at the nexus [5]. The ability to manipulate the neuron’s dendritic morphology with the use of micropipettes [24, 37] or laser [26, 38, 39], is important to understand the relation between structure and function. Laser dendrotomy offers a flexible approach since the focus of the laser can be positioned to target different branches of the neuron. We were able to adapt the set of laser parameters reported previously by Go et al. [26] to prune thin oblique branches while minimizing optically-induced damage on the L5PNs.
The main drawback with our approach is the fact that dendrotomy is an irreversible process. As such, using the technique will require data from several neurons in order to draw statistically significant conclusions on the function of the dendrites as well as their impact on the physiology of neurons as a whole. Moreover, the removal of too much dendritic segments may affect the overall excitability of the neuron. Oblique branches act as a sink for currents propagating along the main apical trunk. The number of oblique branches and their distribution along the trunk determine how effective APs back-propagate up to the nexus of the apical tuft dendrites [5].
Branch-Specific Spikes
Branch-specific D-spikes in apical oblique branches are recent addition to the well-documented spikes in other regions of the L5PN’s dendritic tree [15, 17, 40, 41]. The properties of branch-specific D-spikes are not yet well studied. Here, we investigated how D-spikes impact neuronal output and found that cutting certain oblique branches was sufficient to alter the neurons output profile. In summary, our results suggest that: (1) a single oblique branch among many neighboring branches in L5PNs can accommodate a D-spike; (2) a D-spike evoked at the branch manifests at the soma as an increase in the ADP; and (3) cutting an oblique branch that evoked a D-spike changes the ADP profile at the soma.
However, it remains an interesting question as to the role of branch-specific D-spikes in dendritic computation. One potential role is that D-spikes could be a mechanism to raise intracellular calcium levels and promote branch-specific plasticity [42]. Moreover, apart from their role on the dendritic computation, the resultant ADP at the soma could increase the probability of firing APs (if the ADP reaches firing threshold) and thus influence the excitability of the entire neuron.
Ultrafast Laser Scalpel
Cutting cellular features with minimal damage to neighboring structures and extracellular medium can be achieved using a tightly focused femtosecond-pulse laser. Cutting is confined within a small interaction volume at the focus where cascades of non-linear multiphoton-induced ablation processes occur [38, 43–47]. The dimensions of the interaction volume are defined by the diffraction limit of the optical system. Since the transverse diameter of the focus is in the order of ∼1 μm, the technique is able to prune dendrites with similar diameter while keeping the rest of the neuron’s dendritic tree and its surrounding extracellular matrix intact [26]. Maintaining a diffraction limited focus when cutting dendrites in deeper regions of the brain tissue can also be achieved by pre-compensating the optical aberrations caused by neuronal structures in the cortical tissue [48]. Thicker dendrites can also be pruned by transversely moving the focus across the dendrite during a longer exposure time. The technique has been used to perform axotomy, where axons of L5PNs were cut to study the generation of action potentials [49]. Note, however, that the cutting parameters, such as exposure time and laser power need to be regulated to facilitate an effective cut while avoiding damage of the surrounding tissue that can affect cell viability [26]. Here, we have successfully used the technique to prune and investigate the capacity of oblique dendrites to evoke D-spikes. After cutting, the cells regain their function and their ability to fire action potentials following current injection. While our experiments were done in acute brain slices (in vitro), recent work by Yamaguchi et al. [50] demonstrated the use of the technique for deep (up to ∼550 μm in depth from the surface of the mouse brain) focal dissection of apical and basal dendrites of L5PNs in vivo. Hence, in combination with other optical tools [39,51], the ultrafast laser scalpel can potentially be applied to study D-spikes in an intact rodent brain.
CONCLUSION
In conclusion, we propose a technique to analyze branch-specific D-spikes in cortical pyramidal neurons. D-spikes that occur only on specific branches are difficult to analyze especially in complex dendritic arborizations where the application of pharmacological agents or dendritic pinching technique could affect neighboring dendrites. We performed highly targeted dendrotomy via a non linear optical ablation process using a tightly focused femtosecond-pulse laser. We confined the interaction within the targeted dendrite thereby keeping the rest of the dendritic tree intact and the neuron remains viable. Our in vitro experiments were guided by numerical simulations, which confirmed our hypothesis that oblique branches have varying influence on neuronal function. While our proposed technique is irreversible, the technique can provide insights as to the role of certain dendrites in branch-specific computing mechanisms of individual neurons. Such goal can be achieved by performing systematic dendrotomy of oblique dendrites from different types of pyramidal neurons and classifying their corresponding outputs. Moreover, the ability to shape dendritic morphology to influence the output could also be used to study the broader roles of pyramidal neurons in brain circuits involving neuronal populations. D-spikes are critical computing attributes in pyramidal neurons and identifying their roles can facilitate a bottom-up approach to understand how the brain processes information during sensory perception, learning and memory.
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Over the past decade, optical tweezers (OT) have been increasingly used in neuroscience for studies of molecules and neuronal dynamics, as well as for the study of model organisms as a whole. Compared to other areas of biology, it has taken much longer for OT to become an established tool in neuroscience. This is, in part, due to the complexity of the brain and the inherent difficulties in trapping individual molecules or manipulating cells located deep within biological tissue. Recent advances in OT, as well as parallel developments in imaging and adaptive optics, have significantly extended the capabilities of OT. In this review, we describe how OT became an established tool in neuroscience and we elaborate on possible future directions for the field. Rather than covering all applications of OT to neurons or related proteins and molecules, we focus our discussions on studies that provide crucial information to neuroscience, such as neuron dynamics, growth, and communication, as these studies have revealed meaningful information and provide direction for the field into the future.
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1. INTRODUCTION

Since the late 1980s, optical tweezers (OT) have been extensively used for studying biological cells and whole organisms (Ashkin and Dziedzic, 1987), the main reason being that OT allows the physical manipulation of biological structures and environments in a non-invasive way using only light. In addition, it is a highly flexible optical tool that can hold, displace, stretch, and spin a large variety of complex-shaped objects and assembles. However, OT has taken a long time to prove its usefulness in neuroscience, in part due to the complexity of the brain and the associated difficulties with trapping or imaging objects within it.

In recent years, there have been great advances in OT and its combination with other modern optical tools for manipulating complex objects, mechanically altering surfaces, and controlling dynamics. Consequently, OT has become a remarkable technique for studying the physical properties and intrinsic forces of neurons, their axonal navigation preferences and regeneration processes, as well as some of the fundamental dynamics around their function. As new technologies have emerged and been cleverly combined with OT, the precision and depth of OT manipulation has increased, opening new avenues for neuroscience studies. This has enabled studies into the core processes driving neuronal growth and function, and on the larger scale, the formation of networks and complex information processing. As such, OT has been, and continues to be, a valuable tool for exploring neuroscience.

In this review, we focus our attention on the application of OT in neuroscience: how OT answers fundamental questions in neuroscience, the important findings that OT has delivered to the field, and where and how OT can further drive neuroscience discoveries. In the next section (section 2), we provide a description of optical tweezers with a focus on their flexibility and large number of potential applications in physics and biophysics. Rather than provide a detailed introduction to optical tweezers, we direct our discussion toward aspects that make OT particularly useful for neuroscience. In section 3, we cover recent applications of optical tweezers in neuroscience that have already provided crucial information on neuronal dynamics, growth, and modes of communication. We are particularly mindful in selecting and discussing studies that do not simply apply OT to neurons (or their receptors and involved molecules), but provide new meaningful information and direction for neuroscience. In section 4, we discuss current trends in optical trapping for neuroscience and where the field is heading. In recent years, great effort has been directed toward improving the quality of optical traps, extending the size range of particles and molecules that can be optically confined, as well as toward achieving trapping and manipulation deeper within tissue and turbid media. Highlighting these advances, we discuss the new potential capabilities of OT and its future in exploring neuroscience.



2. OPTICAL TWEEZERS

Optical tweezers (OT) can be used to apply precise and very localized optical forces to microscopic particles. Using only light, OT is able to influence the motion of objects in a non-contact way, as well as inside optically transparent cells or living organisms. Additionally, OT can be used to measure mechanical properties of cells and their environments: by either observing how a trapped particle behaves or observing the light scattered by the trapped particle it is possible to measure properties such as mechanical stiffness and viscoelacticity. As will be shown in following sections, this makes OT especially useful for studying neurons, as well as for holding and manipulating objects that are difficult to manipulate using more conventional means such as with mechanical tweezers or micro-pipettes. In this section, we provide an overview of OT. The aim of this overview is to introduce the basic concepts of optical tweezers and simultaneously show some of the different optical tweezers techniques that could be useful for experiments in neuroscience. For a more complete coverage of the topic, we would like to refer interested readers to relevant textbooks and recent reviews that more thoroughly cover the theory behind optical trapping (Ashkin, 2006; Jones et al., 2015; Pesce et al., 2015) and its applications in biological (Choudhary et al., 2019; Favre-Bulle et al., 2019) and non-biological (Muldoon et al., 2012; Li et al., 2019) contexts.

Optical tweezers use light to trap and manipulate small particles. The most common OT configuration involves using a highly focused laser beam, usually in the visible to near-infrared wavelength range (i.e., between 0.5 and 1 μm). At the beam focus, small particles can become trapped when the optical forces are large enough to overcome the other forces acting on them such as Brownian motion or fluid drag. The main optical forces in OT are: the scattering force, which arises from light reflecting off the particle and acts to push the particle in the direction of the beam propagation; the gradient force, which is related to the change in optical field intensity and acts to pull (or push) the particle toward (or away from) most intense regions of the laser light (depending on the particle's optical properties); and the absorption force, which arises from light being absorbed by the particle and typically behaves similarly to the scattering force but can also lead to other interesting thermal effects. As illustrated by the examples of optical trapping configurations shown in Figure 1, these forces, their magnitude, and the dominant forces depend on the properties of the OT system (including wavelength, coherence, and beam shape) as well as the properties of the particle (refractive index, size, absorption).


[image: Figure 1]
FIGURE 1. Overview of forces in different optical trap configurations. (A) In conventional single beam OT, a particle in a tightly focused Gaussian beam acts like a small lens, focusing and deflecting the beam. The resulting force F on the particle can be understood by considering the change in momentum between the incoming beam (illustrated by arrows i) and the deflected beam (arrows d). (B) Two weakly focused counter propagating beams are deflected by a particle, resulting in a gradient force on the particle. (C) A diverging beam from the end of an optical fiber reflects (arrows r) from a reflective particle, resulting in a scattering force which pushes the particle. (D) Simulation of an absorbing particle in a Gaussian beam; some light is reflected but most of the light is absorbed, leading to a large absorption force.


Optical trapping can be broadly split into three regimes for trapped particles of sub-wavelength, wavelength, and super-wavelength sizes; these approximately correspond to manipulation at the molecular, cellular and whole organism scales, respectively. The types of optical tweezers systems used in these three regimes also varies greatly. Figure 2 shows several examples of biological systems in these different size regimes which can be studied with optical tweezers and examples of the optical tweezers systems often used for these studies. For trapping sub-wavelength sized particles it is often necessary to use auxiliary particles or plasmonic structures to enhance the forces acting on the particle, as depicted in Figures 2a,d. The most commonly used designs closely resemble a regular optical microscopy system with an objective, condenser, camera, and illumination for imaging as well as a tightly focused laser beam for optical trapping. Two examples of these systems are depicted in Figures 2b,c. In these single beam systems, the dominant force is typically the gradient force or, if the particle is very reflective, the scattering force. Three dimensional trapping is achieved only when the gradient force overcomes the scattering and absorption forces. This is usually achieved by using a highly focused beam in order to create a large intensity gradient around the beam focus and often results in systems with a very small working distance (Figure 2b). However, it is also possible to use lower numerical apertures and objective with much longer working distances (Figure 2b), either by only trapping in two dimensions or using counter propagating beams, as depicted in Figure 1B. With these systems, it is possible to manipulate particles in the 100 nm to 10 μm range with forces of the order of piconewtons (pN, 10−12 N) as long as the particles are not too reflective or absorptive. High absorption is not desirable in biological systems as it leads to substantial heating and subsequent destruction of the system under study.


[image: Figure 2]
FIGURE 2. Examples applications of Optical Tweezers. (a–c) Different optical trapping experiments for trapping sub-wavelength to super-wavelength sized objects: (a) plasmonic bow-tie antenna (gold) illuminated by a weakly focused beam holding a sub-wavelength sized particle, (b) inverted microscope and microfluidic chamber used for holographic (multi-beam) optical tweezers with a high numerical aperture condenser to collect the scattered light for direct optical force measurement, (c) optical trapping an otolith (ear stone) inside a zebrafish. (d–f) Examples of molecular, cellular and large scale trapped objects and applications: (d) molecular sized particles can be manipulated with auxiliary particles or specially designed plasmonic structures; (e) on a cellular scale, OT can be used to place cells inside structures, manipulate parts of cells, or for indirect manipulation with probe particles; (f) at larger scales, OT can be used for manipulating structures inside living organisms, such as an otolith inside a zebrafish (d–f) adapted/reproduced from: Favre-Bulle et al. (2019) (CC BY 4.0); Rodríguez (2019) (CC BY-NC-ND 3.0 CL); Ehrlicher et al. (2002) Copyright 2002 National Academy of Sciences; Heidarsson et al. (2014) Copyright 2014 the authors; Pine and Chow (2009) Copyright 2008 IEEE, reprinted with permission; Pang and Gordon (2012) and Shoji et al. (2013) Copyright 2012, 2013 American Chemical Society; scale bars have been added to show approximate scale).


Trapping of reflective or absorbing particles tends to be more difficult: the scattering and absorption forces tend to dominate over the gradient force, pushing particles along the beam propagation direction and out of the trap, as illustrated in Figures 1C,D. For reflective particles it is common to use counter-propagating traps (Figure 1B) or traps with multiple beams coming from different directions to reduce the effect of the scattering force (Zhao, 2017). Another approach is to use structured light fields to reduce reflection in order to increase the depth of the optical trap (Taylor et al., 2015). While absorption related forces are regularly used for trapping non-biological particles, such as for driving micro-machines (Villangca et al., 2016) or for photophoretic trapping in air (Gong et al., 2016), most biological studies involving OT avoid using absorption related forces for direct manipulation of samples as the energy absorbed can lead to unwanted thermal effects or damage to the sample as mentioned above.

The most common way to reduce absorption is to choose a laser wavelength in the near infrared (IR) region (commonly used wavelengths include 980 and 1,064 nm) (Palima et al., 2015). Svoboda and Block (1994) provide a discussion of general considerations for studies involving biological specimens: the authors suggest choosing wavelengths at the near-IR end of the spectrum between 750 and 1,250 nm. IR and near IR wavelengths (above 750 nm) tend to be a good choice for OT in cell biology since they minimize light absorption by organic molecules such as: proteins, nucleic acids, carbohydrates, and lipids. However, above 1,250 nm light tends to be strongly absorbed by water. Hence, near IR (750–1,250 nm) tends to be a good tradeoff for OT with biological specimens; and from a historical point of view, 980 and 1,064 nm wavelengths have been popular due to their relatively low cost and good performance. Due to the complexity of cells and biological materials, and the various criteria for cell damage, it is difficult to provide general statements about absorption or recommendations for laser wavelength and intensity. When considering a particular cell, it may be important to consider the different materials in the cell, how they absorb light, and the appropriate criteria for cell damage within the context of neuroscience. Accurate determination of any effects of light radiation is crucial in all experiments involving biological matter. Control experiments are usually performed in addition to the experiments involving OT, in order to discriminate between the effect of the light from the probe manipulated by light. When the use of control measurements is not appropriate, simply trying OT with a particular sample and looking for obvious indications of heating (such as increased thermal motion, cavitation, or burning) can still provide useful information on the limits in wavelength and intensity that the system can handle. Choosing an appropriate wavelength that is not absorbed should be the first priority for avoiding absorption related cell damage and heating; however, as with reflective particles, using structured light fields or multiple beams can be useful for achieving large optical forces with lower beam powers, reducing the likelihood of cell damage. By structuring the illumination, light can be distributed evenly throughout a sample or structured to avoid certain regions of a sample (Zhang and Milstein, 2019; Zhang et al., 2019).

Manipulating biological entities is often not possible with single Gaussian beam optical tweezers. With structured light, it is possible to create multiple beams or beams with different shapes which enable optimal light matter interaction with biological systems. Structured light fields can be created by modifying the phase or intensity of the trapping beam or both. In single beam OT, this is typically done by using optical elements such as lenses, mirrors, or phase masks placed before the focusing objective. One of the most configurable methods for modifying the phase/intensity of the incident beam is a computer controlled spatial light modulator (SLM) (Curtis et al., 2002). Using an SLM, the phase and/or intensity of the incident beam can be rapidly modified to create multiple traps or structured optical fields for trapping and orientating particles (Bowman et al., 2014; Lenton I. C. D. et al., 2020b). Figures 3B–J shows examples of different beams that can be generated by modulating the incident beam shown in Figure 3A, either by using an SLM or suitable combinations of mirrors/lenses/masks. Using a combination of relatively simple patterns (Figures 3B–D) a single beam can be split into multiple traps (Figure 3E) that can be controlled independently or used together to manipulate different parts of a large particle or organism. The number of traps is primarily limited by the available laser power and damage threshold for the beam shaping components, but with modern lasers it is possible to achieve 10 to 100 s of traps with either static or time-averaged configurations. Beams carrying orbital angular momentum (Figure 3I) or spin angular momentum can be used to rotate particles (Simpson et al., 1997; Grier, 2003; Favre-Bulle et al., 2019), and structured light fields can be used to orient or stretch particles (Figures 3F–J) (Bezryadina et al., 2016; Lenton I. C. D. et al., 2020a). If the devices used to generate these patterns are fast enough, beams can be dynamically scanned to create time averaged potentials or move particles around (Supplementary Video 1, Figure 3K). By tracking the particle position, OT can be implemented with feedback systems that can be used to stabilize its motion within traps or create traps with adjustable trap stiffness or multiple equilibria, as shown in Supplementary Video 2 (Figure 3L).
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FIGURE 3. Examples of different beams used in optical trapping. (A–J) Near-field intensity patterns and corresponding far-field phase patterns (insets) for various static beams: (A) Gaussian beam, (B) a linear grating used to shift the beam in the radial direction, (C) a Fresnel lens used to shift the beam in the axial direction, (D) combination of b and c to shift the beam in an arbitrary direction, (E) multiple OT created by combining gratings for each beam using the Prisms and Lenses algorithm (Reicherter et al., 1999), (F) Annular beam, (G) Tug-of-war beam (Bezryadina et al., 2016), (H) Line shaped trap, (I) Beam carrying orbital angular momentum, (J) Chiral beam using annular subzone vortex phase plate (Yang et al., 2018). (K) Still images from Supplementary Video 1 showing a particle (blue circle) initially outside a moving OT, falling into the OT and then being dragged by the OT. Particle displacement track is shown in white. (L) Still images from Supplementary Video 2 showing the distribution of positions (white dots and blue bars) of a particle (green dashed circle) in a counter-propagating OT using feedback in the horizontal direction: the three panels show (from left to right) a trap with a high stiffness, a trap with a low stiffness and a trap with two equilibria, all generated using the feedback system. Scale bars show 2 μm; particles in (K,L) are 0.4 μm radius spheres. Beams have been generated and simulated using OTSLM (Lenton I. C. D. et al., 2020b) and the Optical Tweezers Toolbox (Lenton, 2020a), see supplemental code for more information.


Conventional OT requires focusing a laser beam down to a tightly focused spot using a microscope objective. When the particle is deep within a scattering medium, such as skin or brain tissue, this can make focusing more difficult and limit the application of conventional OT. One solution is to use adaptive optics and other advances from imaging in order to be able to focus light deep within a sample (Wang et al., 2015; Hofmeister et al., 2020). Another alternative is to use non-conventional OT, such as OT created at the end of optical fibers (fiber optical tweezers, FOT) (Constable et al., 1993; Liu and Yu, 2017), as illustrated in Figure 1C. While traditional OT systems are bulky, FOTs offer the advantage of being miniaturized, self-sustaining system, with optical traps created in 3D and calibrated in situ. Using a regular single-mode optical fiber, FOT can be used much like conventional single beam OT except the generated beams are often not as tightly focused, and, as a consequence, the gradient forces are often much weaker. In order to achieve stable trapping, FOT (Chiang et al., 2019) is often used in a counter-propagating configuration (Bellini et al., 2010; Kreysing et al., 2014). A combination of structured light fields and fibers, including tapered fibers (Liu et al., 2006), fibers with coated or etched tips (Rodrigues Ribeiro et al., 2017), and multi-mode fibers combined with SLMs (Leite et al., 2017) can potentially lead to better trapping deep within scattering media.

All the techniques described so far focus on manipulating particles in the wavelength to super-wavelength range (≳100 nm) which can often be manipulated directly using tightly focused beams. The diffraction limit puts a restriction on the minimum spot size achievable in conventional OT, this makes manipulating sub-wavelength sized particles (~1–100 nm) more difficult. One solution is to use larger auxillary particles as handles (Heidarsson et al., 2014; Soltani et al., 2014), for example, Figure 2d illustrates how a single molecule can be manipulated using OT by tethering the particle to two larger probe particles using strands of DNA. Another approach is to use the fields generated near the surface of plasmonic antennas or at the surface of waveguides (Choudhary et al., 2019), as illustrated in Figures 2a,d. Unlike conventional OT, the fields generated by these structures can be highly localized with features smaller than the diffraction limit in the surrounding medium, allowing the trapping and study of individual molecules.

OT are capable of applying very precise piconewton scale forces to small particles, which makes them extremely useful for manipulation, such as for fast and precise placement of cells inside plastic microstructures (Pine and Chow, 2009). Being able to apply precise optical forces to particles also makes OT a useful tool for precise measurement of forces: by applying a known optical force to a particle, we can infer the non-optical forces acting on the particle based on its behavior. This idea is similar to atomic force microscopy (Neuman and Nagy, 2008) and is referred to as optical force microscopy or photonic force microscopy. Applications of optical force microscopy include studies of object profiles down to low nm resolution (Friese et al., 1999; Volpe et al., 2007; Pollard et al., 2010). Another example of the usefulness of precise force measurement is for studies of biological swimmers; for example, if we hold a swimming cell in an optical trap and gradually lower the trap power until the cell escapes, we can infer information about the swimming force from the optical force at the time the particle escaped (Nascimento et al., 2008). The range of forces OT can be used to measure is related to the range of forces that the OT can apply, i.e., OT can be used to measure piconewton and femtonewton scale forces, such as those encountered protein folding (Bustamante et al., 2020) or cell motility (Arbore et al., 2019; Armstrong et al., 2020).

Methods for calculating optical forces can be approximately grouped into two categories: inference based methods, which often involve calculating the force as a function of position in the trap using a particle of a known size; and direct force measurement methods, which involve estimating the optical force directly from the scattered light distribution (Fällman et al., 2004; Farré and Montes-Usategui, 2010; Jun et al., 2014; Thalhammer et al., 2015; Català et al., 2017; Bui et al., 2018). While both methods need to be calibrated, when and how these difference methods are calibrated can vary significantly. Unlike position based force measurement, direct force measurement requires collecting a significant amount of the total light scattered by a trapped particle. When the particle is weakly scattering, most of the light is forward scattered and the light can be captured using a high numerical aperture condenser (set-ups typically look similar to Figure 2b with a very short working distance). Direct force measurement with more strongly scattering particles requires more sophisticated optical set-ups. In comparison, position or calibration based force detection systems are relatively straightforward, requiring only a camera to track the particle's position. However, OTs are not always linear, and position/interference based methods often need to be calibrated for each individual particle in order to account for variations between samples. Being able to measure forces and hold particles makes OT an extremely useful tool for studying the environment surrounding particles, for example, for measuring temperature (Kashchuk et al., 2017) or viscoelasticity (Brau et al., 2007; Gibson et al., 2017; Robertson-Anderson, 2018).

Conventional OT systems have become relatively routine to set up (Pesce et al., 2015), and in many cases they can be integrated into existing microscope systems (Candia et al., 2013) or bought as complete kits from various optics manufacturers (2020c; 2020d). As it is an optical technique, it is relatively easy to combine OT with existing microscope systems or other spectroscopy and imaging technologies such as fluorescence, Raman, or phase contrast (Gong et al., 2018; Kashekodi et al., 2018). For example, OT have been demonstrated to be compatible with different electrophysiology and electrode array systems which can be useful for stimulating or monitoring neurons (an example of which is shown in see Figure 2e) (Pine and Chow, 2009; Difato et al., 2011). On the other hand, due to their small size the developments in plasmonic and waveguide based tweezers (Soltani et al., 2014; Choudhary et al., 2019) offer the potential for integration with lab on a chip systems or for use in vivo. In the cases where the forces created by OT aren't enough to completely confine a specimen, OT have been combined with other trapping technologies such as acoustics, magnetic tweezers, microfluidics, and mechanical systems (Wuite et al., 2000; Neuman and Nagy, 2008; Thalhammer et al., 2016; Dholakia et al., 2020). OT share a lot of similarities with other systems which use tightly focused beams, including laser scissors (Greulich, 2007, 2017; Difato et al., 2011; Berns, 2020) and two photon photopolymerization systems (Grier, 2003; Chizari et al., 2019). By using either different wavelengths, pulsed beams, or simply turning up the laser power, OT systems can be adapted for cutting cells, performing microsurgery (Berns, 2020), and fabricating microstructures for use as probes or OT operated micro-machines (Chizari et al., 2019).



3. OT IN NEUROSCIENCE

As discussed in the previous section, OT has proved to be an efficient tool for the optical manipulation and probing of transparent objects on the micro- and nanometer scale. These capabilities are particularly profitable for research in biology, where minimal disturbance of biological systems is required and the visualization and quantification of properties and dynamics is highly valuable. Consequently, shortly after the introduction of OT in biology by Ashkin and Dziedzic (1987), the first manipulations of cell organelles and chromosomes were performed (Berns et al., 1989), and quickly, OT became widely used in biology. OT can now be efficiently applied to cells (Zhang and Liu, 2008), organelles (Morshed et al., 2020), and molecules studies (Svoboda et al., 1993; Fazal and Block, 2011; Ritchie and Woodside, 2015). Comprehensive reviews on the application and evolution of OT in biology can be found in the literature (Molloy and Padgett, 2002; Berns and Greulich, 2007; Ashok and Dholakia, 2012; Difato et al., 2013; Favre-Bulle et al., 2019). In this section, we will focus our discussion on how OT can be applied to neurons (Kandel et al., 2000) and what valuable information has OT brought to neuroscience research.

Neurons have soma ranging typically between 10 and 30 μm in size, synapse buttons of few microns in diameter, and membrane receptors around 5 nm in size (Figure 4a). At these size scales, OT is an ideal tool both for direct manipulation of whole neurons (Townes-Anderson et al., 1998; Pine and Chow, 2009) or for indirectly probing synapses and receptors using auxiliary particles (Rodríguez, 2019) or plasmonics (Miyauchi et al., 2016).
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FIGURE 4. Neuronal growth and dynamics. (a) Fluorescent imaging of a neuron highlighting the macrostructure of the growth cone. Adapted from Muñoz-Lasso et al. (2020) (CC BY 4.0). (b) Neurite guidance by Sema3A released from a micrometer sized liposome from Pinato et al. (2012) (CC BY-NC-SA 3.0) (c) Axonal growth between pairs of cone, rod or bipolar cells, placed in proximity with OT: Left column shows cells immediately after OT manipulation, middle column shows interactions and axonal growth (blue arrows) after 3 days in vitro, and right column after 7 days in vitro; from Clarke et al. (2008) (CC BY-NC-ND 3.0).



3.1. On the Molecular Scale

A simplistic model of neuronal functioning would state that neurons compute information through the transport of neurotransmitters and ions flow. However, the large variety of molecules that influence the dynamics of neurons, or the processing of neural information, is overwhelming. On the molecular scale, these complex interactions remain largely mysterious, and OT has proved to be an excellent tool to probe structural dynamics and reveal some of the fundamental interactions for a large variety of molecules, including chains of nucleic acids, neural secretory molecules, receptors, and membrane proteins (Wang et al., 1997; Zahn and Seeger, 1998; Winckler et al., 1999; Imanishi et al., 2006; Neuman and Nagy, 2008; D'Este et al., 2011; Choudhary et al., 2018; Sonar et al., 2020). The key advantages of using OT for the study of molecules is its remarkable time and spatial resolution. High time resolution is particularly essential in single molecule force spectroscopy and allows to solve molecule kinetics and molecule binding otherwise impossible to study.

Molecular dynamics, such as folding or binding processes, depend on the structural arrangement and symmetrical disposition of atoms, or, on the larger scale, of sub-parts of the molecule. Advanced developments in OT have shown that atomic-scale resolution can be achieved, allowing the precise determination of structural changes (Kellermayer et al., 1997; Zhang et al., 2013; Bustamante et al., 2020; Sonar et al., 2020). A common method to observe such dynamics is to attach the molecule of interest to an optically trapped bead (or beads) and apply variable tension to the molecule by varying the bead position. The bead acts as a “handle” for exerting optically controlled forces. The other end of the molecule is either attached to a fixed substrate or a second bead held in a separate optical trap. As the molecule unfolds or changes its structural state under the tension applied on its end, the force curve of the trapped bead abruptly changes in a typical saw-tooth manner. The quantification of these force measurements can provide information such as the number of amino acid or nucleotides involved, the number of states, as well as the full energy profile of the molecule structural arrangements, which includes the free energy of each state and the energy barriers between states. One remarkable example of using this technique is the study by Brower-Toland et al. (2002), where they measured the successive release of individual nucleosomes in folded DNA. Interestingly, the analysis of the force detection revealed that a nucleosome is released in three steps, each step involving a partial unwrapping of the DNA. An example of using OT to reveal molecular dynamics for neuroscience is the study of the folding mechanisms of NCS-1, an important protein for neurotransmitter release. In a study by Heidarsson et al. (2013), they used OT and molecular dynamics to study the precise folding mechanism of the human NCS-1. The results revealed two intermediate folding structures of NCS-1 induced by calcium binding, and an interdomain folding dependence, presenting NCS-1 as a complex folding mechanism, compared to structurally related proteins.

A commonly used method based on OT to study the role and effects of different types of molecules on neurons is the manipulation of coated particles with the molecule of interest and its positioning to precise locations on neurons (Giannone et al., 2003; D'Este et al., 2011). An interesting example is the study of the regulation of secretory molecules in neurons. D'Este et al. (2011) used OT to hold micron sized particles coated with brain-derived neurotrophic factor (BDNF): a neurotransmitter modulator involved in neuronal plasticity and a mediator of activity-dependent dendrite branching. They have been able to coat particles with the secretory molecule and place them at specific sites on the dendrites of cultured hippocampal neurons of rat. The results show a significant increase of induced calcium signaling in the stimulated dendrite over on a long time period (up to 40 min), as well as an influence on the development of neurons. These results present OT as an appropriate method for a long-term and localized stimulation of specific sub-cellular neuronal compartments.

Another interesting study is the investigation of diffusion barriers in the plasma membrane. Nakada et al. (2003) used OT to directly drag single molecules and verify the presence of diffusion barriers in the axonal initial segment membrane from newborn rats. The results proved that a diffusion barrier does exist, and that this barrier is formed in neurons 7–10 days after birth.



3.2. Communication Modalities of Neurons

Another extremely active area of biology is the study of information transport and communication modalities between cells. Similarly, in neuroscience, great efforts are put into revealing the precise temporal and spatial dynamics of communication pathways in neurons. Neurons have been found to receive and transmit information through mechanical (mechanotransduction), electrical (action potential), and chemical (neurotransmitters) signals.

In a neuron-neuron communication scenario, the action potential within a neuron triggers the release of neurotransmitters to the next neuron, which changes the membrane potential of the receiving dendrites, building up toward either creating or suppressing an action potential within the receiving neuron. OT has been able to provide significant information to the investigation of neurotransmitter transport dynamics.

Studies in this area have focussed on the main actor in neurotransmitter release: synaptic vesicles (van Niel et al., 2018). These spherical membrane structures encapsulate neurotransmitters within axon terminals and fuse with the presynaptic membrane to release neurotransmitter into the synaptic cleft, thus influencing the physiology of the postsynaptic dendrite. The temporal and spatial dynamics of vesicle-cell interactions remains unclear, however, in a recent study by Prada et al. (2018b), they used OT to directly manipulate single extracellular vesicles produced by glia cells to study glia-to-neuron interaction. In particular, they looked at the transfer of miR-146a-5p: a protein involved in inflammation and immune function which play a significant role in dendritic spine formation and synaptic stability. Using OT, they moved the vesicles onto neurons and studied the effect of miR-146a-5p on dendrites and synapse population. They showed evidence that prolonged exposure to the inflammatory vesicles leads to a significant decrease in dendritic spine density which is also accompanied by a decrease in the density and strength of excitatory synapses. Prada et al. (2018a) later showed, using the same method, the first direct evidence of glia-derived vesicles fusion with the neuron plasma membrane, and that this fusion also occurs along neuronal processes. These important findings help elucidate the complex pathways of communication that are mediated by vesicles. However, further studies on in vivo models are necessary as they would allow the tracking of vesicles at the different stages of the process: through their biogenesis, transit routes and, finally, their delivery.

Neurons can also respond to mechanical stimuli by converting them into biochemical signals in a process known as mechanotransduction. This process is of fundamental importance for cells as they need to constantly adapt to the continuous reorganization and mechanical stress from the extra-cellular matrix and microenvironment. The importance of mechanical cues in controlling cell function has been acknowledged only recently (Handorf et al., 2015), and significant studies in the area still need to be undertaken in order to reveal the interactions among different mechanobiology pathways, which at the moment appear as complex entangled processes (Martino et al., 2018).

Since OT can apply forces and mechanical stimuli on the micro scale, it can be used to study mechanotransduction in cells (Wang et al., 2005) including neurons. Falleroni et al. (2018) have optically manipulated particles in oscillatory optical trap and applied piconewton forces perpendicularly to the cell membrane of mouse neuroblastoma NG108-15. Using this method they produced oscillatory membrane indentations and induced biochemical responses in the mouse nerve cells. They showed that very low levels of mechanical stress (5–20 pN) are sufficient to induce biochemical responses such as cellular calcium transients, and that the stimulus strength and the number of pulses affected the responses.

Using the same method, Bocchero et al. (2020) applied piconewton forces to rod cells in frogs. Interestingly, they showed that rods express channels that can be activated by direct mechanical stimulation, and are therefore mechanosensitive. Past studies have shown that rods, under strong illumination, expand, or shrink in length by few micrometers (Hardie and Franze, 2012; Lu et al., 2018), which indicates the existence of mechanical machinery within rod cells. Using OT, Bocchero et al. (2020) have therefore confirmed this hypothesis.

We further discuss the method of indentation with OT in section 3.4 on mechanical properties of neurons. We also discuss potential studies on mechanotransduction network in the outlook (section 5).



3.3. Growth and Dynamics of Neurons

Developmental neuroscientists have spent decades describing how neurons attain their mature architectures and identify their synaptic partners. Neurons have been shown to grow, extend their axons over great lengths, and wire up to neighboring neurons and sensory organs in order to create an extremely intricate computational network.

One fundamental question is how growing axons steer toward their targets. In order to study such complex processes, experiments are typically performed in-vitro and on very young neurons (1–7 DIV), when neurons are in the developing stage. One method recently used is the delivery of molecules encapsulated in liposomes, manipulated with OT, and directly delivered to neurons (Leung and Romanowski, 2012; Amin et al., 2016; Nguyen et al., 2019). This method allows precise delivery (micro to nano scale) with an amazingly precise number of molecules released locally. Pinato et al. (2012) used this method to study the effects of axon guidance molecules, such as Sema3A and Netrin-1, on the dynamics of the growth cone, a highly motile structure that controls the steering of the growing axon. They found that <5 Netrin-1 molecules initiate growth attraction, while 200 Sema3A molecules are necessary for growth repulsion (Figure 4b). This method allowed a highly precise delivery of molecules in space and in time, and can be used for the study of the effects and interaction of any molecules with neurons, with the exception of membrane-permeable molecules.

OT has also been used to investigate the mechanical properties of neurons' membranes. While neurons are not expected to be mechanically active, as muscles or fibroblast cells are, they have been found to be surprisingly osmotically and mechanically resilient, undergoing dramatic shape and volume changes (Bray et al., 1991; Wan et al., 1995). A tension hypothesis for surface area regulation in cells is “When membrane tension goes high locally, [surface area] is added locally from widespread, mechanically accessible endomembrane reserves. When tension goes low locally, excess [surface area] is retrieved locally” (Morris and Homann, 2001). While some studies have relied on surface deformation to support this hypothesis (Waugh et al., 1992; Evans and Yeung, 1994), Dai et al. (1998) have used OT to directly measure the tether force on a particle attached to the membrane surface mollusc neurons. As neurons were shrinking and swelling over time, the changes in forces were measured with OT and the membrane tension was calculated. The results suggest that the variations in membrane bending stiffness during cell swelling and shrinking was constant, however, the tether forces dramatically increased with swelling and decreased with shrinking (Dai et al., 1998), supporting the tension hypothesis for surface area regulation.

In the Dai and Sheetz (1995) study, they used coated spheres to probe the growth cone membrane in order to determine the tether forces and membrane viscosity. The results also demonstrated that actin cytoskeleton affects the viscoelastic behavior of the membrane but also the force required for membrane extension. These results shed new light on our understanding and quantification of the neuronal membrane mechanical properties. Similar studies using this method followed, clarifying the tethering and growth processes taking place (Li et al., 2002; Ermilov et al., 2004; Nussenzveig, 2018; Hochmuth et al., 2020; Soares et al., 2020).

Further probing of neuronal cytoskeleton physical properties with OT includes the study of the dynamics and the measurements of forces exerted by lamellipodia and filopodia (Cojoc et al., 2007), cytoplasmic projections at the extreme edges of the growth cone (Figures 4a,b), which probe the rigidity and composition of the environment. Remarkably, Amin et al. (2011) have used OT to identify the elementary events of lamellipodia dynamics. Looking at the Brownian motion of optically trapped beads attached to lamellipodial membrane, they measured the distribution of the beads' velocities, and calculated the “jumping” times to be between 0.1 and 0.2 ms. They also measured the frequencies and amplitudes of those jumps and measured their changes in the presence of different molecules. Another interesting example is a study by Cojoc et al. (2007), where they placed a trapped bead against isolated filopodia and lamellipodia and measured single filopodial forces not exceeding 3 pN, and lamellipodial forces of at least 20 pN. These results proved that an isolated filopodium does not have the capacity to alter the environment, which explains why it changes its direction of growth when encountering large objects. Lamellipodia on the other hand, can apply substantial forces, and can move or lift large structures in order to grow further in a chosen direction. While filopodia simply explore their environment, lamellipodia can exert significant forces to mechanically modify the environment and facilitate the growth of axons.

It is worth noting that other methods to study neuronal growth involve the direct guidance of growth with OT by placing optical traps near a lamellipodium and optically pulling it (Ehrlicher et al., 2002; Mohanty et al., 2005; Carnegie et al., 2008; Graves et al., 2009). However, this approach may be confounded by the effects of heating by the laser beams used for OT; it is disputed whether the neuron's guidance is due to thermal effects rather than an optical force gradient (Stevenson et al., 2006; Ebbesen and Bruus, 2012). While OT may apply optical gradient forces on neuronal axons toward the trap focus, the heat generated within the trap focus may also trigger a biochemical signaling cascade due to the heating of the cell membrane, which results in a chemical guidance of cell growth (Henley and Poo, 2004).

A less direct method of neuronal guidance is the creation of localized microfluidic flow using OT (Wu et al., 2011). By changing the rotation direction and location of a trapped particle, Wu et al. (2011) have been able to create a local flow around the particle and consequently a shear force that influenced the growth cone's development, showing that the environmental dynamics are influencing neuronal growth.

While neuronal growth can be influenced and guided by physical or chemical factors, neurons have shown preferences in their connectivities. Clarke et al. (2008) have optically manipulated retinal neurons with OT, and have shown that cone and rod cells have different target preferences. Using OT, they isolated retinal cells and formed pairs of first order photoreceptor cells (rods and cones) with second or third order neurons. By analyzing the direction and amount of neuritic growth, they found significant differences in cone and rod cells' intrinsic preferences (Figure 4c), which could help explain the natural patterning of photoreceptors on the retinal layers.



3.4. Mechanical Properties of Neurons

Another essential research area in neuroscience is the investigation of morphological development of the brain and responses to injury. Recent studies suggest that the mechanical properties of the brain deeply influence neurodevelopment (Bayly et al., 2014; Budday et al., 2014), and are correlated with developmental disorders such as lissencephaly and polymicrogyria, where brain folding are abnormally reduced or increased (Raybaud and Widjaja, 2011), brachycephaly and plagiocephaly, where the brain has a flat or asymmetric shape (Hutchison et al., 2004).

To understand the mechanisms that drive neurodevelopment and cause neurological disorders, it is essential to understand the biomechanics, or rheological differences between healthy versus unhealthy brains, as well as differences within brain regions. While indentation methods have been used to physically deform brain slices in order to measure the physical response, stiffness, and elasticity of specific areas of the brain (Budday et al., 2015; Antonovaite et al., 2018), this method lacks precision and the capability to perform measurements in vivo. More precise and recent techniques such as atomic force microscopy, micropipettes, optical tweezers, magnetic tweezers, and uniaxial stretchers, have allowed great progress into mechanotransduction pathways studies (Huang et al., 2004; Chighizola et al., 2019) (Figure 5A). Amongst these methods, OT offers the advantage of being non-invasive, applying comparively large forces, being able to probe cells in a 3D scaffold environment and precisely measuring forces in 3D space (Nawaz et al., 2012; Capitanio and Pavone, 2013; Pontes et al., 2013; Arbore et al., 2019; Li et al., 2020). Very recently, Dagro et al. (2019) used optically trapped silica beads to deform cell surfaces and measure their stiffness and elasticity. They successfully measured the elastic properties, at both high and low strain rates, of glial cells, opening a new avenue for the precise measurement of the mechanical properties of brain tissue.
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FIGURE 5. Measuring and modeling the mechanical properties of neurons. (A) Examples of force-application techniques used to probe the rheological properties of cells or to apply well-defined external loads, reproduced from Mohammed et al. (2019) (CC BY 4.0). (B) Model of elastic networks and viscous dampers in the brain. From Budday et al. (2020) (CC BY 4.0). (C) Storage (G′) and Loss modulus (G″) measurements in different models (including human, monkey, calf, porcine, bovine). From Forte et al. (2017) (CC BY 4.0).


In the case of traumatic brain injuries, the leading cause of death and disability in children and young adults, there is an increasing need for a better understanding of the process of injury development in the brain, and the development of effective protective measures. In recent years, an effort to better understand traumatic brain injury dynamics has been undertaken, involving computational models of the head and brain. In particular, the measurement of the stiffness of the brain tissue has been thoroughly investigated by measuring the storage modulus (G′ or elastic portion of the modulus) and loss modulus (G″ or viscous portion of the modulus) of the brain using mechanical techniques such as compression or shear quasi-static methods (Chatelin et al., 2010; Budday et al., 2020). However, the lack of accurate datasets and differences in brain mechanical property measurements have complicated the development of realistic models (Figures 5B,C). While we can explain these value variations as being caused by tissue heterogeneity, brain anisotropy, species differences, age variations, or differences in experimental parameters, a new method for precisely measuring brain biomechanics remains of great interest.

Magnetic Resonance Elastography (MRE) has been popular because it is non-invasive, and allows measurements from a living organism. However, this method lacks spatial resolution, which results in poor measurement accuracy and high variance for small regions of the brain (Johnson et al., 2016). A solution for this spatial accuracy limitation is the use of FOTs, a method which also has limited experimental variation. In a recent study by Chiang et al. (2019), they have fabricated and optimized FOTs for brain tissue mechanical stiffness measurements and obtained three reliable data sets for white matter that agree with published results. This new method should be considered actively in this area.



3.5. Probing Sensory Structures and Whole-Brain Networks

On the larger scale, we know that the brain constantly senses stimuli, processes information, and makes predictions based on the physical environment. Numerous studies in this area have allowed great advances in the determination of the brain regions involved in sensory perception and processing. However, the full information processing network is currently a mystery and therefore of great interest.

In particular, efforts have been made into the study of mechanotransduction of neurons, which use specific organelles (hair cells for instance) to detect a wide range of mechanical forces and frequencies, and are the origin of crucial senses such as hearing, touch, proprioception, and noxious mechanical sensation. While indentation pipettes, pressure jets with a pipette, or microfluidics, are used to pull and push cells to provide local mechanical stimulation (McCarter et al., 1999; Sánchez et al., 2007; Desmaële et al., 2011; Thompson et al., 2016; Vanwalleghem et al., 2020), OT is, once again, highly desirable as it has the advantage of a very precise probing, provides simultaneous measurement of the applied force and deformation (Mohammed et al., 2019), and, as mentioned before, is totally contact free. In particular, past studies have used OT to stimulate mechanoreceptors (Li et al., 2002; Ermilov et al., 2004; Rodríguez, 2019), revealing their response characteristics, as well how their mechanical properties change in presence of chemicals or variable electrical potentials. As an example, Li et al. (2002) used optically trapped polystyrene beads tethered to the membranes of outer hair cells to measure their mechanical characteristics. They found the average force to and from a plasma membrane tether at the lateral wall of the hair cell to be large: 499 ± 152 pN; about 3.5 times greater than that at the basal end of the cell: 142 ± 49 pN. These results are consistent with the presence of a more extensive cytoskeleton supporting the plasma membrane at the site of the lateral wall.

These studies, however, were done in vitro and did not interrogate the full brain and network. In our recent studies (Favre-Bulle et al., 2017, 2018, 2020; Taylor et al., 2018), we have successfully applied forces to zebrafish otoliths: ear-stones located in the inner ear. In particular, we have been able to apply OT to each of the four otoliths of 6 days old zebrafish embryo (Figure 6A), and study the behavior (tail bends and eyes rolls) and brain activity in response to individual or multiple otoliths optical manipulation in experiments up to 30 min in length. This was performed by combining OT with bright field imaging and Selective Planar Illumination Microscopy (SPIM). Since the utricular otolith is known to be the main actor in the detection of acceleration, we have applied OT to the utricle otolith with different directions and magnitudes. Interestingly, we have shown that the fish was compensating behaviorally for the perceived, but non existing, body acceleration. By activating only one ear with OT, a manipulation that is not possible with natural sound, we have also shown that the neuronal network of individual ears project to the contralateral ear, as previously shown in different models, and that responsive neurons showed responses profile dependent on OT configuration across whole the brain (Figure 6B). The saccular otolith, on the other hand, is known to be deeply involved in the detection of sound. We have modified our OT system to allow higher frequency manipulations (10 Hz to 1 kHz) to produce Bio-Opto-Acoustic (BOA) stimuli (Figure 6A). Using the BOA technique, we have shown that we can displace all of the four ear-stones at a chosen frequency, that stimulate the neurons responding to natural tones. We have also revealed the integration and cooperation of the utricular and saccular otoliths, which were previously described as having separate biological functions, during hearing.
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FIGURE 6. Optical manipulation of mechano-receptors. (A) Top: Schematic of a mechanical wave (blue) traveling through zebrafish inner ear and vibrating sensory organs (black arrows). Bottom: Schematic of OT manipulating selectively one sensory organ within the inner ear and producing a similar vibration to a mechanical wave. Reproduced from Favre-Bulle et al. (2020) (CC BY-NC-ND 4.0). (B) Distribution of neurons involved in vestibular processing in larvae zebrafish brain. Left: Top view of whole brain. Right: coronal view of specific sections of the brain, adapted from Favre-Bulle et al. (2018), Copyright 2018, with permission from Elsevier.


In other words, by combining OT with Selective Planar Illumination Microscopy (SPIM), we have been able to simulate acceleration and sound at variable frequencies, and therefore replicate natural vestibular and auditory stimuli (Figure 6A and Favre-Bulle et al., 2018, 2020). Since OTs offer high spatial precision, we could manipulate single elements of the inner ear and precisely map the neural networks that responded, providing important information about the separate and shared circuits involved in hearing and vestibular perception.




4. HOW FAR COULD OT GO IN NEUROSCIENCE?

OT, although only recently applied in neuroscience, has already provided valuable insights into the functioning and behavior of neurons on scales from whole organisms down to single molecules. Despite these successes, there are still several limitations preventing the broader use of OT in neuroscience. Current limitations are largely related to their use in vivo, which requires controlled and precise OT deep in the turbid and dynamic medium of the brain. In this section, we describe recent advances in optics and computation that could be useful for designing the next generation of OT neuroscience experiments.


4.1. Fiber Optical Tweezers (FOT)

Although FOT is not new (Constable et al., 1993), recent advances could make FOT a promising candidate for optical trapping deep within the brain. Much like a regular endoscope, FOT can be used to perform in vivo measurements while being minimally invasive. Unlike regular OT, FOT could be used to trap particles deep within the brain or for precise trapping near regions that could be damaged by regular OT. Most FOTs have a low numerical aperture, making it difficult to three-dimensionally trap a particle with a single FOT. In the future, this limitation may be circumvented using different types of fibers such as hollow core (Garbos et al., 2011; Bykov et al., 2015; Peng et al., 2020), or graded index fibers (Gong et al., 2013), and multimode fibers (Čižmár and Dholakia, 2011), as well as fibers with lenses (Li et al., 2016), plasmonic structures (Rodrigues Ribeiro et al., 2017), or photonic lanterns (Velázquez-Benítez et al., 2018) in order to extend the possible trapping configurations.

Recent advances in imaging through multimode fibers (Vasquez-Lopez et al., 2018) and computational tools that allow real-time beam shaping in multimode fibers (Plöschner et al., 2014) could be used to trap particles or structures deep within the brain (Čižmár and Dholakia, 2011). One of the main hurdles to overcome with imaging and trapping using multimode fibers is the sensitivity of the fiber to variations in temperature, pressure, or deformation, which can adversely affect the trapping or imaging quality. One alternative would be to use a rigid structure, such as a cannula (Kim et al., 2017), to reduce the sensitivity to environmental conditions, although this approach would be more intrusive and reduce the flexibility of the technique. Another alternative would be to continuously calculate the fiber's transfer matrix, which describes light transmission through the fiber. This could be done by using an approach similar to a guide star in adaptive optics: by placing a nano-particle or another suitable structure at the tip of the optical fiber, the experimenter gains a reference for calibrating the structure of the output light (Gu et al., 2015).



4.2. Computational Modeling

Computational modeling is an important tool for designing optical traps, understanding optical forces and torques, and modeling the dynamics of objects. Advances in computational power, availability of efficient and easy to use computer codes, and advances in algorithms for optimization and numerical modeling have all been beneficial to OT development.

Open source repositories, such as GitHub, make it easy to share and collaborate on computer codes for controlling and simulating SLMs (Bowman et al., 2017; Lambert, 2017; Aakhte, 2018; Lenton, 2020b), simulating optical tweezers (Herranen et al., 2020; Lenton, 2020a,c), and calculating light scattering (Roundy, 2020; Yurkin, 2020). For example, OTSLM (Lenton, 2020b; Lenton I. C. D. et al., 2020b) is a collection of simple patterns, iterative algorithms, and simulation methods for designing and modeling SLM patterns with a focus on OT. While many of the phase or amplitude patterns used to create structured light fields with SLMs in OT can be implemented with simple parametric functions (see Figure 3) or using iterative algorithms consisting of only a few lines of code (e.g., the Gerchberg–Saxton algorithm), it can still be very time consuming to search the literature for, and implement, these different patterns. Further still, implementation of more complex algorithms can be very difficult and time consuming, even when code is provided as supplementary material to the research papers describing the algorithm. The goal of OTSLM is to provide a free and open source repository for algorithms and patterns used in OT with examples, supporting documentation, a somewhat consistent interface, and freely available source code that anyone can use and contribute to.

While a major part of designing optical fields for OT is concerned with light shaping, another important part is calculating how a particle will orient itself in the optical field. This typically involves calculating the optical forces/torques that act on the particle and finding the equilibrium position/orientation. The most popular methods for calculating optical forces/torques in conventional OT are the T-matrix method (Nieminen et al., 2007; Herranen et al., 2017; Lenton, 2020a), geometric optics (Callegari et al., 2015), and for small weakly scattering particles, the dipole approximation or other zero-scattering approximations (Phillips et al., 2014). Recent advances have focused on combining these tools with dynamics simulations (Herranen et al., 2017; Lenton et al., 2018) and methods for calculating the non-optical forces such as the fluid dynamics or deformation of particles (Dao et al., 2003; Tapp et al., 2014). Simulating particles near walls, at the tip of optical fibers (i.e., FOT) or near plasmonic structures is often more complicated, and tools such as finite difference time domain (Yee, 1966; Benito et al., 2008; Lenton et al., 2017), discrete dipole approximation (Oskooi et al., 2010; Loke et al., 2011; Yurkin and Hoekstra, 2011), surface integral methods (Ji et al., 2014), or commercial packages such as COMSOL (Zhang et al., 2016; 2020a) and Lumerical (David et al., 2018; 2020b) are often used. Recent developments in machine learning have led to faster methods of simulating particles in OT (Lenton I. C. D. et al., 2020c), and faster hybrid algorithms for optimizing and simulating light scattering (Jiang et al., 2020). These advances could be useful in designing optical potentials that optimize certain OT properties such as trap stiffness and particle orientation.



4.3. Wavefront Shaping

While computational tools have enabled more intricate beams and OT beam shapes, the problem remains of how to project these traps deep within biological tissue. One of the main limitations of conventional OT for trapping within biological material is the nature of the biological matter itself. While organelles and membranes define the structure and function of cellular tissue, their irregularities and heterogeneities cause light distortions, rapidly degrading the light used for trapping or imaging. This makes it difficult to image or trap using conventional OT when samples are more than a couple of micrometers thick. For trapping of live cells and trapping in vivo, the problem is made more complicated as the tissue continuously evolves and changes. These are major problems both for imaging and optical trapping, and correspondingly there are numerous studies that explore different solutions (Park et al., 2018). Most of the methods used to deal with these problems were originally developed for imaging and then later applied to OT. Techniques for imaging in low-order scattering environments, such as C. elegans and zebrafish embryos, include optical coherent tomography (Huang et al., 1991), two-photon (Denk et al., 1990) and three-photon (Schrader et al., 1997; Rowlands et al., 2016) microscopy, and adaptive optics (Booth Martin, 2007). In high-order scattering environments, such as mice, wavefront shaping (Vellekoop and Mosk, 2007) and guided star based methods (Horstmeyer et al., 2015), speckle correlation (Bertolotti et al., 2012; Katz et al., 2014), scattering matrix measurement (Popoff et al., 2010; Choi et al., 2011), and various holographic techniques (Papadopoulos et al., 2016) are used to precisely reconstruct an image. The problem of generating a high-resolution image is very similar to creating a tightly focused optical trap; as such, these methods have been applied to OT (Dholakia and Čižmár, 2011; Zhong et al., 2017) and later to neuroscience (Shoham, 2010; Yoon et al., 2020).

A recent method, called focus scanning holographic aberration probing (F-sharp), has given promising results for neuroscience. This method is minimally invasive. It is based on holography and involves measuring the phase and amplitude of the scattered electric-field point spread function in order to determine the wavefront correction. Recent results (Papadopoulos et al., 2020) show imaging of neuron bodies, and partial axons, located 400 μm under a thinned skull of 5-week-old mice. While this method has thus far been used to improve imaging in mice, it should also improve capabilities in imaging and optical manipulation in adult zebrafish and other animals with similar sized brains.

Another difficult problem in wavefront shaping is optimizing patterns that selectively illuminate certain areas while not illuminating others. When trapping biological material or combining OT with other imaging techniques, it may be necessary to avoid illuminating certain regions of a sample to avoid, for example, heating, photodamage, or photobleaching. For conventional OT, one solution is to create beams using an SLM and an appropriate iterative algorithm that optimizes some function describing both regions where light should be and regions that should remain dark. As mentioned earlier, advances in faster simulations could be useful for optimizing with respect to the optical trap properties in addition to optimizing for the shape of the light field. These sorts of optimizations can be limited by the models used for describing the environment surrounding the particle. Another alternative is to use more localized optical fields, such as plasmonic tweezers or FOT.



4.4. Force Measurement

As discussed in previous sections, OT is a valuable tool for measuring the forces exerted by various cells and membranes, for example Cojoc et al. (2007) and Dai and Sheetz (1995). Force measurements with OT are useful for determining other mechanical properties such as the mechanical stiffness or viscoelasticity of various cells and their surrounding environments. There are numerous methods for measuring the force, most involving assumptions about the trap shape (such as assuming a linear restoring force), calibrating using a known force, or collecting a significant portion of the scattered light in order to directly estimate the force from the scattering distribution (Jun et al., 2014; Thalhammer et al., 2015; Bui et al., 2018). When trapping and measuring particles deep inside samples, it is not always possible to use the same force measurement techniques: thicker samples can lead to larger aberrations affecting the trap shape, it may not be possible to generate a known force for calibration, and a significant portion of the light may be absorbed or not be measurable. The main solutions to these problems are related to the advances in FOT, computational modeling and wavefront shaping that have been previously discussed. For example, the effect of aberrations (which can negatively affect how both the shape of the optical potential and measurements of the scattering distribution) could be reduced by reducing the distance between the particle and the lens using FOT or using adaptive optics to compensate for the distortion.

Another cognate advancement that has important implications for force measurements is the recent advance in algorithms and the application of machine learning to particle tracking and recognition (Helgadottir et al., 2019; Fränzl and Cichos, 2020; Rose et al., 2020). Packages such as DeepTrack (Helgadottir et al., 2019, 2020) allow for fast accurate tracking and classification of particle mixtures. Force measurement techniques that involve measuring the position of a particle in the optical trap can greatly benefit from these improved algorithms for particle tracking. Although position based force estimation often assumes a linear potential, it is also possible to apply these same techniques when position and force do not have a linear relationship. This usually involves using the thermal motion of the particle to calibrate the optical potential. Methods such as FORMA (García et al., 2018; García, 2019) enable estimation of both the conservative and non-conservative parts of the optical potential. When the scenario can be accurately modeled, it is sometimes possible to fit the available experimental measurements to the model in order to estimate the optical force. These kinds of computational models require precise information about the particle properties and the properties of the surrounding material as well as enough data and fast enough simulations to be able to fit the experimental measurements to the model. Recent studies have looked at different methods for fitting models to experimental data both in the damped and underdamped regime (Brückner et al., 2020; Frishman and Ronceray, 2020). The amount of information that can be extracted from the Brownian motion of a particle was recently considered by Frishman and Ronceray (2020).

For photonic force microscopy, one of the main limitations is related to the properties of the optical probe and how easily it can be trapped and orientated. The resolution of photonic force microscopy is largely related to the size and shape of the probe: large probes have low resolution due to the large contact area with the sample but are less affected by thermal motion and are easier to trap/detect; while small probes can achieve higher resolution due to the smaller contact area but at a cost of a lower signal to noise ratio from weaker trapping and larger effects of thermal noise. One solution is to use large non-spherical probe particles with very finite tips (similar to the tips used in atomic force microscopy). Recently, Desgarceaux et al. (2020) demonstrated that large numbers (~ 107 probes per batch) of similar probes which a diameter of almost 2 μm and a pointed tip of 35nm can be fabricated and stably trapped, allowing high resolution and low signal to noise measurement of the surface structure of a infected red blood cell. This same approach could be applied to scanning force measurements of cells and membranes in a neurological context.



4.5. Molecular Studies With OT

Most current studies of molecules involved in brain function involve using OT in vitro, either using probe particles attached to molecules (Capitanio and Pavone, 2013), or plasmonic devices for label-free OT (Huang and Yang, 2015; Choudhary et al., 2019). For label based approaches, most advances will likely come from advances in sensing and functionalization of biomolecules, extending the range of molecules that can be trapped and sensed. Trapping and sensing inside cells, or deep within the brain, can be difficult for label based methods since it requires inserting a suitable probe/label into the environment. Hollow core FOT could be useful for delivering plasmonic particles for use as probes (Garbos et al., 2011), the FOT could then be used for subsequent trapping/sensing. Another solution is to use label-free trapping and sensing using plasmonic OT in combination with FOT (Ehtaiba and Gordon, 2018, 2019), in order to create traps/sensors that could potentially be inserted deep into a sample or integrated into a lab on a chip platform. Another recent development is optical tweezers-in-tweezers, consisting of a plasmonic OT held in place by a regular OT (Ghosh and Ghosh, 2019; Wills, 2019). This method could be useful for the precise delivery of molecules to neurons, and be an alternative to the method demonstrated by Pinato et al. (2011) who used micro bubbles to deliver molecules to neurons.




5. OUTLOOK

Most of the methods and techniques discussed in this review have been implemented in vitro for the study of small scale effects. However, with currently emerging technologies, we can foresee these studies moving in vivo with visualization of localized stimulation effects on the large scale. Currently, Drosophila, C. elegans, D. translucida, zebrafish, as well as hydra and brain organoids (if we consider loose neuron systems), are models where existing technologies have allowed whole brain imaging with cellular resolution. Therefore, we can imagine studies where the full neuronal network of senses is recorded while delivering localized stimulation. An example of possible studies is the determination of mechanotransduction systems networks, such as touch. C. elegans have six touch receptor neurons scattered around its body. We can imagine the manipulation with OT of these touch receptor neurons, individually or in concert, and the simultaneous imaging of the full neuronal network. Similarly, we can imagine the manipulation with OT of hair cells around a zebrafish embryo. These possible studies would allow great advances in the determination of the network for touch and flow sensing.

Another interesting area is the investigation of the brain-gut axis. Very recently, Kaelberer et al. (2018) have found enteroendocrine cells in mice that project into the vagal nerve, thereby communicating with the central nervous system. While the enteric nervous system was originally believed to transmit information to the central nervous system via hormones, this study revealed a more direct circuit for gut-brain signaling. While the gut-brain relationship is an active area of research using more traditional approaches (Ezra-Nevo et al., 2020; Spencer and Hu, 2020), we can imagine combining OT with wavefront shaping to manipulate bacteria and nutrients in the digestive system or the nerve cells lining the gut, and imaging the brain activity simultaneously. These studies would allow the precise study of bacteria-nutrients-enteroendocrine interactions, as well as their repercussions on brain activity, brain states, and behavior.

OT has already been invaluable in neuroscience, enabling various studies on neuronal growth, function, and communication on a molecular, cellular, and whole organism scale. Further still, the future is bright for OT in neuroscience. As advances in optics, computation, and OT techniques gradually make their way into neuroscience, we can expect OT to become more prominent in the field, especially for in vivo studies in larger models. The combination of OT and adapted wavefront shaping will allow the achievement of OT deeper than ever in biological organisms and will likely lead to in vivo studies in adult zebrafish and mice. Advances in plasmonics are leading to label-free trapping and sensing of a greater range of molecules. Combined with FOT or tweezers-in-tweezers technologies, these tools could lead to applications of optical trapping and sensing deep within the brain, or very precise delivery of molecules and proteins directly to parts of neurons.

One of the major advantages of OT is how easily it can be combined with other techniques such as magnetic or acoustic trapping techniques for applying larger scale forces, or different imaging and microscopy techniques. Further advances in plasmonics, fibers, and wavefront shaping will be important for combining OT with other imaging or manipulation techniques, such as for selectively illuminating certain regions of a sample or to enable tweezers in locations where conventional OT systems simply wouldn't fit. OT continues to learn and borrow from other fields, incorporating advances in adaptive optics and light shaping techniques from microscopy and consequently achieving greater resolution, improved trapping, and greater accuracy. At the same time, with advances in force measurement techniques using computational models or with detectors that measure the momentum distribution of the scattered light, we expect OT measurements to become more precise and more flexible. As the flexibility of OT and range of measurements that can be performed with OT continues to advance, we can expect these technologies to continue to be adapted for studying different aspects of the brain and its function.
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Supplementary Video 1. A particle (blue circle), initially outside a moving OT, falls into the OT and is dragged by the OT as it goes around in a circle. Particle displacement track is shown in white.

Supplementary Video 2. Distribution of positions (white dots and blue bars) of a particle (green dashed circle) in a counter-propagating OT using feedback in the horizontal direction: the three panels show (from left to right) a trap with a high stiffness, a trap with a low stiffness and a trap with two equilibria, all generated using the feedback system.



ABBREVIATIONS

OT, optical tweezers; FOT, fiber optical tweezers; SLM, spatial light modulator; NCS-1, (protein) Neuronal calcium sensor 1; Sema3A, (protein) Semaphorin 3A; Netrin-1, (protein) Netrin 1.
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We consider the basic, thermodynamic properties of an elementary micro-machine operating at colloidal length scales. In particular, we track and analyze the driven stochastic motion of a carefully designed micro-propeller rotating unevenly in an optical tweezers, in water. In this intermediate regime, the second law of macroscopic thermodynamics is satisfied only as an ensemble average, and individual trajectories can be temporarily associated with decreases in entropy. We show that our light driven micro-propeller satisfies an appropriate fluctuation theorem that constrains the probability with which these apparent violations of the second law occur. Implications for the development of more complex micro-machines are discussed.
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1 INTRODUCTION
Advances in micro-fabrication techniques enable the manufacture of finely structured objects with ever greater precision [1]. As a consequence, increasingly sophisticated micro-machines are being developed [2–4] to perform a variety of previously unrealisable tasks in the colloidal regime. Examples include controlled transport, micro-fluidics, pumping and mixing [5–9], sensing [10], or even hydrodynamic manipulation [11]. More recently, self-organizing, dynamically reconfigurable and self-propelled micro-machines have been exhibited [12–15]. Quantitatively describing the behavior of machines at these length scales is not trivial. Classical thermodynamics was developed, in part, to help optimize the efficiency of conventional machines. This framework, however, is inadequate for the colloidal regime where the energy flows that drive the machines are comparable in size to stochastic thermal fluctuations. In this article, we analyze the influence of thermal fluctuations on an elementary micro-machine, in this case a light driven micro-propeller or light-mill, observing that they are constrained by an appropriate fluctuation theorem [16]. In doing so, we underscore the usefulness of applying the principles of stochastic thermodynamics [17] to the design of novel micro-machines.
As with biological analogues such as molecular motors [18], artificial micro-machines operate in an intermediate thermodynamic regime. Conventional machines, working at every-day length scales, conform to the laws of classical, macroscopic thermodynamics where physical processes are strictly irreversible and associated with increasing disorder, or entropy. In contrast, dynamical motion at microscopic length scales is governed by time symmetric equations of motion. The thermodynamics of micro-machines are neither purely reversible nor completely irreversible and the second law of thermodynamics, which prohibits entropy from decreasing with time, appears not as an absolute law, but as a limiting case, emerging only for sufficiently large systems, over sufficient time intervals [17, 19]. For micro-machines, working in the colloidal regime, individual trajectories can be associated with decreasing entropy for finite periods of time. The relative probability of observing such a trajectory is constrained by the fluctuation theorem (FT), the term really applying to a family of theorems, and decreases exponentially with time, with the second law restored in the limit either of long times or large system sizes. For a general system the FT takes the following form:
[image: image]
where [image: image] is the entropy production of a trajectory integrated over time t (divided by Boltzmann’s constant [image: image] to make it dimensionless) and [image: image] the probability density that [image: image] takes the value [image: image]. Equation 1 therefore quantifies the relative probabilities of entropy producing and consuming trajectories. Since [image: image] is extensive, it increases with the system size and averaging time. An immediate consequence of Eq. 1 is the second law inequality, [image: image], where the average is taken over an ensemble of experiments with the same start time, averaged over a fixed time period t [19]. The second law inequality requires that the average entropy change is non-decreasing. Unlike the classical second law, it does not, however, prohibit decreases in entropy occurring in some of the realizations comprising the ensemble.
Equation 1 is commonly referred to as the transient or detailed FT (DFT) to distinguish it from the integrated version,
[image: image]
where [image: image] etc. and [image: image] denotes an average over all trajectories for which [image: image]. Again, since [image: image] is extensive, the right hand side of Eq. 2 approaches zero as the system size or time duration increase.
We wish to confirm appropriate versions of the fluctuation theorems, Eqs 1 and 2 for an elementary micro-machine. Previous tests of the FT involve dragging spherical beads through water with optical traps [20, 21] under various conditions [22]. In these studies, a colloidal bead is dragged in a straight line, with a force that does not depend explicitly on position. By contrast, we use an autonomous micro-machine, with a more complex geometry and force profile. As will become clear, this increase in complexity gives rise to a number of experimental challenges, especially those relating to the design of our micro-machine and to the tracking of its motion.
Our chosen machine is a simple, light driven propeller or light-mill, which we fabricate using two-photon polymerization [23]. We track its motion as it rotates in a laser trap, showing that it conforms to an appropriate FT. The propeller has been carefully designed so that it rotates slowly about its axis, allowing its motion to be tracked with sufficient accuracy and resolution to observe trajectories with temporarily decreasing entropy. Small, natural asymmetries in the system cause the axial torque to vary strongly with orientation, so that the rotational motion is highly uneven. For the rotor used in this study, the ratio of the maximum to minimum torque is [image: image]. Rather than being a defect of the study, these irregularities are an important part of it. The case of constant torque is comparatively trivial. In particular, diffusion of a particle exposed to a spatially invariant force or torque is very well understood [24]. In our case, the dependence of the torque on the orientation of the propeller provides a more demanding and interesting test of the FT.
In the following sections we review the necessary theoretical background, which closely follows the work of Speck, Seifert et al. [22], describe the design and fabrication of the rotor and the experimental procedure. We next present tests of the detailed and integrated forms of the rotational FT. We comment on the small discrepancies between theory and experiment and conclude with a discussion of the implications for the optimal design of future micro-machines.
2 THEORETICAL BACKGROUND
We consider the over-damped motion of a Brownian propeller or rotor, rotating about a fixed axis in water. This motion is described by the Langevin equation,
[image: image]
where ϕ is the orientation of the rotor and [image: image] is the rotational friction. The systematic, external torque, [image: image] varies with ϕ but is always of the same sign and [image: image] is the stochastic, Langevin torque with zero mean, uncorrelated and with variance determined by the fluctuation dissipation theorem, i.e.,
[image: image]
[image: image]
Thus, we focus on axial rotations, assuming that the motion of all other degrees of freedom are negligible or independent. Qualitative features of the motion follow from a consideration of the impulses, I, delivered to the rotor over a finite time interval, [image: image], i.e., [image: image]. For short time intervals, the impulse from the systematic torque, [image: image], is obviously proportional to [image: image], i.e., [image: image], if [image: image] is the initial orientation and we assume the torque does not vary too much over [image: image]. By comparison, the impulse from the stochastic torque, [image: image], is a Gaussian random variable drawn from a distribution with a variance of [image: image]. The probability that the stochastic impulse exceeds the systematic impulse is therefore,
[image: image]
In other words, for very small [image: image] we expect the total impulse to be dominated by the stochastic term, i.e., [image: image]. It may therefore act in the opposite sense to the systematic torque. As [image: image] increases, this becomes progressively less likely, until the total impulse is approximately equal to the contribution from the systematic torque. The angular displacements made by the rotor may be expected to behave similarly, i.e., for short times there is significant probability that the propeller rotates in the opposite sense to the applied torque while, for greater time intervals, the propeller is practically guaranteed to rotate with the systematic torque. Furthermore, if we consider the probability, [image: image] that, at time t, the propeller has an orientation in the interval [image: image], it is clear that [image: image] must approach a steady state limit, [image: image], as the time interval over which data is collected increases, i.e., [image: image]. The time evolution of [image: image] is determined by the Fokker-Plank equation [25] with drift and diffusion coefficients derived from the Langevin equation, Eq. 3,
[image: image]
where [image: image] is the probability distribution of the orientation and [image: image] is the total probability current, the first and second terms of which correspond, respectively, to the drift and diffusion currents. As time progresses, [image: image] approaches a non-equilibrium steady state, [image: image] [26]. Since we are treating this as a one dimensional system, the associated steady state current, [image: image] and mean angular velocity, [image: image] satisfy [image: image], where [image: image] is independent of orientation in accordance with conservation of probability, i.e.,
[image: image]
As mentioned above, the torque, [image: image] does not change sign and the propeller rotates continuously. Obviously, this is a non-conservative system which is not at thermodynamic equilibrium. For such systems, we would usually expect thermodynamic properties (e.g., work done) to depend on the details of the stochastic trajectory of the propeller ([image: image] for [image: image]), making accurate measurement challenging if not impossible. Fortunately, that is not the case here. Since the system is one dimensional we can define an effective potential from which the torque can be derived. If we write [image: image], where [image: image] is the average value of [image: image] in the range [image: image], then the corresponding potential is,
[image: image]
Here, [image: image] is a continuously varying angular displacement that can become arbitrarily large and counts multiple complete rotations, i.e., it is the total angular displacement. The upper limit in the integral appearing in the final term of Eq. 9 can be changed from [image: image], which measures the total angular displacement, to ϕ, the orientation of the propeller (i.e., [image: image] for integer [image: image]) since the integral of [image: image] over a complete rotation is zero by construction. This step allows us to evaluate thermodynamic quantities in terms of the end points of trajectories, rather than having to measure the detailed motion. To illustrate, the dissipated heat is [22],
[image: image]
where the integral in Eq. 10 is evaluated by writing the torque as the derivative of the potential in Eq. 9, and [image: image] and ϕ again, is the orientation whereas [image: image] is the total angular displacement. Following Ref. 22, the total change in entropy along a trajectory is given by the sum of the change in the medium,
[image: image]
and the change in the system entropy,
[image: image]
[image: image]
where [image: image] is the steady state distribution of the propeller orientation. This latter quantity, the system entropy, is defined in analogy with the usual Gibbs entropy, with the integral over microstates replaced by an integral along the particle trajectory [27]. An additional term, related to the configurational entropy induced by the external field is significant for molecular systems [28], but negligible here. Since we have assumed that the sign of the torque is the same for all orientations (a condition satisfied for the propeller used in the experiments, see below), the total potential [Eq. 9] is monotonic. Trajectories associated with the consumption of medium entropy [Eq. 11] therefore relate to small rotations against the applied torque which, as discussed above, occur only over short time intervals. We note that Eq. 10 can be arrived at by various other routes. For instance, the torque can be separated into a part derived from a [image: image] periodic potential, [image: image] say, and a constant, non-conservative term. By computing the work from an integral of the non-conservative torque, and the change in internal energy from [image: image], an application of the integrated first law reproduces Eq. 10 [22]. Of course, the force can be partitioned into conservative and non-conservative components in infinitely many ways, all leading to the same result. As stated above, the fundamental reason is that this is a one dimensional system so the force can be represented as the derivative of a scalar function, as in Eq. 9.
The principles described above provide us with a simple way of testing the rotational fluctuation theorem for a driven micro-propeller. First we measure the steady state orientation distribution, [image: image] and average rotational velocity, [image: image]. Next we evaluate the systematic torque from the steady state probability current, [image: image], Eq. 8. This step requires the rotational drag, [image: image], which we estimate numerically [29]. We note that it is not possible to find an exact, independent value for [image: image] since the precise dimensions of the micro-fabricated rotor are not available. The numerical estimate of [image: image] is therefore treated as a guide and, since it is a scalar, it is straightforward to consider moderate variations in this parameter. Finally, Eqs 11 and 12 are used to evaluate entropy changes over time intervals of varying length and apply them in the integrated and detailed fluctuation theorems, Eqs 1 and 2. Achieving this experimentally is rather demanding, and the protocols and techniques we adopted are described in greater detail below.
3 PROPELLER DESIGN AND FABRICATION
Testing the rotational FTs described above places some demanding constraints on the design and behavior of our micro-propeller. It must exhibit three key characteristics. 1) The propeller should rotate about a single fixed axis, with minimal fluctuations in the orientation of the axis. 2) It should rotate slowly enough for the short term, entropy consuming trajectories to be accurately resolved by the available technology. Finally, 3) its shape should facilitate accurate tracking of its orientation. We discuss each of these issues in more detail below.
(1) Axis stability: Elongated, dielectric objects tend to align themselves with the axis of optical beams [30]. The stability of the rotation axis of a micro-propeller is therefore promoted by providing it with a long, sturdy central spindle.
(2) Rotation rate: Equation 6 allows us to find a crude estimate of the rotation rate required to observe entropy consuming trajectories, i.e., we require [image: image], where ω is the typical angular velocity at [image: image]. Taking [image: image] to be the smallest time interval over which we can accurately measure gives [image: image]. Finally, if we approximate the rotational drag by that of a sphere, [image: image] with an effective radius a = 2 μm we get [image: image]. In our case, [image: image], suggesting that we require a rotation rate of <0.5 Hz. Most light-mills rotate at greater rates, typically in excess of several Hz [31–33], and more effort is devoted to increasing rotation frequency than decreasing it [34]. Designing a propeller that rotates this slowly without stalling completely is a greater experimental challenge than might have been expected. To meet it, we recall the basic symmetry properties of optical torque coupling [35]. An object with rotational symmetry and a mirror plane that includes the beam axis has a preferred orientation in a linearly polarized optical tweezer, while an object with chiral symmetry experiences a constant, orientation independent torque. We adopt a basic design for the propeller in which the torque it experiences should be controllable through a single parameter. This design consists of a propeller with two tiers of five cylindrical arms. When the tiers are aligned, the rotor has a mirror plane, and does not rotate. By gradually displacing the tiers with respect to one another, we can control the rotation speed. Natural imperfections in the beam and propeller result in a torque that, rather than being constant, is strongly dependent on orientation. This tendency becomes more conspicuous the closer the propeller is to having a mirror plane.
(3) Tracking: Finally, it must be possible to track the orientation of the propeller with as much angular precision as possible. To do this, we add microspheres to the ends of the rotor arms, and make use of the established methods for high precision sphere tracking [36]. The orientation of the propeller can then be accurately retrieved from measurements of the sphere positions.
With these principles in mind, we arrived at the following final design, shown in Figure 1.
[image: Figure 1]FIGURE 1 | The micropropeller used in the experiment. (Left) Schematic of the design, rendered using POV-Ray, (right) SEM image of the microfabricated (two-photon polymerization) propeller used in the experiment.
We fabricate micro-propellers using two-photon polymerization. To implement the geometric design shown in Figure 1 (left), we use custom software (LabVIEW) to generate an instruction file to control the path of a laser beam in a two-photon polymerization machine (Photonic Professional, Nanoscribe). By specifying the beam path directly, rather than relying on slicing software to automatically generate a path from a CAD file, we retain fine control over the fabrication process. We deposit approximately 20 μL of photoresist material (IP-G 780, Nanoscribe) on a coverslip, and then heat it using a hotplate (100 C for 1 h), following the manufacturer’s instructions for photoresist preparation. We then fabricate many (>50) copies of our micro-propeller design using the two-photon polymerization machine to scan a laser beam through the prepared photoresist according to our custom beam path file. The polymerized material is developed, and unpolymerized material washed away, by submersing the coverslip first in developing fluid (Microposit EC Solvent) for 20 min, followed by isopropanol for 5 min. We move the fabricated micro-propellers into suspension by placing a drop of water (Direct-Q 3 UV, Millipore) on top of them, and then apply mechanical agitation to detach them from the coverslip using a thin wire manipulated by a 3-axis translation stage (ULTRAlign Precision XYZ Linear Stage, Newport), similar to a previously employed method [37, 38]. The suspension is transferred to a custom microscope sample chamber consisting of one microscope slide and three coverslips bonded together (UV Adhesive 81 or 68, Norland) using a pipette, and the remaining volume of the chamber is filled with additional water then sealed with adhesive. This process typically results in around 50–80% of the fabricated micro-propellers being transferred into the microscope sample chamber. The two-photon polymerization and transfer steps are all carried out in a clean room.
4 EXPERIMENT
We optically trap one of the micro-propellers inside the sample chamber using a custom-built holographic optical tweezers system, which is similar to a system described elsewhere [39]. The optical tweezers are based around a 1,070 nm laser (YLM-5-LP-SC, IPG Photonics) whose beam is expanded to fill a spatial light modulator, or SLM (XY Series HSP512-1064-DVI, Boulder Nonlinear Systems). The beam is then tightly focused using an oil immersion, 1.4 NA, 100× objective lens (Plan-Apochromat, Zeiss) to form optical trap(s). Relative translation of the sample and optics is achieved with a piezo-based translator (Mipos 140 PL, Piezosystem Jena) along the optical (z) axis, and with a servomotor-based stage (MS2000, ASI) in the orthogonal [image: image] plane. Imaging of the sample is performed by illumination from a custom LED source (University of Glasgow). Light from the LED which is transmitted by the sample is then collected by the objective lens and directed to a camera (EoSens CL MC1362, Mikrotron) using a polarizing beam-splitter. Images from the camera are acquired on a computer through a PCI-e frame grabber (PCIe-1433, National Instruments). We use the “Red Tweezers” software [36] to generate and position optical traps through control of the SLM. A single micro-propeller is picked up with an optical trap, such that the long axis of the propeller’s spindle aligns with the optical axis. The micro-propeller is then translated to the center of the sample chamber in the [image: image] plane, and to a distance of around 30 μm above the coverslip along the z axis using the microscope stages. Note that the latter distance is limited by the working distance of the objective lens. The micro-propeller is simultaneously confined in translational space and driven to rotate continuously about its spindle by the optical trap.
We record a high speed (1 kHz) video of a trapped and rotating micro-propeller using a custom LabVIEW program to acquire images from the system’s camera. The fast frame rate is achieved by i) reducing the active area of the camera to the minimum needed to view the propeller, ii) use of a signal generator (33220A, Agilent) to trigger the frame grabber, and iii) use of a circular buffer in software that losslessly transfers acquired images to an SSD drive (HyperX SH100S3/120G, Kingston). In our set up, the frame rate is limited by illumination intensity and control over the camera’s exposure time.
Data analysis is performed offline, starting by extracting the position of the micro-propeller in each frame of the video using an additional custom LabVIEW program. We first find the Cartesian position of each of the five spheres on the micro-propeller, using a symmetry transform tracking library, taken from the Red Tweezers software [36, 40]. The propeller’s orientation, ϕ, can then be defined by the Cartesian position of one of the spheres and the position of the propeller’s center. The center is calculated in each frame as the average of the positions of all five spheres.
We record video of a rotating micro-propeller for a period of 15 min, equivalent to approximately 175 complete rotations, and extract the orientation in each frame as described above. The steady state probability distribution, [image: image] is constructed as a histogram by binning the available data. The bins have a width of one degree. We confirm that [image: image] is a true steady state by comparing with separate orientation distributions derived from the first and second halves of the total Brownian trail. These two distributions are the same, with the exception of a jagged, high frequency component. These sharp features are of very low amplitude in comparison to the overall shape of [image: image] and derive from multiple sources including the finiteness of the Brownian trail, tracking errors, center of mass motion and tilting. To prevent unrealistic contributions to the medium entropy introduced via the gradient of [image: image], we smooth the distribution function. To evaluate [image: image] we form a histogram of the coarse-grained velocity, i.e., we take the numerical derivative of the orientation over a single time step and bin the result according to the average orientation over the time step. Figure 2 shows [image: image], [image: image] and their product, [image: image] [see Eq. 7]. Smoothed data is shown in thin, colored lines with the raw data plotted on thicker gray lines. The small variation of [image: image] with orientation provides a measure of the errors in the experiment. Next, we calculate [image: image] using the integral in Eq. 9 and [image: image] (with [image: image]). We then perform the arbitrary separation of [image: image] into a conservative potential, [image: image], and our choice of [image: image] (the average value of [image: image]: [image: image] = -3.59 aN⋅m), see Figure 3.
[image: Figure 2]FIGURE 2 | Steady state distributions of the orientation, [image: image], angular velocity, [image: image] and probability current, [image: image]. The data are averaged over [image: image]175 revolutions, using bins of width 1°. In each case, the raw data (gray) is overlayed with the smoothed data. The scale used for [image: image] is numerically equivalent to that used for [image: image], with units Hz.
[image: Figure 3]FIGURE 3 | Conservative (left hand side) and total potentials (right hand side).
Finally, we investigate total change in entropy over different time scales. We choose an interval, t, and split the time series of micro-propeller orientations from the experiment into [image: image] sections, each spanning time t. For each of these sections, the total entropy change is calculated from the sum of Eqs 11 and 12, using the end points of the trajectory and the previously calculated values for [image: image], [image: image], and [image: image]. We repeat this analysis for different intervals, t.
Figure 4 shows histograms of entropy change, [image: image], over a sequence of time intervals, t. As suggested above, for the shorter time interval, t = 1 ms, the distribution is strongly peaked close to zero, with a substantial fraction of trajectories showing negative changes in entropy. As the time interval lengthens, the distribution spreads out, and the peak shifts to higher positive values. At each stage the fraction of trajectories showing negative entropy change decreases. This process is quantified by the transient and integrated rotational FTs, which are tested in Figure 5. On the left hand side, Figure 5A we plot the logarithm of Eq. 1. In accordance with the FT, the graph is a linear one passing through the origin. The gradient of the best fit line is 1.14, compared with 1, as it would be for perfect agreement. The integrated form is tested by plotting the right and left hand sides of Eq. 2. The shaded region shows the effect of varying the value of [image: image] by [image: image] when evaluating [image: image]. Since the rotational friction scales with the cube of the length, this variation corresponds to a change in linear dimension of [image: image]. The strength of the agreement increases with the time interval, becoming very close for [image: image].
[image: Figure 4]FIGURE 4 | Evolution of the distribution of entropy change for a series of increasing time periods.
[image: Figure 5]FIGURE 5 | Experimental tests of the FT. Left hand side: detailed FT plotted as the natural logarithm of Eq. 1, with best fit straight line with gradient [image: image]. Right hand side: left and right hand sides of the integrated FT, Eq. 2.
5 DISCUSSION
We have defined a version of the FT suitable for describing fluctuations of a rudimentary, light driven micro-machine.
The scenario we have considered is somewhat contrived: we had to go to considerable lengths to ensure that we could reliably resolve the behavior of interest. In particular we had to design a propeller that would rotate slowly enough for the transient, entropy consuming trajectories to be accurately measured. The design also minimized motion of the center of mass, and angular fluctuations of the rotation axis, allowing us to eliminate five of the six physical degrees of freedom and focus on the remaining axial rotations. For the detailed FT, Eq. 1 and Figure 5A, the experimental data, which are plotted for the logarithm of Eq. 1 are represented by a straight line, indicating the exponential dependence expected from the FT, however the gradient is higher than expected. In the case of the integrated FT, Eq. 2 and Figure 5B, our measurements tend to under-estimate the entropy changes over very small time intervals, although the agreement becomes more accurate for intervals of longer duration. There are a number of sources of error including image blur and fluctuations in the rotation axis of the micro-propeller. Both of these factors are more significant for short time intervals. In the first case, each video image does not represent an instantaneous moment, but contains contributions from previous times. This has the effect of low pass filtering the measured rotations relative to actual rotations. Tilting of the rotation axis adds a small error to the measured displacement of each tracking sphere, when projected onto a fixed horizontal plane. In addition the effects of data smoothing (Figure 2) will be more significant for shorter intervals.
Nevertheless, the essential features are qualitatively reproduced. For short time intervals, entropy consuming trajectories occur with substantially higher probability, and this probability decreases exponentially as the duration of the time interval increases.
Although it was not straight forward to observe and quantify this behavior, we note that fluctuations influence the efficiency and precision of micro-machines whether they are measured or not. The concepts described in this article, and in the many articles devoted to both the fundamental theory, and to applications in biology, are directly relevant to the growing field of artificial micro-machines [2, 3]. This will become increasingly more true as we try to design increasingly small machines. Indeed, the analysis of the micro-propeller is somewhat simplified by the fact that the underlying potential (Eq. 9; Figure 3) is many times greater than [image: image]. For this reason, the effect of diffusion in Eqs 8 and 11 is relatively weak in comparison to the drift terms produced by the systematic torques. Understanding the role of fluctuations in more complex micro-machines, will present further challenges, especially for machines involving multiple degrees of freedom. Under these circumstances, the steady state distributions are themselves multi-dimensional, complicating the interpretation of force, locally. For instance, if we wish to design a micro-machine that applies a particular force in a particular configuration, we might also need to understand the morphology of [image: image] in multiple dimensions. Providing theoretical approximations for the effect of fluctuations on more complex micro-scale devices with many degrees of freedom, including synchronizing systems [41, 42], presents an interesting challenge and one that could be technologically useful. One possibility would be to try to eliminate spurious degrees of freedom, by considering the cycle of the machine as a one dimensional curve embedded in a higher dimensional phase space. In fact, this is precisely what has been done for the rotor considered above. Ultimately, understanding the interplay between deterministic and fluctuating forces is essential for the design and optimization of complex, multi-dimensional, mesoscopic machines.
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True random number generators are in high demand for secure cryptographic algorithms. Unlike algorithmically generated pseudo-random numbers they are unclonable and non-deterministic. A particle following Brownian dynamics as a result of the stochastic Ornstein-Uhlenbeck process is a source of true randomness because the collisions with the ambient molecules are probabilistic in nature. In this paper, we trap colloidal particles in water using optical tweezers and record its confined Brownian motion in real-time. Using a segment of the initial incoming data we train our learning algorithm to measure the values of the trap stiffness and diffusion coefficient and later use those parameters to extract the “white” noise term in the Langevin equation. The random noise is temporally delta correlated, with a flat spectrum. We use these properties in an inverse problem of trap-calibration to extract trap stiffnesses, compare it with standard equipartition of energy technique, and show it to scale linearly with the power of the trapping laser. Interestingly, we get the best random number sequence for the best calibration. We test the random number sequence, which we have obtained, using standard tests of randomness and observe the randomness to improve with increasing sampling frequencies. This method can be extended to the trap-calibration for colloidal particles confined in complex fluids, or active particles in simple or complex environments so as to provide a new and accurate analytical methodology for studying Brownian motion dynamics using the newly-emerged but robust machine learning platform.
Keywords: true random numbers, supervised learning, optical trap calibration, autoregresison, time series analysis
1 INTRODUCTION
Stochastic processes are excellent manifestations of statistical randomness and can be used for pedagogical study of probabilistic models [1, 2]. Such processes are widely used to expound phenomena like the Brownian motion of microscopic particles, radioactive decay, Johnson Noise in a resistor; they are even applied to financial markets [3] and population dynamics [4] where fluctuations play a central role. The most widely employed stochastic process is the Ornstein-Uhlenbeck process, which can model the trajectory of an inertia-less Brownian particle. As is well known, Brownian particles exhibit random motion due to collisions with the surrounding molecules that are in constant thermal motion in atomic timescales. However, Brownian motion - being one of the simplest stochastic processes - can be studied in an confined environment in conjunction with optical traps. Thus, optical traps may be employed to exert calibrated forces in order to induce deterministic perturbations on the particles, so that the interplay between random and deterministic forces may then be studied [5]. The motion of an optically trapped Brownian particle is determined by parameters such as temperature, viscosity of the fluid and trapping power—thus it embodies the perfect model to test parameter extraction in linear systems [6, 7]. These extracted parameters are also used to spatially calibrate the trap, i.e., find out the trapping potential, which is a cardinal prerequisite for position detection and force measurement experiments. Indeed, for the last few decades, optical tweezers are being widely used as tools to study forces in cellular adhesion [8], DNA nanopores [9], or Van der Waals interaction [10] only to name a few.
In recent works, machine learning (ML) has been applied to problems of parameter estimations in stochastic time series. Bayesian Networks [11–13] are in high demand to analyze such processes due to their speed and reliability. Neural networks [14] are also coming up to analyze complicated problems including data analysis in Optical Tweezers. We take a step in the same direction to learn the parameters of our system from the measured time series of the stochastic Brownian motion of a trapped particle, as well as employ the time series to generate strings of completely random numbers. Generation of secure random numbers underpins many aspects of internet and financial security protocols. True random numbers, unlike algorithmically generated pseudo-randoms, are non-cloneable and in high demand for cryptographic purposes. Many physical systems have been demonstrated to generate random bits, including photonic crystals, chaotic laser fluctuations, amplified spontaneous emission (ASE) [15], DRAM PUF circuits [16], and even self-assembled carbon nanotubes [17]. However, the stochasticity in the Ornstein-Uhlenbeck process—of which the Brownian motion of an optically trapped particle is a robust example—has not yet been considered to generate statistically random variables. Indeed, the string of random numbers obtained by this route is a by-product of a completely natural phenomenon, and thus superior to algorithmically generated random strings. It is important to remember that stochasticity is a statistical phenomenon that emerges due to the loss of classical variables in its description, and so—though it is has a pure classical description—it also has a ingrained probabilistic nature.
In this paper, we present a modus operandi for estimation of the parameters associated with the stochastic process which governs the Brownian motion of a microscopic particle confined in an optical trap from the partially observed samples [18] of the position (observable) using the simple properties of an autoregressive theory. Since such phenomena have components of both stochastic and deterministic processes, we can separate the fluctuations and study their aleatory traits. Note that the stiffness of the harmonic potential k, the drag-coefficient of the particle γ in the viscous fluid and the temperature [image: image] are the three parameters of the trapped Brownian dynamics. The Stoke's law [image: image] relates the viscosity of the simple fluid η and the radius of the spherical particles a to the drag coefficient γ. The Einstein relation [image: image] introduces the diffusion parameter in our equation which we choose to represent in terms of two independent variables k and γ. We commence our treatment by discretizing the trajectory of the particle into finite samples taken at equal intervals of time. Using a finite difference method we recast the Langevin equation describing the motion of the optically trapped Brownian particle into an iterative equation. Since we can measure the time series for the displacement (x), the knowledge of this parameter will enable us to solve for the stochastic part of the Langevin equation. We construct an inverse problem of parameter extraction, for which we use the temporal delta correlation and flattened nature of the spectral density of the white noise to estimate the parameters k and γ in the Langevin equation. For a particle of known size, estimation of γ by this method also allows us to find out the coefficient of viscosity if the position detection system is pre-calibrated. Thus it becomes a viable paradigm for performing viscometry even when the sample volumes are in nanoliter range. Additionally any change in the estimated parameters in our model will help to descry any heterogeneity present in the sample and eliminate unwanted systematic fluctuations. On the other hand, we can also use a fluid of known viscosity to find the position sensitivity of our detectors. It is important to note that existing methods of calibration such as the Power Spectrum analysis [19] or equipartition of energy per degree of freedom [20] are efficacious only in cases where there is no drift or electronic noise present in the system, and the presence of systematic or non-systematic variations meddle with the analyses which are typically done on the entire dataset. Now, the Ornstein-Uhlenbeck process is Gauss-Markov in nature [21] and harbors no memory earlier than the last step which makes it profoundly useful in dealing with small fluctuations concentrated locally in the dataset. In our treatment, we demonstrate the entropy of randomness to increase with increasing sampling rates asymptotically. We perform tests for randomness using the celebrated NIST test suite [22], and our extracted time-series pass all relevant tests at 99% confidence level. We plan to further extrapolate this procedure, using higher order parameter estimation, to subsume non-Markovian chains in our protocol that will describe fluctuations in viscoelastic fluids.
In a nutshell, the time-series data of the probe's displacement is used to construct an inverse problem of parameter estimation. The auto-correlation properties of the extracted noise term obtained from the initial section of the data are used to learn the parameters for trap-calibration (that closely concur with the values extracted through conventional techniques). Then these parameters are used to extract arrays of random numbers from the stochastic time-series, which efficiently pass statistical tests for randomness.
2 THEORY OF THE ORNSTEIN-UHLENBECK PROCESS AND ALGORITHM
The dynamics of a Brownian particle in a simple fluid with a drag coefficient γ confined in a potential U is given by the Langevin equation.
[image: image]
where ξ is the zero-mean Gaussian stochastic white noise term noise term. As required by the fluctuation dissipation theorem the variance of ξ follows, [image: image]. Such a noise term is “white” in nature which means that it has a flat spectrum. In an overdamped system with vanishing inertial effects and a harmonic potential, [image: image] we can reduce Eq. 1 to
[image: image]
where [image: image] is zero mean, unit variance, Gaussian white noise. This is the form of Ornstein-Uhlenbeck process that gives rise to stochastic trajectories in [image: image]. Fourier transform of Eq. 2 gives the power spectral density of the probe's displacement which is a Lorentzian function in angular frequency ω,
[image: image]
The correlation of the Brownian trajectories can be computed exactly for arbitrary values of [image: image] from the power spectrum of the probe's displacement using the Weiner-Khinchin theorem [23] as:
[image: image]
This exponential decay holds true for all Gauss-Markov processes. The Ornstein-Unhenbeck process is basically the continuous time analogue of an AR (1) process, and for experimental purposes we can discretise our time series into steps of [image: image] using the Euler method to write an iterative equation of [image: image] as
[image: image]
The time series [image: image] now consists of observations from the trajectory at discrete times [image: image] with [image: image]; the vector ξ is constructed from x using 0 padding or telomere deletion to make them of equal lengths. This simple manipulation allows us to restore the AR (0) variable ξ from the trajectory, if the parameter of the process is known. Thus it provides a principled solution to this inverse problem of parameter estimation where for the correct estimated parameters, [image: image] and [image: image], we shall get back the expected autocorrelation properties of [image: image]. We do that by finding out the corner frequency [image: image] of the trap and viscosity η of the given fluid of which k and γ are direct functions givens as
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Samples drawn from [image: image] are independent of each other—the delta correlation and flat spectrum renders it perfect for generation of random bits at a rate only limited by our temporal resolution.
3 LEARNING ALGORITHM
Such parameter extraction problems in linear systems can be easily solved using regression analysis and gradient descent on the linear equation [image: image], where B is a positive bit-shift operator, defined as [image: image]. But due to the prior knowledge of the form of the parameters pertaining to our Langevin equation, we can define [image: image] and [image: image]. Recasting the parameter in such a form allows effective minimization of the cost function without invoking parameter re-scaling algorithms. We achieve this in two main ways, by looking at the delta correlation of the extracted noise, and, by looking at the flatness of its power spectrum. We define the autocorrelation vector (‘autocorr’) as
[image: image]
We first inject test values of [image: image] in our iterative equation which should change the width of the symmetric 2-sided auto-correlation function while the drag coefficient γ should change the height. In theory, for correct estimate [image: image], we expect to get [image: image] and to [image: image] (In further discussion we shall call these as the center and off-centre values, respectively.) Keeping that in mind we normalize the autocorr vector, putting its maximum to 1. In practice, the entire off-centre values will never go to 0 (which is also true for algorithmically generated random numbers). We have observed different test values of [image: image] changes the standard deviation (stdev) of the off-centre values considerably; but the stdev is least in the case of [image: image] and vice versa. So this is not a good way to characterize the noise floor.
A good way to do it is to ask the question: At which value of [image: image], does [image: image] go to 0? Clearly, at [image: image] the off-centre values do not reach 0. To create a robust framework, we define a parameter called “Autocorrelation parameter” as [image: image], which goes to 0 for the best estimate of [image: image]. It is necessary to subtract the small amplitude in the tail of the autocorrelation vector [image: image] since it has some very small positive value in the real scenario and can compromise the accuracy. We call this “Baseline subtraction”. Similarly, we can show that the flatness property of the PSD of ξ holds for the estimated parameter [image: image]. We use this property to generate [image: image] by simply fitting the double-log binned power spectrum with a straight line. We expect that for the correct injected parameter [image: image], we would retrieve an expected 0 slope of the linear fit. We shall call the slope of this fitted line as “PSD parameter” in further discussions. We observe a slight systematic shift of the PSD parameter for all the experimental data sets and modify our baseline accordingly. This allows us to unequivocally estimate [image: image] from both the properties of ξ, namely the temporal delta correlation and flatness of spectral density.
To find out the corner frequency, it is not necessary to spatially calibrate the trap; the trap stiffness can also be found out just by using Eq. 6 by performing the experiment in water which has known viscosity. But to do viscometric measurement - as a bonus - within the same framework, we use the equipartition of energy formulation and write
[image: image]
and this enables us to obtain γ using Eq. 7 to complete the parameter estimation process.
Once our program learns the parameters from the incoming pool of data, it uses the iterative equation Eq. 5 to spill out the normally distributed random numbers with a white spectrum. This is different from the Brownian noise signature which is generally associated with such an Ornstein-Uhlenbeck process. To find [image: image] we start with a guess value and then modify [image: image] in step sizes of s simply using [image: image]. We stop when [image: image] either using a threshold or a maximum iteration limit. We present a short summary of the algorithm in Figure 1.
[image: Figure 1]FIGURE 1 | Schematic of our algorithm for trap parameter extraction and random number generation.
3.1 Scope and Applicability
Our use of the learning algorithm falls in line with the basic philosophy of ML–that is to automate the process and leave less requirement for human intervention. This algorithm can be implemented easily to perform calibration of the optical tweezers in real time [24, 25] which is often necessary in the case of non-equilibrium systems [26, 27]. The main goal is to generate the random numbers; the “training” set is used to optimize the parameters, and then generate the random numbers from the “test” set–which improves upon feeding in more training examples. Additionally, our algorithm can be generalized to a wide range of scenarios, for example calibrating arbitrary potentials, other than the most common harmonic potential studied in this paper. Only the force term in the Langevin Equation will change on generalization, and one has to minimize the deviation of the autocorrelation of the extracted noise from the Dirac delta behavior for all the parameters individually. In addition, this algorithm can be extended to include stochastic motion in viscoelastic fluids, with multiple parameters. Clearly the conventional methods (which are mainly designed for the Markov time-series in harmonic potentials–which is actually a very special case) will be inadequate in these contexts.
4 EXPERIMENTAL SETUP AND DATA ACQUISITION
We collect position fluctuation data of an optically trapped Brownian particle using a standard optical tweezers setup that is described in detail in Ref. [28]. Here we provide a brief overview for the sake of completeness. Our optical tweezers are built around an inverted microscope (Olympus IX71) with an oil immersion objective lens (Olympus 100 x, 1.3 numerical aperture) and a semiconductor laser (Lasever, 1W max power) of wavelength 1,064 nm which is tightly focused on the sample. We modulate the beam by using the first order diffracted beam off an acousto-optic modulator (AOM, Brimrose) placed at a plane conjugate to the focal plane of the objective lens. The modulation amplitude is small enough such that the power in the first order diffracted beam is modified very minimally (around 1%) as the beam is scanned. We employ a second stationary and co-propagating laser beam of wavelength 780 nm and very low power ([image: image] of the trapping laser power, such that the detection laser does not influence the motion of trapped particle in any way) to track the probe particle's position (we call this “detection laser”), which we determine from the back-scattered light that is incident on a balanced detection system. The balanced-detection-system together with a data acquisition card record the probe displacement data into a computer. We prepare a sample chamber of dimension around [image: image] by attaching a cover slip to a glass slide by a double-sided tape which contains our sample. The samples are prepared by mixing mono-dispersed spherical polystyrene probe particles of radii [image: image] in very low volume fraction [image: image] into 10% NaCl-water solution. For each dataset of varying power, first, we trap a single probe particle around [image: image] away from the nearest wall to get rid of any surface effects and record its Brownian motion with sampling frequency from 2–5 kHz over any desired timescale. We use the initial part of the incoming dataset to calibrate our trap. Once the trap is calibrated we re-sample our data into small batches of 5,000 data points, and make an estimate of the aforesaid parameters. Once these parameter values are learnt, subsequently we use them to isolate the stochastic term and scale it appropriately to generate the desired random variable. We note that the measured data is a result of a transformation by the detection apparatus of the physical sample paths. But we posit it to be true for all practical purposes and any deviation from theoretical behavior is therefore attributed to this limitation. To perform the experiment at different trap stiffnesses, we maximized the laser power to reduce the pointing fluctuations in the laser beam and maintained power at [image: image] mW of the values in Table 1 for all cases. To vary the power at the objective lens we have used a combination of half-waveplate and polarizing beam cube, and the powers noted are the powers measured before filling the high numerical aperture lens. For the viscometry experiment, we mixed glycerol and water at four different concentrations. The voltage-distance sensitivity measurement was performed each time the sample was removed and reinstalled.
TABLE 1 | Variation of corner frequency and related trap stiffness with varying laser power for experiments performed at 5 kHz. The standard deviation for each case is represented in parentheses.
[image: Table 1]5 RESULTS AND DISCUSSIONS
5.1 Relation Between the Algorithms
The autocorrelation parameter estimation is directly linked theoretically to the Mean Squared Displacement (MSD) of the data, a measure often exploited to estimate the trap-stiffness. In addition, the Power Spectral Density (PSD) is related to the time-series using a Fourier Transform; further, autocorrelation at short time scales of measurement is related to the PSD by the Weiner-Khinchin theorem as shown in Eq. 4. It can be also related to the Mean Squared displacement (MSD) using time-averaged notation as [image: image], where [image: image] is the Mean Squared Displacement, [image: image] is the variance and [image: image] is the autocorrelation function of stochastic time-series. The variance is a good measure to calibrate optical traps by equating the translational kinetic energy per degree of freedom to [image: image]. In theory, all these methods–which analyze the probe's displacements—should give equivalent results. However, in practice, the issues with each method need to be addressed.
5.2 Equipartition of Energy
Figure 2A shows a typical time series obtained by discrete observations from the position fluctuations of the Brownian particle of diameter [image: image]. The data shown in this case is taken at 5 kHz sampling rate. The histogram of the data is plotted and it is well approximated by a bell curve in Figure 2B. The variance [image: image] is used in the conventional Equipartition method to estimate the spring constant k, where [image: image]. However, if random fluctuations are prominent in some sections of the time-series, they can overestimate the variance, and thereby interfere with the parameter estimation procedure. These fluctuations may arise due to changes in laser power, which will ultimately cause small changes in the trap-stiffness. Also, local changes in the viscosity surrounding the probe and small random drifts can affect any parameter estimation process. For example, in Figure 2A, a section of the data is shown to have a greater fluctuation characterized by a greater variance from the mean than other sections of the dataset. To picture this effect clearly, we filter out the high-frequency components of the time-series by integrating over the short-timescales, thus revealing the low-frequency oscillation in the data. Thus, such unwanted perturbations can creep into the time-series, which is a clear deviation from the assumed Langevin dynamics of the Brownian probe.
[image: Figure 2]FIGURE 2 | (A) Typical time series data of the position fluctuation of an optically trapped Brownian polystyrene bead of radius [image: image]. Discrete samples are taken from its trajectory along one coordinate at 5 kHz in this case. The box in the left shows the data where there is minimum fluctuation and the box on the right delineates a part of the time series where there is a minor fluctuation. (B) The histogram of the position fluctuation.
5.3 Addressing Random Fluctuations
This AR (1) variable of probe-displacement is a stationary variable—evident from the measure of the AR coefficient [image: image] (see pg-88, 90 of Ref. [29]), and the bell shape of the histogram. Fortunately, being a fast Markovian algorithm, which only depends on the difference in the consecutive points in the entire series, we can calculate the corner frequency for a particular region subject to systematic deviation from the linear behavior. This makes our method more immune to these local fluctuations interlaced in the time-series. In presence of any additional drift in the equation the drag term get modified to [image: image]. This additional drift in the data just becomes a multiplicative factor on the overall noise term given by [image: image]. We eventually normalize the multiplicative factor [image: image] before using our parameter extraction algorithm to estimate [image: image]. To demonstrate this, we intentionally used our algorithm to compute the corner frequency of this selected region at 44 mW laser power, which turned out to be [image: image] Hz, well within the standard error of measurement. This provides a way to circumvent the reliability problem that many conventional measurement processes fail to address.
5.4 Conventional PSD Method
The squared modulus power of the Fourier Transformed time series follows a Lorentzian function given by Eq. 3. The parameters of this Lorentzian function gives us the required corner frequency. But often, fitting the data becomes a challenge because the fitted parameter values can be sensitive to the region of the fit. So, by following the procedures portrayed in Ref. [19], we bin every 25 points of the Fourier Transformed data. We leave behind the less reliable tail-ends at both high and low frequencies, which are prone to systematic errors. The estimates of the corner frequency using this conventional Power Spectral Density (PSD) are shown in Figures 3A,B for two different laser powers. We made sure that there is no unwanted leakage of the 50 Hz line or its harmonics in the power spectrum, the presence of which can alter the fitted parameters.
[image: Figure 3]FIGURE 3 | Calibration of the trap by fitting a Lorentzian to the power spectral data which has been binned over 25 points. The corner frequencies have been obtained for two different powers, 14 and 34 mW, shown respectively in (A) and (B).
5.5 Autocorrelation Parameter Estimation
The results obtained in the autocorrelation parameters inference is summarized in Table 1. In Figures 4A,B, the autocorr parameter obtained from the time series after normalization is plotted for two different laser powers. We observe that if the injected [image: image] value is 0, then the two-sided autocorrelation plot will have a smooth off-centre distribution. But the entire off-centre region in the plot will be elevated from the 0 base-level which is not a desirable feature. Physically having a parameter value of [image: image] close to 0 represents only the [image: image] part of the equation. It is no surprise that the velocity-autocorrelation function (VACF) will yield a near-monotonic function [30, 31]. We follow the iterative equation and generate the test values of [image: image] to demonstrate how the autocorrelation parameter changes. Since [image: image] is found out by looking at the particular test value where the autocorrelation parameter becomes zero, it can be considered an analogue to cost functions in many ML protocols. The negative parameter value results from the fact that we have performed baseline subtraction–subtracted the tail ends of the autocorrelation vectors from the original vector to scale it to 0, which is the expected case. It is reassuring to note that all pseudo-randoms time series also exhibit this small non zero correlation value at non-zero time-lags [32, 33]. In Figure 5A, we demonstrated how the correlation looks for the perfectly extracted random noise. Compared to it, the experimentally obtained Brownian temporal correlation is jittery at long time scales, as shown in Figure 5B, although it has exponential decay at the short time scales.
[image: Figure 4]FIGURE 4 | Autocorrelation Parameter values plotted for various corner frequencies used as a trail. As stated in the text, we look at the second point from the peak in the Autocorrelation curve. The corner frequency at which this parameter matches the zero baseline can be considered as the correct corner frequency for our system. Figures (A) and (B) are for two different laser powers, 14 and 54 mW, that is two different trap stiffnesses.
[image: Figure 5]FIGURE 5 | Normalized position autocorrelations for various time lags for (A) the extracted random noise, and (B) the Brownian time series. The former shows near perfect temporal delta correlation, the later exhibits exponential decay for small time lags, followed by jittery non-monotonicity.
5.6 Optimization Process
Every Learning algorithm is based on parameter optimization on a cost function defined by the algorithm. The algorithm minimizes this cost using training examples by optimizing the parameters, which often involves a gradient descent step. Mirroring on the same notion, we define a cost function that essentially is the deviation of the autocorrelation of the extracted noise from the Dirac delta behavior (or the deviation from the flat power spectrum for the noise term). There is no “label” associated with it–indeed, the cost function is calculated from the properties of the input data itself, so it can be classified under an “unsupervized” learning process. We initialize a guess value of the parameter [image: image]. Our goal is to reach at that value of the parameter where the deviation is zero. So we descend/ascend on this cost landscape until we reach sufficiently close to zero, or out-shoot a maximum number of iterations (we used this as a stopping point). But we do not use the gradient but the cost function itself, as for our case we intend to reach its zero, not its minimum. Depending on the calculated parameter values, we get in each step, [image: image], for step size s, until our procedure converges. The convergence of this method depends on this step size (commonly referred to as learning rate in ML literature).
In Figure 6 we demonstrate a particular scenario for the case where the laser power is 54 mW. Depending on the learning rate, the convergence toward the solution can fast or slow. In Figure 6A two cases are shown where the parameter is initialized at 620 and 30 Hz respectively. The algorithm takes small steps in the direction of the solution until it converges. In Figure 6B[image: image] is initialized at 200 Hz. The initial value is close to the expected value and the chosen learning rate is large, so it initially over-shoots the solution. In spite of that, in the next steps, the algorithm approaches the zero of the error function after oscillating on its sides. Since in each step the value of [image: image] decreases, the effective step size toward the solution decreases as we approach the solution, which guarantees convergence. Interestingly, when we started with a guess value within 500 Hz of the actual [image: image] our algorithm always converged in [image: image] iterations, for [image: image]. We also follow the same procedure with the PSD parameter (described in the next subsection). Now, since the parameter value is 0 for the frequency [image: image], which is the focal point of interest, any calibration of time series is redundant for this particular case. Depending on the datasets, there can be a small “bias” term associated. To take that into account, we perform a baseline-correction—where we subtract the tail end [image: image] while computing the error function.
[image: Figure 6]FIGURE 6 | The convergence of the parameter value, corner frequency, is shown for two different learning rates, for the case where laser power is 54 mW. After initialization at the trail value the parameter steps toward the zero of the parameter value in small steps. Figure (A) shows the case where learning rate is small, and Figure (B) shows where for a larger learning rate the solution oscillates and moves toward the zero.
5.7 Parameter Extraction Through Flatness of Power Spectrum
We also fit the PSD of each parametrized time series by a straight line in a log scale and note its slope, which we had earlier defined as PSD parameter. The spectrum of a Brownian particle falls as [image: image], while a white noise has [image: image] signature or a constant spectral variation with frequency. To make the fitting more reliable, we do not bin the data into isolated blocks in this case but only fit till the one to two orders of the expected corner frequency (Upto 5 kHz in our case). Naturally, systematic errors creep into the analysis as a consequence of low-frequency noise coupling. Nonetheless, we see these two estimates are in close agreement (less than 5% deviation in all cases.) We compare these two protocols of stiffness estimation to the conventional method of trap calibration of fitting a binned PSD data by a Lorentzian function as mentioned earlier and also plotted for two different laser powers in Figure 7. These methods all render values of the corner frequency within 5% of each other, which corroborates the parameter estimation technique for trap calibration. In Figure 8, we show that the corner frequency scales linearly with the power of the trapping laser used in each case.
[image: Figure 7]FIGURE 7 | Slope of the power spectrum for time series [image: image] for various trial corner frequencies. The parameter at which after baseline correction the PSD parameter matches the zero baseline gives the corner frequency in our system. Again, Figures (A) and (B) are for two different laser powers, 14 and 54 mW, that is two different trap stiffnesses.
[image: Figure 8]FIGURE 8 | Linear variation of corner frequency with laser power, also at lower trapping potentials. The points are plotted with 1σ error bar. Note that the measurements from our method agree very well with that obtained by power spectrum analysis.
5.8 Error Analysis
In all the columns of Table 1, the figures in parentheses represent the [image: image] standard deviations of the mean values of measured corner frequencies. For the autocorr parameter, it is interesting to note that the error in the correlation can be written as [image: image], and C (the autocorr parameter) is also a function of τ (the time lag). The variance in the ϵ term (only at the non-zero τ) can be written as [image: image], where the first and third term will be zero, as all the values of δ at non-zero τ is zero. We calculate the associated variance in the autocorrelation parameter values from the variance of the error term. Then, from the graph (as seen in Figure 4), we calculate the particular value of standard deviation in the corner frequency [image: image] (along the horizontal axis) which gives us the associated standard deviation in the autocorr parameter values (along the vertical axis). Thus from the difference between the theoretical delta function at the best estimate [image: image] and the obtained position autocorrelation (for example, Figure 5A), we obtain the standard error in the estimate of the corner frequency.
For the second method (PSD parameter estimation), the errors are again computed from the standard errors associated with fitting the double logarithmic power spectrum vs. frequency curve with a straight line. The errors in fitting are directly related to the error in the estimate of corner frequency. Similarly, the standard error in fitting the binned PSD vs. frequency with the Lorentzian function returns the error in the estimated parameter. Generally, due to the ambient noise sources–systematic errors such as beam pointing fluctuations, laser drifts coupled to our signal are prominent in lower frequencies. So the standard error in the corner frequency measurement is rather large at low corner frequencies.
5.9 Viscometry
Viscosity measurement requires spatial calibration of the trap, which we do using “equipartition of energy”. Once the sensitivity measurement is performed, it is easy to estimate η using Eq. 9. Glycerol and water mixed at various concentrations create solutions at different viscosity. Finding η from it requires the variance of the actual time series (which we obtain by fitting the gaussian distribution) and [image: image]. The rest of the parameters, such as the probe size and the ambient temperature, are already known. So the standard error in η is computed from the standard error in fitting and standard error in parameter estimation discussed earlier. Note that we have used a temperature of 300 K, which is the same as the lab environment temperature. This assumption is based on studies in literature where the effects of laser heating in water have shown to be well below 1 K at the power levels we employ in the trap [34]. We calculate the diffusion coefficient for our probe size, [image: image] using Stokes-Einstein's relation. We also perform a consistency-check measurement of viscosity for water and match all measured values of viscosity (water and glycerol-water mixtures) with the values measured using a conventional rheometer. All the measurements are tabulated in Table 2. This remarkable consistency in the successful estimation of both the parameters ([image: image] and η or, k and γ) in a stochastic process—in our case the Ornstein-Uhlenbeck process—provides a fresh perspective to look at the calibration problem.
TABLE 2 | The first column is the viscosity of the glycerol-water solution (first row only water) as measured in a classical rheometer, while the second column is the diffusion coefficient. The third column provides the viscosity values as obtained in our experiment using Eq. 9, while the fourth column again shows the diffusion coefficient for our case. The standard errors are noted in parentheses.
[image: Table 2]6 GENERATION OF UNCLONABLE RANDOM NUMBERS: MEASURE OF RANDOMNESS
6.1 Origin of Stochasticity
We now move on to the other aspect of our work: generating unclonable random numbers from the Brownian fluctuations of the optically trapped probe. As stated earlier, the Brownian motion of the particles in water follows Markov dynamics. The motion of the bead in water at any instant is only dependant on the previous instant. In other words, the system stores no memory in the process. The motion of the colloidal particle is a combined manifestation of millions of collisions it has with the ambient water molecules. The Brownian force due to all these collisions is summed up as [image: image]. Being classical in nature, determinism is ingrained in theory. But from our vantage point, we omit most of the classical variables and describe the collisions by a statistical approximation that forms the radix to every stochastic process. Thus the random numbers obtained from the Ornstein-Uhlenbeck process are statistically random, not true random (true random numbers can only be generated from a quantum phenomenon). But these randoms are not algorithmically generated as is the case with pseudo-randoms; hence they are unclonable. This noise term being delta correlated in time and having a flat power spectrum forms the foundation for the generation of random bits. Non-overlapping sections of random numbers always have zero correlation between them. Moreover, the absence of any significant repetitive patterns also results in its equal power over all frequencies.
6.2 Sampling Rate
The standard deviation of the off-centre values (the autocorrelation values at non-zero time lag) is a good measure of stochasticity. For the best extracted random numbers, we expect to get the least standard deviation. In theory, the deviation should be 0 for perfectly delta correlated numbers, as discussed before. We have sampled our observable at different intervals and compared the standard deviation of the off-centre values. In Figure 9, we observe that with increasing sampling rates, this standard deviation decreases (as expected) until it saturates asymptotically around 2.5 kHz. When the data is sampled over shorter time intervals, fewer effective impacts with the surrounding molecules are averaged; naturally, the stochasticity improves.
[image: Figure 9]FIGURE 9 | The standard deviation of the off-centre values are shown as an inverse measure of randomness; the randomness asymptotically improves with increasing sampling rates.
6.3 Tests for Randomness
We proceed to follow the relevant tests of randomness following the NIST-test for randomness suite [22]. We performed all our analyses using [image: image] data points. To test any physical random number generators, discretization and conversion into binary strings are often involved. In the binary conversion step, the values above and below the median of the time-series are marked as 1 and 0 respectively.
Our null-hypothesis states that the numbers in the time-series are randomly distributed. The alternative hypothesis against this is the opposite, viz. there exists a correlation between successive numbers (and numbers separated by finite a time interval). To test our null hypothesis against the alternative hypothesis, we employ various known statistical methods. Then, we test them against mainly standard-normal, half-normal and chi-squared distributions [image: image], depending on the type of NIST test we have employed (see Ref. [22]). We choose the critical value, [image: image], which defines the significance level of the hypothesis-testing (the maximum permissible limit of Type-I error). This critical p-value of 0.01 or the (99% confidence interval) is a ubiquitous choice in statistical inference theory. For each of the NIST-tests performed, we obtain a p-value of the test statistic. The region where [image: image] is where the null hypothesis cannot be rejected at [image: image] significance level and vice-versa.
In all the NIST sub-tests performed, we have obtained p-values greater than 0.01 which are tabulated in Table 3. This means that the test statistic falls outside the critical region, within the 99% confidence interval of the tests - which implies that we have failed to reject the null hypothesis at a 1% level of significance. Thus, we are more than 99% confident that the array of numbers which we obtain after solving the inverse problem of parameter estimation, is distributed randomly. Additionally, recovering this white-noize term [image: image], helps us understand that our experimental Brownian probe correctly follows the stochastic model of Langevin dynamics.
TABLE 3 | Results and p values are shown for various tests of randomness provided in the NIST suite. In all the cases, the p-values are greater than 0.01 and result in successful randomness distributions at 99% confidence level. The statistical tests are performed with 40,000 bit long random numbers, N/A corresponds to those tests rendered non applicable due to the requirement of extremely long bit string length as mentioned in Ref. [17].
[image: Table 3]7 CONCLUSION
The work we report here serves two primary goals. First and foremost, we describe a new approach to calculate the parameters associated with a confined Brownian motion in a fluid, exploiting the autocorrelation physics of the white noise. A crucial advantage of this method is that it can be implemented “online”, which implies that the parameter can be extracted while recording the data. Any significant fluctuation in the parameter values can be treated as a signature of non-linearity in the system, which precludes the need for further analysis and saves time. Thus, we initially discretize the trajectory of an optically trapped particle into equal-time finite samples, solve the Langevin equation by a finite-difference method, and then construct an inverse problem of parameter extraction by exploiting the temporal delta correlation and flattened nature of the spectral density of the white noise. Thus, we are able to estimate the parameters k (stiffness of the optical trap) and γ (friction constant of the fluid where the particle is immersed) - and use the latter to find out the coefficient of viscosity assuming that the position detection system is pre-calibrated. Our method of parameter estimation is thus virtually immune to electronic noise which is not the case for the other predominantly used methods of calibration such as the Power Spectrum analysis [19] or Equipartition theorem. We observe that the accuracy of the process depends on the number of data points employed, and the entropy of randomness increases with increasing sampling rates. We perform tests for randomness on the extracted time series using the celebrated NIST test suite [22], and observe that our extracted time-series pass all relevant tests at 99% confidence level. Also, since the analysis is solely based on time domain, it has a time complexity of [image: image] for finding out the autocorr vector - and is thus faster than conventional PSD analysis. Most importantly, we demonstrate a new way to extract normally distributed unclonable random variable, which is invaluable to cryptography and financial security.
In summary, our learning algorithm uses “training” a set of incoming data to estimate the trap parameters. These parameters are used in the “test” set to obtain random strings. In future work, we plan to use a similar approach to calibrate the independent parameters of a higher-order AR process, namely Brownian motion in a viscoelastic fluid, which will have non-Markovian features.
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Since their inception, optical tweezers have proven to be a useful tool for improving human understanding of the microscopic world with wide-ranging applications across science. In recent years, they have found many particularly appealing applications in the field of biomedical engineering which harnesses the knowledge and skills in engineering to tackle problems in biology and medicine. Notably, metallic nanostructures like gold nanoparticles have proven to be an excellent tool for OT-based micromanipulation due to their large polarizability and relatively low cytotoxicity. In this article, we review the progress made in the application of optically trapped gold nanomaterials to problems in bioengineering. After an introduction to the basic methods of optical trapping, we give an overview of potential applications to bioengineering specifically: nano/biomaterials, microfluidics, drug delivery, biosensing, biophotonics and imaging, and mechanobiology/single-molecule biophysics. We highlight the recent research progress, discuss challenges, and provide possible future directions in this field.
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1. INTRODUCTION

Optical tweezers have seen a multitude of technological developments over the past decades that have improved the functionality and flexibility of the technology first created by Ashkin et al. (1986). These systems have been instrumental in opening up new areas of biomedical research and allowing researchers new ways to manipulate and investigate a variety of interesting biological phenomena.

In conventional optical tweezers systems a high NA microscope objective is used to create a highly focused laser beam that possesses the strong field gradients necessary to form a stable trap. The forces experienced by the trapped object consists of the light scattering and gradient forces caused by light-matter interactions. These resulting optical forces typically ranging between 0.1 and 100 pN, enough to move small (1–10 μm) polystyrene or silica beads (Ashkin et al., 1986).

In recent years many scientists have utilized metallic nanostructures, such as gold nanoparticles (GNPs), for optical micromanipulation due to their large polarizability and relatively low cytotoxicity (Jauffred et al., 2019). Though conventionally much smaller than silica or PS beads, metallic nanostructures can also be trapped using the optical gradient force (Svoboda and Block, 1994). For 3D optically trapped GNPs with diameters between 18 and 254 nm, the trapping strength increases with radius of the beads (Hansen et al., 2005). Shape also matters in that for non-spherical GNPs, such as gold nanorods (Pelton et al., 2006) or nanoaggregates (Messina et al., 2011), plasmon resonances in the visible/NIR region can play a crucial role in OT by enhancing the gradient force if the trapping laser is tuned to the long-wavelength side.

However, strong field gradients are necessary to counteract the effects of smaller optical cross sections and increased diffusion. Nanoparticles may also be subject to a variety of other anomalous forces created by thermal, electrostatic and chemical interactions. This has motivated several new methodologies to produce stronger optical confinement by exploiting novel trapping mechanisms, such as near-field forces, nanoapertures (Gordon, 2019), plasmonic fields (Ghosh and Ghosh, 2019), hydrodynamic flows (Būtaitė et al., 2019), and others (Hansen et al., 2005; Hajizadeh and Reihani, 2010).

In this article we will review the progress made in applying optically controlled gold nanomaterials for applications in biomedical engineering. We will not deal extensively with expositions of physical phenomena since several papers exist which deal with the physics of optical trapping in detail. Rather we will concentrate on surveying the newest applications of the technology to real world problems, as the authors could find few papers or reviews on this subject area. We anticipate that this paper will help scientists and engineers direct new research efforts into emerging biomedical problems and also yield insights into to how previous studies have applied the technology.



2. APPLICATIONS IN BIOMEDICAL ENGINEERING


2.1. Optical Control of Nanoparticles

Several methodologies have been recently developed to optically control nanoparticles (Figure 1). One common approach is to utilize deposited metal structures to enhance electric field gradients. Classically “Bowtie” plasmonic structures have been used in this regard (Lin et al., 2014) but other shapes have also proven useful. Nanoapertures have been used to enhance field gradients while maintaining particle specificity (Pang and Gordon, 2011; Gordon, 2019). Other shapes, such as nanodisks utilizing plasmonic resonances have also been used to trap nanoparticles (Jiang et al., 2019). Kotsifaki et al. (2020) used Fano resonance-assisted plasmonic optical tweezers for single nanoparticle trapping in an array of asymmetrical split nanoapertures. Such approach may limit control of particles to geometrically defined areas. Hoshina et al. (2018) proposed a scheme to trap the NPs into a particular hotspot of the metallic nanostructure array utilizing structured light to control particle position. Gao et al. (2019) demonstrated that dynamic holographic optical tweezers are capable of manipulating single microparticles in a gold coated microfluidic sample cell with the precision and stability required for coherent X-ray diffraction imaging. Another novel approach is to use plasmonic nanodisks over dielectric microrods. These hybrid structures can be controlled by conventional OT and at the same time give strongly confined optical near-fields in their vicinity (Ghosh and Ghosh, 2019).


[image: Figure 1]
FIGURE 1. Different schemes for optical trapping of gold nanoparticles. (A) Plasmonic optical tweezers for microfluidics applications (Bernatová et al., 2019). (B) Optothermal optical tweezers for nanomanipulation applications (Li et al., 2019a). (C) Double nanohole aperture optical tweezers for single-molecule studies (Pang and Gordon, 2011). (D) Waveguide-coupled gold bowtie plasmonic tweezers for lab-on-chip developments (Lin et al., 2014). Copyright 2019 ACS, 2019 NR, 2011 ACS, and 2014 RSC.


In order to create strong optical forces, optical standing waves can also be used to trap GNPs directly. Schnoering et al. (2019) proposed a novel optical force microscopy based on a standing-wave optical trap. Standing-wave Raman tweezers allow for characterization of individual NPs, including biological particles, which is otherwise difficult using single-beam tweezers (Wu et al., 2017).



2.2. Optical Printing and Assembly of Bio/nanomaterials

Optical forces are a powerful tool for micro-/nano-assembly, as they offer non-contact, bio-friendly techniques for maneuvering a variety of objects of different sizes and material properties in three dimensions. Assembling structures, however, can be challenging. Metal nanomaterials offer a viable solution for large scale assemblies due to their remarkably strong optical binding forces which promote self assembly of nanostructures. Nanostructures can then be used for sensors, nanophotonic structures, or by themselves as a printable substrate.

Patterning nanostructures with optical fields presents a relatively robust way of precision printing (Guffey and Scherer, 2010; Urban et al., 2010; Gargiulo et al., 2017). These prints can achieve remarkable precision but require a sophisticated understanding of optical, chemical and electrostatic forces. Large scale prints have also been difficult to achieve. Ions and nanomaterials can be directly assembled in an optically controlled assembly chip (Liu et al., 2016) or directed by exploiting phase gradients (Rodrigo and Alieva, 2016). Ota et al. first reported lipid bilayer-integrated optoelectronic tweezers for simultaneous manipulation of many GNPs in desired patterns. Through the NPs tethered on the supported lipid bilayer, this method could facilitate mechanotransduction studies and molecular sensing at the cellular interface (Ota et al., 2013).

Li et al. (2019a) constructed colloidal gold particles into functional nano-structures on solid substrates via an all-optical technique called optothermally-gated photon nudging (OPN). Recently, in-situ construction of permanent mesoscale structures from optically bound nanoparticles was reported (Chen et al., 2020). Plasmonic NPs are trapped by OT and self-organized into a variety of optically bound structures, which are then immobilized by UV activated hydrogels. Perhaps of greater interest to bioengineers is the assembly of more complicated heterogeneous structures. Kang et al. (2015) used gold nano-islands to optically trap and assemble particles and live cells into highly organized patterns.

Optically manipulated biophotonic structures also find applications in sensing and control applications for soft materials, such as proteins and DNA. Shoji and Tsuboi describe the developments of plasmonic optical tweezers for soft nanomaterials. The combination of resonant optical trapping with nano patterned plasmonic surfaces permits small molecule manipulation, such as heme proteins (Shoji and Tsuboi, 2014) the photothermal effect of AuNPs can be harnessed to drive phase separation of polymer solution along with assembling and swarming of AuNPs simultaneously (Aibara et al., 2020).

Optical tweezers are a powerful tool for printing and assembly of GNPs. While it may have lower yields compared with other conventional means, such as chemi/physisorption or photolithography, more precise control over the position and configuration of NPs can be advantageous (Table 1). To overcome the electrostatic repulsion to the substrate, NPs need to have the right size to interact strongly with the beam focus.


Table 1. Comparison between different optical tweezers methodologies.
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2.3. Applications in Microfluidics and Particle Sorting

It is perhaps unsurprising that manipulation of GNPs has found applications in microfluidics and cell sorting. Microfluidics have been a workhorse in many biotechnology applications for decades. However, the popularity of nanoparticle based sensing applications has created a need for integration of optical technologies with lab on a chip type systems. A recent study in Nature Biomedical Engineering proposed a SERS integrated optofluidic device for fast detection of traumatic brain injury (TBI) biomarkers in finger-prick blood plasma at picomolar concentrations (Rickard et al., 2020). Bernatova et al. used optical forces to obtain SERS-active hotspots inside a microfluidic chip. Gold nanorod aggregates were created in the presence of protein, and metal-nanoparticle-protein complexes were printed in microfluidic chips (Bernatová et al., 2019). This SERS biosensor can serve as the detection part in microfluidic micro-assays or lab-on-chip devices. Another study combined OT and DEP for finding the concentration of viruses on a microfluidic chip (Maruyama et al., 2011).

Optically driven systems provide several advantages when integrated into microfluidic systems. One application is cell sorting. Cell sorters require high purity and recovery rates. Optical tweezers have proven useful for small sample sizes (Wang et al., 2011). Arbitrary cells, including bacteria, yeast, and mitochondria, can be sorted inside a microchannels at different displacement speeds or frequencies using fast steerable optical traps (Landenberger et al., 2012). Nanoparticle sorting is far more challenging due to particle movement caused by Brownian diffusion of particles, low throughputs, and challenges detecting particles (Salafi et al., 2017).

Tsuji et al. (2019) demonstrate that using optical forces, nanoparticle flow can be controlled in all-quartz glass nanoslit channels. Yin et al. (2020) have also proposed a plasmonic nanoparticle router, which consists of a series of gold nanostrips on top of a continuous gold thin film, to transport trapped nanoparticles along designated routes in a microfluidic channel with a continuous flow under the incident unfocused light.

A more promising way of controlling nanoparticles is to use fluid forces and generating flows indirectly. Instead of using intense lasers, Būtaitė et al. (2019) demonstrate a trapping platform which harnesses hydrodynamic forces generated from light driven micro-rotors to manipulate aqueous mesoscale particles with nanoscale-precision. By combining concepts from both optical and hydrodynamic approaches, a fully re-configurable system capable of inducing highly localized flow fields targeted only at specific particles, many of which cannot be directly optically tweezed, is realized. An integrated optofluidic micro-pump, driven by plasmon-assisted optical manipulation with H-shaped gold apertures, was used along with a single polarization rotating beam to create the circulation of hot spots, which can trap beads and make them rotate (Jiang et al., 2019).

Optically generated microbubbles can also be used to manipulate nanoparticles. This was first demonstrated by Berry et al. (2000) and Yusupov et al. (2014). Recently Kotnala et al. (2020) has exploited this idea to create nanoaperture-based plasmonic sensors using gold nano-islands. Convective flow decreases trapping times by 1–2 orders of magnitude enhancing sensitivity and throughput of nanoaperture-based plasmonic sensors.

Single particle manipulation is of great interest to many researchers as various schemes have been proposed in the literature. Although optical based microfluidic systems can be bulky and require high optical powers, they can be made more compact and user-friendly to attract more non-experts. Also, a more synergistic combination of optical forces and microfluidics can lead to higher throughput.



2.4. Targeted Drug Delivery and Nanorobotics

Despite few reports associated with toxic effects, colloidal gold nanoparticles, chemically inert, and biocompatible, have attracted widespread interest for drug delivery in humans (Pan et al., 2007; Sung et al., 2011). Unlike biopolymeric nanomaterials, metal nanoparticles, including gold, exhibit properties like surface plasmon resonance; liposomes, dendrimers, and micelles do not. GNPs can be loaded within these molecules (Kong et al., 2017) or therapeutic drugs are attached to GNPs (Paasonen et al., 2007) and delivered to target cells or tissues in a controlled fashion. Perhaps the most publicized use of GNPs in drug delivery research is cancer therapy/diagnosis. In fact, Aurimune (CYT-6091), PEGylated GNPs based nanomedicines developed by Astra Zeneca in partnership with CytImmune, are currently under clinical trials (CytImmune, 2020).

Early work in this area of research was performed when single 100 nm gold NPs were optically tweezed and injected into a specified region of a mammalian cell's interior for the first time (McDougall et al., 2009). More recent work on optical injection into living cells utilize 80 nm gold beads (Urban et al., 2011; Li et al., 2015; Maier et al., 2018). One attractive approach toward this goal is plasmonic nanoparticle-based drug delivery (Sharifi et al., 2019). With a myriad of existing ways to conjugate molecules to metal surfaces, particularly gold, strategies for controlled release of drugs and therapeutic agents from nanostructures upon laser irradiation abound.

A novel dynamic optical nanomanipulation scheme was devised by using plasmonic nanodisks over dielectric microrods. These hybrid structures can be controlled by conventional OT and at the same time give strongly confined optical near-fields in their vicinity as in plasmonic tweezers. The colloidal tweezers can be used to transport cargo as small as 40 nm in ionic solutions using lower optical power than conventional Gaussian beam tweezers (Ghosh and Ghosh, 2019). A nanopipette based on optothermophoretic fiber tweezers (OTFT) has been demonstrated to successfully deliver 200 nm gold nanoparticles to a single large unilamellar lipid vesicle (Kotnala and Zheng, 2019).

Particulate materials that selectively localize to a specific cellular subunit are of interest for drug delivery applications. Recently, the novel idea of preferential partitioning of hierarchically assembled particles with surface-bound amphiphilic gold nanoparticles to cell membranes of living cells using OT was realized (Misra et al., 2019). Villangca et al. (2016) used light to generate and control secondary hydrodynamic effects by heating an embedded thin gold layer within the trapped microstructure, which resembles a racing car in shape. Thermal convection currents inside the microtool draw fluid along with potential cargo in or out of its body.

A single gold nanoparticle was optically trapped and subsequently subject to laser-induced breakdown and gentle nanocavitation upon irradiation by a ns-laser pulse. In so doing, transfection of plasmid-DNA into individual cells was performed with 75% efficiency (Arita et al., 2013). 10–250 nm gold beads can be heated upon optical trapping in the contact zone, causing a total fusion of two adjacent vesicles of interest, which is highly useful for single-cell targeted drug delivery and hybrid cell creation (Rørvig-Lund et al., 2015).

Different drug delivery systems have pros and cons. While bioavailability and unintended side effects can limit the use of GNPs for clinical applications, optical based targeted DDSs are unique in that light can be tuned to direct the movement of carriers and release the loaded drugs.



2.5. Biosensing and Bioimaging

Biosensors are defined as analytical devices incorporating a biological material, a biologically derived material or a biomimetic intimately associated with or integrated within a physicochemical transducer or transducing microsystem (Turner et al., 1989). AuNPs are widely used in the field of bioassay. Non-optical bioassays include electrochemical (Raj and Jena, 2005; Andreescu and Luck, 2008) and piezoelectric biosensors (Liu et al., 2004).

Optical biosensors are one of the most common types of biosensor. They provide advantages over other analytical approaches due to their direct, real-time and label-free detection of many biological and chemical substances (Damborský et al., 2016). However, incorporation of optical manipulation into sensors is rare. Gordon (2019) have used gold nanoaperture optical tweezers to perform manipulation, sensing and spectroscopy of biological nanoparticles below 50 nm in size. Another interesting application of trapped nanoparticles is to measure photothermal DNA release from rationally controlled gold nanomotors. By using rotational dynamics analysis, Šípová et al. (2018) resolve differences in the thickness of absorbed ultrathin molecular layers, including different DNA conformations, with nanometer resolution.

The Raman spectroscopy in combination with tweezers based technology has provided a way to make otherwise difficult measurements easier. For example, Barkur et al. (2020) measured hemoglobin deoxygenation in live RBCs. This technology can also be used with SERS particles (Jiang et al., 2019) which can be manipulated to provide measurements at different locations. Another option is to use fiber based optical systems which can be used as probes to sense specific locations. Chen et al. (2018) used U-Shaped fiber probe coated with GNPs and glucose oxidase to detect blood glucose. Li et al. (2019b) built a fiber based biomagnifier which could trap and magnify nano-objects with subdiffraction-limited resolution.

GNPs have also contributed to the field of bio-optical imaging in large part due to their unique plasmonic properties. Based on their properties, such as absorption, scattering, fluorescence, or Raman scattering, optical imaging can be enhanced. Issues associated with resolution, sensitivity, penetration depth can be improved upon by using GNPs (Wu et al., 2019). Optically controlled gold coated nanotools were employed to achieve localized fluorescence enhancement (Aekbote et al., 2014). Similarly, the fluorescence of optically trapped NPs was key to realize a sub-200 nm resolution with a visible light (Wagner et al., 2016). Later, Vizsnyiczai et al. presented a multiview microscopy of single cells based on holographic optical tweezing of microstructures made with two-photon polymerization. The presented tool allows for precise manipulation of the cells in 6 degrees of freedom and solves the axial resolution problem that comes with fluorescence imaging (Vizsnyiczai et al., 2020).

Although non-optical based biosensors have simpler detection schemes, those of GNP based optical biosensors are faster and more clinically relevant. As for bioimaging, contrast agents, such as fluorescent probes have made visualizing specific biological processes possible and become mainstream in modern biomedical research. Yet optically controlled GNPs based techniques may offer enhanced bioimaging.



2.6. Mechanobiology and Single-Molecule Biophysics

OT have been used to manipulate matter in a non-invasive way for studies like measuring macromolecular interactions in colloidal systems or studying the forces exerted by molecular motors. Mechanical properties, such as the membrane elasticity and viscoelasticity of DNA are also evaluated. In fact, optical trapping is currently one of the highly preferred tools for manipulating microscopic objects in single-molecule biophysics. A wide array of biochemical processes have been explored using OT, such as molecular motors (Spudich et al., 2011), DNA-protein binding (Heller et al., 2014), protein folding dynamics (Cecconi et al., 2005), ribosome motion during translation (Qu et al., 2011), and RNA polymerase motion during transcription (Fazal et al., 2015).

Nanoaperture trapping has emerged as a useful, label-free tool for single-molecule biophysics studies (Juan et al., 2009; Pang and Gordon, 2011; Chen et al., 2012; Al Balushi et al., 2013; Berthelot et al., 2014). Using double-nanohole optical tweezers, Kotnala and Gordon studied single protein-DNA interactions and demonstrated, they believe for the first time, the direct role of tumor suppressor protein p53 in suppressing DNA unzipping (Kotnala and Gordon, 2014). Burkhartsmeyer et al. (2020) trapped a single viral particle, the bacteriophage PhiX174, as small as 25 nm in diameter via double-nanohole apertures in a gold film to measure its vibrational frequencies, as opposed to large ensembles of particles as in prior optomechanical techniques.

At around the same time, Ma et al. (2020) tethered a nanoparticle with a single DNA molecule to a gold surface for studying the entropic and damping forces. A recent study conducted by Kotsifaki et al. takes advantage of Fano resonance-assisted plasmonic optical tweezers (FAPOT) for single nanoparticle trapping in an array of asymmetrical split-ring (ASR) metamaterials on a gold film. Significantly enhanced trap stiffness results from the strong interaction between the trapped nanoparticle and the surface plasmon metamaterial resonance offering new alternatives for studying transition paths of single biomolecules, such as the folding of protein or nucleic acids (Kotsifaki et al., 2020).

Compared with other commonly used single-molecule manipulation methods (AFM and magnetic tweezers), OT are arguably the most versatile technique that can exert forces in excess of 100 pN with sub-nm accuracy and sub-ms time resolution. These characteristics make OT particular attractive for subcellular force and motion studies. While radiation pressure is reduced with decreasing trapped object size and thermal fluctuation can become non-negligible, novel techniques are emerging to address them.




3. CONCLUSION

As we have shown gold nanostructures have found many applications in bioengineering from the manipulation of single molecules to novel sensing applications. What is more, optical forces have proven useful for biomedical applications due to the largely the passive nature of light on many biological systems. GNPs in particular have proven to be useful targets for optical manipulation. The unique resonant properties of such particles have found many applications in biotechnology.

Understanding the evolution of optical fields in nanoscale metallic structures is still complicated, notably when particles are arranged in complex or composite shapes or structures. Substantial theoretical work has been devoted to this subject but there is still much to do in the future. Despite its challenges, optical manipulation at the nanoscale has found increasing biological applicability. The use of GNPs has only enhanced this. Single molecule studies and the investigation of biochemical interactions at the nanoscale provide fertile ground for future study.

The authors look forward with interest to see how this dynamic field of study develops in the future.
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Since the laser has been invented it has been highly instrumental in ablating different parts of the cell to test their functionality. Through induction of damage in a defined sub-micron region in the cell nucleus, laser microirradiation technique is now established as a powerful real-time and high-resolution methodology to investigate mechanisms of DNA damage response and repair, the fundamental cellular processes for the maintenance of genomic integrity, in mammalian cells. However, irradiation conditions dictate the amounts, types and complexity of DNA damage, leading to different damage signaling responses. Thus, in order to properly interpret the results, it is important to understand the features of laser-induced DNA damage. In this review, we describe different types of DNA damage induced by the use of different laser systems and parameters, and discuss the mechanisms of DNA damage induction. We further summarize recent advances in the application of laser microirradiation to study spatiotemporal dynamics of cellular responses to DNA damage, including factor recruitment, chromatin modulation at damage sites as well as more global damage signaling. Finally, possible future application of laser microirradiation to gain further understanding of DNA damage response will be discussed.
Keywords: laser microirradiation, DNA damage response, PARP1, complex DNA damage, chromatin, metabolism
HISTORY OF APPLICATION OF LASER MICROIRRADIATION IN BIOLOGY
The application of the microbeam to cell microscopy provided a means for scientists to noninvasively remove subcellular material from living cells. Bessis was the first to modify a part of the cell with this technique by targeting the mitochondria [1]. This provided the foundation for a valuable tool used to mechanically damage subcellular structures without the worry of contamination or membrane rupture inherent with conventional micromanipulation techniques.
The first improvement of micromanipulation of cells with light was a shift in light sources, from the use of ultraviolet (UV) microbeams to classic laser sources. In 1969, Berns and colleagues utilized an argon laser microbeam to successfully irradiate preselected sites on chromosomes [2] and nucleoli [3] sensitized with acridine orange. The intense, coherent nature of the laser resulted in a powerful, focused tool that successfully ablated submicron regions of condensed chromosomes.
Advancement of laser technology provided access to lasers that could provide focal spots with higher energy density. With the development of the Q switched Nd:YAG laser, sensitization of cells was not necessary to successfully irradiate chromosomes [4]. Strahs and Berns then demonstrated via transmission electron microscopy analysis that damage with the Nd:YAG laser at three different wavelengths was identical to damage produced by UV irradiation at 280 nm. Comparison of ultrastructure damage showed that laser ablation of biomolecules was not restricted to specific molecules [5]. Elimination of the need for sensitizing agents was important as their binding to DNA would alter chromatin configuration and skew DNA damage response (DDR).
Short pulsed Nd:YAG lasers with nanosecond pulse durations became a popular and versatile laser source for inducing DNA damage [6–8]. Recently, laser technology has progressed with decreases in pulse duration. Currently the most common laser utilized in the field is the Ti:Sapphire near-infrared (NIR) laser with femtosecond pulse duration [9–14]. König et al described NIR femtosecond laser damage to chromosomes at lower thresholds (not causing membrane rupture) controlled to sub-femtoliter volume and caused by optical breakdown and plasma formation [9]. The most common wavelength used in recent studies vary between 780–800 nm, due to the efficiency of femtosecond pulse width Ti:Sapphire laser and the confinement of the DNA lesion. A comprehensive review by Gassman and Wilson discussed studies using different laser sources (UV, visible, and NIR) both with and without sensitizers [15].
The development of confocal imaging systems brought new potential, where ingenuity of scientists changed the function of imaging lasers to selectively damage nuclear regions by increasing the output power of the lasers. Recently, Gaudreau-Lapierre et al. [16] describes the methodology behind the use of a laser scanning confocal microscope to irradiate regions within the nucleus using the fluorescence-recovery after photobleaching module common with commercially available software for confocal microscopes. Studies utilizing confocal systems to induce DNA damage allowed tracking of the DDR response in 4 dimensions, conventional 3 dimensions (as optical laser can be focused to a specific spot, see below) and the temporal response [16, 17]. Ultraviolet A (UVA) laser wavelength (355–365 nm) is also commonly used for DNA damage induction, including confocal microscope sources [18–21]. The mechanism of DNA damage by UVA laser sources is considered to result from single-photon absorption [22].
Use of lasers to activate compounds is a technique that has grown in recent popularity. Photodynamic therapy in the past has utilized photosensitizers, activated by lasers as clinical treatment for cancer and other diseases. A recent example in this field by Lan et al utilizes the Killer red compound to generate ROS-induced DNA damage at specific sites combining with artificially changing the chromatin states (open and closed) [23]. Yanuk et al. continues the search for photosensitizers with three cholorharmine derivates for photo inducible DNA damage including one that cleanly induces single strand breaks [24]. Efforts to develop tools that can induce specific types of DNA damage with spatiotemporal control continue in the field.
LASER DAMAGE MECHANISMS
Laser ablation utilizes energy from photons of light interacting with biomolecules within the targeted cellular structure. A large population of photons of high energy focused to a small beam diameter result in consistent, and targeted regions of damage. Laser induced damage is affected by laser parameters including energy level, pulse duration, number of pulses delivered, and wavelength. Additionally, variation in the physical mechanism of light interaction with biological molecules is also dependent on the laser manufacturer, as well as optimal focusing of the beam through the optical path. The diameter of the induced damage can be controlled to a diffraction-limited spot size defined by 1.22 λ/NA. Damage area can be further extended by repositioning the beam to multiple locations, which in some software is referred to as “zoom factor”.
The combination of laser parameters used dictates the types of DNA damage induced by the laser. We previously utilized multiple laser sources and parameters, such as wavelength, peak irradiance, input power, pulse frequency and duration of exposure, to induce DNA damage, and systematically analyzed the resulting DNA damage by immunofluorescent detection of crosslinking and base damage, recruitment and modification of DDR and pathway-specific repair factors [22]. We proposed four potential mechanisms of laser-induced DNA damage: (i) temperature rise produced by linear or two photon absorption; (ii) generation of large thermo-elastic stresses; (iii) various photochemical processes by linear or two photon absorption including DNA cross-linking damage and production of free radicals and reactive oxygen species; and (iv) optical breakdown (plasma formation) produced by a combination of multiphoton and cascade ionization processes, leading to thermal, mechanical and chemical damage (Figure 1A) [22].
[image: Figure 1]FIGURE 1 | Simple strand breaks and complex damage induced by NIR laser microirradiation with low and high input power. By adjusting parameters, laser microirradiation can enrich different types and amounts of DNA damage with the recruitment of different repair factors. (A) Suggested mechanisms of laser induced nuclear damage and corresponding common laser sources for damage induction. Specific wavelength and other laser parameters are summarized in Supplementary Table S1. Modified from [22]. (B) Schematic diagram of differential DNA damage responses to low and high input power NIR laser microirradiation. For relatively simple strand breaks induced by low power laser (top), efficient 53BP1, Rad51 and SMC1 (cohesin) recruitment occurs while no significant PARP activation is observed. In contrast, complex damage containing crosslinking and base damage as well as high-density strand breaks induces robust PARP activation, spreading of H2AX phosphorylation from damage sites (γH2AX, the marker of DSBs), and recruitment of repair factors in NER and BER pathways. Blue box: PAR accumulation [37]. (C) Fluorescent microscope images of human cells damaged with low and high input power laser microirradiation. Cohesin (GFP-SMC1) and Rad51 involved in HR repair are preferentially recruited to low input power damage sites (top) while DNA glycosylase (GFP-NEIL2) and condensin I (hCAP-G) involved in BER/SSB repair are enriched at high input power damage sites (bottom). Damage sites are indicated by white arrowheads. Bar = 10 μm [37, 38].
[image: Figure 2]FIGURE 2 | Application of laser damage to dissect different aspects of cellular DDRs. Laser microirradiation in combination with a variety of fluorescence dynamics and imaging techniques allows analyses of cellular DDRs with high spatiotemporal resolution, such as repair factor recruitment and dissociation at the damage sites, protein modifications, chromatin dynamics, and metabolic signaling. These techniques include (clockwise) real-time kinetics analysis of fluorescently labeled protein recruitment at laser-induced damage sites, immunofluorescent staining analysis (IFA) of proteins and covalent modifications at damage sites using specific antibodies in fixed cells; damage site chromatin movement using fluorescently labeled histones; high-resolution fluorescence dynamics analyses of molecular movements and oligomerization using fluorescently labeled proteins with advanced fluorescence microscopy techniques, such as FLIM-FRET, pCF and N&B; and analyses of metabolic changes using phasor-FLIM and fluorescence biosensors.
Many studies support the mechanism of multiphoton processes when inducing nuclear damage with short-pulsed lasers. Göppert-Mayer first defined the nonlinear absorption mechanism, which allows DNA and other molecules to absorb multiple photons of lower energy resulting in effects similar to the absorption of a single photon of higher energy [25]. Early studies by Calmettes and Berns demonstrated the phase “paling” of chromosomes and nucleoli suggests this observation was a result of multiphoton processes by 532 nm laser photons and two-photon processes for 266 nm UV light [26]. Phase paling as observed with these multiphoton mechanisms are similar to those resulting from Ti:Sapphire NIR lasers with femtosecond pulse widths [13]. Damage mechanisms of NIR are based on low density plasma formation, and well defined by Vogel and Venugopalan [27, 28]. Damage mechanisms of continuous wave (CW) lasers like the blue diode lasers commonly utilized with confocal imaging systems are based on linear absorption, similar to longer pulse width UV lasers [28].
INDUCTION AND DETECTION OF DIFFERENT TYPES OF DNA DAMAGE AND FACTOR RECRUITMENT
Living cells experience various types of DNA damage that may lead to gene mutations if not corrected. Correspondingly, multiple DNA damage signaling and repair pathways are activated by the damage to maintain genome stability. Photoproducts such as pyrimidine-pyrimidone (6–4) photoproducts (6–4PPs) and cyclobutane pyrimidine dimers (CPDs) caused by UV light are repaired by the nucleotide excision repair (NER) pathway. Base damage, such as oxidation damage 8-oxoguanine (8-oxoG), is repaired via the base excision repair (BER) pathway. DNA double-strand breaks (DSBs) can be repaired by two major pathways, homologous recombination (HR), non-homologous end joining (NHEJ), or alternative/back-up pathways, such as single-strand annealing (SSA) pathway [29]. DNA single-strand breaks (SSB) repair is also the downstream step of BER [30], since base damage is processed by DNA glycosylases and AP endonuclease into a SSB intermediate [22, 31].
As described above, laser microirradiation became a powerful tool to analyze DNA repair in vivo at a single cell resolution. The use of laser ablation with cells expressing fluorescently-tagged DNA repair-related proteins make it possible to study the association and dissociation of repair factors at DNA damage sites with high spatial resolution and tight temporal control. A laser source integrated into a confocal microscope equipped with an incubator for temperature and CO2 control allows time-course analyses of DDR in real time. With advanced fluorescence imaging techniques, it is also possible to investigate cellular responses beyond the repair protein accumulation at damage sites, such as chromatin structural changes and metabolic changes in response to DNA damage [21, 32–35].
The NIR laser-induced damage results in a wide variety of DNA damage types including SSBs, DSBs, and pyrimidine dimers [36]. It was suggested that the use of visible and NIR laser wavelengths may be challenging due to the complexity of induced damage [15]. Complex DNA damage, however, is what is commonly induced by ionizing radiation and genotoxic agents, and thus, it is important to understand the cellular responses to this type of damage. We found that it is possible to control the complexity of DNA lesions by titration of NIR laser input power [37, 38]. Unlike UVC lasers [36], we found that the NIR lasercan generate simple low density SSBs and DSBs at low input power and complex DNA damage (SSBs, DSBs, 6-4PP, CPD, and 8-oxoG) with high input power (Figures 1B,C) [37, 38]. Importantly, complex DNA damage induced by high input-power NIR laser triggers robust poly (ADP-ribose) polymerase 1 (PARP1) recruitment and activation [37]. We found that PARP1 activation at complex damage sites is required for telomeric repeat binding factor 2 (TRF2) recruitment, but inhibits 53BP1 recruitment, having differential effects on DSB repair pathway choice [37, 39] (Figure 1B). PARP1 is a rapid and sensitive DNA nick sensor that catalyzes the synthesis of poly (ADP-ribose) (PAR) chains on itself and target proteins [40]. Local PAR accumulation at damaged lesions was proposed to cause phase separation and recruitment of various factors [41, 42]. 53BP1,which restricts DNA end resection for HR and promotes NHEJ [43, 44], is the first example of repair factor whose recruitment is inhibited by PAR, providing one possible explanation for hyperactivation of NHEJ by PARP inhibitors [37]. Furthermore, we observed accumulation of BER factors, such as DNA glycosylase NEIL1, and condensin I [38, 45] at high power damage sites (Figure 1B). Interestingly, even high-linear energy transfer (LET) α-particles irradiation, which can induce up to 90% complex damage [46] failed to induce robust PARP activation and thus no TRF2 recruitment was observed [47, 48]. This may be due to differences in damage density and induction mechanism. High input power NIR also causes pan-nuclear phosphorylation of H2AX (γH2AX), which disperses MDC1 from damage sites [37]. This is similar to what was reported with high-LET irradiation 49. Because 53BP1 and Rad51 accumulation at the DNA damage sites requires MDC1 50, 51 MDC1 dispersion by pan-nuclear γH2AX also suppresses their clustering at damage sites. Thus, despite the induction of complex DNA damage, the DDR patterns can be different between high-LET IR and high input power NIR. Nevertheless, these studies indicate that with careful titration of laser parameters and characterization of resulting DNA damage by immunofluorescent detection of key damage markers, NIR laser should be a valuable tool to investigate dynamics of DDRs in response to simple strand breaks and complex DNA damage, and is particularly suitable for studying PARP signaling [34, 37–39].
SYSTEMATIC STUDIES OF FACTOR RECRUITMENT TO LASER-INDUCED DAMAGE SITES
While laser microirradiation can be used to examine the dynamics of DDR at the single-cell level with high spatiotemporal resolution, it is time-consuming to define laser-irradiated subcellular regions manually and analyze large sets of images. In early DNA damage studies that utilized a laser beam, the number of repair factors tested were limited [36, 52]. The kinetics of individual DNA repair factors at damage sites have been reported [53, 54], but it is difficult to compare these studies because the laser parameters were different, which might have induced different types and amounts of DNA damage [22]. Furthermore, artificial overexpression of the recombinant tagged proteins used for the analyses may cause these proteins to behave differently from the endogenous untagged proteins expressed from their own promoters [37, 55]. To circumvent these potential problems and compare different factor recruitment side by side, bacterial artificial chromosome (BAC)-transduced cell lines expressing EGFP-tagged DNA repair proteins from their endogenous promoters were used for recruitment kinetics study [20]. They systematically measured and mathematically modeled the kinetics of 70 DNA repair proteins to laser-induced DNA damage sites comparing to co-expressed mCherry-tagged PCNA as a control.
In addition to the studies of known repair factor recruitment, laser microirradiation has been employed to identify factors that were not previously known to be involved in DDR and repair. Those include various histone and chromatin remodeling factors that appear to promote efficient DNA repair [17, 56, 58]. However, these previous studies were also limited to investigation of each individual protein factor. Using the lentivirus expression system, Izhar et al. screened hundreds of gene products with potential roles in DNA repair and other nuclear processes, and identified more than 120 proteins that localized to sites of UVA laser-induced DNA damage [59]. Many positive hits were transcription factors that were recruited to DNA damage sites in a PARP-dependent manner. Most of these had not previously been reported to localize to sites of DNA damage.
It is challenging to perform quantitative analyses of factor recruitment kinetics with sufficient statistical power, due to a limited number of cells that can be analyzed at one time. To increase through-put, several approaches have been developed to analyze fluorescence intensity or area under the curve of micro-irradiated regions [54, 60]. Mistrik et al. [61] exposed a bulk of cells simultaneously to a UVA laser beam in a defined pattern of collinear rays. The induced striation pattern was automatically evaluated by custom-coded software, which provides a quantitative assessment of laser-induced phenotypes. Oeck et al. developed an ImageJ-based, high-throughput evaluation tool to standardize and accelerate the quantitative analysis of local protein accumulation at sites of DNA damage [62]. The continuous development of analysis tools will improve high-throughput data analysis of repair factors dynamics at laser induced-DNA damage sites.
ANALYSES OF SECONDARY DAMAGE SIGNALING
Chromatin Dynamics
Chromatin dynamics modulates DNA damage site accessibility of repair factors. Damage induction at the define subnuclear region by laser microirradiation allowed tracking of damaged chromatin movement and change of chromatin compaction [17]. Kruhlak et al. [17] tracked mobility and structure of chromatin containing DSBs in living cells by using photoactivatable GFP (PA-GFP)-tagged histone H2B. Initial studies using photo-activatable GFP fused to histone H2B revealed that DNA damage triggers the localized relaxation of chromatin followed by the localized compaction of chromatin, in an ATP and PARP-dependent manner [63, 64]. Several advanced fluorescence microscopy techniques were employed to visualize dynamic chromatin changes at laser induced damaged and undamaged sites [32, 33, 35]. For example, pair correlation function (pCF) analysis of EGFP molecular flow in and out of chromatin before and after damage induction revealed that DNA damage induces a transient decrease in chromatin compaction at the damage site and an increase in compaction to adjacent regions [35]. Dispersion and compaction surrounding the damage site was suggested to facilitate DNA repair factor recruitment to the lesion [35]. Lou et al. were able to directly measure nanometer changes in chromatin compaction at DNA damage sites using a biophysical method based on phasor image-correlation spectroscopy of histone fluorescence lifetime imaging microscopy (FLIM)-Förster resonance energy transfer (FRET) microscopy on live cells coexpressing H2B-eGFP and H2B-mCherry [32]. They found that the fraction of compact chromatin within the NIR laser-induced damage lesion sharply increased in the first 30 min after DSB induction and persisted for up to 3 h, while there was no significant change in the percentage of compact chromatin nucleus-wide [32]. Another group, however, demonstrated that 405 nm laser-induced DNA damage in Hoechst-sensitized cells led to a global compaction of undamaged chromatin through analysis with fluorescence anisotropy imaging of histone H2B-EGFP [33]. The controversial results from different groups may be caused by the different damage conditions (as discussed above). Nevertheless, the combination of laser microirradiation and fluorescence dynamics techniques makes it possible to distinguish changes of chromosome dynamics at damage sites and in the rest of the nucleus (with undamaged chromatin) in response to DNA damage.
Cell-wide Metabolic Response
In addition to studies on DNA damage responses in the nucleus, use of laser microirradiation in conjunction with fluorescence imaging allows investigation of cell-wide DDR because it is possible to distinguish damaged and undamaged cells in the same field under microscope and to track damage-induced changes in realtime. Using fluorescence-based ATP and NAD+ biosensors, pH indicator, and phasor-FLIM capturing autofluorescence of NADH, we systematically measured metabolic dynamics in living cells in response to NIR laser-induced DNA damage with different input power [34]. We observed a rapid cell-wide increase of the bound NADH fraction in response to complex DNA damage, which is triggered by PARP1-dependent transient depletion of NAD+. We found that this change is linked to the increased cellular metabolic reliance to oxidative phosphorylation(oxphos) over glycolysis, which is critical for damaged cell survival [34]. Recent evidence suggests that other cellular processes are also involved in DDR, such as autophagy and immune response [65, 66]. Damage-induced changes in subcellular localization or oligomerization revealed previously unrecognized roles of proteins in DDR and repair processes [67, 68]. Thus, combinatorial use of spatiotemporally defined laser microirradiation and fluorescent imaging will have many future applications in realtime dissection of cellular responses to DNA damage.
DISCUSSION AND FUTURE PERSPECTIVE
With careful parameter setting and characterization of induced damage, laser microirradiation offers valuable opportunities to study in vivo cellular responses to DNA Damage with high spatiotemporal resolution. It was highly instrumental in identifying new factors and modifications involved in DDR, determining the order of factor recruitment and kinetics, chromatin and cellular metabolic changes associated with DNA damage, furthering our knowledge of DNA damage response in human cells (Figure 2). Precise input power titration and parameter setting led to better understanding and control of the types of damage induced, which now allow us to characterize specific DDR signaling associated with simple strand breaks and complex damage. With further technology development and refinement, laser microirradiation will continue to be a powerful tool to study DDR. For example, with CRISPR technology, it is now feasible to generate cell lines that express multiple fluorescently tagged factors from their endogenous loci (to avoid artifactual overexpression) and examine their realtime interplay at laser-induced damage sites using multi-color confocal microscopy. Knowing exactly which cell is damaged, it is also possible to analyze the DDR signaling in cell-cell communication. Advanced fluorescence microscopy techniques, such as number and brightness (N&B) analysis, fluorescence recovery after photobleaching (FRAP), fluorescence localization after photobleaching (FLAP), and FLIM-FRET, may be utilized effectively to further dissect DDR at a single-molecule resolution [69]. Development/improvement of integrated microscopy systems that allow automated laser damage and fluorescent image data acquisition and tracking would allow high-throughput DDR analyses and screening of small molecules, RNAi, or CRISPR libraries to identify critical factors and harness DDR and repair processes, which may be applicable to disease therapy development.
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We report analytical expressions for optical forces acting on particles inside waveguides. The analysis builds on our previously reported Fourier Transform method to obtain Beam Shape Coefficients for any beam. Here we develop analytical expressions for the Beam Shape Coefficients in cylindrical and rectangular metallic waveguides. The theory is valid for particle radius a ranging from the Rayleigh regime to large microparticles, such as aerosols like virus loaded droplets. The theory is used to investigate how optical forces within hollow waveguides can be used to sort particles in “optical chromatography” experiments in which particles are optically propelled along a hollow-core waveguide. For Rayleigh particles, the axial force is found to scale with a6, while the radial force, which prevents particles from crashing into the waveguide walls, scales with a3. For microparticles, narrow Mie resonances create a strong wavelength dependence of the optical force, enabling more selective sorting. Several beam parameters, such as power, wavelength, polarization state and waveguide modes can be tuned to optimize the sorting performance. The analysis focuses on cylindrical waveguides, where meter-long liquid waveguides in the form of hollow-core photonic crystal fibers are readily available. The modes of such fibers are well-approximated by the cylindrical waveguide modes considered in the theory.
Keywords: optical forces, optical trapping, waveguides, Scattering theory, optical chromatography
1 INTRODUCTION
Since Ashkin’s pioneering paper [1], Optical Tweezers (OT) have opened up the possibility to perform micro- and nanoscale non–contact mechanical manipulation and measurements on particles in the nano-micron scale. Single and multiple optical beams can hold, stretch, and compress particles, filaments, vesicles in a suspension, enabling novel applications such as optical force spectroscopy of microspheres [2, 3]. The room temperature force sensitivity of OT based techniques ranges from 20 fN [4] to 200 pN [5], making this tool ideal to handle particles in the biological micro–environment. Single–beam optical tweezers have allowed the development of several applications in life science, and use optical forces created by a tightly focused laser beam not only to manipulate micron to nanometer–sized structures, but also to measure their mechanical properties [6–8]. The single–beam optical tweezers require gradient forces that exceed scattering forces, a condition usually met with in the case of small differences between medium/particle refractive indexes. This situation is commonly found in aqueous solutions, but not in air or vacuum. The Brownian motion sets the limit for the size of the smallest particle that can be trapped, although at low temperatures (not compatible with live cells), it is possible to even optically trap atomic gases [9]. The success of the single–beam optical tweezers has encouraged the development of new, complementary optical trapping configurations, including optical chromatography, a method that combines the use of optical forces to manipulate and size–select particles in microfluidic systems [6].
Optical chromatography was initially proposed by Imasaka et al. in 1995 [10]. Their approach consisted of mildly focusing a laser beam into a solution containing particles that are counter–flowing coaxially with a capillary. When in equilibrium, there is a balance between the laser scattering force and the drag force from the fluid medium. A challenge in this configuration is to keep the laser beam aligned at the center of the of capillary. Since these pioneering experiments, optical chromatography has led to a range of different applications, for example: to visualize immunological reactions by flowing a sample of antigens past optically–trapped beads that are coated with antibodies. Selective binding changes the effective size of the particles an thus their retention distance. This allowed to determine antigen concentrations in the range from nanomolar to nanograms per milliliter [11]. Optical chromatography can also be used to separate same–sized particles of different refractive indices [12], and be combined with microfluidic channels with well–defined velocity flow patterns [13]. This approach was used to measure low concentrations of anthrax bacteria, by accumulating them from a flow in an optical trap [14]. Further improvements of the technique include hydrodynamic focusing, enabling the separation of equal–sized microsphere differing only 0.1 in refractive index [15]. Further optical chromatography and other optical sorting strategies were summarized in a recent review [6].
Optical chromatography requires a good understanding of the forces acting on the analyzed particles. Initial models were based on geometrical–optics models, and identified analogies with separation parameters for conventional chromatography such as: retention distance, selectivity, dynamic range, theoretical plate number, and resolution [16]. Using a focused Gaussian beam, the retention distance can be related to the Rayleigh length, and can be shown to scale as the square root of particle size. The selectivity in chromatography is directly related to the slope of the retention distance vs. particle size, which can be tuned by carefully changing the laser power and the flow velocity. The dynamic range, defined as the ratio between the maximum and minimum particle size that can be analyzed, is ultimately limited by the size-range of particles that can be trapped. The theoretical plate number, another chromatography parameter, determines the separation efficiency in optical chromatography. In the case of optical traps, this is typically limited by Brownian fluctuations and instrumental noise. Finally, the resolution of particle separation can be determined from the theoretical plate number and selectivity. In theory, particles can be resolved if they differ from at least 0.4% in size [16].
A more recent approach to optical separation uses hollow–core photonic crystal fibers with core diameters between 10 and 30 μm, to optically trap and guide particles along a length of fiber [17]. Advantages are the presence of well–defined waveguide modes, that are well-approximated by the modes of cylindrical waveguides [18], as well as the long interaction length. Optical forces provided by the fundamental fiber mode can robustly align particles in the center of the channel, resulting in well–defined optical- and fluidic forces that can be used to determine the refractive index and size of spherical microspheres by monitoring their speed by Doppler–velocimetry [19–21]. Besides the long distance, stability, and robustness of such waveguide-based chromatography, it also allows to operate in either solutions, air, or vacuum, and at a wide range of pressures and temperatures, as long as the integrity of the waveguide is not compromised. Moreover, the waveguide enclosure around the particles protects the operators and guarantees a perturbation–free environment. Considering the nature of the particles, protection can be an issue in cases such as aerosols loaded with viruses, or radioactive and toxic particles.
The further development of fiber–based optical chromatography techniques requires a better understanding of the optical forces exerted on the particles by the waveguide modes, whose description strongly depends on particles size. The dimensionless size parameter used in scattering is defined as [image: image], where a is the particle’s radius, λ is the wavelength and M = n1/n0 is the relative refraction index between the particle and the medium. In the case of Rayleigh particles with radius [image: image], radial forces are provided by the gradient force which is proportional to x3. If a particle is accelerated in a fiber loop, its maximum velocity will depend on the centripetal force required to keep the particle in its circular trajectory. As both the gradient force and centripetal force scale with x3, the maximum particle velocity will be independent of particle size. The axial forces, on the other hand, are provided by the scattering force and therefore proportional to x6. This results in a particle acceleration that is proportional to x3. In the laminar flow regime, the terminal velocity off Rayleigh particles will depend on the ratio between the optical force (x6) and the Stokes drag force (x), and will therefore be proportional to x5, offering excellent conditions for size–sorting the particles through their velocity. For microparticles, on the other hand, particle resonances and their coupling to the waveguide modes must be taken into account to obtain expressions for the size–dependent optical forces. This requires an integrated scattering theory that combines a Mie description of the particles with analytical waveguide modes, which has not been demonstrated to date.
In this paper, we will develop analytical equations for optical forces, including the scattering forces, on particles within waveguides and will discuss their implications to sorting of particles based on particle size, refraction index, absorption, and mass density. We will start from the full electromagnetic force theory to obtain expressions for the forces acting on waveguide–embedded particles spanning the Rayleigh and Mie regime. Analytical results provide more than just fast calculations compared to numerical methods. They provide powerful insights of how to analyze the role of each parameter, allowing to optimize the design of the system for a given task. The main challenge of analytical optical force calculations for spherical particles lies in the expansion of the fields into vector spherical wave functions, which, except for the plane wave case developed by Mie in 1908 [22], could only be obtained numerically. However, in 2010 we discovered how to perform this expansion for any type of electromagnetic field in the Fourier space and provided analytical integrals for the Beam Shape Coefficients for general waveguides. Analytical results from the integrals were found in the cases of cylindrical and rectangular metallic waveguides [23, 24].
Our current analysis focuses on cylindrical metallic waveguides, whose modes are largely similar to those in readily available hollow-core fibers waveguides. However, the work can be easily extended to rectangular waveguides, using recently develop analytical expressions for their modes [24], which can be of interest for typical on-chip microfluidic geometries. Recently, Ref. [25] presented an analytical solution for the scattered intensities of a sphere on the axis of an infinite metallic cylinder with a plane wave incident on one end of the cylinder. While the combination of the spherical and cylindrical symmetries is interesting, they did not calculate the BSCs for off-axis positions, nor the optical forces on the sphere.
In our analysis, the particle size is assumed to be much smaller than the waveguide size, resulting in a scattering intensity much smaller than the incident light. This implies that we can neglect reflections from the waveguide walls back to the particle, as well as interference between different particles. Furthermore, the waveguides are assumed to be lossless. For low–loss waveguides, losses to be taken into account by considering a slow variation in the electromagnetic field intensity with axial position.
Our manuscript is organized as follows: Section 2 presents the electromagnetic fields for any propagation mode of the cylindrical waveguide. Section 3 defines the Mie Coefficients as well is the Beam Shape Coefficients (BSCs), which are obtained for any waveguide mode and any particle position. These results are valid for any particle size smaller than the waveguide size and any waveguide mode. In Section 5 the BSCs will be used to obtain a complete theory for the optical forces, for any waveguide mode, and any particle size and position within the waveguide. At this point the theory is complete.
We will then discuss the implication of the theory for three specific applications. First we focus on nanoparticles that are well in the Rayleigh regime. We will obtain their optical forces using a small–value series expansion of Mie Coefficients, and will demonstrate that radial forces are proportional to x3, and axial forces proportional to x6 for non–absorbing particles. Secondly, we discuss the microparticles, for which the full Mie calculation is required. Section 6, studies the optical force as a function of particle size and refractive index in case of an on-axis particle position. For larger particles, strong Mie resonances appear that can potentially be used be used to perform in highly–sensitive particle sorting experiments. Third, in Section 7, we will study how the effect of particle absorption on axial force depends on particle size. Finally, we will summarize illustrative results for special cases, applications, and experimental implementation.
2 WAVEGUIDES ELECTROMAGNETIC FIELDS
The general formalism for the TM and TE modes of a hollow waveguide of arbitrary cross–section starts with the scalar solution [image: image] of the Helmholtz equation in three dimensions
[image: image]
which leads to a two–dimensional solution [image: image] of the transverse Helmholtz equation [26].
[image: image]
satisfying the boundary conditions at the waveguide surface S. The TM modes satisfy [image: image] and the TE modes satisfy [image: image] with [image: image] the normal derivative, kz is the wavevector in the z–direction, [image: image], γ is the transverse wavevector, [image: image] is the transverse gradient operator, and [image: image] is the three–dimensional gradient operator, [image: image], no is the waveguide’s interior refractive index. It is useful to introduce the cylindrical coordinate system in the r–space and k–space. In the r–space we have [image: image], [image: image] and [image: image]. We have also [image: image] and [image: image]. In the same way, for spherical coordinates in k–space, we change [image: image] and for cylindrical coordinates, we change [image: image], obtaining equivalent systems of coordinates. The boundary conditions define possible values for γ based on the geometry alone. The cutoff frequency of a given mode happens when [image: image]. Below this frequency, kz < 0, the mode becomes evanescent. Given the scalar solution, the TM and TE fields are given by:
[image: image]
For a general waveguide, the task is to find g(r) satisfying boundary conditions. For a cylindrical waveguide, the scalar wavefunction is given by [image: image], where [image: image] are Bessel functions. The transverse vectors are given by [image: image] where [image: image] is the nth–root of [image: image] derivative, that is [image: image] for the TE mode, and [image: image] where [image: image] is the nth–root of [image: image], that is [image: image], for the TM mode. The cutoff frequencies are [image: image] for TE modes, and [image: image] for TM mode. The cutoff wavelengths are given by [image: image]. The first ten modes, from highest to lowest [image: image] are [image: image], [image: image], [image: image], [image: image], [image: image], [image: image], [image: image], [image: image], [image: image], [image: image]. Even for [image: image] and no = 1 there are 16 modes for wavelengths shorter than 2,000 nm and 45 modes for wavelengths shorter than 1,000 nm. Therefore, in the visible–NIR region, the waveguide will be essentially multimode. We are mostly interested in the range 400 to 2,000 nm to avoid direct IR and NIR absorption. Assuming a wavelength of 500 nm and a [image: image] waveguide diameter, the first mode’s propagation constant becomes [image: image] and [image: image]. Linear combinations of [image: image] can be used to build the cosine and sine modes, as well.
The analytical expression for the fields of TE, TM, ±, cos and sin are condensed in the expressions:
[image: image]
[image: image]
where the form TE/TM and 3 × 1 array represents the (±, cos, sin) forms and [image: image] is the waveguide medium impedance. It is interesting to note the interchange between electric and magnetic fields between TM and TE modes does not change the result. This shows that the Poynting vector expression will be the same for both the TE and TM modes. The TE mode is obtained by: [image: image] and [image: image]. The first modes have m = 1 and for a very large waveguide ([image: image], tending to free space), [image: image] and [image: image], we can use [image: image] to obtain [image: image], [image: image] and so [image: image], which allows us to obtain:
[image: image]
This is clearly the plane wave limit, from which we can notice the association of circularly polarized light for the mode ±, x-polarized beam to cos mode and y-polarized to sin mode. One can couple to ± modes using circular polarized light while a polarized beam will couple to cos and sin modes.
We also have the explicit form of the electromagnetic fields written as
[image: image]
[image: image]
and it is important to calculate the gradients, given by
[image: image]
and
[image: image]
The ϕ component of the gradient is given by
[image: image]
and
[image: image]
3 VECTOR SPHERICAL WAVE FUNCTION EXPANSION
To calculate the electromagnetic fields inside and scattered by a spherical particle located at an arbitrary position r inside a cylindrical waveguide, one has to expand the incident fields in the Hansen multipoles. For the force calculation, only the incident and scattered fields are necessary. The VSWF expansion is given by
[image: image]
[image: image]
where E0 is an electric field dimension constant, [image: image], and [image: image] are the Hansen multipoles for the incident beam, and [image: image], and [image: image] the Hansen multipoles for the scattered beam, jp(kr) are spherical Bessel functions, yp(kr) are spherical Neumann functions and [image: image][image: image] are the vector spherical harmonics, [image: image] are the scalar spherical harmonics, [image: image], [image: image], and [image: image] is the angular momentum operator in direct space.
The coefficients [image: image] are known as Beam Shape Coefficients (BSC) [27]. It is important to note that, as the VSWF expansion is performed with the origin of the axis at the center of a sphere, we need to apply boundary conditions that are independent of the particular position of the beam. The ap and bp coefficients, called Mie coefficients, come from the boundary conditions over the surface of a sphere, and are given by
[image: image]
[image: image]
Here [image: image] is the size parameter, where a is the particle’s radius and λ is the wavelength and M = n1/n0 is the relative refraction index. The functions [image: image] and [image: image] are known as Riccati-Bessel functions. The BSCs depend on the incident field only and all further calculations rely on them. The position of the center of the sphere with respect to the axis of the incident field in cylindrical coordinates is defined as [image: image]. It is clear, then, that BSCs are functions of this position, [image: image]. Gustav Mie solved this problem in 1908 [22] for the incident plane wave using the Rayleigh expansion of a plane wave in terms of spherical Bessel functions. For the plane wave, the position of the sphere with respect to the beam is not important. For an arbitrary beam, the usual procedure is to take the dot product with [image: image] to obtain:
[image: image]
which is not complete because there is a spherical Bessel function embedded in the right–hand side that did not cancel explicitly the one on the left side. We solved this problem for an arbitrary electromagnetic field in 2010 [23, 24], by taking the Fourier transform, explicitly canceling the spherical Bessel functions, and obtaining the final result:
[image: image]
where
[image: image]
are Fourier transforms of each other and
[image: image]
are the Fourier transforms in a sphere, requiring that [image: image]. By using the translation theorem of Fourier transform it was easy to calculate the BSC for any position respect to the incident beam. The geometry of the problem is shown in Figure 1.
[image: Figure 1]FIGURE 1 | Cylindrical waveguide coordinate system (CWG). The natural coordinate system of the waveguide is rʺ and a point r at which we perform a partial wave expansion (PWE) in vector spherical wave functions (VSWF). In the new system, the expansion is done in the rʹ coordinate system, the fields are described by the Hansen multipoles and the GTE/TM coefficients, that are constant in the rʹ frame, but varies depending on the position of the expansion r.
4 CYLINDRICAL WAVEGUIDE BSC’S
Using Eqs 24, 25 and 32 of Ref. [24] the explicit expression for the BSCs for any mode of the waveguide is given by:
[image: image]
Here, our notation is that superscript TE/TM means the spherical Transverse Electric/Magnetic in the sphere, while (TE)/(TM) means the waveguide TE/TM modes, [image: image] is the associated Legendre function. To shortening the equations we will omit the arguments with the convention that all Legendre functions [image: image], and all Bessel functions [image: image]. The form factor is:
[image: image]
5 OPTICAL FORCES
In a recent review, it was demonstrated how optical forces can be derived from the Maxwell stress tensor given the BSCs in the Minkowski formalism [28]. Explicitly, in Eq. 93 in Ref. [28] provides the expression for the transverse forces, while the force in the z–direction is given by Eq. 94 in Ref. [28]:
[image: image]
where [image: image], [image: image] and [image: image]. The definition of the literature, including the a recent review [28], is [image: image] which is counter-intuitive, because the lowest order Mie coefficient appears conjugated [image: image]. We therefore prefer the current definition. The formulas must thus be corrected by changing [image: image] and [image: image] and vice-versa, while keeping the same Cp.
[image: image]
From the expression of z-component of the force we substitute the BSCs expressions into the force equation, and using the normalization for the force [image: image] we obtain
[image: image]
We display the equation in this way to demonstrate that all particle properties, such as size and refractive index, are embedded in the Mie factors Ap, Bp and Cp. Breaking the q sum into q = 0, q > 0 and q < 0, and using [image: image], we can simplify this expression to:
[image: image]
The [radial, azimuthal] forces can be written in the same way:
[image: image]
While these equations could be written in a more compact way, we want to highlight the dependence of the real and imaginary parts of the Mie factors Ap, Bp and Cp, because these factors define the Mie resonances, as well as their scaling with particle size and relative refraction index, which are important to the sorting process. The dependence of the position of the particle inside the waveguide is embedded in the form factors [image: image].
It becomes immediately clear that Fz depends on the real part of Ap, Bp and Cp only. In principle, [image: image] depends on the real and imaginary parts of Ap, Bp and Cp, but the form factors will cancel the real part. It is also interesting to see that dependence on z disappeared, as expected from the axial translation symmetry of the waveguide (assumed lossless). Furthermore, there is no azimuthal dependence for the ± modes, corresponding to circular polarization, due to their rotational symmetry. For the [image: image] and [image: image] forms, the result does depend on ϕ, as the symmetry is broken by the incident beam polarization.
These expressions are general and can be used to obtain the force for any waveguide mode and particle size. Special care must be taken in the choice of highest p to truncate the series. The Wiscombe criterion was to truncate the sum when [image: image] [29], leading to the known truncation of the infinite series of [image: image]. Meanwhile, Neves and Pisignano included the relative error, allowing faster computation within an fixed error bound, as [image: image], where ϵ is related to a relative error of [image: image] [30].
In the following sections we will discuss two special cases. The first is related to use of the optical chromatography (OC) for nanoparticles that are well in the Rayleigh limit [image: image]. In this limit, we need the Mie coefficients at [image: image]. Our results will show that for any waveguide mode in any position inside the guide, the radial forces are proportional to x3 and the gradient of the field intensity [image: image]. On the other hand, for non–absorbing particle, the axial force is proportional to x6 and the field intensity [image: image]. This shows that radial forces are gradient forces while z forces are scattering forces. The axial force result is obvious because there is no intensity gradient in a lossless waveguide.
The second case is waveguide-based OC for microparticles, such as dielectric spheres or virus–loaded droplets, with sizes in the Mie regime [image: image]. In the Mie–limit, the radial force is assumed to keep the particle on the z-axis, [image: image], resulting in a significant simplification of the expressions. The analysis can be done for any particle size and any waveguide mode, allowing us to observe the role played by the Mie resonances in the optical sorting process.
6 MIE COEFFICIENTS IN RAYLEIGH REGIME
We can use the series expansion of spherical Bessel and Hankel function keeping the lowest orders of the imaginary and real parts to obtain [31]:
[image: image]
[image: image]
For the lowest terms we obtain
[image: image]
[image: image]
Reports on the scattering of metallic nanoparticles usually call the lowest terms approximations as modified long–wavelength approximation [32–35]. We shall not neglect the second term because they are real while the first are imaginary. Except for TE[m = 0] modes, we will keep only terms with [image: image] meaning that transverse forces scale with x3 while the axial force scales with x6. However, for particles with absorption, the refractive index becomes complex in the form [image: image]. In this case the lowest order terms are:
[image: image]
[image: image]
Without absorption, the leading term comes only from a1, and only A1 = a1 and C1 = a1 shall be considered. The only [image: image] to take into account are given by [image: image], [image: image] and [image: image] for the q =2 family whose derivative are [image: image], [image: image], [image: image], and for q = 1 [image: image], [image: image], [image: image], [image: image].
In the expressions for the force, we get
[image: image]
for the z-component and
[image: image]
for the radial component, while the azimuthal one is given by
[image: image]
Next the form factors are calculated. We can bring all of them in terms of Jm(x) instead of [image: image] and [image: image] combinations. Using the Bessel function differential equation [image: image] and the canonical three term recurrence relations, we can calculate the above combinations of [image: image]. The first thing one can see is that [image: image] and [image: image], because these sums are always real. Using [image: image] to shortening of the equations in algebraic manipulations, one can promptly find that
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in the three line one column notation for the form factors. The TM case is then written as
[image: image]
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This means that
[image: image]
which is proportional to particle radius to the sixth power and to the wavelength to the inverse forth power, as expected int he Rayleigh regime. The radial force in Rayleigh regime is given by
[image: image]
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and
[image: image]
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Therefore, the radial force
[image: image]
is proportional to the particle’s radius to the third power. The maximum radial force exceeds the axial scattering force, and keeps the particle near the position of maximum of the field intensity. Although some waveguide modes a zero intensity on axis, the commonly excited fundamental waveguide mode does tend to bring particles back to it's center. Finally, we discuss the azimuthal force. This force has two terms, one proportional to [image: image], a gradient force, an the other proportional to [image: image]. By taking the lowest order term, with [image: image], we obtain
[image: image]
[image: image]
that shows a gradient force type for the transverse force, and scattering force type for the axial force,
[image: image]
7 FORCES ACTING ON-AXIS PARTICLES
For on-axis Mie-particles, [image: image], the only Bessel function that survives are the [image: image] with [image: image]. As expected by symmetry, the transverse forces are zero because there is a mix between [image: image] with [image: image]. Only the axial force is different from zero. The form factors become
[image: image]
which cancels the sum in q, and
[image: image]
Clearly the sin form is null for m = 0 and cos form is just half of ±. The result ± form is
[image: image]
For the first modes where [image: image] and [image: image] we can use the fact that [image: image], [image: image] and [image: image] to simplify the force to
[image: image]
which are nonzero only for the m = 0 and m = 1 modes. Also, for m = 0 modes the force for any particle size simplifies to:
[image: image]
On axis force in the Rayleigh regime can be obtained by making p = 1, [image: image] and [image: image]. Now, [image: image], due to the Legendre Functions, therefore only modes with m = 0 and m = 1 exists, and the force is given by
[image: image]
8 RESULTS
We analyzed the important role of Mie Resonances, for different refractive index particles as a function of their sizes. Typical glass particles and liquid droplets have refractive indices in the range between 1.3 and 1.5, but semiconductors can have n as high as 3. Usually the high refractive index appears at the absorption band edge, except for quantum dots (QD), for which the optical gap is larger than the bulk band gap. Although QD are typically smaller than 10 nm sizes, one could also consider highly QD–doped microparticles with optical properties that are dominated by the QD refractive index. Therefore, in this analysis, we considered two limits of 1.3 and 3.0 for the refractive index. To exemplify this, the axial force for TE10 and TM10 modes was calculated as a function of particle radius for a n = 1.3 and n = 3.0 refractive index, assuming a air-filled waveguide with a diameter of [image: image], see Figure 2.
[image: Figure 2]FIGURE 2 | Axial force for: left n = 1.3 particle; right n = 3 particle. Blue TE10 mode, red TM10 mode of a 10 μm radius cylindrical waveguide.
For both particles, the resonances becoming narrower as the radius increases, with the narrowest resonances occurring for the n = 3 particle. The optical force landscape of the two particle’s parameters, size and relative refractive index is shown in map plot in Figure 3. The results suggest that Mie resonances can indeed be used to discriminate between a narrow range of discrete particles.
[image: Figure 3]FIGURE 3 | Density plot of axial force as function of particle’s relative refractive index M and particle radius for a 10 μm radius cylindrical waveguide.
Figures 4 and 5 show the forces for the first four first TE and TM modes for a Rayleigh particle inside a cylindrical waveguide. The axial force Fz is clearly proportional to the local field intensity [image: image], and [image: image] to [image: image]. The modes that allows keep the particle on the axis are that ones that have energy in concentrated in the axis such as the TE11 mode or the TM11 mode, for which [image: image], providing a returning force. This relation depends on the value of [image: image] as can be seen in Eqs. 7 and 8. It can also be noted that, in the Rayleigh regime, [image: image].
[image: Figure 4]FIGURE 4 | First TE modes: optical forces seen as profile from the center to the walls of the waveguide. Depending on the mode [image: image] can be always positive, always negative, or change the sign across the waveguide profile. Calculations were performed using the full expressions on Eq 5, assuming a waveguide radius of 5 µm, and a size parameter x = 0.1. Note that [image: image].
[image: Figure 5]FIGURE 5 | First TM modes: optical forces seen as profile from the center to the walls of the waveguide. As we have the [image: image] pointing outwards the waveguide profile, the [image: image] acts as contrary to this direction, bringing the particle to the center of the waveguide. Calculations were performed using the full expressions on Eqs 23 and 24, assuming a waveguide radius of 5 µm, and a size parameter x = 0.1.
In the above calculation, we have used the full expressions for the force calculation. We used a wavelength of [image: image], a waveguide radius of 5 µm, and index of refraction of the internal medium of 1.01 and a particle’s index of refraction of 1.33 which gives as relative index of refraction M = 1.317. The particle radius was chosen to be 16.76 nm, resulting in a size parameter of x = 0.1. This gives a truncation criterium of lMAX = 4, according to [30]. The values of the wavevector parameters are [image: image], [image: image], [image: image], and so [image: image] and [image: image]. The other values are the roots of Bessel functions and of their derivatives, and universal constants [image: image], [image: image] both in SI units, and Z = 376.639 SI units.
Figure 6 shows how the force varies with size parameter (and in this case is directly proportional to the size of the particle x = ka). It also shows the truncation criteria for calculating these forces. In this case, the forces are of the same magnitude (we are far from the Rayleigh regime). There are some challenges to use this methodology to perform particle sorting. The first is how to load the particles into the waveguide, to start the sorting process.
[image: Figure 6]FIGURE 6 | At the top the coefficients for x = 20.8751 (for a particle of 3.5 µm and a refractive index of 3. At bottom the forces (from left right Fz, [image: image] and [image: image]) as function of the size parameter (on the legend at right), from the lower one (particle of 1.5 µm) to the biggest one (particle of radius 3.5 µm). We changed the radius of the waveguide to 20 µm to allow for larger values of x.
9 CONCLUSION AND DISCUSSION
We have demonstrated analytical expressions for optical forces acting on particles inside cylindrical waveguides. The theory is valid for particle radius a ranging from the Rayleigh regime to large microparticles, and for arbitrary particle position and optical modes. Analytical results obtained for a range of different particles sizes and refractive indices demonstrate that Mie-resonances can result in a strong size-dependence of the scattering force, with implications for waveguide-based particle sorting. In the Rayleigh regime, the radial, axial, and azimuthal forces were studied as a function of particle position within the waveguide. In the Rayleigh regime, the most important factor for particles sorting is found to be the x3, x6 size scale of the optical forces, followed by the refractive index differences, and the presence of absorption.
A possible application of this work would be post–synthesis size selection of quantum dots. Quantum dots are nanoparticles in the 1–10 nm diameter sizes, well in the Rayleigh regime, which show a size dependent optical band gap. We have produced quantum dots by chemical synthesis and, also, by Pulsed Laser Deposition (PLD) [36–38]. The advantage of PLD is a total degree of freedom regarding the material, just by focusing a powerful laser beam on any piece of solid bulk material, to produce a broad range of nano/micro-particles. It can be used with radioactive materials, semiconductors, or oxides, which can be hard to produce by chemical synthesis. PLD, however, produces a much wider size distribution than the chemical synthesis methods. Hence, the possibility to sort the quantum dots can make this technique more attractive, especially inside a waveguide where no particles are lost and that can be reprocessed. For this application, one can use the size–dependent absorption edges. With a tunable laser one can start with the longer wavelengths for which only the largest QDs absorb. Because the force in the presence of absorption scales with x3, much larger than the x6 non-absorbing QDs, one can isolate biggest absorbing QDs. The wavelength of the laser can then be swept, from the long to short, to perform an absorption–selective size separation. QDs usually have cap layers that change their hydrodynamic radii and their diffusion times in a liquid medium [39]. It would therefore also be possible to QDs of equal semiconductor core radius, through their cap layer thickness.
Furthermore, for microparticles ([image: image]), particles exhibit strong Mie resonances, [9, 10] that can be used to perform a fine selection of particle sizes. Experiments on virus-loaded erosols have become an important topic in the current covid-19 pandemic, because the air human-human disease transmission is defined mainly by the sizes of the droplets. Large droplets fall to the ground fast, while smaller ones can fly much farther away. Because the hollow-core fiber waveguides have a transparent glass cladding, one could even measure the amount of virus in each particle using a “optical flow cytometry” approach.
For solid particles, we suggest to follow the particle–loading process used by [20], which mechanically removes the particles from a glass plate, and uses two counter-propagation beams to confine them to a region in front of the waveguide entrance. To launch a particles, the counter propagating beam is switched off and the particle is optically guided through the waveguide. The collection and sorting at the end of the waveguide can be done by applying a sweeping transverse force to the particles the end of the waveguide, that directs the articles to a specific region on the collector - analogous to a mass spectrometer. There are a range of parameters that can be adjusted for optimal sorting performance, including wavelength, polarization, and optical power, all of which can be changed fast. In case of charges particles, commonly found in colloids and cells, transverse electric fields could be applied to the waveguide [40] to selectively collect or slow down particles based on their charge.
Experimentally available hollow waveguides are typically based on hollow-core photonic crystal fibers, for which the theory described here offers a reasonable approximation but no analytical expression. It will therefore be interesting to explore different ways to create small-diameter cylindrical hollow metallic waveguides. One approach could be based on coating metal on the interior of a tube of a material with a thermal softening point close to that of the metal and subsequently draw this to optical fiber. Before the drawing, some propagation modes could be suppressed by laser cutting the metal perpendicular to the wall’s currents of the targeted modes.
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Laser-induced shockwaves (LIS) can be utilized as a method to subject cells to conditions similar to those occurring during a blast-induced traumatic brain injury. The pairing of LIS with genetically encoded biosensors allows researchers to monitor the immediate molecular events resulting from such an injury. In this study, we utilized the genetically encoded Ca2+ FRET biosensor D3CPV to study the immediate Ca2+ response to laser-induced shockwave in cortical neurons and Schwann cells. Our results show that both cell types exhibit a transient Ca2+ increase irrespective of extracellular Ca2+ conditions. LIS allows for the simultaneous monitoring of the effects of shear stress on cells, as well as nearby cell damage and death.
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INTRODUCTION

The molecular mechanisms underlying blast-induced traumatic brain injury are not well understood. Understanding immediate responses of cells to blast injury can lead to the development of techniques to assess the level of brain injury and methods to mitigate damage. Blast-induced traumatic injury is thought to be caused by a drastic increase and decrease in pressures passing through the brain as a shockwave propagates through space and time (Nakagawa et al., 2011; Prins et al., 2013). A short-pulsed (nanosecond) laser can be used to subject neuronal cultures to a shockwave to study the immediate cellular responses and subsequent cascade events resulting from shear stress that can lead to cell dysfunction and death. In this study, we investigate the response of cortical neurons and dorsal root ganglion Schwann cells to a laser-induced shockwave (LIS).

A shockwave is initiated at a laser focal point when the buildup of energy is high enough to form a cavitation bubble that generates a shockwave that extends beyond the bubble expansion zone (Vogel et al., 1986). The expansion and contraction of the bubble can exert large pressures on nearby structures, especially cells. Cell death and detachment from the substrate has been demonstrated to occur within the zone of bubble expansion. Bubble size has been shown to be dependent on laser irradiance at the focal spot (Rau et al., 2006). The ability to translate the focal spot and to modulate the irradiance of the laser permits spatiotemporal control over the strength of the shockwave and size of the cavitation bubble. Therefore, it is possible to monitor the cellular response to shear forces at various pressures and distances from the shockwave.

Traumatic brain injury has been shown to affect Ca2+ levels in the brain and blood serum (Manuel et al., 2015). Ca2+ homeostasis is critical for various cell functions including neurotransmission (Weber, 2012). Ca2+ concentrations can regulate mitochondrial functions, cell motility, cell injury, and cell death (Bootman et al., 2000). Previous studies by our group and others have shown that LIS can stimulate a cytosolic Ca2+ transient in various cell types: bovine arterial endothelial, olfactory, drosophila epithelial, human umbilical vein endothelial, and bladder carcinoma (Suhr et al., 1996; Zhou et al., 2009; Compton et al., 2014; Gomez-Godinez et al., 2015; Shannon et al., 2017). In the present study, we demonstrate the ability of a laser-induced shockwave to elicit a Ca2+ transient in cerebral cortex neurons and Schwann cells originating from dorsal root ganglia. We utilized a genetically encoded FRET Ca2+ biosensor D3CPV that is based on calmodulin and its binding peptide (M13). Upon Ca2+binding to the biosensor, calmodulin interacts with M13 to bring the circularly permutated Venus (CPV) protein and blue fluorescing ECFP pair together. The proximity of the two allows FRET to occur, causing an increase in intensity in the CPV channel and a decrease in the ECFP channel (Palmer et al., 2006).



MATERIALS AND METHODS


Shockwave Laser Setup

A Coherent Flare 532 nm 100 Hz repetition rate system with a 2 ns pulse width and 450 μJ pulse energy (Spectra-Physics, Mountain View, CA) was used to induce a shockwave. A rotating optical polarizer mounted on a stepper-motor-controlled rotating mount was used to attenuate the power (Newport, Irvine, CA). One to two pulses were allowed to enter the microscope by the use of a mechanical shutter (Vincent Associates, Rochester, NY) with a 10–15 ms duty cycle. The laser beam diameter was adjusted to fill the back aperture of a 40x NA 1.3 Zeiss objective on a 200 M Zeiss microscope (Figure 1). The laser was focused 10 μm above the substrate. A power of 200–220 μW was measured before the objective. A Zeiss filter set 48 (cat #1196-684) was mounted to the filter turret of the microscope with the emission filter removed. This filter set consists of a 436/20 nm excitation bandpass filter and a 455 nm long pass dichroic mirror. The band pass emission filter for FRET signal (cat#1196-682, 535/30 nm) and ECFP fluorescence (Zeiss filter set 47 emission filter 480/40nm cat# 1196-682) were mounted on a LUDL filter wheel (cat# 96A354) positioned before an ORCA-Flash4.0 V2 Digital Hamamatsu CMOS camera.


[image: image]

FIGURE 1. Shockwave laser system. (A) A Coherent Flare 532 nm 100 Hz 2 ns Laser was passed through a polarizer to control output power. The beam was shuttered to permit the passage of 1–2 pulses when triggered. This beam was telescoped to expand the beam width to fill the back aperture of a 40x 1.3 NA oil objective. The broadened beam was then reflected onto a custom laser entry port that was placed underneath the objective. (B) Bubble expansion and shockwaves propagating through neurons. (C) Top view of bubble and shockwave (concentric rings) as it propagates away from the bubble. The shear intensity of the shockwave decreases as you get further from the bubble, depicted by the decrease in blue shading. (D) The probability of LIS vs. time-average power. (E) Maximum bubble size as a function of time-average power. Shockwave was detected with the use of a high-speed camera to visualize cavitation bubble dynamics. (F) The bubble radius vs. time at different time-average powers is shown. (G) Shear stress at different distances with respect to time-average power is shown. Cells were positioned at 180–275 μm from the laser focus, shaded region.


Neurons expressing the FRET biosensor were imaged at 180–275 μm from the edge of their cell body to the laser focus point for consistency unless more than one cell was fluorescing in the field of view. Images from the ECFP and FRET channel were collected and analyzed via ImageJ and Metafluor as described below. Imaging controls without LIS were performed at the same imaging frequency that cells were subjected to. In control experiments, the shockwave laser was blocked by placing a power meter in the beam path. This allowed us to carry out all of the steps we would normally perform in an experiment except for the generation of a shockwave.



Shockwave Force Measurement

To understand the forces associated with the shockwave, we used a similar method to that published by Rau et al. (2006). A high-speed camera, Photron PCI-1024, (Photron USA, San Diego, CA) was used to image the bubble dynamics for input powers of 190–220 μW. The resolution of the detector was reduced to 128 × 16 pixels to achieve the maximum acquisition rate of the camera. To compensate for this reduction in resolution, the field-of-view on the detector was de-magnified to fit the screen. In this manner, the initial bubble expansion and collapse is observed relative to the initiation of a shockwave event via its pump source. The timing of a frame captured during the expansion and collapse of a bubble was subject to jitter of about a microsecond. Therefore, averages for radii at specific time points were calculated and fitted by linear interpolation. The bubble wall velocity was calculated using experimental data and then fitted using a bi-exponential model. The shockwave velocity and resultant shear stress profile were inferred via the definite integration of the external fluid velocity profile, which is modeled as a function of both bubble wall radius and bubble wall velocity (Lokhandwalla and Sturtevant, 2001).



Neuronal and Schwann Cell Cultures

Established protocols were followed (Zhao et al., 2014, 2016; Xu et al., 2016; Fang et al., 2017). Briefly, dissociated cortical neurons from E18 rat embryos were plated onto 35mm glass-bottom imaging dishes (CELL E&G, San Diego) that were precoated with 0.1% Poly-L-Lysine (Cultrex from Trevigen, Gaithersburg, MD) for 1 h at room temperature. Neurons were in plating medium (Neurobasal supplemented with 10% fetal bovine serum, 1x B27, and 1x Glutamax, all from Invitrogen, Carlsbad, CA) on the day of dissection. Twenty four hours after dissection the medium in the dishes was replaced with a maintenance medium that lacked fetal bovine serum to suppress the growth of any glial cells (Neurobasal, 1xB27 and 1xGlutamax). Schwann cells were incubated in an anti-mitotic medium consisting of Neurobasal, B27, Glutamax, and 4 μM AraC for 12 h to suppress the growth of fibroblasts. Half-medium replacements were made every other day for both neuronal and Schwann cell cultures. Experiments were carried out on cells that were 8–10 days in vitro (DIV).



Calcium Biosensor Expression

To monitor cytoplasmic Ca2+ activity, cells were magnetofected with FRET D3CPV Ca2+ biosensor plasmid. D3CPV consists of mutated CAM which can interact with a peptide sequence to bring circularly permutated Venus in proximity to ECFP causing FRET to occur (Palmer et al., 2006). Magnetofections occurred 48 h before shockwave experiments. This allowed the cells enough time for the sensor to be expressed. Cells were plated at a density of 7.5–15 × 104 cells per imaging dish, 5 μg of plasmid was mixed in 100 μL of Neurobasal. This solution was added to a separate tube with 1 μL of NeuroMag (Oz Biosciences, San Diego, CA) and vortexed for 3–5 s. The NeuroMag DNA mix was incubated for 20 min at room temperature. During incubation, half of the medium in each dish was removed and set aside to allow enough room for the volume of the NeuroMag DNA mix to fill the 13 mm well. After incubation, the NeuroMag DNA mix was vortexed once more and then added dropwise onto the cells. Dishes were placed on a magnetic plate in a 5% CO2 humidified incubator for 20 min. Following incubation, the dishes were washed once with Hanks Buffered Saline Solution (HBSS). The medium that was set aside, was placed back into the dish along with fresh medium. Approximately 5% of cells expressed the biosensor. Experiments were performed using commercially available Solution HBSS with 1.8 mM Ca2+ and HBSS without added Ca2+. The latter will be referred to as low Ca2+.

For image analysis, representation, and statistical analysis see Supplementary Material.



RESULTS


Laser-Induced Shockwave

Cortical Neurons from E18 rats, 8–10 days in vitro (DIV), were subjected to a laser-induced shockwave. Cells were grown in maintenance medium which lacked fetal bovine serum to minimize proliferation and survivability of glial cells. Figure 1 is a depiction of the optical system utilized to induce laser-induced shockwaves (LIS) and is explained in detail in Materials and Methods. The system was calibrated to identify the time-average power before the objective which would lead to a 100% probability of shockwave induction (Figure 1D). Therefore, a power range of 200–220 μW was utilized and corresponds to 200–220 μJ at the focus point. The maximum bubble size was determined by high-speed imaging and is plotted in Figures 1E,F. Peak shears with respect to distance are shown in Figure 1G. At a radial distance of 180–275 μm the peak shears the cells encounter are 5.6–2.4 kPa. Cells 50–135 μm experience peak shears of 70–10 kPa. Laser-induced shockwave pressures decay rapidly as the shockwave propagates (Rau et al., 2004). The expected decline in peak shear stress is proportional to the maximum bubble size generated by the shockwave pump pulse. Consequentially, peak shear stress varies linearly with time-averaged power which allows the user to increase the laser power so that greater shear stress may be achieved (Vogel et al., 1994). However, we selected a small range of laser powers to minimize variations in shear stress (Figure 1G).



Ca2+ Transients in Cortical Neurons

A small percentage of neurons (∼5%) express the biosensor after transfection. Despite low expression efficiency, the ability to view a single fluorescent neuron in a multicellular field facilitated our capacity to confirm that we were imaging neurons: the axons could be observed in fluorescence. Under these conditions, neurons expressing the FRET biosensor responded to a laser-induced shockwave with a transient Ca2+ increase. Figure 2A is an image of two cells expressing the biosensor before shockwave exposure (t = 0 s), and a series of images taken after shockwave. Warmer colors, (yellow, orange, and magenta) are indicative of a higher FRET ratio, i.e., greater Ca2+. A white arrow points to a cell in the middle of the image which had lower Ca2+ levels than the cell on the right (Figure 2A, yellow arrow) before shockwave. In both cells, the Ca2+ concentration increased immediately after the shockwave and starts to drop within ∼3 s after the peak. At ∼20 s after the peak, the cell (white arrow) has returned to pre-shockwave levels but continues to drop beyond pre-LIS levels. The cell on the right of the image (yellow arrow) had larger FRET ratios and exhibited a larger transient which returned to pre-shockwave levels ∼130 s post-LIS. The F/Fo is plotted in Figure 2B.


[image: image]

FIGURE 2. Ratio images of DIV 8 cortical neurons responding to shockwave. (A) Ratiometric images were taken before shockwave t = 0 s and at 6, 12, 20, 70, and 130 s post shockwave. Warmer colors are indicative of greater Ca2+. Ratiometric images are not normalized to pre-LIS values therefore colors are indicative of the FRET ratio and not F/Fo. The cell on the right (yellow arrow) has a greater FRET ratio and therefore is at a greater Ca2+ level than the cell on the left (white arrow). Scale bar = 10 μm (B) A trace of the F/Fo for cells shown in (A). (C) Pre-LIS phase and ratiometric images were overlayed to produce a merged image with concentric rings corresponding to a radius of 180, 275, and 320 μm from LIS origination. A white arrow depicts the direction of LIS. Scale bar = 100 μm. Pre-LIS and Post LIS images are shown next to the Merge with two rectangular regions which are enlarged in (D). Pre-LIS Top and post-LIS top show that cells at that end of the field of view have maintained their morphology after LIS. Scale bar = 10 μm. Pre-LIS Bottom and post-LIS bottom have yellow arrows pointing to immovable landmarks on the top right and left of the images. A black circle encloses a cell body that has changed drastically after shockwave. (E) F/Fo of cells separated by distances and Ca2+ availability. + Ca indicates cells bathed in regular (1.8 mM) Ca2+ conditions. -Ca indicates cells in low calcium conditions. N = 6 for 180–220 μm + Ca, N = 9 for 225–275 μm + Ca, N = 8 for 180–220 μm -Ca, N = 5 for 225–275 μm -Ca, except where noted. (F) Peak Area separated by distances. One cell in regular Ca2+ and 225–275 μm from LIS was excluded from the Peak Area analysis since the F/Fo decreased to a certain point then remained elevated after shockwave causing the peak area to be very high (74 F/Fo*s), N = 8 for 225–275 μm + Ca. A different cell, outlier in 225–275μm + Ca, reached the half maximum and then remained elevated till t = 130 s. (G) T1/2 of cells separated by distances. No significant differences were found between any comparisons in F/Fo, peak area, and seconds. Raw values used in the graphs can be found in the Supplementary Material.


An overlay between a pre-LIS phase and a ratiometric image shows the concentric rings that correspond to various radial distances from the laser (Figure 2C). Significant morphological changes were observed in cells closest to the laser focal point when viewed under phase (Figure 2C Post-LIS bottom rectangle and D Post-LIS Bottom). The laser focus was below the field. Therefore, cells on the bottom of the image are closest to the shockwave. Magnifications of enclosed regions in Figure 2C are shown in Figure 2D. Figure 2C top depicts an area further from the shockwave where the cell bodies and processes appear to have retained their morphology; compare pre-LIS top to post-LIS top. An area closest to the shockwave is depicted in pre- and post-LIS Bottom. A cell body is encircled. After LIS, the cell body appears granulated and is no longer recognizable. Several processes extending from the cell body appear fragmented.

A comparison of the calcium response as a function of distance from the laser demonstrated no significant differences in F/Fo, peak area and time to half maximum of the peak (T1/2) when cells were at distances of 180–220 and 225–275 μm, Figures 2E–G. However, one cell in low Ca2+ and closer to the shockwave had a larger F/Fo, Figure 2E. An outlier in the peak area graph belonging to the group in regular Ca2+and 225–275 μm from the laser corresponds to a cell whose F/Fo remained elevated, Figure 2F.

Figure 3 depicts a rare field of view with various cells expressing different levels of the biosensor. Cells are numbered according to proximity to the LIS with neurons 1–3 being closest. Overexposed images of this field of view are shown in Supplementary Figure 1A to facilitate viewing of the lower expressing cells. Axonal growth cones corresponding to cells 1–3 were near a dead cell body (arrow) and appear intact despite necrosis of nearby cells after LIS (Figure 3E; compare pre- and post-LIS magnification). Neuron #1 had its growth cone nearest the necrotic body (white arrow on Figure 3E Post-LIS) and had a slightly larger percent increase in FRET ratio than neurons 2 and 3; compare 17–14% and 12% in Figure 3B inset. Despite neurons 4–6 cell bodies being farther from the shockwave, the cells showed greater Ca2+transients when the area under the curve was calculated. The areas under the transient for neurons 4–7 were 1.7, 2.5, 2.5, 2.2 (F/Fo)∗s. For neurons 1–3, the areas were 1.2, 1.3, and 1.2 (F/Fo)∗s. The furthest cell (7) had a 3 s delay in its peak. Interestingly, the peak values were higher in cells that had higher expression levels of the biosensor. These results point to the importance of selecting cells with similar expression levels when making comparisons. Graphs in Figures 2, 3F–H only include results from cells whose expression is like that of cells 5 and 6 in Figure 3A. No differences were observed when transients were separated by Ca2+ conditions (Figures 3F–H).


[image: image]

FIGURE 3. Ratio images of DIV 8 cells at different distances from the focus. (A) Ratio images of neurons in low Ca2+. Seven cells are fluorescing and are numbered. Cells 5 and 6 expressed more biosensor than the rest. Scale bar = 100 μm. (B) Ca2+ traces of the cells in the field of view. Traces of neurons 1–3 are shown separately in an inset within the graph. (C) Pre-LIS ratiometric image and a phase image were overlayed. Concentric rings corresponding to 180 and 320 μm from the laser focus point are shown. A magnified view of the field of view is shown to the right. Scale bar = 10 μm. (D) Phase images of the field view pre- and post-LIS. Three axons are enclosed in a rectangular box and the enclosed region is shown magnified in (E). Pre-LIS magnification shows a growth cone #1 surrounds a cell body. After LIS the growth cone appears intact despite necrosis of the cell body. Scale bar = 10 μm. (F) Average F/Fo of cortical neurons in regular Ca2+ (teal, n = 15 cells) and in low Ca2+ (purple, n = 13) conditions. No shockwave controls were imaged in low Ca2+(blue, n = 12). The thickness of each curve is representative of the standard error mean. An inset of the first 50 s is shown within the graph. (G) Individual F/Fo values are plotted for cells at 6, 15, 30, 60, and 150 s post shockwave. No LIS indicates that cells have not been shockwaved. Those cells were in low Ca2+ HBSS. A plus sign (+) indicates cells were in regular Ca2+ Hanks Buffer Saline Solution when shockwaved. A minus sign (-) is used to represent that cells were in low Ca2+ HBSS when shockwaved. Peak values are significantly different between cells receiving LIS and No LIS controls. ****p = 0.0001. (H) The integral of the time under the transient is shown for cortical cells shockwaved in Ca2+ (+Ca) and without (-Ca). DRG Schwann cells are included for comparison, orange points. The average area is 5.1 ± 1.3 (N = 14), 3.1 ± 0.7 (N = 13), 3.5 ± 0.8 (N = 11), respectively.


Interestingly, the confluence of the field of view was found to be correlated to the peak value in cortical cells bathed in regular Ca2+but not for cortical and Schwann cells in low Ca2+(Supplementary Figure 1B). These results suggest that surrounding cells may be influencing Ca2+ influx since the correlation was not observed under low Ca2+ conditions. However, no relationship was found between confluence and T1/2 or Peak Area. Therefore, the overall Ca2+ displacement may be similar despite differences in extracellular Ca2+ and confluence. Additionally, the FRET ratio before shockwave (Fo) was found to be higher in cells in regular Ca2+ compared to cells in low Ca2+(Supplementary Figure 1C) but no relationship was found between pre-shockwave cytoplasmic Ca2+(Fo) and peak values or T1/2 (Supplementary Figure 1D). Thus, the magnitude of the transient is not likely to be affected by pre-shockwave cytoplasmic Ca2+ levels.

Control cells subjected to the same imaging conditions but without shockwave did not show a Ca2+ transient like that induced by LIS (Figures 3F–H and Supplementary Figures 2A–C). Three cells were found to be undergoing a Ca2+ decline before t = 0 s (Supplementary Figure 3A #1, 2, 12) which contributed to the downward slope in the no LIS average, Figure 3E. The increased imaging frequency after t = 0 may have further contributed to the decline by inducing photobleaching. Ca2+ elevations consistent with spontaneous Ca2+ activity were observed in some cells at varying time points (Supplementary Figure 3A). Nevertheless, the average F/Fo of control no LIS cells at 6 and 15 s is significantly different from those that were shockwaved. This difference disappears at 30 s.



Schwann Cells Respond to LIS

Schwann cells are critical to the survival and repair response of peripheral nerves. These cells can be found wrapped around neurons. We subjected dorsal root ganglion (DRG) Schwann cells to shockwave. Cells in low Ca2+ medium had Ca2+ transients like those observed in cortical cells (Figure 4 and Supplementary Figure 4). Figure 4A depicts ratiometric images of a Schwann cell that was expressing the Ca2+ biosensor whose FRET ratio first increases, and then appears to have returned to pre-shockwave Ca2+ levels ∼15 s after LIS. A Ca2+ trace is shown to the right of the ratiometric images which shows that the Ca2+ level continues to drop below an F/Fo of 1. An overlay between a pre-LIS phase and a ratiometric image demonstrates the placement of the cell of interest (enclosed) with respect to LIS, Figure 4B. A second cell is expressing biosensor closer to the point of LIS initiation. However, that cell was in a different focal plane under fluorescence and thus difficult to quantify. Phase images demonstrate pre- and post-shockwave, Figure 4B. Black arrows point to cell bodies that appear affected by shockwave. The left arrow points to a cell that is faint in appearance after shockwave. The bottom right arrow points to a cell body that appears to have rounded post-LIS.


[image: image]

FIGURE 4. A DIV 9 Schwann cell exhibits a calcium transient in response to the shockwave. (A) Ratiometric images of cells pre (0 s) and 6, 9, 15, and 18 s post shockwave show that following a shockwave internal calcium increases as demonstrated by a magenta color. Scale bar = 10 μm. Images taken 15 and 18 s post-LIS show that the cell has returned to pre-LIS levels. The corresponding F/Fo Ca2+ trace is shown to the right. (B) Phase and ratiometric images were overlaid. A white arrow points in the direction of LIS propagation. Scale bar = 10 μm. A rectangle is enclosing the cell that was quantified in this field. On the right of the merged image are individual pre- and post-LIS images. Black arrows are pointing to cells that appear affected by LIS. The top arrow points to a cell that appears faint after LIS and whose processes are no longer clear. The bottom arrow points to a cell which appears to have rounded after LIS. (C) F/Fo, peak area, and time to reach the half-maximum of Schwann cells separated by distances of 180–210 and 225–270 μm. No statistical differences were found between groups at different distances. However, one cell in the 180–210 μm group had a large F/Fo of 1.48 which also corresponded to the outlier in the peak area comparison. (D) Average F/Fo for Schwann cells with (n = 11 cells) and without shockwave (n = 7) in low Ca2+. (E) Individual F/Fo values of the Ca2+ transient peak for cortical neurons and Schwann cells from DRG (∼6 s) after the shockwave. No statistical differences were found between cells. F/Fo = 1.23 ± 0.02, 1.20 ± 0.03, 1.26 ± 0.05 for cortical cells in regular Ca2+(N = 15), cortical cells in low Ca2+(N = 13), and Schwann cells (N = 11), respectively. (F) The length of time it takes to reach the half maximum (t-half) is shown by cell type. The average t-half for cortical cells in calcium is 11.4 ± 0.96 s and low calcium is 11.1 ± 0.59 s. For Schwann cells from DRG, the average t-half is 10.6 ± 0.53 s. (G) F/Fo for individual cells are plotted at different times. Statistical differences are seen between cells that were shockwaved and those that were not. ****p = 0.0001, ***p = 0.001, **p = 0.01.


The calcium response of Schwann cells with respect to distance from LIS was not found to vary within the observed distances of 180–210 and 225–270 μm (Figure 4C). The average F/Fo for Schwann cells is shown in Figure 4D. Schwann cells without shockwave in low Ca2+ medium demonstrated no changes in ratios (Figure 4D). When the magnitude of the Ca2+ transients between cortical neurons and DRG Schwann cells were compared, there were no statistical differences. In other words, the peak, time to the half maximum (Figures 4E,F), and area under the transient (Figure 3G) were all similar. Like cortical neurons, Schwann cells Ca2+ levels after the transient drop below pre-shockwave levels, Figure 4D.



DISCUSSION

Studies by our group and others have shown the ability of a laser-induced shockwave to stimulate a Ca2+ transient in various cell types (Suhr et al., 1996; Zhou et al., 2009; Compton et al., 2014; Gomez-Godinez et al., 2015; Shannon et al., 2017). To our knowledge, the ability of a laser-induced shockwave to initiate a Ca2+ transient in neuronal cells has not been described. In this study, we demonstrate that cortical neurons and Schwann cells respond to LIS with a change in Ca2+ ion concentration similar in magnitude irrespective of cell type and availability of Ca2+ ions in the bathing culture medium. These results suggest that Ca2+ reserves within the cell are largely responsible for the Ca2+ion transient. Curiously, we found a positive correlation between confluence and peak values for cells in regular Ca2+ but not for cells in low Ca2+. Therefore, a Ca2+ influx may occur at the beginning of the transient in the presence of extracellular Ca2+ which is triggered by surrounding cells likely through the release of ATP (Xia et al., 2012).

Within a distance of 180–275 μm from LIS origination, the calcium transient response did not vary. The peak of the Ca2+ transient, duration, and area under the curve did not show significant differences within this distance range. At these distances, the shear stress the cells would have encountered was between 5.6 and 2.5kPa. Most cells reached the Ca2+ peak in the first 6 s after LIS. One cell showed an immediate calcium increase but was found to have a delay in reaching the peak after shockwave. This cell reached its peak 12 s post LIS and was 320 μm from the LIS origination point thus would have encountered a peak shear of 1.8 kPa (Figure 3B cell 7; teal). The delay suggests that this cell may have required more input from its environment in the form of diffusible molecules such as ATP and glutamate released from nearby cells (Guerriero et al., 2015; Ravin et al., 2016). However, further experiments are necessary to determine how lower shear stress because of being further from the LIS initiation point may affect the Ca2+ response. Studies should also be conducted to identify the contents extruded from damaged cells that may be contributing to the Ca2+ release in those instances. Nevertheless, the damaging effects of shear stress in neuronal cultures can be studied at different levels using LIS to understand molecular cascades that may occur in TBI. Previous studies have shown that pressure injuries may occur in the range of 10–11.5 kPa (Park et al., 2011). With LIS, however, cells can experience shears of 10 + kPa at distances up to 120 μm from the laser focal point. At those distances and shear levels, cell fragmentation was observed (Figure 2D Post-LIS Bottom).

The recovery of the cells to pre-shockwave Ca2+ concentration levels occurred within the first 30 s following exposure to the shockwave. Cortical neurons and Schwann cells in low Ca2+ medium dropped to lower Ca2+ levels than cells in the culture medium with regular extracellular Ca2+levels. These results suggest a contribution of extracellular Ca2+ to cytosolic Ca2+ levels when the cell returns to pre-shockwave levels. In a previous study using the same shockwave system, we found that bovine arterial cells (BAEC) in low Ca2+ HBSS recovered to pre-shockwave levels after the Ca2+ transient, but Ca2+ levels continued to decrease over time. BAEC cells in regular Ca2+ concentrations did not recover to pre-shockwave Ca2+ levels; instead, the Ca2+ levels remained elevated (Gomez-Godinez et al., 2015). Comparing the results of the BAEC cells with the neuronal cells in this study, suggest that the mechanism of recovery likely differs by cell type and the availability of extracellular Ca2+.

Several laboratories have investigated the effect of shockwaves on cancer cells to determine how it may be utilized for their destruction and sensitization to anti-tumor drugs (Steinhauser, 2016). These studies can shed light on the molecular cascades which may be occurring during a blast-induced TBI. High-intensity focused ultrasound (HIFU) has been one of the techniques utilized to induce shock waves often requiring more than one shock wave pulse to elicit quantifiable damage. Interestingly, studies using HIFU have reported similar peak pressures to those generated with lasers (Steinhauser, 2016). However, uncontrolled cavitation by HIFU can lead to difficulty in controlling the amount of shear experienced by cells. Laser-induced shockwave can be more targeted than HIFU shock waves in that the focus point is much smaller and therefore the effect of shear can be investigated at the single-cell level.

Shock waves can induce membrane permeability which may lead to both an influx and efflux of Ca2+ from the cell cytoplasm (Lee et al., 1996; Lee and Doukas, 1999). This permeability is useful for the delivery of anti-tumor drugs such as bleomycin which results in a reduced IC50 in various cancer cell lines when combined with shock waves (Kambe et al., 1996). However, with respect to traumatic brain injury, membrane permeability may lead to disruptions in ion homeostasis that can have downstream energetic effects which can lead to cell death or dysfunction. Furthermore, the threshold of damage may vary depending on the cell type and phase in the cell cycle (Douki et al., 1996). Differences in a cell’s mechanical properties may be due to variations in cytoskeletal structure and in the expression of membrane proteins susceptible to stretch.

While the long-term survival of the neurons was not determined in this study, LIS is a viable method to examine the immediate mechanotransduction and molecular consequences of shockwaves at the cellular level. The proximity of cells to the laser focal point determines the level of shear stress that the cell experiences and the consequent amount of damage produced. This feature makes LIS a useful tool in that the response to shear can be studied in cells that survive and attempt to recover, as well as in cells that progress to cell death. In addition, it will allow the study of cells not exposed to a damaging or lethal LIS-induced shear, but which respond to the release of cytotoxic, purinergic, and other molecular constituents that may affect healthy cells not affected by the LIS.

Future studies will look at the way in which neurons in co-culture may behave when compared to pure cultures. While our medium favors the survival of neurons over glia, it is possible that some glia may have remained. The presence of glia would likely affect the calcium response because glia have been shown to uptake neurotransmitters and ions to maintain homeostasis (Jakel and Dimou, 2017). Cell death during shockwave may lead to the release of ATP, glutamate, and calcium from dead cells which may lead to an intracellular calcium increase in adjacent cells. However, the presence of glia may decrease the neuronal calcium response since the glial cells may take these up before the neurons can respond. Furthermore, the presence of glia may decrease the shear stress experienced by neurons as they may shield neurons.
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Supplementary Figure 1 | Graphs for correlation analysis. (A) Contrast-enhanced fluorescence images from the FRET and ECFP channel of cells depicted in Figure 3A before LIS. (B) Confluence vs. Peak Value, T1/2, and Peak Area. A correlation between confluence in the field of view was found for cortical cells in regular Ca2+ but not in cortical cells or Schwann cells in low Ca2+. R-squared values and p-values can be found underneath each graph. No correlation was found between confluence and T1/2 and Peak Area. (C) Fo for Cortical Cells in regular and low Ca2+ (∗∗∗p < 0.001). (D) Fo vs. Peak Value and T1/2. R squared values and p values can be found underneath each graph.

Supplementary Figure 2 | (A) A DIV 9 neuron that is subjected to imaging at the same frequency as cells treated with LIS. Ratiometric images depict unnoticeable changes. Scale bar = 10 μm. (B) The same cell as in (A) is shown with the brightness contrast adjusted to show the axon. (C) An overlay between a ratiometric image and phase image is shown. Scale bar = 100 μm. Corresponding phase images are shown for cells at 0 s and 20 min.

Supplementary Figure 3 | Ca2+ traces (F/Fo) of cortical cells. (A) Non-shockwaved (No LIS) cells in low Ca2+. (B) Cells subjected to LIS in low Ca2+. (C) Cells subjected to LIS in regular Ca2+.

Supplementary Figure 4 | Ca2+ traces (F/Fo) of Schwann cells. (A) Non-shockwaved (No LIS) Schwann cells in low Ca2+. (B) Schwann cells subjected to LIS in low Ca2+.
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Understanding force propagation through the fibrous extracellular matrix can elucidate how cells interact mechanically with their surrounding tissue. Presumably, due to elastic nonlinearities of the constituent filaments and their random connection topology, force propagation in fiber networks is quite complex, and the basic problem of force propagation in structurally heterogeneous networks remains unsolved. We report on a new technique to detect displacements through such networks in response to a localized force, using a fibrin hydrogel as an example. By studying the displacements of fibers surrounding a two-micron bead that is driven sinusoidally by optical tweezers, we develop maps of displacements in the network. Fiber movement is measured by fluorescence intensity fluctuations recorded by a laser scanning confocal microscope. We find that the Fourier magnitude of these intensity fluctuations at the drive frequency identifies fibers that are mechanically coupled to the driven bead. By examining the phase relation between the drive and the displacements, we show that the fiber displacements are, indeed, due to elastic couplings within the network. Both the Fourier magnitude and phase depend on the direction of the drive force, such that displacements typically propagate farther, but not exclusively, along the drive direction. This technique may be used to characterize the local mechanical response in 3-D tissue cultures, and to address fundamental questions about force propagation within fiber networks.
Keywords: fibrin, fiber, force transmission, fluctuations, optical tweezers, extracellular matrix, microrheology
1 INTRODUCTION
The extracellular matrix (ECM) interacts with and provides a variety of mechanical and biochemical cues to cells [1,2]. Experimental systems using naturally derived ECMs more closely mimic in vivo cell-ECM interactions than, for example, plastic [3]. Common naturally derived ECMs such as collagen and fibrin hydrogels exhibit important characteristics such as micron-scale pores and cell adhesion sites [4]. The fibrous nature of these ECMs plays potentially critical roles in cell-cell communication through the ECM, especially in 3-D culture systems [5,6]. For example, cells respond to forces an order-of-magnitude farther away in naturally derived fibrous materials than materials with sub-micron pores, often treated as a continuum at the cellular scale [7–10]. Therefore, understanding force propagation through naturally derived fibrous materials at the cellular scale is of great interest. Fibrin, a major component of hemostasis, is well suited for studying force propagation through fiber networks. Fibrin forms the provisional ECM of a blood clot, is used as tissue glue, and is a substrate for the study of wound healing and in tissue engineering [11–14]. Fibrin hydrogels can be formed by activating soluble fibrinogen with thrombin, which forms a randomly arranged 3-D network of fibrin fibers.
At the fiber scale, experimental observations using optical tweezers and atomic force microscopy (AFM) as well as computational simulations show that individual fibers act as strain stiffening elastic beams [15–20]. While force transmission at the scale of single fibers is well understood, force transmission in assembled networks has not been fully elucidated [21]. At scales much larger than the average pore size, the material can be treated as a continuum, but at the scale of pores, and even cells, it is necessary to consider that forces cannot elastically transmit through the liquid region and are confined to the fibers [9,22]. At this mesoscale, the existence of a preferred pathway for force transmission or a ‘force transmission highway’ has been observed in simulations and inferred in experimental observations [7,9,21,23–25]. Simulations that take into account the fibrous structure of the ECM show that when the matrix is extended, subsets of fibers within the network carry higher tension than would be expected from a continuum model of the material, while other fibers carry less tension or are buckled under compression [22,23]. How and where these high tension pathways form and change may play a role in cell orientation [26], cell migration or invasion [27,28], and capillary sprouting [29]. A method for directly assessing which fibers in a network carry tension can provide insight into force transmission at this mesoscale.
Here, we describe an approach to detect which fibers within a 3-D fibrin hydrogel are involved in force transmission. Optical tweezers are used to apply a low frequency oscillatory force to a bead embedded in a fibrin network. We measure the response of the fibers within the network using confocal microscopy by analyzing the fluctuation of the fluorescence intensity. Both confocal microscopy and optical tweezers are able to access regions deep within a hydrogel without invasive disruption of the structure, unlike AFM. Future studies will aim to extend this method for identifying force transmission pathways around cells and to study how naturally derived ECMs participate in cell-cell and cell-ECM communication.
2 MATERIALS AND METHODS
2.1 Fibrin Gel
Bovine fibrinogen (Sigma-Aldrich, F8630) was dissolved in Phosphate buffered saline (PBS; ThermoFisher, 14040117) and sterile filtered 0.22 μm. 2 μm beads (Bang Laboratories, SC05000) were added to the fibrin solution (final concentration 1.5 mg/ml clottable protein) and thrombin (final concentration 4 U/mL; Sigma-Aldrich, 605,157) was added immediately before casting the hydrogel in glass bottom dishes (MatTek, P35G-1.5–10-C). After at least 12 h incubation at [image: image]C, the fibrin hydrogel was fluorescently labeled using Atto 488 NHS-ester (Sigma-Aldrich, 41,698) fluorophore and imaged after washing out excess dye with PBS.
2.2 Bead Oscillation
A 1064 nm continuous wave laser (IPG, YLR-5-1064-LP) was used to optically trap a 2 m diameter silica bead embedded approximately 35 μm above the glass in a fibrin network with a 60×1.45 NA oil immersion microscope objective (Olympus). The focused laser beam was steered as a sine wave in the image plane using galvanometer mirrors (Thorlabs, GVS102). Bead displacement was detected by a co-aligned 785 nm (Thorlabs, LP785-SF100) laser-diode beam. The beam was back scattered from the bead and directed onto a quadrant photodetector (Newport, 2,901 and 2,903). Trap stiffness was determined by trapping a bead without oscillation of the trap and measuring the corner frequency of the displacement power spectrum in water [30]. Laser power was adjusted to achieve a trap stiffness of 34 pN/m for all experiments. Schematic of the optical tweezer system can be found in Supplementary Figure S1. Optical tweezers were used to oscillate the bead in the x (horizontal in the image) or y (vertical in the image) directions at the desired frequency (driving frequency, [image: image]). The position of the optical tweezers oscillated as a sine wave with 1 m peak-to-peak amplitude unless otherwise stated.
2.3 Fluorescence Microscopy
Fluorescence microscopy images were recorded using an Olympus Fluoview 1,200 laser scanning confocal microscope. The Atto 488 NHS-ester fluorophore was excited using the 488 nm laser line operating at 0.7% of maximum power as indicated in the Olympus Fluoview software. Images of fibrin were acquired using the rapid-scanning imaging mode to achieved maximum frame rates of 15.4 frames/second. This imaging mode limits image resolution to 256 by 256 pixels to cover a field of view of 21.1 μm by 21.1 μm unless otherwise stated. 400 consecutive images were recorded over 26 s. Z-stacks of at least 10 μm thickness (5 μm above and below the bead) were acquired prior to bead oscillation in order to identify the local fiber network around each bead.
2.4 Image Analysis
Images in the Olympus OIF format were converted to TIFF files using ImageJ [31]. Pixel-by-pixel 1-D Fourier transforms were performed in MATLAB (MathWorks). Figures were generated with MATLAB. Binary image masks were generated by setting a threshold of mean intensity (in time) of each pixel that is 20% greater than mean intensity (in space and time) of all pixels. Pseudo-color 3-D image stacks were generated using the ‘temporal-color code’ function in ImageJ and all figures were arranged in Microsoft PowerPoint. Our custom MATLAB code is made available in Supplementary Materials along with all TIFF images. One must first execute pixelflucatuation.m for image input and fast Fourier transform computation. Next, pixelflucatuationfigures.m should be executed. It operates on the output from pixelflucatuation.m to generate all figures. The code as provided assumes all files are placed in the same folder.
2.5 Quantification of Local Phase Variance
The Orientational Order Parameter (OOP), also known as the nematic order parameter [32,33], was used to determine local organization in phase (θ) images. For OOP, the variance in the orientation of n unit pseudovectors ([image: image], which has components [image: image] and [image: image]) can be quantified [34–36]. Pseudovectors are vector-like objects, which are invariant under inversion ([image: image]), and are also called “axial vectors” [37]. The OOP ranges from 0 to 1, and will be 0 when the data is uniformly distributed (perfectly isotropic) and will increase as the data becomes more anisotropic toward a value of 1 for perfectly aligned data.
In order to calculate the OOP, the tensor, [image: image] in Equation 1, is constructed for each [image: image] ([image: image])
[image: image]
The orientational order tensor, [image: image] in Equation 2, is constructed by normalizing each tensor [image: image] (Equation 1), and averaging the normalized tensors. The OOP is the maximum eigenvalue of the orientational order tensor [image: image], shown in Equation 2
[image: image]
In order to quantify local phase organization, the OOP was calculated at each pixel in a 7 × 7 pixel neighborhood. The MATLAB functions calculate_OOP.m and hoodOOP.m, found in the Supplementary Materials, were used for the OOP calculations.
3 RESULTS
Fluorescence confocal microscopy videos were recorded while optical tweezers applied an oscillatory force on a 2 μm bead entangled in a fibrous fibrin network. Supplementary Video S1 shows a bead with no applied oscillation. Supplementary Video S2 shows the same bead oscillated in the horizontal x-direction. The bead and some of the surrounding fibers move noticeably in response to the oscillation of the optical tweezers. For many fibers, motion is difficult to track precisely from frame to frame due to noise. However, a subset of pixels show increased intensity fluctuations at the optical tweezers’ drive frequency ([image: image]) (Figure 1). Intensity, denoted as I, is plotted for several representative pixels overlaying the bead, fibers, or liquid region (Figures 1A,B). Figure 1A shows the mean intensity image, where each pixel is the mean fluorescence intensity over time, denoted by [image: image]. The spectral magnitudes of the 1-D Fourier transform of I in time, denoted by [image: image], for the representative pixels are plotted in Figure 1C. [image: image] does not show prominent peaks without applied oscillations (Figure 1C orange). However, with applied oscillations, some of the representative pixels show a peak at the driving frequency, denoted by [image: image] (Figure 1C blue). Pixel i lies on the bead and a strong peak in [image: image] occurs at [image: image]. A similar but less prominent peak is present for pixel ii, which lies on a fiber directly attached to the bead. Pixel v does not lie on a fiber and is instead in the liquid region or pore of the fiber network. We found that [image: image] in these regions are insensitive to the applied bead oscillation and pixels in these regions also have lower I as well as lower [image: image] at all frequencies. Pixels iii and iv lie on fibers farther away from the bead, which are not directly connected to the bead by the in-focus portion of the fiber network (Figure 1A). Determining if these fibers are oscillating with the bead can be difficult based on the spectral plot of individual pixels as presented in Figure 1C, when [image: image] at [image: image] is near to the mean [image: image] across all frequencies. We can improve identification of fibers which are mechanically coupled to the bead by taking into account the intensity fluctuations of all the pixels over each fiber. We can visualize these spatial relationships in [image: image] images (Figure 2, Supplementary Video S3 bottom). As an example, Supplementary Video S3 shows the [image: image] images series for the same bead as in Figure 1 with (bottom right) and without (bottom left) applied oscillation. Even without applied oscillations, fibers are visible in these [image: image] images (example: Figure 2A) as regions of increased [image: image] relative to the liquid regions that form the pores within the fibrin network. When an oscillation is applied, [image: image] images are similar to the no-oscillation condition, except at [image: image] (Supplementary Video S3 bottom, Figures 2A–D) where regions of elevated [image: image] are evident and lie on a subset of fiber pixels. To remove the portion of [image: image] which is independent of applied oscillations, we first define a background image [image: image] to be the mean value of [image: image] across all frequencies, excluding 0 and [image: image] (Figure 2E) and then [image: image] is subtracted from each [image: image] image (example: Figures 2F–H). For the remainder of this paper we redefine [image: image] as [image: image][image: image] to simplify notation, unless otherwise noted. The [image: image] image at [image: image] (Figure 2G) highlights oscillating pixels, but cannot identify the fibers that do not oscillate, since fibers not oscillating in Figure 2G are indistinguishable from the liquid region. To identify both oscillating and non-oscillating fibers, image masks can be generated from [image: image] images (example: Figure 1A) and applied to [image: image] images (example: Figures 2I–K). Reexamination of pixels iii and iv from Figure 1 shows that the fiber containing pixel iii is oscillating in response to the bead while pixel iv is not (Figures 2G,K). In summary, an increase in pixel intensity fluctuations can be detected for subsets of pixels when oscillatory forces are applied to the fiber network. Such pixel intensity oscillations preserve the frequency of the applied force and are identifiable after mean-magnitude subtraction.
[image: Figure 1]FIGURE 1 | The frequency components of pixel intensity fluctuations for a subset of pixels respond to the physical oscillations of the bead. For this subset of pixels, peak intensity fluctuations occur at the same frequency as the optical tweezers oscillation ([image: image]). (A) Time averaged fluorescence intensity image. White regions are fibers labeled with fluorescent dye. The bead is in the center of the image. Red X symbols indicate the position of representative pixels shown in panels (B,C). Point i is on the edge of the bead. Point ii, iii, iv are on fibers. Point v is in the liquid region. (B) Fluorescence intensity of pixels over time with optical tweezers either oscillating in the x-direction (blue) or not oscillating (orange). (C) Magnitude spectra of the 1-D Fourier transformed fluorescence intensity in time with optical tweezers either oscillating in the x-direction (blue) or not oscillating (orange). A red arrow highlights [image: image].
[image: Figure 2]FIGURE 2 | Fourier magnitude image at [image: image] identifies subsets of fibers which oscillate with the optically trapped bead. Identification of these fibers can be improved by mean-magnitude background subtraction and masking of the liquid regions. (A) Fourier magnitude at [image: image] with no applied bead oscillations. Fourier magnitude at (B)[image: image] Hz, (C)[image: image], and (D)[image: image] Hz while the bead is oscillated in the x-direction. (E) Mean magnitude image over all frequencies excluding 0 Hz and [image: image]. Mean-magnitude subtracted images at (F)[image: image] Hz, (G)[image: image], and (H)[image: image] Hz while the bead is oscillated in the x-direction. (I) Mean-magnitude subtracted image at [image: image] while bead is not oscillated displaying only pixels covering the fiber network. (J) Mean-magnitude subtracted image at [image: image] Hz displaying only pixels covering the fiber network. (K) Mean-magnitude subtracted image at [image: image] displaying only pixels covering the fiber network. Arrows in panel (C,G,K) indicate locations of pixels iii and iv in Figure 1.
In addition to [image: image], we investigated the corresponding phase of pixel fluctuations, [image: image] (Supplementary Video S3 top). In the absence of applied oscillations, [image: image] is random and uniformly distributed (Figures 3A,B). When an oscillation is applied to the bead, the [image: image] at [image: image] displays local organization along some of the fibers. These fibers appear as two joined parallel lines shifted in phase by π radians (Figure 3D). The phase distribution of all pixels becomes non-uniform exhibiting modes separated by π (Figures 3D,E). This π shift is an artifact of imaging due to the motion of the fibers relative to the fixed position of pixels, such that as a fiber moves rightwards, the pixels on the right side of the fiber get brighter. At the same time, pixels on the left side of the fiber get dimmer. The relationship reverses as the fiber moves leftwards. This distinct pattern allows for easy identification of the oscillating fibers by eye. We can distinguish the background liquid region and non-oscillating fibers which both have random [image: image] distributions by applying the [image: image] mask to exclude the liquid regions just like we did with the [image: image] image (Figure 3G). Notably, the fibers which have increased [image: image] organization in Figure 3G match the fibers which show increased [image: image] in Figures 2K, 3C,F. The organization of the phase of the pixel intensity fluctuations at [image: image] can be quantified using the Orientational Order Parameter (OOP), which treat the phase vectors as pseudovectors with components equal to [image: image] and [image: image] (Figure 3H) ([11, 32, 44]). A locally disordered system will have a local OOP of 0 while a locally ordered (i.e. aligned) system will have a local OOP of 1. In this work, we define “local” to be pixels in a seven by seven pixel neighborhood. In summary, fiber fluctuations resulting from forced bead oscillations are detectable by [image: image] and [image: image], while local organization of [image: image] can be quantified using OOP.
[image: Figure 3]FIGURE 3 | Fourier phase images at [image: image] identify subsets of fibers which oscillate with the bead. (A) Phase image at [image: image] with no applied oscillation. (B) Histogram of the phase image in panel A showing uniformly distributed phase. (C) Comparison of phase and magnitude for each pixel with no applied oscillation. (D) Phase image at [image: image] with oscillation applied in the x-direction. The two sides of the bead and some fibers show a distinct pattern. (E) Histogram of the phase image in panel D showing two peaks in the distribution of the phase. (F) Comparison of phase and magnitude for each pixel with oscillation applied in the x-direction. Pixels with increased magnitude tend toward one of the peaks in the phase distribution. (G) Phase image at [image: image] from panel (D) displaying only pixels covering the fiber network. (H) Local OOP of the phase image from panel (D) displaying only pixels covering the fiber network. Local OOP is computed for each seven by seven pixel region. The organized regions have high OOP and the unorganized regions have low OOP.
We have shown that oscillation of the optical tweezers with an amplitude of 1 m results in a response from the bead and a subset of the fiber network detectable by the [image: image], [image: image], and OOP. Next, we investigate how [image: image], [image: image], and OOP change with oscillation amplitude or direction (Figure 4). There is a subtle increase in the [image: image] as the amplitude of oscillation was increased from 1 μm to 1.2 μm (Figure 4A). While it is difficult to directly identify differences in the [image: image] in response to increasing the amplitude of oscillation, the increased fiber recruitment and phase organization of already oscillating fibers is apparent when looking at the OOP image (Figures 4B,C). Conversely, decreasing the amplitude of oscillation results in decreasing [image: image] and OOP (Figure 4). At an oscillation amplitude of 0.2 μm, the [image: image], [image: image], and OOP are indistinguishable from the no-oscillation control (Figure 4). Subtle differences appear in the [image: image] and OOP images with oscillations at or above 0.5 m, but not the [image: image] image (Figure 4). This indicates that the [image: image] is more sensitive to small oscillations in the fiber network than the [image: image]. Now that we have shown pixel fluctuations are dependent on the optical tweezers oscillation amplitude, we next investigated if the subset of image pixels that are phase coupled (i.e. on fibers) changes with bead oscillation direction. Experiments are repeated with forced oscillations in the y-direction after oscillations in the x-direction, both with 1 μm oscillation of the optical tweezers. The in-focus fiber network structure can be seen in the [image: image] image for each bead (Figure 5A). It is observed that some subset of the fiber network responds to the oscillation of the bead and this response can been seen in the [image: image], [image: image], and OOP images (Figures 5B–G). The subset of engaged fibers is dependent on the direction of the bead oscillation (Figure 5 arrows). We can compare the response of the fiber network to the direction of oscillation by looking at the differences in [image: image] images between applying oscillation in the x-direction or y-direction. It is apparent that some regions of the fiber network are more responsive to oscillation in the x-direction (blue) or oscillation in the y-direction (red) (Figure 6A). This preference in response suggests fluctuations travel farther through the network along the axis of oscillation. This trend can be visualized by comparing [image: image] of pixels located along the oscillation direction of the bead to the pixels located perpendicular to the oscillation direction (Figure 6B). Four regions of the [image: image] image from Figures 5B,C, each [image: image] radians wide, are denoted as either parallel (cyan) or perpendicular (magenta) to the axis of oscillation (Figure 6B). Figure 6C shows that [image: image] of the fibers decreases with distance from the bead, but to a lesser extent in the direction parallel to the oscillation. The force transmission observed in individual experiments is complex and not easily predicted from the [image: image] image. For example, when bead iv in Figure 5C is oscillated vertically, fibers below the bead exhibit elevated [image: image] while fibers above the bead do not. In summary, the response of the fiber network to the oscillation of an embedded bead depends on the fiber network and the direction of oscillation.
[image: Figure 4]FIGURE 4 | Increasing optical tweezers oscillation amplitude results in increased Fourier magnitude and more organized Fourier phase at [image: image]. The amplitude of optical tweezers oscillation is indicated at the top of each column. (A) Fourier magnitude at [image: image] for a bead within a fibrin fiber network. Corresponding (B) Fourier phase and (C) local OOP at [image: image] are shown.
[image: Figure 5]FIGURE 5 | Fourier magnitude, phase, and OOP images of four beads embedded in fibrin networks oscillated in the x-direction or y-direction. i–iv are different beads. (A) Fluorescence microscopy images showing the bead and fibers. Mean-magnitude subtracted images at [image: image] for oscillation in either the (B)x-direction or (C)y-direction. Phase images at [image: image] with oscillation in either the (D)x-direction or (E)y-direction. OOP images at [image: image] in either the (F)x-direction or (G)y-direction. Black arrows indicate regions where the network responds more to oscillations in the y-direction while white arrows indicate the opposite.
[image: Figure 6]FIGURE 6 | Comparison of Fourier magnitudes in response to applied oscillations in the x-direction and y-direction. (A) Difference between Fourier magnitude at [image: image] in response to x-oscillation and y-oscillation. Blue indicates greater response to x-oscillation while red indicates greater response to y-oscillation. i–iv match the beads shown in Figure 5. (B) Image illustrating binning for panel (C). Yellow arrow indicates the axis of oscillation. [image: image] radian wide regions parallel (cyan) or perpendicular (magenta) to the axis of oscillation are binned according to their distance from the center of the bead with a bin width of 2 μm, indicated by the red arcs. (C) The median of the Fourier magnitude for each bin is plotted (Supplementary Figure S2 presents the distribution of the data as violin plots with quartile ranges). *indicates medians are statistically different as determined by Wilcoxon rank sum test ([image: image]).
4 DISCUSSION
We have shown a method to identify which fibers within a 3-D fiber network carry tension in response to the application of a localized force. Specifically, the method determines which fibers are oscillating in phase with an actively driven bead embedded within a pore of the network and assumes that pure elastic forces are driving these fiber motions. Here, fiber oscillation is measured by quantifying intensity fluctuations of all pixels in a plane confocal to the bead. As expected, Fourier magnitudes of pixel intensity fluctuations ([image: image]) at the drive frequency ([image: image]) are sensitive to even sub-pixel fiber oscillations (Figure 1C). By looking at the [image: image], we find that displacements are larger along the direction of the bead’s oscillatory displacement (Figure 6), which is also the expected behavior in continuum viscoelastic materials [38]. In our system, however, we do not find quantitative agreement between the continuum-based theory and our data. Unlike in a continuum, we observe displacement propagation along complex paths at the scale of the mesh, likely dependent on the architecture of the local fiber network (Figures 5B,C). In addition to [image: image], we find that pixels intensity fluctuations along fibers either have random phase ([image: image]) or exhibit local pixel neighborhoods of similar [image: image] occurring on fibers that [image: image] indicate are under tension. In order to quantify and aid in the detection of such neighborhoods we compute the Orientational Order Parameter, or OOP. By use of the OOP, we identified distinctive sets of fibers that are engaged as the direction and amplitude of oscillation of applied force varied (Figures 4C, 5F,G). Importantly, while we are interested in the static, or zero-frequency force map, we opt to use low-frequency oscillation of the bead in order to take advantage of lock-in detection and further to provide resilience to forces beyond those applied by the optical tweezers (e.g., cell-generated forces). The choice of a low frequency ensures our findings are not complicated by nonlinear material properties of the system that emerge at higher frequency oscillations or viscoelastic properties of the local mesh. Our choice of applying small displacements relative to the scale of the pores also ensures that we are measuring the current state of the system and not further complicate the measurement with additional network rearrangement and fiber alignment that emerge with larger applied deformations [21,22,39]. As compared to methods such as fiber tracing and application of static forces, our method may be more suitable for use in the presence of cells or other force centers, which can induce fiber displacements in addition to the actively driven displacements. Also, the lower frequencies and displacements are well within the technical capabilities of our optical tweezers-confocal microscope apparatus.
Force transmission pathways as detected by fiber fluctuation analysis is highly variable from bead to bead due to the different network structure. One consistent observation is that fibers not appearing to be connected to the bead in the confocal [image: image] image still oscillated in phase with that bead (Figures 4, 5). This coordination is most likely due to the fact that not all force transmission pathways are in the plane containing the midpoint of the trapped bead. In order to identify potential out-of-plane force transmitting fibers, we overlay the OOP image on top of confocal z-stacks of the fiber network (Figure 7). We find that there are fibers or a network of fibers which connect all the isolated in-plane high OOP and [image: image] regions to the bead. Black arrows in Figure 7 identify local sets of out-of-plane fibers connected on both sides to fibers exhibiting oscillations as detected by the local OOP (Figure 7). It is evident from the data that some fiber chains transmit forces while others do not. Extension of pixel fluctuation intensity analysis to include these out-of-plane fibers is a goal for future method development.
[image: Figure 7]FIGURE 7 | Identification of potential out-of-plane force transmission pathways. (A) Pseudo color projection is used to encode depth within a 3-D confocal image stack for bead i (Figure 5). Masked local OOP images are superposed onto the depth images for oscillations in the (B)x-direction and (C)y-direction. Black arrows indicate out-of-plane fibers which may be transmitting forces. White arrows indicate the oscillating fiber network regions on either side of the out-of-plane fiber. Supplementary Figure S3 shows OOP overlaid on 3-D confocal image stack for beads i-iv.
Lastly, we discuss a caveat of this intensity fluctuation analysis. [image: image], [image: image], and OOP should not be directly compared between fibers, especially fibers of different fluorescence brightness [image: image]. More precisely, a major factor determining the [image: image] is the gradient of fluorescence brightness along the direction of oscillation. For example, the gradients of [image: image] the along x (Figure 8A) and y (Figure 8B) axes for bead i in Figure 5 are shown. Magnified regions of Figures 8A,B show that a fiber aligned with the y axis has steep intensity gradients across the fiber in the x-direction and shallow gradient along the fiber in the y-direction (Figures 8C,D). Consequently, detection of oscillation in the y-direction will not be as sensitive as in the x-direction. Of note, punctate bright regions (Figures 8A,B black arrows) have steep intensity gradients along all directions and consequently our method should be equally sensitive to oscillations along any axis at such regions. We show that there are parts of the fiber network which have very shallow or non-existent gradient intensity. This lack of gradient is especially evident along a uniformly fluorescently labeled fiber, which makes it difficult to detect the displacement of that fiber. This observation motivates future work in which texture in fiber fluorescence intensity could be introduced to every fluorescent fiber thus mitigating anisotropic sensitivity to displacement. Such texture could be achieved either through a labeling strategy or the use of structured light illumination. A labeling strategy that introduces bright and high contrast images would enable the use of well-established tracking methods such as optical flow analysis, digital image correlation, or erosion-and-reconstruction methods [40–49].
[image: Figure 8]FIGURE 8 | Fluorescence image intensity gradients are steep across fibers but not along fibers. Spatial gradients in the (A)x-direction or (B)y-direction of the mean-intensity image while the bead is oscillated in the (A)x-direction ([image: image]) or (B)y-direction ([image: image]). Black arrows indicate some of the brightly fluorescent points in the fibers network which have steep intensity gradients in both directions. (C,D) Magnified area showing a vertically aligned fiber which has a distinct gradient across in the x-direction but a shallow gradient in the y-direction.
In conclusion, we developed a straightforward approach to quantitatively determine which fibers are participants in force transmission highways. The use of local variations in the phase of intensity fluctuations provides sensitivity to even small displacements in the fiber network, where magnitude of intensity fluctuations were not distinguishable from noise. Ultimately, we aim to observe changes to the force transmission characteristics of biologically derived fiber networks and how these characteristics change as cells interact with the ECM. While we have shown the response of a fiber network in its relaxed state, future application of this technique lies in exploring how the response changes when the network contains cells. For example, cell contractile forces will apply a tensile preload that may change the subset of tensed fibers thus altering the scope of cell-cell force communication. Such observations of how force transmission pathways change in response to cellular contraction and ECM remodeling offers potentially new insights into processes such as growth, wound healing, cancer growth and metastasis.
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Enabled by multiple optical traps, holographic optical tweezers can manipulate multiple particles in parallel flexibly. Spatial light modulators are widely used in holographic optical tweezers, in which Gaussian point (GP) trap arrays or special mode optical trap arrays including optical vortex (OV) arrays, perfect vortex (PV) arrays, and Airy beam arrays, etc., can be generated by addressing various phase holograms. However, the optical traps in these arrays are almost all of the same type. Here, we propose a new method for generating a hybrid optical trap array (HOTA), where optical traps such as GPs, OVs, PVs, and Airy beams in the focal plane are combined arbitrarily. Also, the axial position and peak intensity of each them can be adjusted independently. The energy efficiency of this method is theoretically studied, while different micro-manipulations on multiple particles have been realized with the support of HOTA experimentally. The proposed method expands holographic optical tweezers’ capabilities and provides a new possibility of multi-functional optical micro-manipulation.
Keywords: holographic optical tweezers, hologram, spatial light modulator, hybrid optical trap array, optical trapping
INTRODUCTION
Since the pioneering works of Ashkin [1, 2], optical tweezers have become a non-invasive technology for manipulating micro/nano particles. They have been widely used in physics, biology, medicine, and other fields [3–10]. Spatial light modulators (SLMs) have promoted the development of optical tweezers into a universal micro-manipulation tool [11], called holographic optical tweezers [12, 13], which surpass the original configuration of using a single laser spot to trap particles. SLMs use computer-generated-holograms (CGHs) to flexibly shape the wavefront of the laser beam, generating Gaussian point (GP) trap arrays or arrays of special optical modes, such as optical vortex (OV), perfect vortex (PV), and Airy beam. These are essential for a range of applications, including beam shaping, multi-beam laser processing, and optical micro-manipulation [14–17].
Due to the excellent flexibility of holographic beam shaping, complexly optical patterns can be tailored in favor of specific applications, such as high-resolution optical imaging, optical lithography, metamaterial manufacturing, and optical trapping and manipulation [14–21]. In holographic optical tweezers, the most commonly used light field distribution is the optical trap array. GP trap arrays can be realized by the Gerchberg-Saxton (GS) algorithm, weighted Gerchberg-Saxton (GSW) algorithm, and other improved iterative Fourier transform methods [22, 23]. Some unique methods were used to generate multifocal arrays, such as using fractional Talbot effect [24], two-dimensional (2D) pure-phase modulation gratings [25], and multizone phase plates [26], etc. OV arrays containing multiple vortices have been extensively studied [27–29]. Harshith et al. [30] used a dielectric microlens-array (MLA) and a plano-convex lens to generate OV arrays. OV arrays were also produced by interference methods [31–33]. In addition, the arrangement of multiple OVs can be a rectilinear, a square array [34], or along an arbitrary curve [35]. PV arrays were generated by various approaches, including the use of two-dimensional continuous phase gratings [36], and curved fork gratings [37]. Deng et al. [38] reported a three-dimensional (3D) PV array with high quality and uniform intensity by a special designed hybrid phase plate. Multiple Airy beams can also form arrays [39]. Jin et al. [40] defined a square array composed of four Airy beams, and each Airy beam can carry a different vortex. Qian et al. [41] developed a circular array consisting of multiple Airy beams. Moreover, hybrid arrays composed of GPs and OVs were reported [42, 43]. PV arrays composed of different topological charges were also generated by unique methods such as multi-zone plates and holographic gratings [44, 45]. However, it seems that little work has been reported on hybrid arrays composed of arbitrary combination of GPs, OVs, PVs, and Airy beams.
In this paper, we propose using the phase-only liquid crystal SLM to generate a hybrid optical trap array (HOTA), in which arbitrary combinations of optical traps such as GPs, OVs, PVs, and Airy beams appear in the focal plane simultaneously. We propose a new method to calculate the required CGH in the objective lens's back focal plane. By using the improved GSW algorithm to iterate all the holograms corresponding to the targeted traps, a single hologram that can produce the desired HOTA is obtained. The experimental measurement results are almost consistent with the intensity distributions obtained by the theoretical simulation. We studied the improvement of energy efficiency with the number of iterations, the movement of the axial position of the optical trap, and the change of peak intensity. We experimentally prove that our method can be applied to holographic optical tweezers, and may significantly expand their manipulation capabilities and provide a new possibility of multi-functional optical micro-manipulation.
METHODS
Principle of Generating HOTA
The technique of using a computer-generated-hologram (CGH) or computer-designed diffractive optical element (DOE) to modulate the wavefront of the incident light field and then generating the target light field through Fourier transform is called holographic beam shaping [42, 46]. The principle is shown in Figure 1. The phase-only liquid crystal SLM acts as a DOE and displays a hologram to modulate the incident light field. The SLM is located on the back focal plane (Hologram plane) of the Fourier lens with a focal length of f. A combination of different optical traps, such as GPs, OVs, PVs, and Airy beams, etc., is generated near the front focal plane (Fourier plane). The OV carrying the orbital angular momentum (OAM) has a hollow intensity distribution, and the radius of its bright ring depends on the topological charge l. In contrast, the ring radius of the PV is independent of the topological charge. For the convenience of description, we use OVl and PVl to denote the OV and PV with a topological charge of l, respectively. The Airy beam has the characteristic of freely accelerating along a curved trajectory. The holograms addressed on the SLM and corresponding intensity patterns on the Fourier plane of the GP, OV+15, PV0, and Airy beam are shown in Figure 2.
[image: Figure 1]FIGURE 1 | Schematic diagram of holographic beam shaping.
[image: Figure 2]FIGURE 2 | Holograms and intensity patterns of the Gaussian point (GP), optical vortex (OV+15), perfect vortex (PV0), and Airy beam.
Assume the incident optical field is a uniform plane wave with a unit amplitude of 1. After modulated by the SLM, the field’s complex amplitude at the jth pixel on the Hologram plane is [image: image], where [image: image] is the phase of the jth pixel. By the Fresnel diffraction theory, the complex amplitude vm of the mth optical trap is the sum of the contribution from all pixels of the SLM [47, 48]:
[image: image]
with
[image: image]
Here, λ is the wavelength of the incident light, d is the size of a single pixel of SLM, and N is the total number of pixels; f represents the focal length of the Fourier lens, (xj, yj), are the coordinates of the jth pixel on the Hologram plane, and (xm, ym, zm) are the coordinates of the mth optical trap. Since we deal with generic traps, not only point traps, an additional phase [image: image] corresponding to the mth optical trap is added to the phase part in Eq. 1.
Algorithm for HOTA
Our primary objective is to seek the phase [image: image]. Using the GSW algorithm [48], the phase [image: image] is found to be:
[image: image]
where
[image: image]
Here wm is the weighting factor, and M is the total number of optical traps. Unlike the standard GSW, we have introduced a new parameter [image: image] in Eq. 3 to adjust the energy of the optical trap m.
The improved GSW algorithm, depicted in Figure 3, starts with the given [image: image], [image: image] and K. [image: image] is the phase of generating the target trap m, and the four phase patterns of [image: image] are shown in the first column of Figure 2[image: image] is a constant with respect to the optical trap m. K is the maximum number of iterations, which is generally set to 30 in our simulation. Before entering the iteration loop, wm, [image: image], and Vm need to be initialized. The initial values of wm and [image: image] are [image: image] and [image: image], respectively. The [image: image] is an arbitrary guessed phase. The function of rand (0,1) means to generate a uniform random number between 0 and 1. The initial value of Vm is:
[image: image]
[image: Figure 3]FIGURE 3 | The flow chart of the improved GSW algorithm for HOTA. [image: image] is updated in each loop and reaches the estimated value [image: image] after K iterations, generating the required HOTA.
Then the program enters iterative loops. In the kth iteration, [image: image], [image: image] and [image: image] are
[image: image]
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[image: image]
where [image: image] denotes the average value with respect to the index m. This completes one iteration. Subsequent iterations lead to continuous updates of [image: image]. After K iterations, the loops end. When the program reaches this step, [image: image] is a relatively ideal estimation, which can produce the HOTA we need.
Experimental Setup
Figure 4 is an illustration of the holographic optical tweezers system used in our experiment. A linearly polarized laser beam (λ = 1064 nm) is expanded and collimated by a telescope composed of lenses L1 and L2. After passing through a half-wave plate (HWP) and a polarizing beam splitter (PBS), the input beam is polarized horizontally. The HWP adjusts the power of the laser. To miniaturize the experimental setup, a specially designed 96° prism is used to reflect the beam to the phase-only liquid crystal SLM (Pluto-HED6010-NIR-049-C, Holoeye Photonics AG Inc., Germany, 1,920 × 1,080 pixels, pixel pitch: 8.0 μm) while only the central area of 1,080 × 1,080 pixels (i.e., N = 1,080 × 1,080) is used. Lenses L3 and L4 form a 4f system, which relays the SLM plane to the back focal plane of the objective lens (Nikon Plan Apo IR, Japan, ×60, NA = 1.27, water immersion). The QWP is used to convert the linearly polarized beam into the circularly polarized one. After the objective lens focuses the beam, the required HOTA is observed in a region near the front focal plane. To map the intensity distribution of the generated field, a mirror M5, placed near the front focal plane, is employed to reflect the light to pass through in sequence objective lens, filter F and tube lens L5 and finally onto CMOS camera (Point Gray GS3-U3-41C6M-C, FLIR System Inc., United States, 2048 × 2,048 pixels, pixel pitch: 5.5 μm). When micro-manipulation experiments operate, the mirror M5 is replaced by a sample. The sample chamber consisting of double-sided tape, a cover-slip, and a slide, contains an aqueous solution of 2 μm in diameter polystyrene (PS) microspheres. Currently, there are already some softwares that can be used for optical trapping [49–51]. They can generate a variety of holograms and call the SLM to address holograms. In our experiment, we use MATLAB program to implement our proposed algorithm. After obtaining the hologram, the software provided by the SLM manufacturer is used to address the hologram. Simultaneously, the software also provides a method to correct the aberration, which is an essential factor that affects the quality of HOTA. The aberration of our system is mainly astigmatism caused by the uneven reflective surface of the SLM. In the commercial SLM software, we corrected that to improve the quality and manipulation performance of the HOTA by using the preset Zernike polynomials.
[image: Figure 4]FIGURE 4 | Schematic diagram of the holographic optical tweezers system used to generate HOTAs. L, lens; M, mirror; HWP, half-wave plate; PBS, polarizing beam splitter; QWP, quarter-wave plate; DM, dichroic mirror; F, filter; SLM, spatial light modular; CMOS, complementary metal oxide semiconductor.
RESULTS AND DISCUSSION
Generation and Characterization of HOTA
We first generate an array composed of four types of optical traps: GPs, OVs, PVs, and Airy beams, as shown in Figure 5. Figure 5A shows [image: image] obtained after 30 iterations. In Figure 5B, columns 1 to 4 present four GPs, four OVs with a topological charge of l = +15, four PVs with a topological charge of l = 0, and four Airy beams, respectively. Figure 5C shows the xz-plane (y = 7.5 μm) intensity distribution of the field in Figure 5B. Figures 5D,E are the intensity distributions in the yz-plane, corresponding to x = −7.5 μm and x = 7.5 μm in Figure 5B, respectively. Although both OV+15 and PV0 are of a ring shape in the xy-plane, they are quite different in the yz-plane. Due to the difficulty of detecting the intensity distribution in the axial plane, only the xy-plane intensity distribution is presented, as shown in Figure 5F, from which we see a good agreement between the experiment and the simulation results.
[image: Figure 5]FIGURE 5 | An array composed of four types of optical traps: GPs, OVs, PVs, and Airy beams. (A) Hologram addressed on SLM. (B) The intensity distribution of the xy-plane obtained by the simulation. (C) The intensity distribution of the xz-plane obtained by the simulation corresponding to the dashed line y = 7.5 μm in (B). (D,E) The intensity distributions in yz-plane obtained by simulation corresponding to the dashed line x = −7.5 μm and x = 7.5 μm in (B), respectively. (F) The intensity distribution of the xy-plane obtained from the experiment. The center highlight is the zero-order spot of SLM.
The Dependence of the Energy Efficiency on the Number of Iterations
We next investigate the energy efficiency of the proposed HOTA and define that as [48].
[image: image]
It measures the ratio of the energy diffracted to all M optical traps to the incident energy. Higher energy efficiency means more energy is used and less energy is diffracted into ghost traps. The traditional GSW algorithm can improve the energy efficiency of multiple optical traps through iterations. Here, the improved GSW also helps to increase the light energy utilization. Figure 6 shows that as the number of iterations increases, the light energy is gradually concentrated into the designed optical traps. The energy efficiency is gradually increased from ∼0.55 at the beginning of the iteration to ∼0.907 after 30 iterations. In this example, the average time for each iteration is ∼0.67 s on our computer (Intel Core i5 CPU 760@2.80GHz). After 16 iterations, energy efficiency no longer increases, indicating that the algorithm has converged.
[image: Figure 6]FIGURE 6 | The behavior of energy efficiency is shown as a function of the number of iterations. After 3, 8, and 30 iterations, the energy efficiency becomes 0.612, 0.797, and 0.907, respectively. In the bottom insets, the first to third columns of each one are OVs with l = +15, PVs with l = +5, and Airy beams, respectively.
Individual Adjustment of the Axial Position
In Eq. 2, the coordinates of the optical trap m are xm, ym, and zm, which can be changed to adjust three-dimensional (3D) positions of optical traps. xm and ym can adjust positions of optical traps in the xy-plane. They change the lateral distance between optical traps. In order to show that the proposed method can control the three-dimensional position of optical traps, we change zm to adjust the axial position of optical traps. In Figure 7, the optical traps in the red, green and blue dashed areas are located at z = −15 μm, z = 0, and z = 15 μm, respectively. The simulation results demonstrate that different holograms can be used to make optical traps move along the optical axis. Combined with the movement in the lateral plane, the generated HOTA can realize the control of the 3D position.
[image: Figure 7]FIGURE 7 | The generated hybrid optical traps at different axial positions. (A) Hologram. (B) A PV+5 and two GPs inside the red dashed line, located in the plane of z = −15 μm. (C) A PV-5 and an Airy beam inside the green dashed line, located in the plane of z = 0. (D) An Airy beam and two GPs inside the blue dashed line, located in the plane of z = +15 μm.
Individual Adjustment of Peak Intensity
The ability to regulate the energy ratio between multiple optical traps allows researchers to customize force magnitude flexibly. Xu et al. [52] used a complementary random phase encoding technique to separately regulate each trap energy of multiple traps. However, all optical traps are Gaussian point traps, which are different from the HOTA we need as it contains various types of optical traps. If the GSW algorithm in [48] is used directly (that is, all types of beams are weighted equally), the energy allocated to GPs, OVs, PVs, and Airy beams will be equal. However, in the optical trapping and manipulation experiments, GPs and Airy traps demand much lower working energy than the OVs and PVs. Therefore, it is necessary to make the energy of different types of beams unequal. In order to achieve this goal, we introduce a new parameter [image: image] to the original GSW algorithm to adjust the energy ratio among the optical traps. The values of [image: image] are given based on empirical estimation: the energy obtained by an optical trap increases with increasing the value of the corresponding [image: image]. In Figure 8, when we change the ratio among α1, α2, α3, and α4, the peak intensity of the corresponding optical trap changes. In Figure 8A, α1, α2, α3, and α4 are 2.6, 2.6, 1, and 1, respectively. We keep α1 and α3 unchanged and reduce α2 to 1.3, and α4 to 0.5. The corresponding peak intensities decrease, as shown in Figure 8B. By the comparison among Figure 8(A), (B), and (C), we can find that an optical trap with a larger αm will have more energy. Therefore, if we change the relative value of the [image: image], we can indeed control the energy obtained by the optical trap m.
[image: Figure 8]FIGURE 8 | Adjusting the peak intensity of different optical traps. (A) The peak intensities of the four optical traps are approximately equal. α1, α2, α3, and α4 are 2.6, 2.6, 1, and 1, respectively. (B) Keep the peak intensities of optical traps 1 and 3, while the peak intensities of optical traps 2 and 4 are relatively weakened. α1, α2, α3, and α4 are 2.6, 1.3, 1, and 0.5, respectively. (C) Keep the peak intensities of optical traps 2 and 3, while the peak intensities of optical traps 1 and 4 are relatively weakened. α1, α2, α3, and α4 are 1.3, 2.6, 1, and 0.5, respectively.
Micro-Particles Trapping and Manipulation With HOTA
Figures 9B,C show the simulation and experimental results for a trap array: four vortices (OV+15, PV+10, OV−15, and PV−10) and four GPs. From Figures 9D–I, the difference between the direction of rotation among different vortices can be seen: OV+15 and PV+10 trap PS microspheres and rotate them counterclockwise, while OV−15 and PV−10 give rise to an opposite rotational sense. Each of the four GPs traps a PS microsphere, and the zero-order diffracted focal spot (center) also traps a PS microsphere. But each GP can also trap more than one PS microsphere (see the Supplementary Material Video S1). In Figures 9D–I, the optical trap in the upper left corner (OV+15) drives the PS microsphere to rotate counterclockwise, and it takes about 0.42 s to complete one full cycle. The optical trap in the lower right corner (PV+10) drives the PS microsphere to rotate counterclockwise and takes about 0.46 s per cycle. Our experimental results on trapping and manipulating micro-particles demonstrate that HOTA can provide multiple types of manipulation simultaneously.
[image: Figure 9]FIGURE 9 | Various types of manipulation of PS microspheres with HOTA by holographic optical tweezers. (A) Hologram addressed on SLM. (B) The intensity pattern in the focal plane obtained by simulation, which is composed of OV±15, PV±10, and 4 GPs. (C) The intensity pattern in the focal plane measured experimentally. The bright spot in the center is the zero-order beam of the SLM. (D–I) Snapped video frames of manipulating PS microspheres at a sequential time point. At the optical trap of OV+15 in the upper left corner, the PS microspheres undergo a counterclockwise rotation of about 0.42 s per cycle.
CONCLUSION
We have proposed a method for generating a hybrid optical trap array. Addressing a hologram on the phase-only SLM can generate various types of optical traps near the focal plane of the objective lens. Our simulation results reveal that the energy efficiency can be improved by increasing the number of iterations and stabilized after a dozen iterations. The optical traps' axial positions can be independently controlled, and multiple optical traps are located on different planes. The peak intensity of the optical traps can be adjusted by the parameter [image: image]. Experimental and simulation results of intensity distributions are in good agreement. Our method has two main differences compared with the previous method: one is that the energy ratio among different optical traps can be adjusted to meet the need for optical trapping and manipulation. The second is that it can generate hybrid optical trap arrays formed by arbitrary combinations of GPs, OVs, PVs, and Airy beams, etc. Furthermore, we demonstrate that the generated HOTA can trap and rotate 2 μm PS microspheres in expected manners. These experimental results strongly support the theoretical simulation and prove that the proposed method can simultaneously generate different types of optical traps, such as GPs, OVs, PVs, and Airy beams, etc., with good energy efficiency, adjustable axial positions, and controllable peak intensities of the optical traps. The proposed method has potential applications in the fields of beam shaping, optical trapping, and optical processing.
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We previously introduced the use of DNA molecules for calibration of biophysical force and displacement measurements with optical tweezers. Force and length scale factors can be determined from measurements of DNA stretching. Trap compliance can be determined by fitting the data to a nonlinear DNA elasticity model, however, noise/drift/offsets in the measurement can affect the reliability of this determination. Here we demonstrate a more robust method that uses a linear approximation for DNA elasticity applied to high force range (25–45 pN) data. We show that this method can be used to assess how small variations in microsphere sizes affect DNA length measurements and demonstrate methods for correcting for these errors. We further show that these measurements can be used to check assumed linearities of system responses. Finally, we demonstrate methods combining microsphere imaging and DNA stretching to check the compliance and positioning of individual traps.
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INTRODUCTION
Optical tweezers have many applications in biophysics (Moffitt et al., 2008; Fazal and Block, 2011; Jones et al., 2015; Hashemi Shabestari et al., 2017; Polimeno et al., 2018; Robertson-Anderson, 2018; Choudhary et al., 2019; Berns, 2020), with one powerful approach being single biomolecule manipulation (Wang et al., 1997; Bustamante et al., 2000a; Gemmen et al., 2006; Tsay et al., 2010; Chemla and Smith, 2012; Keller et al., 2014; Migliori et al., 2014; Pongor et al., 2017; Bustamante et al., 2020b; Lehmann et al., 2020). Here we describe several useful methods for system calibration/characterization based on single DNA molecule manipulation.
In our instrument two laser beams create two traps and the position of one is adjusted (Abbondanzieri et al., 2005; Moffitt et al., 2006; delToro and Smith, 2014; delToro, 2015). The force acting on a trapped microsphere is determined by measuring laser deflection (Smith et al., 2003). Single DNA molecules are tethered between two microspheres and we move them apart to stretch the DNA while measuring applied force (delToro and Smith, 2014). In many biophysical studies one wants to measure force and changes in the molecular length or extension due to translocation by a molecular motor or interactions with other biomolecules/ligands that induce conformational changes. In our system, several parameters need to be determined: force and trap displacement scale factors, separation offset between the traps, and trap compliances (Rickgauer et al., 2006). Conventional methods for calibrating displacement include microsphere tracking via calibrated imaging systems and displacement with calibrated positioning stages; and methods for calibrating force and compliance include analyses of Brownian fluctuations, applied fluid drag forces, and trapping beam momentum changes (Smith et al., 2003; Berg-Sørensen and Flyvbjerg, 2004; Neuman and Block, 2004; Tolić-Nørrelykke et al., 2006; Viana et al., 2006; Jahnel et al., 2011; Sarshar et al., 2014; Jones et al., 2015; Bui et al., 2018; Yale et al., 2018; Melo et al., 2020). We introduced an alternative approach using DNA molecules for calibration based on their known lengths and elastic properties (Rickgauer et al., 2006; delToro and Smith, 2014). This is not intended to be a more accurate method than others, but rather a complementary one that has several useful attributes: 1) all four needed calibration factors can be determined simultaneously via a single type of measurement; 2) it is relatively easy to implement, especially if one is already working with DNA; 3) it does not require a calibrated imaging system, characterization of the optical system, precise control of sample stage position, or application of fluid drag forces; 4) it is an independent calibration method that can be used to check other methods; and 5) calibration extends to high forces (45 pN) and the linearity of system responses can be assessed. Advantages of DNA are that its elasticity is well characterized (Wang et al., 1997; Bustamante et al., 2000b; Wenner et al., 2002), its length can be precisely controlled in increments of 1 basepair (0.34 nm), and particular DNAs can be exactly replicated in any lab.
We determine force scale factor based on the DNA overstretch transition that occurs at ∼64 pN in the conditions used (Smith et al., 1996; Wenner et al., 2002; delToro and Smith, 2014). Displacement scale factor is determined by measuring two DNA molecules having different lengths (Rickgauer et al., 2006; delToro and Smith, 2014). Series compliance of the traps and relative trap positions can be determined by fitting of a nonlinear DNA elastic force model to measurements, however this may not be reliable due to measurement noise and offsets, particularly in the low-force regime (Rickgauer et al., 2006; delToro and Smith, 2014). We describe here a more reliable method using high-force range data (25–45 pN) where a linearized DNA elasticity model is accurate. This method can be used to check assumed linearities of system responses and errors in DNA length measurements caused by variations in the microsphere sizes. We describe methods to correct these errors. We also describe how combined microsphere imaging can be used to check positioning and compliances of individual traps.
The concept of using DNA measurements for calibration could also be applied, with minor modifications, to other types of optical tweezers setups, magnetic tweezers, and AFM/microneedle instruments that use force-cantilevers (Neuman and Nagy, 2008), in any case where single DNA stretching can be measured. In single optical trap and cantilever systems, DNA can be attached at one end to the sample chamber surface and stretched via a piezo-actuated stage (Neuman and Nagy, 2008).
METHODS, RESULTS, AND DISCUSSION
Linear Approximation for DNA Elasticity
The elasticity of DNA is well described by the extensible worm-like chain (WLC) model that predicts:
[image: image]
where F is the stretching force, x is the DNA end-to-end extension, L is the unstretched DNA contour length (0.34 nm per basepair), k the Boltzmann constant, T the absolute temperature (kT≅4.14 pN nm at room temperature), S the DNA stretch modulus, and P the DNA persistence length (Marko and Siggia, 1995; Odijk, 1995; Bustamante et al., 2000b). In the conditions we use, 10 mM Tris-HCl, pH 7.5, 150 mM NaCl, S = 1275 pN and P = 45 nm according to published studies by Wenner et al. that consider ionic dependence (Wang et al., 1997; Wenner et al., 2002; Lipfert et al., 2014).
A difficulty is that parameter determination via nonlinear fitting of data to this model is sensitive to experimental noise/drift/offsets, particularly at low force (delToro and Smith, 2014). However, a linear approximation of the square-root term in Eq. (1) is valid in a restricted high-force range. We use a maximum of 45 pN to stay well below the onset of non-linear behavior caused by the DNA overstretch transition (Wenner et al., 2002) and reduce the probability DNA detachment (Fuller et al., 2006). From 25 to 45 pN the square-root term can be approximated with the function y=(-3.78E-4)F + 0.0391 (Figure 1A; F in pN). The average error is ∼0.3% and maximum error ∼2% (Figure 1B). This results in a linearized Eq. (1):
[image: image]
[image: Figure 1]FIGURE 1 | (A) Plots of the magnitudes of the two force-dependent terms in Eq. (1); the linear term in blue. The square-root term (black) can be accurately approximated by a line over the range from F = 25–45 pN (red dashed line). (B) % error made in the square-root term by the linear approximation. (C) Schematic illustration of the variables involved in force-extension measurements of DNA stretched between two optically trapped microspheres. The distance between the trap centers is d, the end-to-end extension of the DNA is x, the radii of the microspheres are r1 and r2, the force exerted by the tensioned DNA on the microspheres is F, and the displacements of the microspheres from the trap centers are Δx1 and Δx2.
Where A = 0.961 and B = 1.16E-3 for the conditions we use.
Method to Determine Trap Compliances
A single DNA molecule is stretched by increasing the separation, d, between the two traps as illustrated in Figure 1C. This is done by steering one of the beams using a mirror tilted by a piezoelectric actuator. Further details and a schematic diagram of the system are given in the Supplementary Materials and Ref. (delToro, 2015). The voltage applied to control the mirror actuator is referred to as Vmirror and the value of Vmirror when the two traps overlap is referred to as Voverlap. The system is intended to have a linear response so that d = β(Vmirror−Voverlap). Once the calibration parameters β and Voverlap are known, the separation of the two traps in nanometers can be determined. We showed previously that the displacement scale factor β can be accurately determined by measuring two DNA molecules of known lengths (see Supplementary Materials and Ref. (delToro and Smith, 2014). For our system β = 980 nm/V. Below we will describe methods for determining Voverlap and checking the assumed linearity of this relationship.
Force F = αVPSD is determined by measuring laser deflections with a position-sensing detector (PSD), where VPSD is the detector signal and α the force scale factor. We showed previously that α can be accurately determined by measurements of the DNA overstretch transition (see Supplementary Materials and Refs. (delToro and Smith, 2014; Farré et al., 2010). For our system α = 38.3 pN/V. Below we will discuss a method for checking the linearity of this relationship. Note that in a dual-trap system F can be measured with either trap. DNA is stretched under tension between the two microspheres, so the magnitude of the force acting on each is the same.
In the Hookean regime a trapped microsphere subject to force F is displaced from its equilibrium position by Δx = γ′F, where γ′ is the trap compliance (Polimeno et al., 2018). The two traps may have different compliances γ1 and γ2, but determination of the series compliance γ = γ1+ γ2 is usually the only parameter needed for our applications. The sum of the displacements of the two microspheres when a force is applied is Δx = Δx1 + Δx2= γ1F + γ2F = γF. We will discuss a method for checking the assumed linearity of this relationship.
When a single DNA molecule is stretched between the two trapped microspheres, as illustrated in Figure 1C, the separation between the centers of the two traps is
[image: image]
where x is the end-to-end extension of the DNA, Δx1 and Δx2 are the displacements of the microspheres from the trap centers, and r1 and r2 are the radii of the microspheres. When d = β(Vmirror−Voverlap) and x/L= A + BF are substituted into Eq. (3) we obtain
[image: image]
This equation has a linear form in which βVmirror is experimentally controlled and F is measured. Thus, linear fits can be used to determine the slope η = γ + LB and thereby the series compliance γ = η-LB, since L and B are known.
Experimental Results for Trap Compliance
We prepared 10.7 kilobasepair (kbp) DNA molecules with one end biotin labeled for attachment to streptavidin-coated polystyrene microspheres (∼2.1 μm diameter; Spherotech) and the other end labeled with digoxygenin for attachment to anti-digoxygenin coated microspheres (∼2.3 μm diameter; Spherotech). These are commonly used, non-covalent attachments and details are given in the Supplementary Materials and prior publications (Fuller et al., 2006; Rickgauer et al., 2006; delToro and Smith, 2014; delToro, 2015). We recorded N = 99 stretching measurements in which Vmirror was varied and F was measured. Examples shown in Figure 2A confirm the dependence is linear as expected. Each dataset was fit to Eq. 4 to determine series compliance γ = η–LB, yielding an average value γ = 12.8 nm/pN (standard deviation = 0.56 nm/pN). Additional measurements were done with a 25.3 kbp DNA and yielded a consistent value γ = 12.5 nm/pN (standard deviation = 1.8, N = 180).
[image: Figure 2]FIGURE 2 | (A) Examples of plots of separation between the traps d = β(Vmirror−Voverlap) vs. F for data recorded when stretching DNA molecules between the two optically trapped microspheres. The points are experimental measurements and the lines are fits to Eq. (4), used to determine trap compliances, microsphere size variations, and average displacement offset factor. (B) Histogram of variations in ϵ values determined by the linear fits of the DNA stretching data to Eq. (4), which characterizes the effect of variations in microsphere sizes.
Sources of error in determining γ include (details are given in Supplementary Materials): 1) 0.2% uncertainty due to uncertainty in the value of P reported by Wenner et al., (2002); 2) 3.8% due to uncertainty in S (Wenner et al., 2002); 3) 1.5% due to uncertainty in force calibration factor (α) (delToro and Smith, 2014; Wenner et al., 2002); 4) 0.95% due to uncertainty in trap displacement calibration factor (β); 5) 0.96% error due to the linearized DNA elasticity approximation (Eq. 2); 6) 0.3% due to noise in the force measurement. Here (1–5) are systematic errors. They are not independent, but together contribute a maximum uncertainty of ∼6%. Although (6) considers a source of random (measurement) error, the actual measured standard deviation is higher (e.g., 4.3% for the 10.7 kbp DNA). While this is acceptably small uncertainty for our applications it suggests there are additional random error sources. Our intuition is these include factors such as the small variations in microsphere size, possibly small variations in microsphere shape, and variations in DNA elasticity due to degradation (such as occasional nicks, i.e. single-stranded breaks) which can occur in individual molecules.
Microsphere Size Variations
The y-intercept of Eq. (4) is ϵ = LA + r1 + r2. L and A are constants, but the microsphere radii r1 and r2 vary by small amounts. This is undesirable since it causes errors in DNA length measurements. The ϵ values determined by the linear fits can be used to characterize these variations. A histogram of ϵ values, with the mean subtracted, is shown in Figure 2B. The standard deviation is 144 nm. A similar standard deviation of 138 nm was determined from the measurements with the 25.3 kbp DNA. These values are consistent with the standard deviations in the microsphere radii of ∼140 nm reported by the manufacturer. Below we will discuss methods for correcting for these errors.
A related question is whether the differences in microsphere size cause detectible differences in trap compliances. In regime we operate, where microsphere diameter is larger than the trapping laser focal spot, a larger microsphere could cause larger trap compliance (Bormuth et al., 2008). To investigate if this effect is significant, we checked to see if there was any correlation between ϵ and γ values in the ensemble of individual measurements. We did not find a significant correlation (correlation coefficient = −0.2). This is likely because the standard deviation in the microsphere size is only ∼7%, so any effect is too small to measure.
Average Displacement Offset Factor
A simplified method can be used when neglecting the small variations in microsphere sizes is acceptable. Instead of considering Voverlap, we define Vcontact to be the value of the mirror control voltage Vmirror when the two microspheres come into contact. In principle this could be detected by measuring the force signal when the two microspheres touch, but we find this can be inaccurate due to optical cross-talk/interference between the beams and transverse offsets in trap positions (delToro and Smith, 2014). Instead, one can determine this parameter from the DNA measurements. The value βVcontact = βVoverlap + (r1 + r2), so Eq. (4) an be rewritten as
[image: image]
Measurements of ϵ = LA + βVcontact allow one to determine values of Vcontact, since L, A, and β are known. Individual measurements depend on the individual microsphere sizes but from an ensemble of measurements an average value [image: image] is determined. The imposed DNA extension is then given by
[image: image]
which can be controlled since all the variables are known or measured.
Correction for Microsphere Size Variations
Variation in the trap separation determination caused by variations in microsphere sizes causes error in DNA length measurements. Above we determined a standard deviation of 144 nm in r1 + r2. Here we describe methods to correct for this error. While in many types of biophysical studies only relative changes in DNA/biopolymer length may be of interest, in some cases it is desirable to determine absolute length (Keller et al., 2018; Mo et al., 2020).
As an example, we discuss studies of motor-driven viral DNA packaging. We attach a viral procapsid-motor complex to one microsphere and a DNA molecule is translocated into the procapsid by the motor (Keller et al., 2018; Ortiz et al., 2018). We attach the other end of the DNA to a second trapped microsphere, such that the motor pulls the two microspheres together as the tethered DNA is translocated. The length of DNA packaged into the procapsid is equal to the full DNA substrate minus the unpackaged DNA between the two microspheres. Since the operation of the motor and rate of DNA translocation is affected by the length of DNA packaged in the procapsid (Berndsen et al., 2015) we want to measure the absolute DNA length.
One of the viruses we study, bacteriophage phi29, has a 19.3 kbp genome (∼6600 nm), so uncertainty of 144 nm would cause uncertainty of 2.2% in the determination of the fraction of the genome packaged. However, since the motor has a relatively slow translocation rate (maximum of ∼180 bp/s in the conditions we use), a simple method to reduce this error is to use the measured starting tether length as a reference. Packaging is initiated by moving the microsphere carrying DNA near a second trapped microsphere carrying procapsid-motor complexes. The time delay between initiation of packaging and start of data recording is ∼0.2–0.8 s. With a packaging rate of ∼180 bp/s, ∼36–144 bp is packaged during this time, corresponding to ∼12–50 nm, yielding an uncertainty of ∼38 nm. Since this is less than that of ∼144 nm caused by microsphere size variations, use of the measured starting DNA length as a reference in each measurement should be useful for improving accuracy.
To demonstrate this, we analyzed a dataset of N = 60 phage phi29 packaging events where the DNA translocation rate was ∼180 bp/s and found a standard deviation in measured starting lengths of ∼175 nm. This is roughly consistent with the expected uncertainty of ∼144 nm due to microsphere size variations plus ∼38 nm due to variations in initial length of DNA packaged, which implies that subtracting the initial starting length reduces the uncertainty in measurement of absolute length of DNA from ∼175 nm to ∼38 nm. A limitation of this technique is that it would not be beneficial if the DNA translocation rate was so fast that the error caused by the uncertainty in the time delay between initiation and data recording was larger than the error caused by the variation in microsphere sizes.
A second method is based on defining a minimum separation where the two trapped microspheres nearly touch as a reference. This method can be used in cases where DNA translocation proceeds for long enough to bring the microspheres into near contact, or if they can be moved together after the measurement. To test this, we conducted measurements in which we brought two microspheres together into near contact. They are observed using a video imaging system described in the next section. Each microsphere appears as a bright spot surrounded by a dark circular ring. We defined the minimum separation reference as the point where the two dark rings were first observed to touch as the separation was decreased. We then recorded the value of the control voltage, [image: image], and repeated this measurement with N = 32 different pairs of microspheres. The standard deviation in the inferred relative positions was 136 nm, which is close to the estimated uncertainty of 144 nm in r1 + r2 determined from the DNA stretching measurements discussed above. This indicates that if [image: image] is recorded for each pair of microspheres these can be used to correct length measurements to reduce error caused by microsphere size variations.
Checking System Response Linearities
Equation 4 assumes several instrument response relationships are linear. We expect these to be valid based on the system design, but describe here how they can be checked by analysis of the DNA stretching data.
Trap separation is assumed to obey d = β(Vmirror−Voverlap), where Vmirror is the control voltage. This is expected since the trapping beam is steered by a feedback-controlled piezo-actuated mirror. However, the DNA stretching measurements provide a check. Suppose there was a nonlinear response in which the actual relationship deviated from the assumed one by a quadratic term, so that dactual = dassumed + δ1(Δd)2, where δ1 is a constant and Δd is the separation change. The actual DNA extension would be greater than assumed based on the linear relationship, but this would cause the force at each value of the assumed extension to be higher than predicted by the DNA force-extension relationship. The F vs. d plot is predicted to be linear over 25–45 pN but the error term would cause curvature. That our data does not show significant curvature (Figure 2A) suggests there is no significant error of this type. To quantify the effect of such an error, we subtract the error term δ1(Δd)2 from the plotted extension values and keep the measured force values unchanged. As an example, assume the error increases from zero at F = 25 pN to 15% of Δd at F = 45 pN. This results in simulated data plot where curvature is resolvable within the experimental noise (Figure 3A). That curvature of this magnitude is not observed in the actual data implies that an error of this magnitude does not occur. A limitation is that this method only probes a narrow range of trap separations. Below we discuss a method using microsphere imaging to test a much wider range of trap separations.
[image: Figure 3]FIGURE 3 | Analyses of the predicted effects of nonlinear errors in system responses. (A) The blue points are recorded force vs. separation data and the blue line shows a linear fit, which describes the data well. The red points predict the effect of a quadratic error term affecting the separation control, which causes detectible curvature in the plot. The red line is a linear fit to these points. Similarly, the green points predict the effect of a quadratic error term affecting the force determination, which again causes detectible curvature. The green line is a linear fit to these points. (B) The blue points are recorded force vs. DNA extension measurements and the blue line shows a linear fit. The red points predict the effect of a quadratic error in the displacement of the microspheres from the trap centers (Δx), which causes detectible curvature, and the red line is a linear fit to these points.
Force measurement is assumed to obey F = αVPSD, where VPSD is the detector signal and α the force scale factor. This is expected based on the system design, but it is conceivable that a nonlinear error could occur, for example due to optical misalignments. We perform a similar analysis as above to consider an error Factual = Fassumed + δ1(ΔF)2, where δ2 is a constant and ΔF is the change in force. As shown in Figure 3A we again find that if this error increased from zero at 25 pN to 15% of ΔF at 45 pN this would cause detectible curvature in the F vs. d plot, but this is not observed in our recorded data.
Displacement of the microsphere from the trap is assumed to be Hookean, Δx = γF, where γ is the compliance, but there could be deviations. Some studies find that beyond a low-force Hookean regime compliance decreases slightly, before ultimately increasing again at the highest forces when the bead begins to escape the trap (Richardson et al., 2008; Jahnel et al., 2011). If this occurred and was neglected, it would cause the measured forces in the force vs. DNA extension (x = d − Δx) plot to be higher than predicted. We find that a quadratic error term of 15% maximum magnitude in Δx would cause detectible curvature, but curvature of this magnitude is not observed (Figure 3B).
Checking Trap Positioning Linearity
The DNA force-extension measurements described above provided a test of the validity of the trap separation control linearity d = β(Vmirror−Voverlap), but only over a limited range of separations. To check that the relationship is valid over the full range one can also use video imaging and tracking of the microsphere centroid.
We recorded the image formed by the upstream microscope objective with a video camera and a video capture card (NI-PCI-1405, National Instruments, Inc.) (see Supplemental Material). The centroid of the microsphere was tracked by locating the dark circular ring in the microsphere image with the “imfindcircles” function in the Matlab Image Processing Toolbox, which employs a circular Hough transform algorithm. Pixels in the video image were converted to nm using the known value of β. In this manner we could confirm that trap position is linearly proportional to mirror-tilt control voltage over the full range of ∼13 μm (Figure 4A).
[image: Figure 4]FIGURE 4 | (A) Microsphere position, determined by image centroid tracking, vs. mirror control signal (blue points). The red line shows a linear fit. (B) Example of a measured DNA detachment event where the separation of the traps is increased (by increasing Vmirror) and the force is measured to suddenly drop to zero. (C) Measurements of the movement of the microsphere back to the trap center, determined by image centroid tracking, after DNA detachment events that occurred at different force levels. The red line is a linear fit to the data.
Individual Trap Compliances
Fitting DNA stretching data to Eq. (4) described above provides a convenient way to determine the series compliance of the traps, which is sufficient for most of our studies since one can determine the change in DNA extension. However, some studies may require knowledge of individual trap compliances (Moffitt et al., 2006). This can be done by combining microsphere imaging with DNA stretching to apply controlled forces. It can be challenging to determine the compliance of a movable trap because a small displacement due to force needs to be discerned from a much larger imposed movement of the trap. A method described below provides a solution to this issue.
When high forces are applied to stretch the DNA after some time the molecule detaches due to force-induced dissociation of the digoxygenin-anti-digoxygenin linkage (Fuller et al., 2006). An example is shown in Figure 4B. The DNA was stretched by increasing the trap separation in small steps but it suddenly detached at F ∼ 40 pN, causing the force to drop to zero. Such events can be used to determine the trap compliance because the separation between the traps remains constant while the microsphere suddenly moves a distance Δx1 = d γ1ΔF, where γ1 is the trap compliance and ΔF is the force drop. Because detachments occur randomly at different forces ranging from ∼5 to 50 pN, the predicted relationship Δx1 = γ1ΔF can be tested over a wide force range to confirm a Hookean response and determine γ1. Examples of such measurements are shown in Figure 4C and are consistent with an assumed linear Δx1 = γ1ΔF relationship. The value of γ1 we obtain by a linear fit to these data is 10.9 ± 1.1 nm/pN. The significant scatter in the data points is attributable to the low resolution of our imaging system, which was originally only designed to allow the user to check for the presence of a microsphere. Since methods have been developed to measure microsphere movements with nanometer-level resolution (Ueberschär et al., 2012), the method has potential to be improved significantly.
CONCLUSION
We demonstrated methods by which trap compliance can be determined in a robust matter via measurements of DNA stretching in the regime where a linear elasticity approximation is valid. This method is especially useful if one is already working with DNA, but more generally provides an independent method to confirm other calibration methods in the literature (Smith et al., 2003; Berg-Sørensen and Flyvbjerg, 2004; Neuman and Block, 2004; Tolić-Nørrelykke et al., 2006; Viana et al., 2006; Jahnel et al., 2011; Sarshar et al., 2014; Jones et al., 2015; Bui et al., 2018; Yale et al., 2018; Melo et al., 2020). In comparison to many other methods, it does not require a calibrated imaging/optical system, fluid flow, or precise sample stage control, and four calibration parameters (force scale, trap displacement scale, relative trap position, and compliance) can be simultaneously determined. Calibration extends to high forces (45 pN) and the linearity of system responses can be tested. The method is also useful for characterizing and correcting for the effect of variations in microsphere sizes on extension measurements. Finally, we show that combined microsphere imaging can be further used to check individual trap positions and compliances.
DATA AVAILABILITY STATEMENT
The raw data supporting the conclusions of this article will be made available by the authors, without undue reservation.
AUTHOR CONTRIBUTIONS
YM and MF developed methods, conducted measurements, analyzed data, and edited the text. KK conducted measurements and developed methods. DS supervised the project, developed methods, analyzed data, and wrote the text.
FUNDING
This research was supported by NSF grant MCB-1716219 and NIH/NIGMS grant R01GM118817 to DES, and by an MBTG Fellowship award to MF (NIH Grant T32 GM008326).
ACKNOWLEDGMENTS
We thank Damian delToro and Nick Keller for optical tweezer design and construction and protocols, Paul Jardine for supplying phage phi29 components, and Brandon Rawson for discussions.
Supplementary Material
The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fmolb.2021.605102/full#supplementary-material.
REFERENCES
 Abbondanzieri, E. A., Greenleaf, W. J., Shaevitz, J. W., Landick, R., and Block, S. M. (2005). Direct observation of base-pair stepping by RNA polymerase. Nature. 438, 460–465. doi:10.1038/nature04268 
 Berg-Sørensen, K., and Flyvbjerg, H. (2004). Power spectrum analysis for optical tweezers. Rev. Scientific Instr. 75, 594–612. doi:10.1063/1.1645654
 Berndsen, Z. T., Keller, N., and Smith, D. E. (2015). Continuous allosteric regulation of a viral packaging motor by a sensor that detects the density and conformation of packaged DNA. Biophys. J. 108, 315–324. doi:10.1016/j.bpj.2014.11.3469 
 Berns, M. W. (2020). Laser scissors and tweezers to study chromosomes: a review. Front. Bioeng. Biotechnol. 8, 721. doi:10.3389/fbioe.2020.00721 
 Bormuth, V., Jannasch, A., Ander, M., van Kats, C. M., van Blaaderen, A., Howard, J., et al. (2008). Optical trapping of coated microspheres. Opt. Express. 16, 13831–13844. doi:10.1364/oe.16.013831 
 Bui, A. A. M., Kashchuk, A. V., Balanant, M. A., Nieminen, T. A., Rubinsztein-Dunlop, H., and Stilgoe, A. B. (2018). Calibration of force detection for arbitrarily shaped particles in optical tweezers. Sci. Rep. 8, 10798–10812. doi:10.1038/s41598-018-28876-y 
 Bustamante, C., Macosko, J. C., and Wuite, G. J. (2000a). Grabbing the cat by the tail: manipulating molecules one by one. Nat. Rev. Mol. Cell Biol. 1, 130–136. doi:10.1038/35040072 
 Bustamante, C., Smith, S. B., Liphardt, J., and Smith, D. (2000b). Single-molecule studies of DNA mechanics. Curr. Opin. Struct. Biol. 10, 279–285. doi:10.1016/s0959-440x(00)00085-3 
 Bustamante, C., Alexander, L., Maciuba, K., and Kaiser, C. M. (2020). Single-molecule studies of protein folding with optical tweezers. Annu. Rev. Biochem. 89, 443–470. doi:10.1146/annurev-biochem-013118-111442 
 Chemla, Y. R., and Smith, D. E. (2012). Single-molecule studies of viral DNA packaging. Adv. Exp. Med. Biol. 726, 549–584. doi:10.1007/978-1-4614-0980-9_24 
 Choudhary, D., Mossa, A., Jadhav, M., and Cecconi, C. (2019). Bio-molecular applications of recent developments in optical tweezers. Biomolecules. 9, 2389, 443–470. doi:10.3390/biom9010023
 delToro, D., and Smith, D. E. (2014). Accurate measurement of force and displacement with optical tweezers using DNA molecules as metrology standards. Appl. Phys. Lett. 104, 143701. doi:10.1063/1.4871005 
 delToro, D. (2015). Doctoral dissertation. San Diego: University of California.
 Farré, A., van der Horst, A., Blab, G. A., Downing, B. P., and Forde, N. R. (2010). Stretching single DNA molecules to demonstrate high-force capabilities of holographic optical tweezers. J. Biophotonics. 3, 224–233. doi:10.1002/jbio.200900107 
 Fazal, F. M., and Block, S. M. (2011). Optical tweezers study life under tension. Nat. Photon. 5, 318–321. doi:10.1038/nphoton.2011.100
 Fuller, D. N., Gemmen, G. J., Rickgauer, J. P., Dupont, A., Millin, R., Recouvreux, P., et al. (2006). A general method for manipulating DNA sequences from any organism with optical tweezers. Nucleic Acids Res. 34, e15. doi:10.1093/nar/gnj016 
 Gemmen, G. J., Millin, R., and Smith, D. E. (2006). DNA looping by two-site restriction endonucleases: heterogeneous probability distributions for loop size and unbinding force. Nucleic Acids Res. 34, 2864–2877. doi:10.1093/nar/gkl382 
 Hashemi Shabestari, M., Meijering, A. E. C., Roos, W. H., Wuite, G. J. L., and Peterman, E. J. G. (2017). Recent advances in biological single-molecule applications of optical tweezers and fluorescence microscopy. Meth Enzymol. 582, 85–119. doi:10.1016/bs.mie.2016.09.047
 Jahnel, M., Behrndt, M., Jannasch, A., Schäffer, E., and Grill, S. W. (2011). Measuring the complete force field of an optical trap. Opt. Lett. 36, 1260–1262. doi:10.1364/OL.36.001260 
 Jones, P. H., Maragò, O. M., and Volpe, G. (2015). Optical tweezers: principles and applications. Cambridge, UK: Cambridge University Press, 547.
 Keller, N., delToro, D., Grimes, S., Jardine, P. J., and Smith, D. E. (2014). Repulsive DNA-DNA interactions accelerate viral DNA packaging in phage phi29. Phys. Rev. Lett. 112, 248101. doi:10.1103/PhysRevLett.112.248101 
 Keller, N., delToro, D., and Smith, D. E. (2018). “Single-molecule measurements of motor-driven viral DNA packaging in bacteriophages Phi29, lambda, and T4 with optical tweezers,” in Molecular motors methods and protocols ed . Editor C. Lavelle (New York, NY: Humana Press). 
 Lehmann, K., Shayegan, M., Blab, G. A., and Forde, N. R. (2020). Optical tweezers approaches for probing multiscale protein mechanics and assembly. Front. Mol. Biosci. 7, 577314. doi:10.3389/fmolb.2020.577314 
 Lipfert, J., Skinner, G. M., Keegstra, J. M., Hensgens, T., Jager, T., Dulin, D., et al. (2014). Double-stranded RNA under force and torque: similarities to and striking differences from double-stranded DNA. Proc. Natl. Acad. Sci. USA. 111, 15408–15413. doi:10.1073/pnas.1407197111 
 Marko, J. F., and Siggia, E. D. (1995). Stretching dna. Macromolecules. 28, 8759–8770. doi:10.1021/ma00130a008
 Melo, B., Almeida, F., Temporão, G., and Guerreiro, T. (2020). Relaxing constraints on data acquisition and position detection for trap stiffness calibration in optical tweezers. Opt. Express. 28, 16256–16269. doi:10.1364/OE.394632 
 Migliori, A. D., Keller, N., Alam, T. I., Mahalingam, M., Rao, V. B., Arya, G., et al. (2014). Evidence for an electrostatic mechanism of force generation by the bacteriophage T4 DNA packaging motor. Nat. Commun. 5, 4173. doi:10.1038/ncomms5173 
 Mo, Y., Keller, N., delToro, D., Ananthaswamy, N., Harvey, S. C., Rao, V. B., et al. (2020). Function of a viral genome packaging motor from bacteriophage T4 is insensitive to DNA sequence. Nucleic Acids Res. 48, 11602–11614. doi:10.1093/nar/gkaa875 
 Moffitt, J. R., Chemla, Y. R., Izhaky, D., and Bustamante, C. (2006). Differential detection of dual traps improves the spatial resolution of optical tweezers. Proc. Natl. Acad. Sci. USA. 103, 9006–9011. doi:10.1073/pnas.0603342103 
 Moffitt, J. R., Chemla, Y. R., Smith, S. B., and Bustamante, C. (2008). Recent advances in optical tweezers. Annu. Rev. Biochem. 77, 205–228. doi:10.1146/annurev.biochem.77.043007.090225 
 Neuman, K. C., and Block, S. M. (2004). Optical trapping. Rev. Sci. Instrum. 75, 2787–2809. doi:10.1063/1.1785844 
 Neuman, K. C., and Nagy, A. (2008). Single-molecule force spectroscopy: optical tweezers, magnetic tweezers and atomic force microscopy. Nat. Methods. 5, 491–505. doi:10.1038/nmeth.1218 
 Odijk, T. (1995). Stiff chains and filaments under tension. Macromolecules. 28, 7016–7018. doi:10.1021/ma00124a044
 Ortiz, D., delToro, D., Ordyan, M., Pajak, J., Sippy, J., Catala, A., et al. (2018). Evidence that a catalytic glutamate and an 'Arginine Toggle' act in concert to mediate ATP hydrolysis and mechanochemical coupling in a viral DNA packaging motor. Nucleic Acids Res. 47, 1404–1415. doi:10.1093/nar/gky1217
 Polimeno, P., Magazzù, A., Iatì, M. A., Patti, F., Saija, R., Esposti Boschi, C. D., et al. (2018). Optical tweezers and their applications. J. Quant. Spectrosc. Radiat. Transf. 218, 131–150. doi:10.1016/j.jqsrt.2018.07.013
 Pongor, C. I., Bianco, P., Ferenczy, G., Kellermayer, R., and Kellermayer, M. (2017). Optical trapping nanometry of hypermethylated CPG-island DNA. Biophys. J. 112, 512–522. doi:10.1016/j.bpj.2016.12.029 
 Richardson, A. C., Reihani, S. N., and Oddershede, L. B. (2008). Non-harmonic potential of a single beam optical trap. Opt. Express. 16, 15709–15717. doi:10.1364/oe.16.015709 
 Rickgauer, J. P., Fuller, D. N., and Smith, D. E. (2006). DNA as a metrology standard for length and force measurements with optical tweezers. Biophys. J. 91, 4253–4257. doi:10.1529/biophysj.106.089524 
 Robertson-Anderson, R. M. (2018). Optical tweezers microrheology: from the basics to advanced techniques and applications. ACS Macro Lett. 8, 968–975. doi:10.1021/acsmacrolett.8b00498
 Sarshar, M., Wong, W. T., and Anvari, B. (2014). Comparative study of methods to calibrate the stiffness of a single-beam gradient-force optical tweezers over various laser trapping powers. J. Biomed. Opt. 19, 115001. doi:10.1117/1.JBO.19.11.115001 
 Smith, S. B., Cui, Y., and Bustamante, C. (1996). Overstretching B-DNA: the elastic response of individual double-stranded and single-stranded DNA molecules. Science. 271, 795–799. doi:10.1126/science.271.5250.795 
 Smith, S. B., Cui, Y., and Bustamante, C. (2003). Optical-trap force transducer that operates by direct measurement of light momentum. Meth. Enzymol. 361, 134–162. doi:10.1016/s0076-6879(03)61009-8
 Tolić-Nørrelykke, S. F., Schäffer, E., Howard, J., Pavone, F. S., Jülicher, F., and Flyvbjerg, H. (2006). Calibration of optical tweezers with positional detection in the back focal plane. Rev. scientific Instr. 77, 103101. doi:10.1063/1.2356852
 Tsay, J. M., Sippy, J., DelToro, D., Andrews, B. T., Draper, B., Rao, V., et al. (2010). Mutations altering a structurally conserved loop-helix-loop region of a viral packaging motor change DNA translocation velocity and processivity. J. Biol. Chem. 285, 24282–24289. doi:10.1074/jbc.M110.129395 
 Ueberschär, O., Wagner, C., Stangner, T., Gutsche, C., and Kremer, F. (2012). A novel video-based microsphere localization algorithm for low contrast silica particles under white light illumination. Opt. Lasers Eng. 50, 423–439. doi:10.1016/j.optlaseng.2011.10.012
 Viana, N. B., Mazolli, A., Maia Neto, P. A., Nussenzveig, H. M., Rocha, M. S., and Mesquita, O. N. (2006). Absolute calibration of optical tweezers. Appl. Phys. Lett. 88, 131110. doi:10.1063/1.2189148
 Wang, M. D., Yin, H., Landick, R., Gelles, J., and Block, S. M. (1997). Stretching DNA with optical tweezers. Biophys. J. 72, 1335–1346. doi:10.1016/S0006-3495(97)78780-0 
 Wenner, J. R., Williams, M. C., Rouzina, I., and Bloomfield, V. A. (2002). Salt dependence of the elasticity and overstretching transition of single DNA molecules. Biophys. J. 82, 3160–3169. doi:10.1016/S0006-3495(02)75658-0 
 Yale, P., Konin, J.-M., Kouacou, M., and Zoueu, J. (2018). New detector sensitivity calibration and the calculation of the interaction force between particles using an optical tweezer. Micromachines. 9, 425. doi:10.3390/mi9090425
Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.
Copyright © 2021 Mo, Fizari, Koharchik and Smith. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
		ORIGINAL RESEARCH
published: 22 March 2021
doi: 10.3389/fmolb.2021.609076


[image: image2]
Single Molecule Study of the Polymerization of RecA on dsDNA: The Dynamics of Individual Domains
Nitzan Maman1,2, Pramod Kumar1†, Amarjeet Yadav1,3† and Mario Feingold1,2*
1Department of Physics, Ben Gurion University of the Negev, Beer Sheva, Israel
2The Ilse Katz Center for Nanotechnology, Ben Gurion University of the Negev, Beer Sheva, Israel
3Department of Applied Physics, Babasaheb Bhimrao Ambedkar University, Lucknow, India
Edited by:
Michael W. Berns, University of California, Irvine, United States
Reviewed by:
Douglas Smith, University of California, San Diego, United States
Veikko Linko, Aalto University, Finland
* Correspondence: Mario Feingold, mario@exchange.bgu.ac.il
†These authors have contributed equally to this work
Specialty section: This article was submitted to Nanobiotechnology, a section of the journal Frontiers in Molecular Biosciences
Received: 23 September 2020
Accepted: 02 February 2021
Published: 22 March 2021
Citation: Maman N, Kumar P, Yadav A and Feingold M (2021) Single Molecule Study of the Polymerization of RecA on dsDNA: The Dynamics of Individual Domains. Front. Mol. Biosci. 8:609076. doi: 10.3389/fmolb.2021.609076

In the Escherichia coli, RecA plays a central role in the recombination and repair of the DNA. For homologous recombination, RecA binds to ssDNA forming a nucleoprotein filament. The RecA-ssDNA filament searches for a homologous sequence on a dsDNA and, subsequently, RecA mediates strand exchange between the ssDNA and the dsDNA. In vitro, RecA binds to both ssDNA and dsDNA. Despite a wide range of studies of the polymerization of RecA on dsDNA, both at the single molecule level and by means of biochemical methods, important aspects of this process are still awaiting a better understanding. Specifically, a detailed, quantitative description of the nucleation and growth dynamics of the RecA-dsDNA filaments is still lacking. Here, we use Optical Tweezers together with a single molecule analysis approach to measure the dynamics of the individual RecA domains on dsDNA and the corresponding growth rates for each of their fronts. We focus on the regime where the nucleation and growth rate constants, kn and kg, are comparable, leading to a coverage of the dsDNA molecule that consists of a small number of RecA domains. For the case of essentially irreversible binding (using ATPγS instead of ATP), we find that domain growth is highly asymmetric with a ratio of about 10:1 between the fast and slow fronts growth rates.
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INTRODUCTION
The primary function of the RecA protein is to exchange strands as part of the homologous recombination process in Escherichia Coli (Radding, 1988; Cox, 1999; Kowalczykowski, 2000; Cox, 2007b; Prentiss et al., 2015; Bell and Kowalczykowski, 2016). In addition, RecA plays an important role in DNA repair. One of the first steps in homologous recombination is the assembly of RecA-ssDNA filaments, whereby each RecA monomer attaches to three DNA base pairs. At the next stage, a RecA-ssDNA filament searches for a homologous sequence on the target dsDNA. Once such sequence is located, RecA induced strand exchange occurs, whereby the ssDNA replaces the homologous strand of the dsDNA. In vitro, RecA can polymerize on either ssDNA or dsDNA. The RecA-DNA filament is significantly more rigid than the bare DNA. Its formation requires ATP and a divalent cation e.g. Mg2+. Polymerization of RecA on DNA takes place via the growth of domains. The first few protein monomers that bind at adjacent sites in a protein free region of the DNA form a nucleus which subsequently grows by adding monomers to each of the two sides of the new domain. The growth of domains is asymmetric, being faster in the 5′ to 3′ direction of the DNA. While for ssDNA nucleation and growth are relatively fast, when the protein binds to dsDNA the nucleation step is much slower (Pugh and Cox, 1988). In the case of dsDNA, the presence of single strand regions, e.g., a nick, accelerates the nucleation step. Nucleation on dsDNA is also accelerated by stretching the molecule or reducing the pH. In contrast, the secondary structure of dsDNA restricts the attachment of the RecA preventing full coverage of the DNA. Structurally, the effect of RecA binding is to extend the length of each group of three base pairs (bp) by a factor of about 1.5 and unwind the dsDNA from a 35° twist down to one of only 20° (Stasiak and Egelman, 1994). Proteins that are homologous to RecA are found in all species, e.g., the human Rad51 protein (Baumann and West, 1998).
The RecA protein has been widely studied using biochemical methods and many of its properties are known. More recently, single molecule methods were introduced that allow measuring directly properties of a particular molecule which are lost at the macroscopic scale (Leger et al., 1998; Hegner et al., 1999; Shivashankar et al., 1999; Sattin and Goh, 2004; van der Heijden et al., 2005; Galletto et al., 2006; Joo et al., 2006; Mine et al., 2007; van Loenhout et al., 2009; Danilowicz et al., 2012; De Vlaminck et al., 2012; Forget and Kowalczykowski, 2012; Fu et al., 2013a; Fu et al., 2013b; Lee et al., 2013; Kim et al., 2014; Kim et al., 2015; Lee et al., 2015; Qi et al., 2015; Lee et al., 2016; Danilowicz et al., 2017; Lee et al., 2017). For example, magnetic and optical traps have been used to study the effect of external force and torque on the polymerization of proteins on DNA and for testing models of homology search strategies (Leger et al., 1998; Hegner et al., 1999; Shivashankar et al., 1999; van der Heijden et al., 2005; Mine et al., 2007; van Loenhout et al., 2009; Danilowicz et al., 2012; De Vlaminck et al., 2012; Forget and Kowalczykowski, 2012; Fu et al., 2013a; Fu et al., 2013b; Lee et al., 2013). Moreover, quick dynamic changes during the RecA-DNA filament formation were measured using fluorescence resonance energy transfer (FRET) (Joo et al., 2006). FRET also allows monitoring the kinetics of the RecA mediated strand exchange process by selectively labeling each of the two strands with different fluorophores, a donor and an acceptor (Kim et al., 2014; Kim et al., 2015; Danilowicz et al., 2017).
In the assembly of the RecA-dsDNA filament, the nucleation and growth rates strongly depend on the environmental chemical and physical conditions. Measuring the rate of ATP hydrolysis, it was shown that the rate of RecA binding is larger for a dsDNA tailed with a 5′ ssDNA than one tailed with a 3′ ssDNA (Register and Griffith, 1985; Lindsley and Cox, 1990). This indicates that the growth of RecA domains on DNA is asymmetric with a strong preference to the 5′ to 3′ direction. In the light of these results, it was suggested that RecA-dsDNA filaments that form in the presence of the essentially non-hydrolysable ATPγS (Weinstock et al., 1981) should behave differently, namely, their assembly would proceed in a symmetric manner (Cox, 2007a). Apparently, this expectation relied on the assumption that the RecA-ATP complex has a different configuration when attached to DNA and this configuration change is due to the ATP hydrolysis.
Biochemical methods, as those described in the previous paragraph, cannot provide detailed information regarding the dynamics of the individual RecA domains on a particular dsDNA molecule. Such domain dynamics can be extracted using a single DNA approach that exploits the fact that RecA binding leads to the local extension of the dsDNA length. In particular, one can extract the coverage dynamics of RecA on dsDNA from the time dependent growth of the dsDNA contour length during RecA polymerization. This approach was used to determine the rate constants of nucleation, [image: image], and growth, [image: image], of RecA on individual dsDNA molecules (Leger et al., 1998; Hegner et al., 1999; Shivashankar et al., 1999). Some of these experiments were performed in the range of high nucleation rate where it is difficult to separate nucleation from growth such that only the combined rate constant, [image: image], could be measured (Shivashankar et al., 1999). Nevertheless, it was subsequently shown that one can use a nucleation and growth molecular model to simulate the experimentally measured RecA polymerization dynamics and extract each of the individual rate constants, [image: image] and [image: image], separately (Turner, 2000). A similar approach was also used to study the assembly of the Rad51 recombinase on DNA (Mine et al., 2007; Pierobon et al., 2010).
Single molecule methods were also used to study the effect of force applied to the DNA on the rate of RecA polymerization and the efficiency of the homology search (Leger et al., 1998; van Loenhout et al., 2009; Danilowicz et al., 2012; De Vlaminck et al., 2012; Fu et al., 2013a; Fu et al., 2013b). In the experiments of Leger et al. (Leger et al., 1998), the dsDNA molecule was stretched with constant force (10–100 pN) and the elongation rate due to RecA binding was monitored. It was shown that the RecA-dsDNA complex formed more rapidly in the presence of applied force that reduced the energy barrier for protein binding. For example, stretching the dsDNA with a force of 75 pN lead to a reaction rate that was 20 times faster than that observed when a 15 pN force was applied. Fu et al. (Fu et al., 2013b) used magnetic tweezers to study the competition between RecA polymerization and de-polymerization on dsDNA for different temperatures, pH values and salt concentrations. They showed that these parameters distinguish between a regime where RecA polymerization is stable and another where it is transient reverting to naked dsDNA at the end of the process. Magnetic tweezers were also used to control the torque applied to the dsDNA and probe its effect on the assembly of RecA or Rad51 onto dsDNA (van der Heijden et al., 2005; Lee et al., 2013). van der Heijden et al. (van der Heijden et al., 2005) found that the polymerization process stalls at high torsions of the dsDNA molecule leading to dsDNA molecules that are only partially covered with RecA.
The different stages of homologous recombination were also studied at the single molecule level using fluorescence microscopy (Galletto et al., 2006; Forget and Kowalczykowski, 2012; Lee et al., 2015; Qi et al., 2015; Lee et al., 2016; Lee et al., 2017). For example, Galletto et al. (Galletto et al., 2006) analyzed the assembly of individual RecA-dsDNA filaments. They used fluorescently labeled RecA to image the segments of the dsDNA that were coated with RecA at intermediate stages of the polymerization reaction. In agreement with previous results from biochemical studies, they showed that RecA polymerization is controlled by the slow nucleation step. When ATP was used in the reaction, the corresponding critical nucleus is about four–five protein monomers. In contrast, the growth of the RecA domains is a relatively fast process for both of the cofactors that were studied, namely, ATP and ATPγS. The asymmetry of RecA domain growth was also analyzed in the presence of either ATP or ATPγS. Although for both cofactors the data indicated a certain extent of asymmetric growth, it was not sufficiently accurate to allow for the quantitative determination of the fast and slow growth rates.
In this paper, we present a new approach to measuring the growth rates of individual RecA domains on dsDNA that allows obtaining the growth rate for each of the two fronts of individual domains. This enables us to establish the extent of asymmetry between the fast and the slow fronts of each domain. To this end, we restrict our study to the case of essentially irreversible binding (ATPγS) (Lindsley and Cox, 1989). Biochemical studies indicate that ATP hydrolysis is only required in the final phase of RecA dissociating from the DNA and, accordingly, using ATPγS instead of ATP has become a standard approach in the study of the reaction between RecA and DNA (Weinstock et al., 1981). Similarly, in our study, ATPγS was used in order to separate the assembly phase of the RecA on dsDNA from that of the disassembly. Moreover, we choose the experimental parameters such that the nucleation and growth rates are comparable, [image: image]. In this regime, we obtain a small number of RecA domains on each dsDNA molecule that, in turn, allows extracting their dynamics from the dsDNA contour length variation. We measure the nucleation and growth rates of the individual domains in the presence of ATPγS and find that, on average, [image: image] and [image: image]. Moreover, we find that domain growth is strongly asymmetric whereby the rate of growth is about 10 times larger for the fast front than for the slow one.
MATERIALS AND METHODS
Experimental System
In our system, we use Optical Tweezers to apply and measure forces on individual dsDNA molecules. It consists of a near infrared laser beam (SDL 5422H1, 830 nm wavelength) focused through a 100X objective (Zeiss, 1.25 numerical aperture, oil immersion) together with a Quadrant Photodiode (QPD) that monitors the position of a trapped microbead (Figure 1). The power of the laser beam at the optical trap is about 30 mW. Single dsDNA molecules are attached at one end to the bottom cover glass and at the other end to a polystyrene microbead of 1.6 μm diameter (Polysciences). The experiment is performed in a flow cell that allows changing the biochemical composition of the sample. To avoid breaking the bead-dsDNA-cover glass constructs, we inject new solution at relatively low flow rates using a DC motor (Newport) to activate a syringe. Following the addition of RecA to the sample and its assembly on the dsDNA molecules, the dsDNA elongates by an extent proportional to the amount of bound protein. To monitor the change in the contour length of a particular dsDNA molecule, we extend the filament by applying an approximately constant force on the trapped bead (∼0.8 pN).
[image: Figure 1]FIGURE 1 | The optical system: Laser—single mode (TEM00) diode laser, AL—aspherical lens, AP—anamorphic prisms, L1, L2, L3—lenses, M1—mirror, DM1, DM2—dichoric mirrors, OL1, OL2—objectives. While OL1 focuses the laser beam forming the optical trap, OL2 collects the light scattered from the trapped bead that after reflection from DM2 reaches the QPD. The protein and the appropriate buffer are injected into the sample via a motorized syringe.
The force exerted by the dsDNA-RecA filament on the trapped bead, F, manifests as a shift in the bead position with respect to the center of the trap, Δx. Correspondingly, the value of Δx affects the distribution of the laser light scattered from the trapped bead. This variation in the distribution of the laser light transmitted through the sample is monitored by the QPD. Calibrating the QPD allows to deduce the value of Δx from the voltage difference between the appropriate quadrants. Although the system allows a sampling rate of 20 KHz, we average the data down to rates in the 1–10 Hz range to reduce the effect of Brownian motion. The force is adjusted whenever it deviates from the 0.8 pN mark by an appropriate shift of the sample. Since the optical trap is at a fixed position, we move the sample to change the end-to-end distance of the DNA molecule, leading to a corresponding change in the force. A Peltier element together with a feedback control unit (PID) is used to maintain a constant temperature in the sample at 37.0 ± 0.1°C. It is attached to a copper ring that is in thermal contact with the microscope objective.
Sample Preparation
The bead-dsDNA-glass construct is prepared using a low pH protocol for spontaneous binding (Allemand et al., 1997; Shivashankar et al., 1999). λ-DNA, 48.5 Kb, 16.5 μm (Promega) is incubated with the beads and PBS buffer at pH = 4 for 15 min to obtain the DNA-bead link. Next, the solution of DNA and beads is injected into the sample and after 2 h incubation we find that a certain fraction of the DNA molecules are tethered both to the glass bottom and to a microbead. Finally, we gently wash the sample to remove free beads and unbound DNA molecules. For a particular bead-dsDNA-glass construct, we verify that the bead is tethered by a single dsDNA molecule by measuring its force extension behavior and comparing it to the prediction of the Worm Like Chain (WLC) model (see Eq. 1) (Marko and Siggia, 1995). We then stretch the dsDNA and inject the protein together with the appropriate buffer solution into the sample cell. The final concentrations are as follows: RecA (9.33 μM), ATPγS (4.5 mM), MgCl2 (6.25 mM), DDT (6.25 mM), TrisHCl (18.75 mM), and the pH is 7.9. The pH and the protein and buffer concentrations were chosen such that the nucleation is sufficiently slow allowing to observe the dynamics due to individual nucleation events.
Although the low pH protocol for obtaining the bead-dsDNA-glass construct is not widely used in single molecule experiments, it is particularly straightforward allowing us to perform a relatively large number of experiments. On one hand, its main drawback is that it is by far less specific than, for example, the standard biotin:streptavidin tethers, leading to a fraction of bead-dsDNA-glass constructs where the dsDNA is attached at some internal site rather than at its end to either the glass or the bead. However, for our experimental approach, such constructs are equally suitable as those where the dsDNA is only tethered at its ends. To include the non-specific constructs in our experimental data, we measure the contour length of the dsDNA between tethering points for each construct using the WLC model (see Eq. 1) (Marko and Siggia, 1995). Moreover, we test that the length of the dsDNA is not affected by the increase in pH to 7.9 in preparation for the RecA reaction. On the other hand, the non-specific constructs allow obtaining data for different contour lengths of the naked dsDNA, an additional parameter that affects the polymerizarion dynamics of RecA on dsDNA.
Measuring the Length of the dsDNA-RecA Complex
To monitor the length dynamics of the dsDNA-RecA complex during the polymerization process, we need to find the way it is related to the measured time dependence of the force exerted on the trapped bead. The equilibrium behavior of polymers under tension has been extensively studied (Smith et al., 1992; Perkins et al., 1995; Cluzel et al., 1996; Simmons et al., 1996; Wang et al., 1997). Using the WLC model, it was shown that the force, F, required to stretch the polymer to a certain end-to-end distance, z, is linear in the small z regime and rapidly grows as z approaches the contour length, L (Marko and Siggia, 1995). A good approximation to the exact [image: image] is provided by the interpolation formula
[image: image]
where A is the persistence length, T, the temperature and [image: image], the Boltzmann constant.
For naked dsDNA in solution of physiological ionic strength and [image: image], it was found that the persistence length, [image: image], is about 50 nm. The effect of the RecA binding on the force-extension behavior is twofold: 1. the RecA-dsDNA complex is longer that the naked DNA, leading to an increase in the contour length, [image: image], as more RecA assembles on the dsDNA, 2. the RecA-dsDNA filament is significantly more rigid than the naked dsDNA molecule, [image: image], where [image: image] is the persistence length of RecA-dsDNA. At intermediate stages of the RecA-dsDNA filament assembly, several domains on the dsDNA are decorated with protein while the rest is naked. In the large extension regime, [image: image], one expects that the force-extension behavior of a partly decorated filament only depends on the decorated length fraction, ϕ, rather than on the specific partition into domains. Accordingly, the relation between force and extension in partially assembled filaments is equivalent to that of a filament with a single RecA-dsDNA domain starting at one of the ends of the dsDNA and the same value of ϕ (Figure 2). Moreover, in the [image: image] regime, we can neglect the first and last terms of Eq. 1 and characterize each of the decorated and the naked sections by their corresponding contour length, persistence length and end-to-end distance, [image: image], [image: image], [image: image] and [image: image], [image: image], [image: image], respectively (Figure 2). Clearly, [image: image], [image: image] and [image: image], where F, [image: image] and [image: image] are the forces on the entire mixed filament, on the protein decorated domain and on the naked dsDNA part, respectively. Also, [image: image] is the contour length and z, the end-to-end distance of the entire filament. Since in our experiment we measure [image: image], [image: image], [image: image] and [image: image], these relations correspond to four equations with four unknowns, [image: image], [image: image], [image: image] and [image: image]. Solving these equations provides an expression for the contour length of the protein decorated portion of the molecule
[image: image]
where [image: image] and [image: image]. Using the appropriate values for the persistence lengths, [image: image] and [image: image], together with the value of [image: image] that is measured at the start of each experiment, we can use Eq. 2 to extract the contour length of the RecA-dsDNA domain from the measured values of [image: image] and [image: image]. Since the total contour length is simply related to [image: image], this allows obtaining the time dependence of the dsDNA decorated fraction, [image: image]. While for the persistence length of the naked dsDNA, [image: image], at the conditions of our experiment, we use the standard 50 nm value (Smith et al., 1992; Rocha et al., 2004), we have measured the value of [image: image] for dsDNA molecules that were fully covered by RecA. Although we found some variation between the [image: image] values obtained for different molecules, the 1,200 nm value represents a good approximation to the persistence length of the RecA-dsDNA complex whenever the RecA coverage is complete.
[image: Figure 2]FIGURE 2 | A dsDNA with a naked section (thin curve) and a single RecA domain (thick curve). Each segment of the molecule is characterized by its contour length, end-to-end distance and persistence length. In the experiment, we measure the force exerted by the dsDNA molecule on the trapped bead and the end-to-end distance of the entire molecule, z, as a function of time.
Nucleation and Growth Model for the Fast nucleation Regime
In the regime where the rate of protein nucleation, [image: image], is much larger than the rate of domain growth, [image: image], we may assume that the number of domains, N, is a continuous variable. This allows obtaining a model that links the dynamics of [image: image] with that of the DNA coverage, [image: image], via a set of two coupled differential equations (Avrami, 1939; Shivashankar et al., 1999)
[image: image]
[image: image]
While the rate constants of Eqs. 3a,b depend on the number of RecA binding sites on the naked DNA, [image: image], where a is the length of a RecA binding site (3 bp), these can be normalized to obtain the corresponding microscopic values, n and [image: image], such that [image: image] and [image: image]. n is the nucleation rate density (per unit time per binding site) and [image: image] is the average growth velocity of individual domains. While the first term of Eq. 3a describes the creation of new nuclei at a rate proportional to the undecorated part of the dsDNA molecule, the second term depicts the reduction in the number of domains due to collisions between their fronts. The model assumes periodic boundary conditions on the dsDNA molecule (circular DNA). However, the model also assumes a large number of domains, [image: image], and since N has to be much larger than the total number of DNA base pairs, [image: image], we are in the limit of large [image: image] where boundary effects are negligible. In other words, the model of Eqs. 3a,b is equally accurate for both circular and linear DNA.
Equations. 3a,b can be easily solved leading to a sigmoidal behavior for the dynamics of the protein coverage
[image: image]
Moreover, the model of Eqs. 3a,b can be generalized to include the case where the average rate of growth of the domains is asymmetric, such that, the growth rate in the 3′ to 5′ direction of the dsDNA is r times slower than that in the reverse direction. For this case
[image: image]
where [image: image] is the rate constant of the fast front such that the growth rate of the domain is [image: image]. Note that, unlike [image: image], [image: image] represents the growth rate of individual fronts rather than that of entire domains. Since the behavior of the protein coverage in the fast nucleation regime (Eqs. 4,5) depends only on the product of the reaction rates, [image: image], and the front propagation asymmetry factor, r, one cannot obtain each of these parameters separately by comparing between the model and the corresponding experimental measurements. Instead, to determine each of these parameters separately, the assembly of the protein on dsDNA needs to be analyzed in a regime where nucleation is not much faster that the growth rate.
Nucleation and Growth Model for the Slow nucleation Regime
Another regime of the nucleation and growth process that can be described via an exactly solvable model is the limit of slow nucleation, [image: image]. Here, we may assume that there is only one domain that grows to cover the entire dsDNA molecule. Since the location of the nucleation site for this domain can be anywhere along the dsDNA, the dynamics of the coverage, [image: image], is different for each realization. However, in all realizations, the coverage dynamics is bilinear. While, the first slope corresponds to the time before the first front reaches the end of the molecule, the second slope represents the time interval until the other front reaches the other end of the dsDNA
[image: image]
where x · L is the position of the nucleation event and [image: image] is the step function.
Averaging Eq. 6 over all possible realizations, gives the ensemble averaged coverage dynamics, [image: image], (Turner, 2000)
[image: image]
Unlike the behavior in the fast nucleation regime, here [image: image] depends separately on the values of [image: image] and r and does not depend on [image: image]. This can be used to determine both [image: image] and r by fitting the behavior of Eq. 7 to the experimentally measured coverage dynamics in the low nucleation regime. Moreover, here asymmetric domain growth leads to a three step behavior for [image: image] instead of the two step behavior of the symmetric case.
RESULTS
Kinetics of RecA Protein Polymerization on Single dsDNA Molecules
Kinetics of the dsDNA-RecA Filament Length
In our experimental setup, we measure the force exerted on the microbead by a single stretched dsDNA-RecA filament, F. For example, in Figure 3A the time trace of F, [image: image], is shown for a molecule that is 16.4 μm long before the onset of RecA assembly. To perform the experiment under approximately constant force, we shift the position of the trap to maintain [image: image] in a limited range around 0.8 pN, [image: image]. Figure 3B shows the variation in the distance between the trap position and the point where the dsDNA is attached to the coverslip, [image: image], corresponding to the [image: image] of Figure 3A.
[image: Figure 3]FIGURE 3 | Typical experiment monitoring the RecA polymerization dynamics on a single dsDNA molecule. (A) Force as a function of time measured for a dsDNA molecule with L (0) = 16.4 μm.(B) Trap position relative to the point where the dsDNA molecule is tethered as a function of time for the same experiment as in (A). Time is measured from the moment when we start to inject the protein into the sample. Since during protein injection and for a short period afterward there is noticeable fluid flow in the sample, no measurements were made during the corresponding time interval (about 300 s).
In order to obtain the kinetics of the protein assembly on the dsDNA from the measurements of Figure 3, we use Eq. 2 where the value of the end to end distance, z, is approximated by the distance between the center of the optical trap and the dsDNA tethering point, y (see Figure 3B). The difference between these two quantities, z and y, is due to several, relatively small corrections that, moreover, almost cancel out. While the radius of the bead, 0.8 μm, and the displacement of the bead from the center of the trap due to the applied force, ∼0.2 μm, should be subtracted from the value of y, the effect due to the height of the trap above the bottom of the sample leads to an increase in the value of z relative to that of y. In our analysis, we assume that the effect of these corrections is below our experimental accuracy. In Figure 4 we show the resulting behavior of the RecA-dsDNA complex length as a function of time, [image: image], for the same experiment as in Figure 3.
[image: Figure 4]FIGURE 4 | Kinetics of the DNA length as a function of time for the same experiment as in Figure 3 (full line). The dashed line indicates the expected saturation length corresponding to complete coverage of the dsDNA by RecA protein. The stepwise structure of the [image: image] suggests that the domains grow significantly faster in one direction than in the other. Times when the slope of [image: image] changes abruptly correspond either to a nucleus formation, the collision of two adjacent domains or the collision of a domain with an end of the DNA molecule.
Kinetics of the Individual RecA-dsDNA Domains
The multiple step behavior of [image: image] shown in Figure 4 corresponds to a regime that is intermediate between that of large number of nuclei, Eq. 5, and that of a single nucleus, Eq. 7. While Eq. 5 predicts a continuous sigmoidal growth of [image: image], in the single nucleus limit, [image: image] displays bilinear growth. In contrast, in the experiment of Figures 3, 4, the observed behavior is consistent with a scenario where a small number of domains compete to seize their share of the undecorated dsDNA molecule. Within this interpretation, the formation of a new domain would lead to a sudden increase in the rate of protein assembly corresponding to an increase in the slope of [image: image]. Moreover, whenever two domains collide or one domain collides with one of the ends of the dsDNA molecule, this would manifest as a sudden decrease in the slope of [image: image]. In what follows, we refer to such events as break points. Counting the number of break points in [image: image] while an undecorated dsDNA becomes fully covered with RecA, Q, allows establishing the total number of protein domains, [image: image], [image: image]. For example, in the case of Figure 4, the kinetics of [image: image] can be interpreted as displaying five break points, Q = 5 (including the point where saturation occurs at [image: image] that was not measured in Figure 4 and is assumed to take place at t > 6,850 s), corresponding to Nt = 2. Moreover, the slope of [image: image] in between break points may be related to the rate of growth of the individual domain fronts present in the corresponding time interval. This relation also indicates that, for the case of the experiment shown in Figure 4. in the time interval between the first two break points, [image: image] and [image: image], the growth of [image: image] is due to a single domain. Since at [image: image] the growth rate of [image: image] decreases significantly, we may infer that at this time one of the two fronts of this domain has stopped growing and that the remaining growth is due to the second front. Notably, within our interpretation of the data, the growth velocity of one front is about 12 times faster than the other. In what follows, we suggest that this strong asymmetry between the growth rates of the individual domain fronts represents a general feature in the RecA-dsDNA system in the presence of ATPγS.
One may extend the interpretation relating the [image: image] kinetics to that of the individual domains also to the regime where several domains coexist. To this end, we need to identify the collision scenario that is compatible with the observed growth pattern of [image: image]. Unlike in the single domain case, we find that for multiple domains there can be several scenarios leading to a particular growth pattern of the RecA-dsDNA. For the experiment of Figure 4, we identify times [image: image] and [image: image] as domain formation events and [image: image], [image: image] and [image: image] as front collisions. However, time [image: image] may correspond to the collision of the slow front of the first domain with the fast front of the second domain (black line in Figure 5) or to the collision of the fast front of the second domain with the end of the dsDNA molecule (blue line in Figure 5). We find that the multiple scenario behavior is not a special feature of the experiment of Figures 4, 5. On the contrary, the larger the number of growing protein domains on the dsDNA, the more decomposition scenarios will be consistent with a particular kinetics of the measured [image: image].
[image: Figure 5]FIGURE 5 | Relation between the domain kinetics and the measured [image: image]. The upper part of the figure shows the measured [image: image] (black). Below the dashed line corresponding to the initial length, [image: image], we show the front kinetics as obtained from the Eqs. 8a–f for the I-st scenario (red and green) and that for the II-nd scenario resulting from a similar set of equations (red and blue). Here, the position of the front is displayed using its location on the undecorated dsDNA. Note that the kinetics of the first domain (red) is identical for the two scenarios. This part of the domain kinetics is described by Eqs. 8a,b, e.
Each of the kinetic scenarios consistent with a particular [image: image] can be quantitatively analyzed to obtain the values of the parameters describing the domain trajectory on the undecorated dsDNA. Specifically, we need to determine the values of each of the front velocities, [image: image] and [image: image] (velocity of the fast and slow fronts of the ith domain, respectively), the position where the nucleation of the ith domain occurs, [image: image], and the time of nucleation and domain collisions (break points), [image: image], where both the index of the domains, i, and that of the break points, j, are ordered chronologically. To this end, we can relate between the individual domain parameters for a particular kinetic scenario and the time dependence of [image: image] via a set of linear equations. For example, Eqs. 8a–f represent such relation for the case of the red and green scenario (the first scenario) of Figure 5
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where [image: image] is the slope of the best linear fit to the measured [image: image] in the time interval between [image: image] and [image: image] (see Figure 5). While Eqs. 8a–d relate the front velocities of the individual domains to the rate of change in [image: image] for each of the four time intervals between consecutive break points, Eqs. 8e,f determine the positions of the two nucleation sites from the detailed domain kinetics. Another set of equations similar to Equations (8a-f) describes the domain kinetics corresponding to the red and blue scenario (the second scenario) in Figure 5.
In the domain kinetics equations, e.g. those of Eqs. 8a–f, the values of [image: image] and [image: image], that are extracted directly from the time-dependence of [image: image], play the role of parameters and [image: image], [image: image] and [image: image] are the unknowns. However, we often find that for some of the scenarios compatible with the measured [image: image] the solutions are unphysical, namely, some of the front velocities come out to be negative. Such negative values correspond to the disassembly of RecA proteins from the dsDNA which is negligible in our experiments since we use ATPγS instead of ATP. For example, for the second scenario of Figure 5 (red and blue), we obtain that [image: image] and therefore this scenario cannot take place. While in the case of the experiment of Figures 3–5 this mechanism leads to a single allowed scenario and thus, to unique domain kinetics, we find that, in general, there can be multiple scenarios where all front velocities are positive. As the number of protein nuclei on the dsDNA increases, it becomes more likely to find a larger number of different scenarios with only positive front velocities.
For the experiment of Figures 3–5, we obtain the values of [image: image] and [image: image] corresponding to the first scenario, fitting a bilinear function to [image: image] for each [image: image] time domain. At first, the values of [image: image] are directly estimated by inspection of the [image: image] break points and used as initial values for an iterative computation. This approach converges to the best fitting piecewise linear function to [image: image] after about four iterations. Solving Eq. 8 with the values of [image: image] and [image: image] obtained from the iterative fit of [image: image], we obtain the locations of the nucleation sites, [image: image], and the velocities of each of the domain fronts, [image: image] and [image: image], as illustrated in Figure 5. Moreover, we use the solution of Eq. 8 to simulate the [image: image] corresponding to the domain kinetics for the first scenario (see Figure 6A) and find that the simulated [image: image] is in good agreement with the experimental measurements. Figure 6B illustrates the distribution of the RecA domains at the times corresponding to each of the four break points.
[image: Figure 6]FIGURE 6 | Domain kinetics corresponding to the solution of Eq. 8(A) The dsDNA length kinetics, [image: image], as obtained from the solution of Eq. 8 (line) is compared to the experimentally measured values of [image: image] (full circles). To reduce fluctuations, each range of 2000 consecutive [image: image] data points was averaged and the corresponding value is displayed at the mid-point of the respective time interval. (B) Illustration of the RecA domain distribution along the dsDNA at the four breakpoints, [image: image]. Following the color code of Figure 5, the first and second domains are displayed in red and green, respectively. The domain distribution is normalized to display positions with respect to the undecorated dsDNA. On this normalized scale, consecutive tick marks are 1 μm apart (except for the last two).
Statistical Analysis of the Domain Kinetics for RecA Polymerization on Single dsDNA
We have performed a series of experiments under the same conditions as those leading to the results of Figures 3–5 (see Supplementary Section S1 for details). As one would expect, the [image: image] kinetics that was measured is quite different from one experiment to another. However, in most experiments we observe the step-like structure reminiscent of that of Figure 4. Using the experiments where the number of nuclei is not too large, we repeated the analysis described in the previous section to obtain the full domain kinetics. Although in some of the experiments the domain kinetics was either incomplete or could be only partially analyzed, we also used such situations to extract the front velocities for some of the domains. For the latter, it is often difficult to distinguish between the velocities of the fast and slow fronts. Accordingly, we have used all available data to obtain the total velocities, [image: image], for 35 different domains. The distribution of these [image: image], [image: image], is displayed in Figure 7. The corresponding average, [image: image], leads to a domain growth rate, [image: image].
[image: Figure 7]FIGURE 7 | Distribution of the individual domain growth rates of 35 nuclei. For each domain the growth rate represents the sum of the rates for the slow and fast fronts.
The value of the average domain growth rate, [image: image], that was obtained from Figure 7 cannot be measured in the many nuclei regime of Eqs. 3–5, since the [image: image] kinetics in this regime is fully determined by the [image: image] product. This suggests that in the few nuclei regime, where our study was performed, we can also establish the corresponding value of the average rate of nucleation, [image: image]. To this end, we use the relation between the extent of undecorated dsDNA and the probability of a new nucleation event
[image: image]
where [image: image] is the probability of forming a new nucleus in the [image: image] time interval, [image: image] represents an infinitesimal time step and [image: image] is the part of dsDNA not covered by protein at time t. Integrating Eq. 9 between one nucleation event at [image: image] and the next at [image: image], the left side becomes equal to 1 and on the right side we obtain the integral of [image: image] between [image: image] and [image: image] times n
[image: image]
Moreover, the relation of Eq. 10 can be expanded to include the first N nucleation events, namely,
[image: image]
where [image: image] is the time when the protein was added to the sample, BN denotes the time integral of [image: image] from [image: image] to the time when the Nth nucleus is formed, [image: image], and [image: image] is directly related to the measured [image: image], [image: image].
Equation 11 allows us to estimate the average nucleation rate density, [image: image]. This is achieved by computing the values of BN for each of the different experiments and obtaining the corresponding averages, [image: image]. Then, according to Eq. 11, the slope of the plot of [image: image] vs. N is [image: image] (see Figure 8). The best linear fit to the [image: image] vs. N data shown in Figure 8 leads to [image: image], which, in turn, corresponds to an average nucleation rate, [image: image].
[image: Figure 8]FIGURE 8 | Experimental measurement of the average nucleation density rate, [image: image]. The values of B1, B2, and B3 were obtained from the [image: image] measured in the different experiments that were performed under identical conditions. The corresponding averages, [image: image], and their standard deviations are shown as data with error bars (squares). The dashed line represents the best linear fit to [image: image]. From its slope we obtain [image: image] and [image: image].
For three of our experiments, the domain kinetics inferred from our model allowed to obtain the velocity of each of the individual fronts. In these experiments, the [image: image] kinetics were complete, had well separated nucleation times and their decomposition was unambiguous. Of these three experiments, one had two nuclei and its full analysis was presented in the previous section. The other two experiments had one and three nuclei, respectively, leading to a total of six nuclei for which we can estimate, r, the velocity ratio between the slow and the fast fronts, [image: image].
While in the few nuclei regime where we have performed our experiments we can separately measure the average values of the nucleation and growth rates, [image: image] and [image: image], the theoretical description of the protein assembly process in this regime cannot be described by the analytical models presented in the Materials and Methods section, Eqs. 3–7. Instead, we need to use a nucleation and growth model that describes the formation of a few nuclei at random positions along the dsDNA and the dynamics whereby the emerging protein domains expand to cover the entire dsDNA molecule. We use numerical simulation to predict the average domain kinetics for our model and compare the outcome to the average experimental [image: image]. This comparison also provides an alternative method to measure the values of the average nucleation and growth rates, [image: image] and [image: image].
Nucleation and Growth Model for the Few Nuclei Regime
In the intermediate regime, where [image: image] and [image: image] are of the same order, we describe the nucleation and growth of the RecA on dsDNA using a Monte Carlo type model (Turner, 2000). It consists of two components: 1. nucleation of a protein monomer at a random position, xi, along the (0, L) interval, and 2. growth of the ith domain starting at xi and growing with rate [image: image] at one end and [image: image], [image: image], at the other. The time step for the simulation, [image: image], was set to be 0.5 s, sufficiently small to ensure that the resulting kinetics does not depend on [image: image]. At each time step, a nucleation event will occur with probability [image: image] at a random location along the undecorated part of the dsDNA. In addition, each of the existing domains will grow by [image: image] at its fast front and by [image: image] at its slow front. The side of the ith domain corresponding to the fast front is randomly chosen at [image: image], its nucleation time. The simulation is stopped when the protein covers the entire dsDNA molecule, [image: image], except for the case when r = 0 where full coverage occurs after very long time (Figure 9). To obtain the average kinetics of the protein coverage, [image: image], we repeat the simulation M times and average [image: image] over all the runs
[image: image]
The fluctuations of [image: image] between one run and another are quantified by the corresponding standard deviation, [image: image],
[image: image]
To obtain the behavior of [image: image] in the different parameter regimes, we have used a relatively small ensemble, [image: image]. At this level of averaging, the corresponding error of [image: image], [image: image], is too small to be graphically resolved (Figure 9).
[image: Figure 9]FIGURE 9 | Theoretical prediction for the average protein coverage on dsDNA. While the full lines are obtained from the Monte-Carlo simulation, the dashed lines correspond to the analytical behavior described by Eqs. 5,7. (A) slow nucleation regime, [image: image], [image: image], for different values of r: r = 0 (magenta), r = 0.1 (red), r = 0.2 (green), r = 0.5 (blue) and r = 1 (black). t = 0 corresponds to the first nucleation event. For each case, we also show the corresponding prediction of Eq. 7 (dashed). (B) fast nucleation regime, [image: image], [image: image], for same values of r as in (A) except for r = 0.5 which is too close to the r = 1 curve. The prediction of Eq. 5 is also shown (orange dashed). Unlike in (A), here the first nucleation event will occur in the [image: image] time interval with probability [image: image].
In Figure 9 we show the behavior of the average coverage, [image: image], for both the slow and fast nucleation regimes and compare the numerical results to the corresponding theoretical predictions of Eqs 5,7. In both these equations, time appears multiplied by the domain growth rate, [image: image], that sets the time scale for the kinetics in the different regimes. Therefore, in order to compare the kinetics of the nucleation and growth process at different values of the parameters it is necessary to normalize the time by the corresponding time scale [image: image]. Moreover, we found that the [image: image] kinetics for a particular growth asymmetry, r, only depends on the [image: image] ratio and not on [image: image] and [image: image] separately (not shown). To examine the effect of the growth asymmetry on the nucleation and growth process for each regime, we fixed the nucleation rate, [image: image], and varied the values of r and [image: image], such that [image: image] remains constant (Figure 9).
For the slow nucleation regime, the larger the growth asymmetry, smaller r, the slower will be the process of decorating the dsDNA on the side of the slow front of the first domain. Consequently, for small r, the [image: image] increases at a slower rate and the RecA proteins are less efficient in covering the dsDNA (Figure 9A). Moreover, while Eq. 7 only describes the growth kinetics for a single domain, at small r the undecorated fraction of the dsDNA at a particular time is larger, leading to a larger probability for a second nucleation event to occur. The contribution of the i > 1 domains to [image: image] leads to a growing discrepancy between the prediction of Eq. 7 and the results of the simulation as r decreases .
The lower efficiency of protein coverage for asymmetric growth is also found in the fast nucleation regime (Figure 9B) and can be ascribed to a mechanism similar to the one presented in the previous paragraph. When the number of domains is not too large, asymmetric growth can lead to persisting, relatively large undecorated sections between two slow growing fronts. The process of protein assembly in such regions remains inefficient until a new nucleation event occurs there. In contrast, the prediction of Eq. 9 corresponds to the limit where the number of domains is infinite and therefore, the growth asymmetry has no effect on [image: image]. We also found that the discrepancy between the behavior of [image: image] as obtained from the simulation and that of Eq. 9 diminishes for lower values of [image: image], due to the larger number of domains present at any particular [image: image] (not shown).
As discussed in the previous section, our experiments were performed in the few nuclei regime where neither Eq. 5 nor Eq. 7 are valid. Instead, we can use the Monte Carlo model described above to predict the expected behavior of [image: image]. In Figure 10, we show the kinetics of the RecA decorated fraction on the dsDNA as obtained in five different experiments performed under identical conditions (pH = 7.9, T = 37.0 ± 0.1°C, F = 0.8 ± 0.1 pN, [RecA] = 9.33 μM, [ATPγS] = 4.5 mM, [MgCl2] = 6.25 mM, [DDT] = 6.25 mM and [TrisHCl] = 18.75 mM). For our analysis, we selected only experiments that are complete, namely, those that reach [image: image] (see Supplementary Section S1). Moreover, since we cannot determine the diffusion time of the proteins between the injection point to the neighborhood of the dsDNA molecule that is being examined, t = 0 was set to the time of the first nucleation event. The stepwise nature of [image: image] is more pronounced in some of the experiments of Figure 10 (e.g. black and cyan curves) than in others (e.g. blue curve) and the time scale of the kinetics varies significantly between experiments.
[image: Figure 10]FIGURE 10 | Kinetics of the decorated length fraction of the dsDNA. The curves correspond to five different experiments performed under identical conditions (see text). The black curve is the same as in Figures 4–6. The difference in the fluctuations in the light blue and red curves as compared to those in the other three curves is due to the different extent of averaging of the raw data from the QPD (sampled at 20 kHz). To obtain a similar accuracy in the decomposition of [image: image] into linear segments for short time experiments, ∼2000 s, and long time experiments, ∼5,000 s, we had to use more data smoothing for the former than for the latter.
The large variability between the experimental kinetics obtained in individual experiments indicates that these cannot be individually described by our Monte Carlo model. Instead, we expect that the model should be able to reproduce the average experimental kinetics, [image: image]. Accordingly, we average the time traces of Figure 10 and compare the resulting curve to the prediction of the model. The comparison consists of finding the best fitting theoretical kinetics, [image: image], to the experimental average as a function of the model parameters [image: image] (see Figure 11). To obtain the best fit, we minimize the corresponding [image: image]-function which includes the errors of both the theoretical and the experimental [image: image] kinetics. These errors are obtained from the fluctuations between the individual time traces, [image: image], that are used to compute the average kinetics, [image: image]. We find that the value of the [image: image] function manifests a large variability whenever the averaging of the Monte Carlo model is insufficient. To determine the value of the [image: image] function with enough accuracy, ∼1%, we have to use [image: image], mainly in the parameter range around the minimum, which is a relatively heavy computation. Standard fitting routines were unable to obtain the parameter values corresponding to the minimal [image: image], leading to either local or spurious minima. Instead, our search for the minimum of the [image: image] function is performed by means of a three dimensional scan in the 3 parameter space, [image: image], whereby we average more (larger M) in the regions where the value of [image: image] is smaller. This is an iterative method using first limited averaging to map the [image: image] space, [image: image], with a ∼10% accuracy in [image: image]. This is followed by a two step increase in M, [image: image] and [image: image], within regions of the parameter space where the [image: image] values obtained in the previous step were below an appropriate threshold. This approach allows us to zoom in on the region of the minimal [image: image]. The step for the scan is chosen such that the error in [image: image] at its minimum, ∼1%, is smaller than the difference between the value of the computed [image: image] at the minimum, [image: image], and that at any of the neighboring points on the scan grid.
[image: Figure 11]FIGURE 11 | Average kinetics of the decorated length fraction of the dsDNA. The average of the five experiments shown in Figure 10 (black) is compared with the corresponding best fitting result from the Monte Carlo model (red). The best fit was obtained for [image: image], [image: image] and [image: image].
For simplicity, we also use the values of the scan steps to represent the errors of the best fitting parameters. These errors are therefore overestimated and should be regarded as upper bounds and of the same order of magnitude as the exact values. We find that the best fit to the experimental [image: image] is obtained for [image: image], [image: image] and [image: image]. The corresponding values for the average nucleation rate density, [image: image], and the average domain growth velocity, [image: image], are [image: image] and [image: image], similar to the results obtained in the previous section from the analysis of the individual domains (see also Table 1). Due to the variability in the length of the dsDNA’s in our experiments, only the values of the molecular parameters, [image: image] and [image: image], that were obtained using the methods of this section and those of the previous one, namely, the Monte Carlo model analysis and the domain statistics, respectively, should be equivalent.
TABLE 1 | The parameters that describe the nucleation and growth process in our experiment as obtained by each our two methods: averaging over the kinetics of individual domains as obtained from the decomposition of the [image: image] (first column) and fitting the [image: image] computed from the Monte-Carlo model to the one measured in experiments (second column).
[image: Table 1]DISCUSSION
Measuring the force exerted on microbeads with accuracy better than 0.1 pN, we have monitored the polymerization of the RecA protein on individual dsDNA molecules in the presence of ATPγS. Since the RecA-dsDNA complex is about 1.5 times longer than the naked dsDNA, the polymerization process leads to a gradual increase in the contour length of the dsDNA allowing us to obtain the kinetics of the protein coverage on a particular dsDNA molecule. In the presence of ATPγS, the protein coverage is essentially irreversible (Lindsley and Cox, 1989). We show that a model which assumes a nucleation and growth mechanism exhibiting a small number of nuclei in the parameter range used in our experiments yields predictions that are consistent with our experimental data. In this regime, we can decompose the global coverage kinetics to infer the kinetics for each of the growth fronts that develop on the two sides of a nucleus. We therefore obtain the distribution of front velocities and find that each domain grows asymmetrically with a fast front that has, on average, a velocity about 10 times larger than that of the corresponding slow front.
In the few nuclei regime, the kinetics of the protein coverage on a single dsDNA, [image: image], manifests as a stepwise graph (Figure 4). This behavior is unlike that of the multiple nuclei limit, [image: image], of Eq. 5 or the single nucleus case, [image: image], of Eq. 7. Whenever a new domain is created or two fronts collide, [image: image] displays a break point, namely, a sudden change in slope. The number of break points, Q, is related to the number of nuclei, [image: image], [image: image]. Moreover, an increase in the slope of [image: image] indicates a nucleation event while a decrease corresponds to a collision between two fronts or that of a front with an end of the molecule. In between consecutive break points, the slope of [image: image] corresponds to the sum of the active fast and slow front velocities, [image: image] and [image: image], and we use this relation to obtain the values of [image: image] and [image: image]. Averaging the corresponding domain velocities, [image: image], [image: image], obtained from 11 different experiments, leads to the average domain growth rate, [image: image]. Similarly, the analysis of the nucleation times allows to deduce the average [image: image], [image: image] (Eq. 11 and Figure 8). For only three of our 11 experiments the decomposition of [image: image] allowed to uniquely determine each of the slow front and fast front velocities of all domains, [image: image] and [image: image], and their corresponding ratio, the growth asymmetry coefficient r. Averaging over all the domains that determined the [image: image] kinetics in these three experiments we obtain [image: image]. Since only six domains are included in the average, a rather small number, this value of [image: image] should be regarded as a relatively rough estimate for the growth asymmetry coefficient.
An alternative approach that allows to obtain the rate constants relies on modeling the nucleation and growth process in the intermediate regime where [image: image] and [image: image] are of the same order. Using a Monte-Carlo model that depends on three parameters, [image: image], [image: image] and r, we compute the corresponding average coverage kinetics, [image: image], and fit it to the experimentally measured average [image: image] as obtained from five different experiments (Figures 10, 11). The best fitting theoretical [image: image] to the experimental [image: image] corresponds to [image: image], [image: image] and [image: image]. Moreover, the value of the [image: image] at its minimum is 4,318, leading to a confidence level, CL, that, for all practical purposes, equals unity. In other words, we find very good agreement between the prediction of the Monte-Carlo model and our experimental results within the accuracy of our experiments. The high quality of the agreement is illustrated in Figure 11.
Since in our search for a low nucleation regime we used particular experimental parameters that are different from those of other studies, it is difficult to compare our results to those of previous studies. For example, our ATPγS concentration is 4.5 times larger than that used in Ref. (Shivashankar et al., 1999), the RecA concentration is almost the same, the other chemicals are at about a third of their concentration and our pH is 7.9 while theirs is 6.8. As one would expect, in the corresponding ATPγS experiment presented in Ref. (Shivashankar et al., 1999) (Figure 5B), Shivashankar et al. estimate to have 6 domains and the overall length dynamics is well approximated by the multiple domain dynamics of Eq. 3. The value of the product between the DNA length independent nucleation and growth constants, [image: image], that they obtain is 0.044 min−2, much larger than in our measurements, 0.002 min−2. The low value in our experiments is mostly due to a significantly lower nucleation rate.
On the Nucleation and Growth Rate Constants
Although RecA and dsDNA are complex biomolecules, we may obtain further insight on the way they assemble in the presence of ATPγS by comparing this process to a simple bimolecular reaction of the type
[image: image]
where the [image: image] molecule plays the role of reactant A, the dsDNA is the reactant B and the [image: image] complex represents the corresponding product, C. However, unlike in a standard bimolecular reaction, in our case, one of the reactants, the [image: image], is an extended filament with multiple binding sites for the [image: image] molecule. Moreover, one can distinguish between two types of binding steps: 1) nucleation type where both neighboring binding sites are unoccupied and 2) growth type where at least one of the two neighboring binding sites is occupied. In what follows, we refer to such reactions as adsorption. In contrast, a simple bimolecular reaction involves two small molecules with a single binding site and its kinetics is determined by the corresponding rate constant, [image: image].
Despite the apparent differences between the bimolecular adsobtion and reaction, in our case, the two become equivalent in the limit where the dsDNA filament is only three base pairs long, consisting of a single binding site for the [image: image] molecule. In this limit, the reaction kinetics is described by
[image: image]
where […] denotes the concentration and we have assumed that [image: image], such that [image: image] is practically constant and [image: image]. Since [image: image], Eq. 15 leads to an exponential growth of the products concentration, [image: image]. In this case, [image: image] and [image: image] become equivalent.
Since the bimolecular adsorption and simple bimolecular reaction become equivalent in the limit described above, one expects that the exponential behavior of the latter, [image: image], can be obtained in a particular regime from the Gaussian kinetics of Eq. 4. For the adsorption, a large number of [image: image] binding sites, [image: image], are stringed along and the decorated fraction of the dsDNA, [image: image], is proportional to the concentration of the products, [image: image]. Therefore, there is no limit for which the Gaussian kinetics of Eq. 4 approaches the exponential kinetics of simple bimolecular reaction. However, a closer inspection of Eq. 3 reveals that in Eq. 3b should appear an additional term that accounts for the increase in the occupation of binding sites due to nucleation, [image: image]. On one hand, such term leads to an exponential kinetics for [image: image] in the limit of small coverage, [image: image], corresponding to the short time regime before the contribution due to domain growth becomes significant. On the other hand, the [image: image] term is negligible unless the rate of nucleation is extremely large such that the number of nuclei is comparable to the number of sites on the dsDNA filament where nucleation can occur. This is not the case in our experiments where the number of nuclei, N, is typically below 10 while there are on average [image: image] binding sites on each dsDNA molecule.
In the case of our adsorption experiments of [image: image] on dsDNA, one cannot expect the value of the average nucleation rate, [image: image], to be similar to the simple bimolecular reaction rate, [image: image]. The two rates will differ for the following three reasons. First, the value of [image: image] is influenced by the presence of the neighboring sections of the dsDNA on both sides of the binding site, that are absent in the case of the simple bimolecular reaction. Second, in our experiments the dsDNA molecules are tethered to the cover slip at the bottom of the sample, unlike in the simple bimolecular reaction where both reactants are free to diffuse throughout the volume of the sample. This difference between the spatial configurations of the two types of reaction leads to different collision probabilities between the reactant molecules. Finally, the value of [image: image] depends on the number of binding sites on the dsDNA filament, as discussed in relation to Eq. 3, such that it should be compared to [image: image] rather than [image: image] itself.
Depending on the nature of the reactants, chemical reactions can be either diffusion-limited or reaction-limited. Pugh and Cox have shown that the reaction between RecA and dsDNA is reaction-limited at saturated protein concentration (Pugh and Cox, 1987). Since our experiments are performed in this regime, the corresponding rate constants follow the Arrhenius law, that is, [image: image], [image: image] and [image: image], where [image: image], [image: image] and [image: image] denote the activation energies for nucleation, fast front growth and slow front growth, respectively. These relations allow us to obtain the differences between the activation energies from the measured values of the rate constants, namely,
[image: image]
and
[image: image]
The value of [image: image] (see Table 1), the decrease in activation energy due to the cooperative interaction between the [image: image] molecules in the fast growing direction, is about 18 [image: image]. This confirms that protein cooperativity is strong and plays a central role in determining the kinetics of the assembly of [image: image] on dsDNA (Shaner et al., 1987).
The Asymmetry of the Domain Growth
Both the [image: image] decomposition analysis allowing to determine the velocities of the slow and fast front for each individual domain and the comparison between the Monte-Carlo model and the measured average coverage kinetics, [image: image], indicate that the domains grow asymmetrically. That is, domains grow on average about 10 times faster at their fast growing end than at the slow one. Previously, it was shown in biochemical studies that asymmetric assembly of RecA on both ssDNA and dsDNA takes place in the presence of ATP (Register and Griffith, 1985; Shaner et al., 1987; Shaner and Radding, 1987). Moreover, it was found that the fast growth is oriented in the 5′ to 3′ direction. It was suggested that the asymmetric growth of the RecA domains is due to the hydrolysis of the ATP in the RecA-ATP-DNA complex (Cox, 2007a). More recently, Galletto et al. used fluorescently labeled RecA to image the kinetics of domain growth on individual dsDNA molecules (Galletto et al., 2006). They found that while RecA domain growth is slower in the presence [image: image] than in the case when ATP is used, the domains grow asymmetrically for both. Although Galletto et al. (Galletto et al., 2006) have characterized the extent of the asymmetry in the domain growth on a mainly qualitative level, for some of their experiments with [image: image] (at particular NaCl concentrations) domain growth appears to be almost unidirectional [see Figure 4B in (Galletto et al., 2006)]. Such behavior is consistent with the behavior found in our experiments where the slow growth front of [image: image] is hardly advancing relative to the fast front.
Unlike in the biochemical studies, neither in our experiments nor in those of Galletto et al. (Galletto et al., 2006) can one establish the relation between the domain growth asymmetry and the direction along the DNA. However, we can use Eq. 17 to determine the difference between the energy barriers for [image: image] binding at the slow and fast ends of a domain. As was discussed above, the value of r obtained from the fit of the [image: image] computed from the Monte-Carlo model to the one measured in experiments, [image: image], is significantly more reliable than the value found by averaging the growth velocity ratios of individual domains, [image: image]. Therefore, we expect that the corresponding value of [image: image] (see Eq. 17 and Table 1), [image: image], represents a good estimate to the actual difference between the energy barriers for [image: image] binding at the slow and fast ends of the [image: image] domain.
Regarding the mechanism of asymmetric domain growth of [image: image] on dsDNA, it may be understood assuming that the [image: image] complex undergoes a conformational change following its binding to the dsDNA (see Figure 12). Specifically, we propose that the conformation of the [image: image] complex is such that it is much more likely to bind at one end of the [image: image] domain than at the other. After binding however, the conformation of the [image: image] complex changes such as to allow the next [image: image] complex to bind to it. Previously, similar mechanisms were proposed to describe the treadmilling of actin filaments (Neuhaus et al., 1983). To establish the validity of the scenario depicted in Figure 12 detailed information on the structural differences between the free and the dsDNA bound [image: image] is necessary. Such analysis is beyond the scope of this study.
[image: Figure 12]FIGURE 12 | A schematic illustration of the proposed scenario leading to asymmetric [image: image] domain growth. While in solution, the [image: image] complex (blue) has much higher binding affinity to the left end of the [image: image] domain (green) than to the right end. After binding, the [image: image] complex changes its conformation such that its non-binding end (flat) becomes accessible to the binding of another [image: image] complex (concave).
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Microrheology with optical tweezers (MOT) measurements are usually performed using optical traps that are close to isotropic across the plane being imaged, but little is known about what happens when this is not the case. In this work, we investigate the effect of anisotropic optical traps on microrheology measurements. This is an interesting problem from a fundamental physics perspective, but it also has practical ramifications because in 3D all optical traps are anisotropic due to the difference in the intensity distribution of the trapping laser along axes parallel and perpendicular to the direction of beam propagation. We find that attempting viscosity measurements with highly anisotropic optical traps will return spurious results, unless the axis with maximum variance in bead position is identified. However, for anisotropic traps with two axes of symmetry such as traps with an elliptical cross section, the analytical approach introduced in this work allows us to explore a wider range of time scales than those accessible with symmetric traps. We have also identified a threshold level of anisotropy in optical trap strength of ~30%, below which conventional methods using a single arbitrary axis can still be used to extract valuable microrheological results. We envisage that the outcomes of this study will have important practical ramifications on how all MOT measurements should be conducted and analyzed in future applications.
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INTRODUCTION

Optical tweezers (OT), first introduced by Ashkin et al. [1], exploit a tightly focussed laser beam with high intensity gradient to trap and move micro and nano-sized dielectric objects in 3D, by harnessing both the gradient and scattering forces. When calibrated, OT are exceptionally sensitive transducers capable of measuring forces in the pico-Newton range. Therefore, scientists have adopted them to study a wide range of physical and biophysical phenomena including molecular binding forces [2], organelle transport [3], flagellar motion [4], the mechanical properties of DNA [5], molecular motors [6, 7] and polymerases [8, 9], and the diffusion of proteins [10].

Another successful application of optical tweezers is in the field of “hybrid” microrheology, whereby an optically trapped bead acts as a probe, revealing the thermal fluctuations of the molecules in the suspending fluid. Microrheology with OT (MOT) has been used with growing popularity to study the rheology of complex biological materials such as the vitreous humor [11], biopolymer networks [12], and extracellular secretions from phytoplankton [13] at the microscale.

The physical principles underpinning MOT rely on the assumption that the probe bead is trapped within a symmetric quadratic potential of the form [image: image], where r is the displacement from the center of the trap and κ is the trap stiffness. The restoring force experienced by a trapped bead is thus given by F(r) = −κrr. Due to the thermal fluctuations of the molecules of the suspending fluid, the weakly trapped particle experiences Brownian motion and can randomly move away from the equilibrium position, which is usually coincident with the trap center. The statistical mechanics analysis of the particle dynamics can be exploited to calculate both the trap stiffness [14] and the linear micro-rheology properties of the medium surrounding the bead [15, 16].

At this point, it is important to remember that the strength of the trapping force is governed by the optical properties of both the bead and the suspending medium, and also by the intensity distribution of the laser beam in all 3 dimensions. The trapping force is therefore sensitive to any optical aberration in the instrument [17]. The dominant aberrations seen in optical instruments that can be described by primary Zernike polynomials are: (i) spherical aberration, (ii) coma, (iii) astigmatism, (iv) curvature of field, (v) distortion, and (iv) defocus. Of these, astigmatism and coma result from the optical path not being centered and have been shown to alter the ratio of trap stiffness along the two lateral axes, x and y perpendicular to the direction of beam propagation [17]. Spherical aberrations, field curvature and distortion have been shown to affect the axial position of the trap; but, while the first has a significant effect on trap stiffness along the two lateral axes, the latter two do not change its strength [18]. It is thus a common experience for researchers to spend a significant amount of time and effort at the start of any MOT measurement performing a series of alignment procedures to remove such aberrations and ensure an isotropic intensity distribution of the trapping beam in the x-y image plane. Adaptive optics (AO) methods exist for correcting aberrations and include the use of deformable membrane mirrors (controlled using an array of piezoelectric actuators) [19] and liquid crystal spatial light modulators (SLM) [20]. An SLM is a convenient choice when applied to a holographic optical tweezers (HOT) system where the aberrations can be corrected by using the same SLM that is used to control the position of the trap. Shack-Hartmann sensors can be used in combination with SLMs for providing a feedback loop to correct for aberrations in OT systems [20, 21], or can be simply controlled by adding the appropriate Zernike polynomials to the phase mask applied to the SLM [22]. Another means of deliberately introducing a degree of anisotropy to the optical trap is by exploiting the orientation of the linear polarization of the trapping beam [23, 24].

However, AO approaches can be time consuming and complex to implement, and many OT systems will not include these specialized features. Therefore, it is useful to identify an acceptable degree of anisotropy in an optical trap below which accurate MOT results can still be ensured. Moreover, when analyzing the 3D trajectory of an optically trapped probe bead, a degree of trap anisotropy is unavoidable because the point spread function is broader along the axial (z) direction than the lateral (x or y) directions. This is a consequence of the defocus aberration. With the development of new tools to perform microrheology in 3D [25], it is important to consider how this anisotropy may affect results.

Therefore, from a rheological perspective, it is useful to consider how microrheology measurements are affected by optical traps that are anisotropic, or even lacking an axis of symmetry. In this work, by using data from three different labs (and thus three different OT systems) alongside simulations, we have explored how to correctly extract the rheological properties of the suspending media from the statistical mechanics analysis of the trajectory of a probe particle confined within an anisotropic optical trap.



MATERIALS AND METHODS


Experimental

The experimental data were collected independently from three different labs, each equipped with a different OT system. The labs are based at the University of Glasgow, University of Nottingham and Heriot Watt University.



OT System 1

The University of Glasgow (UoG) lab used an OT system based on a continuous wave, diode pumped solid state (DPSS) laser (Ventus, Laser Quantum), which provided up to 3 W at 1,064 nm. A nematic liquid crystal spatial light modulator (SLM) (BNS, XY series 512 × 512) was used to create the desired arrangement of optical traps and was also used to control the individual trap shape. The laser entered a custom-made inverted microscope which uses the same microscope objective lens (Nikon, 100x, 1.3 NA) to both focus the trapping beam and to image the thermal fluctuations of 5 μm diameter silica beads (Bangs Laboratories). Samples were mounted on a motorized microscope stage (ASI, MS-2000). A complementary metal-oxide semiconductor (CMOS) camera (Dalsa, Genie HM 1024 GigE) acquired high-speed images of a reduced field-of-view. These images were processed in real-time at up to ~3 kHz to calculate the center of mass of the bead using particle tracking software developed using LabVIEW (National Instruments), running on a standard desktop PC [22, 26].



OT System 2

At the University of Nottingham optical trapping was achieved by means of a continuous wave 1,064 nm 3 W DPSS laser (Ventus, Laser Quantum). The beam path was directed into an inverted microscope body (Eclipse Ti; Nikon) and focused using a high NA objective lens (Nikon, 100x, 1.3 NA). The same objective lens was used to collect images of the trapped polystyrene microspheres (Cat. No. 19814; Polysciences Inc.), in wide-field with illumination in transmission. Thermal fluctuations of the trapped polystyrene microspheres measuring 1.93 ± 0.05 μm in diameter, were detected using a fast CCD camera (DALSA Genie; Teledyne Technologies International Corp) at 600 Hz. Similar to Glasgow, particle tracking software written in LabVIEW (version 2013 32bit, National Instruments) was used to record the time-dependent position of the trapped microspheres in real time [26].



OT System 3

At Heriot Watt University optical trapping was achieved by means of a 1,064 nm laser (Opus, Laser Quantum). The beam path was directed into an inverted microscope body (IX73; Olympus) and focused using a high NA objective lens (Olympus, 60x, 1.2 NA). As with the Glasgow and Nottingham systems, this objective lens was also used to collect images of the trapped polystyrene microspheres in wide-field with transmission illumination. Thermal fluctuations of the polystyrene microspheres (Cat. No. 35-2B; Thermo Scientific Fluoromax), were detected using a CMOS camera (Orca Flash 4.0, Hamamatsu) at ~66 Hz. To obtain the z-coordinates of trapped beads a multiplane imaging system was employed [25]. In summary, a relay system was built between the microscope and camera, and a pair of curved diffraction gratings were placed at the telecentric position. This segmented the image into nine sub-images, each imaging a different depth in the sample. A full description of the systems may be found in references [27, 28]. Images were captured and saved using micromanager, then processed using Matlab (Matlab 2019b, MathWorks, Natick MA) [25].



Anisotropy

In system 1, an SLM was used to control both the position and shape of the optical trap. Here, patterns displayed on the SLM imparted an arbitrary phase function to the reflected light beam. Simple gratings effectively control the lateral position of the trap while anisotropy is introduced by the addition of astigmatism (using Zernike polynomials). In systems 2 and 3 anisotropy in the x-y plane resulted from slight, unintentional misalignments in the trapping optics within each system, which are generally present in all OT experiments. The anisotropy in the x-z plane, recorded by system 3, is an inevitable consequence of the defocus aberration, which causes the intensity distribution of a focal spot to extend further in the axial direction than in the lateral direction.



Computational Simulations

Simulations were carried out in Matlab (Matlab 2019b, MathWorks, Natick MA), and based on a modified version of code developed to model in 2D the trajectory of a bead trapped in a harmonic potential [29]. To summarize, the input parameters were temperature (T), bead radius (a), number of time-steps (N), frame rate (f), the optical trap strengths along the semi-major and semi-minor axes of the trap [image: image] and [image: image], and the angle ϕ between the x' axis and the Cartesian x axis, as shown in Figure 1. A thermal velocity distribution is seeded such that it conforms to Maxwell-Boltzmann statistics. The velocity along the x and y axes due to the trap force is calculated iteratively and assumes that the bead will accelerate until it reaches a velocity such that drag force and trapping force will be balanced.


[image: Figure 1]
FIGURE 1. The trajectory obtained from the simulation of a bead confined within a highly asymmetric optical trap, with trap stiffnesses [image: image] = 1 × 10−6 Nm−1 and [image: image] = 1 × 10−8 Nm−1 along the x' and y' axes, respectively (green dotted lines), which are rotated by an angle ϕ relative to the Cartesian x and y axes. The black dashed line is an arbitrary direction r along which the analysis is being carried out and it is orientated at an angle θ from the x axis. The red line represents a rough estimate of wκ, the spread of particle coordinates due to the strength of the trap projected along y, whereas the blue line represents wG which is a rough estimate of the spread of particle coordinates projected along y due to the geometry of the trap.


In order to generate trajectory data akin to that of a particle trapped within a symmetric isotropic trap, we simply set [image: image] = [image: image]. In order to generate trajectories that are not aligned along the principal Cartesian axes, we set ϕ ≠ 0 and define the principal axes of the trap as x' = xcos ϕ + ysin ϕ and y' = ycos ϕ – xsin ϕ and calculate forces accordingly. For symmetric but anisotropic data with two axes of symmetry (e.g., with an ellipsoidal shaped scatter plot), we set [image: image] ≠ [image: image]. To generate traps that have <2 axes of symmetry we split the simulation into four quadrants, and set [image: image] and [image: image] independently in each quadrant, such that the restorative force acting on the bead varies depending on which quadrant of the bead enters.



Analysis

For both simulated and experimental data, we have performed rotational coordinate transformations to resample the bead trajectories multiple times as a function of the rotation angle θ. We have then calculated the normalized mean squared displacement (NMSD) for each of these data sets as a function of the lag-time (τ). From the analysis of the NMSD(τ) it is possible to determine the fluid's microrheological properties. The correct way to do this is the focus of this paper and is discussed hereafter.




RESULTS AND DISCUSSION


Determining a Fluid's Viscosity From an Anisotropic Optical Trap

A means for measuring the suspending fluid viscosity (η) from an MOT measurement is to use Equation 1, which has been obtained by solving a generalized Langevin equation for a confined object undergoing Brownian motion within a symmetric quadratic potential [15]:

[image: image]

where NPAF(τ,r) is the normalized position autocorrelation function of the particle and NMSD(τ,r) is its normalized mean-squared-displacement, both evaluated along a direction r and as a function of the lag-time τ. The decay constant in Equation 1 is defined as follows:

[image: image]

Where a is the bead radius and κr is the trap strength in the direction defined by the vector, r. The trap strength can be calculated by applying the principle of equipartition of energy:

[image: image]

where kB is Boltzmann's constant, T is absolute temperature and <r2> is the variance in the bead position along the vector r. This approach has proved to be a very effective means for extracting the fluid viscosity when analyzing the 2D trajectory of a bead confined within a symmetric trap with a circular cross-section where only r = x or r = y are analyzed [15]. Interestingly, it is not clear in the literature whether this approach will be as effective when dealing with an OT system where the trap strength is anisotropic and the axes of maximum and minimum trap strength are not aligned along the Cartesian system of coordinates x and y; like the case shown in Figure 1. This latter represents an extreme case of an anisotropic trap that would not commonly be used in real MOT experiments, but it is simulated here to highlight any possible shortcomings of the analytical model introduced in this work to characterize asymmetric traps.

From data like those shown in Figure 1, one can calculate the variance of the bead displacement along the coordinate defined by the arbitrary axis r, i.e., <r2>, as plotted using circle symbols in Figure 2A and determine the trap strength via Equation 3 as function of the angle θ, as shown with circle symbols in Figure 2B. In the same diagrams we report two different fits whose derivation will be discussed later in the text. In Figure 2C we plot the relative viscosity (defined as the ratio between the calculated viscosity to that input into the simulation ηrel = η/ηinput) as a function of the angle θ as obtained by means of Equation 1 applied to the NPAF data. Interestingly, it can be seen that the relative viscosity strongly deviates from the value of one as θ is varied. This is inconsistent with the assumptions made in the model used for generating the simulated trajectory, which is based on a Newtonian fluid with a constant, isotropic viscosity. Therefore, these results demonstrate that the widely-used analytical method introduced by Tassieri et al. [15] is not applicable to study trajectories acquired from a highly asymmetric OT.


[image: Figure 2]
FIGURE 2. (A) White circles are values of <r2> obtained directly from simulated data shown in Figure 1, resampled at increments of Δθ = 1°. Alongside are lines representing the values calculated using equation 10 which is derived from the trap geometry (red) and equation 6 which is derived from a vector analysis of the forces acting on the bead (green). (B) the same as (A) but using the <r2> values reported in a) to calculate κ using equation 3. (C) Relative viscosity values obtained by fitting NPAF plots to equation 1. Blue and yellow diamonds are the values of relative viscosity, calculated at 45 and 135° which are the axes along which <r2> is minimized and maximized, respectively.


In order to elucidate such results, we have plotted the particle NMSD as function of the lag-time along different directions for the simulated data, as shown in Figure 3A. From the latter it is apparent that when r is aligned along x' and y', the curves return a single-exponential growth of the form of 1-exp(−λrτ), typical of symmetric traps. However, at intermediate angles, the curves show a multimodal growth. Hence, the erroneous estimation of the relative viscosity of the suspending fluid when using Equations 1–3. This is further corroborated graphically in Figure 3B, where the NPAFs evaluated from the simulated data (symbols) are compared against those calculated via Equation 1 (lines), with κr determined via Equation 3.


[image: Figure 3]
FIGURE 3. (A) Normalized mean squared displacement (NMSD) simulated data plotted at Δθ = 5° intervals from θ-ϕ = 0 o (purple, r = x' axis) to θ−ϕ = 90 o (red, r = y' axis). Traces are colored such that purple traces are aligned along x' and red aligned along y'. (B) Normalized Position Autocorrelation Function (NPAF) simulated data (dots) and fits to equation 1, the mono-exponential expression for NPAF, plotted at Δθ = 1° intervals (lines). (C) the same as in (B) but with fits to the multi-exponential expression for NPAF, Equation 15.


In order to understand why Equations 1 and 2 do not yield results that accurately describe the simulated data, we have considered the total restorative force acting on the trapped bead along a generic direction r:

[image: image]

Which implies,

[image: image]

If Equation 5 is combined with the expression for potential energy in an optical trap, [image: image], one can plot iso-potential lines (i.e., contour lines where the potential energy in the trap is constant) to better understand the shape of the trap. In Figure 4, we report the iso-potential line for E = kBT for the trap shown in Figure 1, along with an isotropic trap having the same mean trap strength.


[image: Figure 4]
FIGURE 4. Iso-potential lines over which [image: image], for a trap of the same form as that shown in Figure 1 (red) and a trap with the same average value of κ but isotropic (black).


From Figure 4, it is possible to see that, while the iso-potential line for the isotropic trap (black) is isotropic, the iso-potential contour for the anisotropic trap is highly anisotropic. From looking at the scatter plot in Figure 1 it may be assumed that the potential is elliptical based on the shape produced by the simulated data points. However, while the scatter plot does not reveal the real density of the distribution of points in proximity of the trap center; the iso-potential lines better illustrates the actual shape of the trap, which is not elliptical, but is actually sharply pointed along the axis where the trap is weakest.

Although κ is difficult to directly observe experimentally, we can use the form of κ given in equation Equations 3 and 5 to obtain an expression of the variance as function of angle and trap stiffnesses:

[image: image]

where κx′ = kBT/<r2>min and κy′ = kBT/<r2>max. Interestingly, as shown by the green lines in Figures 2A,B, it is possible to see that Equation 6 does not reproduce the κ nor <r2> values obtained from the simulation.

To see why this is the case, let us now consider the variance of a particle trajectory by taking the coordinate aligned along an arbitrary direction r, such that:

[image: image]

and thus,
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If expanded, the latter becomes:

[image: image]

It can be demonstrated both theoretically and experimentally that the third term on the right side of Equation 9 is negligible for most real experimental cases, and certainly null in the case of optically trapped beads suspended in a Newtonian fluid, whose dynamics are explored at time and length scales longer than nanoseconds and nanometers, respectively. Therefore, Equation 9 can be simplified as follows:

[image: image]

When Equation 10 is compared to the simulated data as shown in Figure 2A (red curve), the agreement is apparent. Notably, the κ values calculated using <r2> obtained by means of Equation 10 (red curve) instead of Equation 6 (green curve) are also in agreement with the data as shown in Figure 2B.

This demonstrates the crux of the problem; in MOT experiments it is difficult to directly evaluate the forces experienced by the bead and often researchers rely on the variance <r2> to act as a proxy measurement that can be fed into Equation 3 to determine κ. However, when a highly anisotropic trap is aligned such that sampling isn't along its semi-major or semi-minor axes (x' and y'), the <r2> values of the bead trajectory are greatly enlarged due to the geometry of the trap. Visually, this is probably best understood by looking at Figure 1, where the spread of data points due to the restorative force of the trap along y (wκ) is shown with a red arrow alongside the spread of data points due to the geometry of the trap along y shown by the blue arrow (wG). It follows that the variance measured along y [< r(θ = 90)2 >] will be approximately proportional to wG, whereas wκ will be approximately proportional to the value predicted by Equation 6. It is apparent that these will give significantly different values of <r2>.

By carefully considering the geometry of the optical trap, it is possible to still accurately describe the normalized position autocorrelation function. Let us consider the expression of the particle NPAF for an arbitrary direction r:

[image: image]

The numerator can be expanded as follows:
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Thus,
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where ax′ is the particle position autocorrelation function not normalized by the variance, such that

[image: image]

and cx′y′ is the cross-correlation function between the particle coordinates x' and y'. The denominator in Equation 11 can then be expressed by means of Equation 10; which gives,

[image: image]

We can obtain decay constant [image: image] and [image: image] by fitting Equation 1 along the axes where <r2> are minimized or maximized, then re-express Equation 14 as follows,

[image: image]

In Figure 3C are the NPAF values obtained using Equation 15 alongside the data obtained from simulations. It is apparent that Equation 15 describes the data very well-compared to the fit performed via Equation 3, as shown in Figure 3B.

At this point it is important to remember that numerous microrheology studies in literature have yielded excellent and accurate microrheological information without doing a full analysis of trap geometry even though, as discussed in the introduction, in real experiments it would be unusual for an optical potential to be perfectly isotropic due to slight optical aberrations. This suggests the existence of a degree of trap anisotropy below which measurements are unaffected. Therefore, it would be of interest to a broad audience of biophysicists and microrheologists to understand what level of anisotropy in an optical trap will result in an erroneous measurement of the fluid viscosity and thus require improvements in the beam shape or alignment, or the implementation of AO approaches we discussed earlier. In order to address this query, in Figure 5 we report the percentage anisotropy in the measured viscosity, ηanisotropy, as a function of percentage anisotropy in κ, κanisotropy, obtained using three different experimental OT systems. These measurements were carried out using a range of different values of [image: image], bead radius, a, number of time steps, N, and acquisition rate, f. As these data are somewhat sparse in themselves, simulations were also carried out with the input values derived from each of the experimental studies. The simulation outputs are also shown in the same figure using lines of the same color as the corresponding experimental data. For each simulated data set, these parameters remain constant while the input value of [image: image] is varied. From Figure 5 it is possible to observe that for κanisotropy values lower than ~30%, the precise value of ηanisotropy differs for each of the different sets of simulations, but for all three sets ηanisotropy appears to be independent of κanisotropy in this <30% region. Therefore, Equation 1 is still a valid approach for microrheology purposes. This is not the case for anisotropy values higher than ~30%, where ηanisotropy increases proportionally to κanisotropy, and at which point the experimentalist may wish to improve the alignment of their system. Notably, the experimental data (solid symbols) in Figure 5 are in good agreement with those from simulations, especially for the data obtained from systems two and three. Interestingly, the experimental data obtained from system 1 appear to be offset compared to the simulations. We must admit that it is unclear to us what is the precise cause of this off-set; however, the behavior of the data is still consistent with a model where κanisotropy only has a strong effect on ηanisotropy at values above ~30%, as suggested by the simulations.


[image: Figure 5]
FIGURE 5. Anisotropy in η as a function of anisotropy in κ from experiments (filled symbols) and simulations (lines). Simulations were carried out to match the frame rate, temperature, bead size, and run length of the data from System 1 (experimental results red circles, simulations red dashed line), System 2 (experimental results blue triangles, simulations blue dotted line), and System 3 (experimental results black squares, simulations black solid line). Black dashed line is a rough judge of the level below which anisotropy in κ will have a discernible effect on the anisotropy in η.


Although we have identified a threshold level of anisotropy in κ below which microrheology measurements could be safely performed without performing a full rotational analysis of the trap, it is worth bearing in mind that sometimes levels of anisotropy above 30% are unavoidable. This is indeed the case when measurements are performed with OT in 3D where optical traps are highly anisotropic, due to the stretching of the intensity distribution of the laser along the axial or “z” dimension. Therefore, for 3D microrheology measurements, one would inevitably need to perform a full rotational analysis if the direction of trap beam propagation slightly deviates from the axis of z-tracking. Furthermore, the use of a highly anisotropic trap has the added advantage of exploring a wider range of low frequencies, as can be deduced from Figure 3A where the plateau region of the NMSD is achieved at longer times for the axis showing the weaker trap stiffness (y'). We could therefore speculate that this opens the door to the possibility of deliberately introducing anisotropy into the x-y plane to gain additional information on the viscoelastic properties of the surrounding medium. For scatter plots that have 2 axes of symmetry (such as the one shown Figure 1) the solution is straightforward. One could rotate the data by 180 degrees, sampling at regular increments of the angle θ, and find the axes for which <r2> is maximized and minimized. As shown in Figures 2B,C, at the angles where <r2> is maximized and minimized (i.e., 45 and 135° in this case), Equation 6 and Equation 10 return the same result because the NMSD curve is a single-exponential growth to a limit of the form 1- e−λτ, as shown in Figure 3C). The resulting ηrel values are marked as blue and yellow dots on Figure 2C), giving 95.3 and 94.5% of the expected value, respectively.



Optical Traps With One or Zero Axes of Symmetry

In this section, we focus our attention to optical traps which feature only 1 or 0 axes of symmetry. In practice, experimentalists should be able to avoid performing measurements where the trap shows such a degree of anisotropy. However, it is still of interest to understand these as they are the most general case from a phenomenological perspective. In this instance, we have used simulated data to explore the anisotropy, as this allowed us to control the degree of asymmetry of the trap in a systematic manner. However, in real experiments, scatter plots with a similar shape could be generated by (i) deliberately or otherwise introducing optical aberrations to the trap beam, (ii) passing the beam through a highly inhomogeneous media, or (iii) spatially filtering the trap beam. Simulated scatter plots from optical traps with a single axis of symmetry along the x-axis are shown in Figures 6A,B. In Figures 6D,E we plot <r2> and ηrel as a function of θ for these traps.


[image: Figure 6]
FIGURE 6. (A–C) Scatter plots for optical traps with 1 (A,B) or 0 (C) axes of symmetry. (D–F) plots of <r2> and ηrel as a function of θ for the plots shown in (A–C).


From Figure 6, we can see that both the scatter plots in (A) and (B) have an axis of symmetry running along the x axis, but are asymmetric in the y-axis. In both the cases, the ηrel curves are smooth and continuous, with a slight discontinuity in Figure 6E) around ~135°, most likely due to a slight quirk of the scatter plot distribution. Interestingly, we observe that ηrel is ~1 when <r2> is at its maximum, but not when <r2> is at its minimum, where ηrel is over-estimated by up to ~25%. We explore this approach further in Figures 6C,F, where we report the outcomes obtained from a trap with no axis of symmetry. We see that when measurements are performed along the direction where <r2> is maximized, ηrel is close to 1, and interestingly the same result is achieved also at the angle where <r2> is minimized. These results suggest that even by using an optical trap with significant aberrations, accurate microrheology would be achievable when a full rotational analysis is carried out and the axis of maximum <r2> is identified.




CONCLUSION

In this work, we have demonstrated that highly anisotropic optical traps may return spurious microrheology results if the shape of the trap is not considered carefully. Nonetheless, when performing a detailed analysis of the bead variance in all the possible directions of motion of the trapped particle, it is possible to successfully extract fluids' viscosity. In particular, we have demonstrated that, as long as the difference in optical trap strength between strongest and weakest axis remains lower than ~30% of the weakest trap strength, the conventional analytical approaches would still return an accurate measurement of the fluid viscosity with the stochastic nature of the measurement dictating the accuracy. This is not true anymore when the threshold is exceeded. For this case, we have provided a novel analytical model that allows an accurate measurement of the fluids' rheological properties over a wider range of accessible frequencies than symmetric optical traps.
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Astrocytes are known to respond to various perturbations with oscillations of calcium, including to cellular injury. Less is known about astrocytes’ ability to detect DNA/nuclear damage. This study looks at changes in calcium signaling in response to laser-induced nuclear damage using a NIR Ti:Sapphire laser. Primary astrocytes derived from genetically engineered mice expressing G6Campf genetically encoded calcium indicator were imaged in response to laser induced injury. Combining laser nanosurgery with calcium imaging of primary astrocytes allow for spatial and temporal observation of the astrocyte network in response to nuclear damage. Nuclear damage resulted in a significant increase in calcium peak frequency, in nuclear damaged cells and astrocytes directly attached to it. The increase in calcium event frequency observed in response to damage and the transfer to neighboring cells was not observed in cytoplasm damaged cells. Targeted astrocytes and attached neighboring cells treated with Poly (ADP-ribose) polymerase inhibitor have a significantly lower peak frequency following laser damage to the nucleus. These results indicate the increase in calcium peak frequency following nuclear damage is poly (ADP-ribose) polymerase dependent.
Keywords: astrocyte, DNA damage, nuclear damage, calcium, laser nanosurgery, laser irradiation, poly ADP ribose polymerase
INTRODUCTION
A major function of astrocytes is to maintain homeostasis; they can sense changes within the surrounding environment and scale their response based on the severity of the sensed insult. Astrocytes respond to axon injury, cell death, and many other forms of brain injury through a process of reactive astrogliosis [1]. In previous studies we have utilized laser irradiation to mimic mild CNS damage and followed the response of astrocytes where laser ablation resulted in cell death of a targeted astrocyte within a network of cells [2, 3].
Earlier reports on astrocytes that focus on induced DNA damage have been caused by ionizing radiation or cytotoxic drugs, where the severity of DNA damage were primarily monitored by comet assays, a gel electrophoresis technique [4–11]. The extent of astrocytes’ ability to respond to DNA damage is largely unknown. One study by Schneider et al. suggests that astrocytes exposed to ionizing radiation lack functional DDR signaling due to the repression of ATM transcription [12]. There is a much better understanding of the DNA damage response (DDR) in other cell types, including observations of non-irradiated cells mimicking the response of laser-irradiated cells. Previous studies have described this phenomenon known as radiation-induced bystander effects (RIBE), where non-irradiated cells behave similarly targeted cells [13]. Our goal in this study is to better understand the ability of astrocytes to respond to induced DNA damage both in laser-damaged cells and non-irradiated cells within the astrocyte network.
Calcium Signaling in Astrocytes
One known mechanism astrocytes use to signal and respond to perturbations of the CNS is through calcium oscillation. Previous studies demonstrate that astrocytes are able to transmit a response to non-stimulated neighboring cells with calcium elevation passing as intercellular calcium waves [14–17]. These waves of calcium are transmitted through cellular networks by direct transmission through gap junctions [17–19] and indirectly through extracellular ligand/gliotransmitter binding of membrane receptors on neighboring cells [20].
Cytosolic calcium concentrations oscillate within cells and are a means of intercellular communication, and span to the molecular level with the binding and activation of proteins in many signaling pathways. Information is held within frequency and amplitude of calcium oscillation [21–23]. Calcium oscillations are complex both temporally and spatially, waves travel through cells, and signal fluctuations within subcellular and intercellular regions [23]. Further complexity derives from calcium crosstalk with other signaling pathways.
The progressive generation of calcium imaging tools has resulted in improvement over conventional indicators like Fluo4 or Fura-2 that nonspecifically label all cells [24, 25]. Recently, Dong, Othy et al. have taken advantage of calcium sensors like calmodulin to generate genetically encoded calcium indicator Salsa6F. Salsa6F genetically engineered mice express a ratiometric protein with calcium sensitive green GCamp6F, and calcium insensitive tdTomato [26].
Parp–Calcium Relationship
In response to single and double strand DNA breaks, poly ADP-ribose polymerase (PARP) activation or hyperactivation causes ADP-ribosylation of DNA repair proteins at the site of damage [27]. This results in poly (ADP-ribose) (PAR) polymer modifications. Bentle et al. describe calcium and PARP as critical regulators in response to ROS-induced DNA damage, resulting in changes to metabolism and the DNA repair processes. Additionally, in vivo induced DNA damage demonstrates that PAR can concentrate calcium ions and extracellular matrix calcification. Muller et al. directly linked DNA damage with calcium signaling and redistribution [28].
Here we quantified the calcium response of the astrocyte network to laser-induced nuclear damage and investigated the relationship of PARP and calcium in response to nuclear damage. In vitro astrocyte model is known for the transmission of calcium elevation in response to cellular injury to network cells [2, 18]. We found that nuclear damage specifically alters the whole cell calcium dynamics not only in the damaged cell, but also in the attached neighboring cells in a PARP-dependent manner. Our results reveal that Ca2+ mediates inter-cellular transmission of PARP signaling, which is dependent on the position of the cell within the network relative to the nuclear damaged cell.
METHODS
Primary Astrocyte Cultures
Cortical astrocytes were dissected from mice expressing GFAP-Cre Salsa6f, described in detail by Dong et al [26]. Salsa6F utilizes GCaMP6f genetically encoded ultrafast highly sensitive cytoplasmic calcium indicator [29]. Dissected primary astrocytes were plated onto gelatin coated 35 mm glass bottomed imaging dishes as previously described in Wakida et al. [30]. Cells were stored at 37°C at 5% CO2 prior and during imaging.
This study was carried out in accordance with the principles of the Basel Declaration and recommendations of the University of California, Irvine Institutional Animal Care and Use Committee. The protocol was approved by the University of California, Irvine Institutional Animal Care and Use Committee.
Microscopy
A Zeiss Axiovert 200M Microscope with a 40 × 1.3 NA phase contrast objective and a Hamamatsu Camera Orca-R2 CCD will be used to take time-lapse, phase contrast, and fluorescence images at 2 s imaging intervals. Fluorescence images of GCaMP6f signal were acquired utilizing an Exfo XCite light source combined with a green HQ 525–50 fluorescence filter set (Chroma). Cells were incubated in an Ibidi stage incubation system maintaining cultures at 37°C, 5% CO2, and 70% humidity during imaging. Pre images were acquired approximately 5 s prior to laser irradiation; The post image acquired immediately following laser irradiation was approximately 5 s following laser shutter closure.
Laser Nanosurgery
The Coherent Mira 900 Ti:Sapphire laser emitting 800 nm pulses of 200 fs pulse width at an emission rate of 76 MHz was used to precisely damage cells at desired regions of interest (ROI). A Zeiss 40 × 1.3 NA phase contrast objective was used, resulting in a damage region spanning approximate 0.8 um. Robolase, a custom coded computer software run in LabVIEW software, was used to control both laser and microscope components. Laser power and exposure time was controlled using a Uniblitz shutter controller and Glan Thompson polarizer fixed in a rotary mount, controlled by an ESP 300 motion controller. The Uniblitz shutter was opened allowing laser exposure to the targeted region for a 10 pulse at an average intensity of 3.4 × 108 W/cm2. A schematic diagram of the experimental setup is displayed in Supplementary Figure S1. Further details of this setup were previously published [2, 30].
PAR Immunofluorescence Staining
Primary astrocytes plated on gridded coverslip in 35 mm imaging dish coated with polylysine were targeted within the nucleus with previously discussed laser settings. Cells were fixed with 4% paraformaldehyde within 30 min of laser damage. Cells were then placed in 3% TritonX in PBS blocking buffer with 5% BSA. Astrocytes were stained with anti-PAR polyclonal antibody (rabbit, 4336-BPC-100, Trevigen) and 4′,6-diamidino-2-phenylindole (DAPI) 300 nM DAPI stain solution (Thermo Fisher). Following staining, targeted cells were imaged for PAR (450 nm excitation, 510 nm emission) and DAPI signal (358 nm excitation, 463 nm emission).
Image Analysis
ImageJ was the primary software used for image analysis [31]. ImageJ was utilized to define a region of interest within individual cells to generate calcium fluorescence pixel intensity plots from acquired time-lapse images (see Figure 1). In ImageJ, the Z project function was used to obtain the average intensity for the stack of images for each field of view. Image calculator in ImageJ was then used to subtract the average intensity from individual images within the image stack. Resulting images are presented as “change” and pseudocolored with look up table “fire.”
[image: Figure 1]FIGURE 1 | Calcium signal was observed for 200 s before the laser was exposed at the region delineated by the white ROI in frame 2, and 800 s following laser damage. We observe an increase in the frequency of calcium transience beginning approximately 150 s following laser damage. This can be observed in both the pseudo colored images in (A) and the calcium signal intensity plot in (B). The scale for LUT fire is with the brightest pixels corresponding to white, and the darkest pixels corresponding to black. Calcium transience correlates with an increases to white/yellow can be observed in the third, fifth, and seventh image. CaSiAn software was used to analyze calcium peaks, displayed as individual dots on graph (C). Red dots correspond to peaks defined before laser damage, blue dots correspond to peaks after laser damage.
Change in Fluorescence Intensity
Changes in GCamp6f signal fluorescence intensity was quantified as a change in fluorescence value dF/F. This was calculated by subtracting the average pixel intensity pre fluorescence value from the post fluorescence value divided by the prefluorescence value. Details on dF/F quantification utilizing these methods were previously published [2].
Calcium Peak Frequency Analysis
CaSiAn is an open source software used to analyze and quantify the calcium signals. Fluorescence intensity data was used to analyze individual cell’s based on two separate time intervals: “pre” and “post” intervals. The pre interval defines the section of time that occurs before the laser cut; The post interval occurs after the laser cut. The peak threshold and spike width were both set to 5% of the max amplitude and spike amplitude respectively to detect calcium peaks. CaSiAn generates plots that illustrate the identified calcium peaks in each interval (Figure 1C) [32]. Peak frequency was calculated by dividing the quantified number of peaks in a given interval divided by the duration in minutes for pre and post time intervals of each cell.
Data Compilation and Statistical Analysis
Data compilation and statistical analysis was accomplished utilizing GraphPad Prism eight software. Frequency and amplitude (dF/F) data sets for control and DNA damaged cells did not pass normality tests with values α > 0.05 (Anderson-Darling and Shapiro-Wilk normality tests). Based on the results of the normality tests, statistical significance was determined by a p-value below 0.05 using Mann-Whitney nonparametric unpaired t test. Violin plots showing the variation in cellular response were generated with the Prism software.
RESULTS
Cytosolic Calcium Response to Laser-Induced Subcellular Damage
Here we use an in vitro astrocyte model expressing a genetically encoded calcium sensor to monitor the kinetics of calcium signaling in response to laser damage. To determine how the position of subcellular injury within the cell affects calcium signaling, the laser was targeted to a submicron region either in the nucleus or in the cytoplasm, of individual astrocytes within an in vitro network demarcated by a yellow ROI (Figures 1A–3–3). GCaMP6f signal was acquired before laser irradiation for 200°s, and for 800°s following irradiation, with the laser fired at time 0 (Figure 1). The femtosecond laser conditions used in the study results in PAR accumulation at damage site in the nucleus (see Supplementary Figure S2), indicative of complex DNA damage leading to efficient PARP activation (see methods for specific laser irradiation parameter information) [33–35].
We observed an increase in calcium transients following laser irradiation targeted at a central position in the nucleus (Figure 1A yellow ROI). GCaMP6f signal is displayed in the top row of Figure 1A. Supplementary Movie S1 demonstrates the dramatic fluctuations of calcium observed in response to nuclear damage of the astrocyte network portrayed in Figure 1A. A small number of spontaneous calcium events are observed prior to laser damage, which is commonly known to occur in astrocytes. We observe an increase in the number of calcium transience following laser damage. To highlight fluctuations in calcium fluorescence, row two labeled as “change” displays changes in calcium signal from the average intensity (see methods for full description). Row three displays “change” images pseudocolored with look up table “fire” where dark pixels correspond to the lowest fluorescence intensity (black, blue) and light pixels (white/yellow) correspond to high fluorescence intensity. Supplementary Movie S2 is a time-lapse movie of the pseudocolored images displayed in row three that dramatically highlights the changes in calcium signal over time. Row four of Figure 1A is a magnified inset of the targeted nucleus, highlighting the changes in calcium fluorescence in the region immediately surrounding the induced nuclear damage (region of row four corresponds to yellow rectangle in first image of row 3). A plot of average pixel intensity from the entire targeted cell (presented in Figure 1A) is displayed in Figure 1B. Dotted lines delineate the position in time each image corresponds to along the plotted pixel intensity. Figure 1C displays the peaks detected from the intensity plot in Figure 1B using CaSiAn software.
To better understand how calcium propagates intracellularly and intercellular pathways between astrocytes, we have plotted calcium fluorescence intensity from multiple regions within a contiguous astrocyte network. Figures 2A,B displays intensity plots for multiple subcellular regions of the targeted cell. Regions were picked adjacent to the nucleus (perinuclear/PN) and in distal regions near the cell periphery (distal/D). We observe a trend of perinuclear regions displaying larger variations in intensity when compared to corresponding distal regions within the same cell. We additionally observe that individual peaks vary greatly between subcellular positions. When comparing subcellular positions (rectangles in Figure 2) to signal acquired from the whole cell (outline of cell corresponding to fluorescence in Figure 2), we find that the whole cell signal includes a majority of peaks from subcellular traces at lower amplitudes. All future analysis discussed is based on calcium signal from the entire cell. Using signal from the whole cell, we compare the signal from the damaged cell to signal to neighboring cells within the astrocyte network. We observe variation in signal between all cells, in both the intensity plots and time lapse movies (Supplementary Movies 3 and 4).
[image: Figure 2]FIGURE 2 | Intracellular and intercellular variation in calcium intensity plots. (A,B) Intensity plots from multiple locations in the same cell are displayed for 200 s prior to laser damage (time 0) and 800 s following time 0. Perinuclear (PN) positions demonstrate peaks with higher amplitudes and variation. Distal (D) positions demonstrate peaks with smaller amplitude changes. Whole cell traces include a major peaks observed in subcellular positions. (C,D) Intensity plot comparisons for contiguous astrocytes within the network demonstrate a large variation in position of peaks over time. Peaks are observed to vary both between subcellular positions and throughout the network.
To determine if the subcellular position damaged by the laser can affect calcium signaling, we compare laser damage to nuclear and cytoplasm regions to controls. Control irradiation diagramed in Figure 3A corresponds to the laser being exposed to an extracellular region devoid of cells. Figures 3B,C diagram the position of irradiation for nuclear damage and cytoplasm damage in cells, respectively. Calcium signals can vary greatly between astrocytes, thus we display calcium intensity plots from four representative cells, displayed in the second column of Figure 3. Intensity profiles are displayed for three categories of irradiation: control, nuclear targeted, and cytoplasm targeted. Random calcium transients are depicted as spikes in the calcium intensity plots prior to laser irradiation. There is an increased number of calcium peaks observed after time 0 in nuclear damaged cells, not present in control or cytoplasm damage categories.
[image: Figure 3]FIGURE 3 | Calcium signaling of astrocytes responding to laser injury. Three types of injury induced (A). Control, (B). Nuclear Damage, (C). Cytoplasm Damage. Calcium signal traces from four representative astrocytes from each damage type. All three categories display a small increase in amplitude at time 0, time of laser exposure. (D). Analysis of calcium intensity plots by changes in amplitude and frequency before vs. after laser damage. The amplitude violin plot displays the change in amplitude before vs. after laser damage as dF/F values for individual cells with induced nuclear damage. No statistical difference was observed between the three categories. Violin plot displaying the variation in frequency observed for individual cells before vs. after laser damage. Nuclear damage resulted in a significant increase in peak frequency following laser damage (p = 0.0006), compared to control laser damage, depicted by the asterisks (** defined as p < 0.01). When compared to control, the change in peak frequency did not increase significantly following cytoplasm damage.
To quantitatively compare characteristics from the observed changes in calcium signaling from laser damage, we analyzed the intensity plots for amplitude of the peak at time 0 and frequency of peaks change. Amplitude changes of individual cells are depicted as a dF/F value. This value compares the intensity of calcium signal before laser exposure subtracted from the intensity after laser exposure, then divided by the intensity before laser exposure. Peak frequency data is calculated for individual cells by dividing peaks per minute observed after laser exposure by peaks per minute observed before laser exposure.
Laser exposure results in an immediate calcium transient across all three categories, peak at time 0 corresponding to a majority of dF/F values greater than 0. The average dF/F for control cells 0.18 (n = 29); The average dF/F for nuclear damaged cells is 0.2 (n = 29); The average dF/F for cytoplasm damaged cells 0.17 (n = 19). Because the amplitude and number of spikes vary between astrocytes, we use a violin plot to display the distribution of observed signals. The violin plots for amplitude display a similar median, with the widest region surrounding the median (region with highest probability of observations). The variation of dF/F was not significant when comparing control astrocytes to nuclear damaged (p = 0.62) and cytoplasm damaged (p = 0.29) cells.
To assess if the increase in calcium events was significant, we compared the number of peaks derived by CaSiAn software (Figure 1C) divided by the minutes of observation time for two periods: pre laser exposure and post laser exposure. For nuclear damaged cells, we observed average peak frequency of 26.5 mHz in the period prior to irradiation, and an increase in average peak frequency of 43 mHz following nuclear damage. Because there is variation in calcium activity throughout the population of astrocytes observed, we divided the post irradiation frequency by the pre irradiation frequency for individual cells. The average change in peak frequency for control astrocytes is 0.8204 (n = 28), 1.46 for nuclear damaged cells (n = 33), and 1.12 for cytoplasm damaged cells (n = 17). The violin plot in Figure 3C displays the distribution of the observed changes in peak frequency, with a marked increase in nuclear damaged cells in control and cytoplasm damaged. Nuclear damaged cells displayed a significant increase in peak frequency compared to control (p = 0.0006) and cytoplasm damaged cells (p = 0.026). There was no significant increase in peak frequency for cytoplasm damaged cells when compared to control cells (p = 0.39), thus the increase in frequency was specifically observed in nuclear damaged cells. Astrocytes signal nuclear damage via the rate of cytoplasmic calcium transient events, but not in amplitude of the peak.
Calcium Signaling Through Astrocyte Network
We next investigated whether the increase in calcium transient events are limited to the targeted cell, or if the changes in calcium signaling propagates to surrounding cells that form the astrocyte network. Cells within a given network are classified based on their physical location relative to the damaged cell, as diagrammed in Figure 4A. We categorized the astrocytes within observed networks into three groups: damaged, attached, and networked. Any cell that directly shares membranous junctions with the damaged cell is classified as an attached cell. Any cell that is directly sharing membranous junctions with an attached cell but not directly in contact with the damaged cell is classified as a networked cell. Intensity plots of four representative cells are displayed for each category for nuclear damage in Figure 4B and for cytoplasm damage in Figure 4C. We observed an increase in peak frequency in nuclear damaged astrocytes with an average change in peak frequency of 1.46 (n = 33). In astrocytes attached to nuclear damaged cells, the average change in peak frequency was 1.26 (n = 45). In control cells, the average change in peak frequency was 0.8204 (n = 28). Networked nuclear damaged cells also displayed an increase peak frequency 1.44 (n = 27). Attached cells displayed a significant increase with p = 0.0043, networked cells with p = 0.06 just short of a significant increase. However, the trend of increased peak frequency in nuclear damaged, attached, and networked cells demonstrate that the increased calcium signaling propagates throughout the astrocyte network and is not limited to the nuclear damaged cell (Figure 4D).
[image: Figure 4]FIGURE 4 | Calcium signal transfer through the astrocyte network in response to nuclear damage. (A) Schematic diagram of three categories of cells analyzed within the astrocyte network: nuclear damage, attached, and networked. Attached cells share a physical plasma membrane connection with the nuclear damaged (or cytoplasm) cell. Networked cells are indirectly attached to the nuclear damaged cell, but directly share a membranous connection with attached cells. (B) Representative calcium intensity plots of four cells for each category in response to nuclear damage. (C) Representative calcium intensity plots of four cells for each category in response to cytoplasm damage. (D) Violin plots of changes in peak frequency is plotted where peak frequency for each cell is quantified as a ratio of peak frequency after laser damage divided by peak frequency before laser damage. A significant increase in peak frequency is observed in response to nuclear damage for both the targeted and the attached cells (depicted by asterisk, * defined as p < 0.05). No significant changes were observed in astrocytes in response to cytoplasm damage.
For confirmation that the increased peak frequency observed in the astrocyte network in response to nuclear damage is specific to nuclear damage, we compare the peak frequency of cytoplasm damaged, attached and networked cells. Average values for change in peak frequency were similar to cytoplasm damaged cells at 1.17 (n = 17), with attached-cytoplasm damaged cells at 1.06 (n = 28) and networked-cytoplasm damaged cells 0.94 (n = 23). We observed no significant differences between cytoplasm damaged, attached to cytoplasm damaged, or networked to cytoplasm damage, thus suggesting that nuclear damage and not cytoplasm damage information is passed through the astrocyte network via the frequency of calcium peaks.
Parp-Dependent Calcium Signaling of Nuclear Damage
To understand the signalling mechanism behind the increase in calcium peaks in response to nuclear damage, we examined the role of PARP in this process. Figure 5 compares the calcium response throughout the astrocyte network with and without PARP inhibitor. Treatment with PARP inhibitor (PARPi) decreases peak frequency in nuclear damage and attached cells following laser damage. The change in average peak frequency of nuclear damaged astrocytes treated with PARPi dropped to 0.89 (n = 11) from 1.46 without PARPi (n = 33). Similarly attached astrocytes treated with PARPi had a lower change in peak frequency of 0.53 (n = 22) when compared to 1.25 (n = 56) observed in attached astrocytes not treated with PARPi. These observed decreases in peak frequencies were significant with p = 0.025 for nuclear damaged astrocytes and p = 0.009 for attached astrocytes. PARP dependent changes in peak frequency was observed networked cells, where PARPi treated networked cells displayed an average change in peak frequency of 1.27 (n = 11) vs. 1.41 (n = 27) for untreated networked cells (p = 0.39). The results suggest that nuclear damage and the consequent passage of information to adjacent attached astrocytes via calcium peaks is a PARP-dependent processes.
[image: Figure 5]FIGURE 5 | Parp control of calcium signaling of nuclear damage through astrocyte network. (A) Calcium signal traces of the astrocyte network with induced nuclear damage without Parp inhibitor showing an increase in calcium peaks following nuclear damage at time 0. (B) Calcium signal traces of the astrocyte network in the presence of Parp inhibitor (+Parpi). (C) A significantly lower change in calcium peak frequency was observed in the presence Parp inhibitor when comparing nuclear damaged cells (p = 0.025). This was not observed in networked cells, where the presence of Parp inhibitor had no effect on the change in peak frequency in response to nuclear damage.
DISCUSSION
We describe the first example of intercellular signaling in response to nuclear damage within astrocyte networks. By pairing laser nanosurgery with in vitro astrocytes expressing a genetically encoded calcium indicator, real-time tracking of calcium dynamins in response to DNA damage is achieved. Previous studies on astrocytes used either ionizing radiation or cytotoxic drugs for DNA damage induction [4–11]. By using laser nanosurgery, temporal control at a millisecond time scale allows observation and comparison of individual cells before and after damage. Previous studies utilizing lasers to stimulate or irradiate astrocytes have not specifically targeted a subcellular region within astrocytes [36–39]. This study provides the first comparison of nuclear damage to cytoplasm damage, and additionally is the first to quantify frequency changes in calcium in response to laser induced astrocyte damage.
Calcium Response to Laser-Induced Subcellular Damage
Astrocytes are known for displaying calcium transients with variable peak frequencies in response to extracellular triggers such as glutamate [14, 16, 17, 19, 40, 41]. In this study we observe an average peak frequency of 26.5 mHz in resting astrocytes, and an increase in average peak frequency to 43 mHz following nuclear damage. This significant increase in calcium peak frequency was specific to nuclear damage and not observed in cytoplasm damaged cells or non-irradiated control cells. The modulation of frequency is a known mechanism of calcium signaling [42]. Future studies can further elucidate how downstream calcium sensitive processes are affected by nuclear (DNA) damage. One potential change is in gene expression or transcription [43] of DNA damage response proteins that could result in minimizing apoptosis and/or the spread of nuclear damage within nervous tissue.
Calcium Signaling Through Astrocyte Network
One of the resulting benefits of specific spatial control of laser damage is the ability to observe both targeted and non-targeted cells in response to laser damage. Previous studies utilizing lasers to stimulate or irradiate astrocytes have not specifically targeted a subcellular region within astrocytes [36–39]. This study provides the first comparison of nuclear damage to cytoplasm damage, and additionally is the first to quantify frequency changes in calcium in response to laser induced astrocyte damage. The intercellular calcium signalling is similar to calcium waves observed during wound healing response [44]. Calcium likely spreads intercellularly through gap junctions, which are likely due to the generation of IP3 and subsequent release of calcium from ER stores [45, 46].
In a previous study, we demonstrated that detection of the death of a single cell propagates through the astrocyte network by means of a large amplitude change in calcium transience immediately following laser-induced photolysis [2]. By precisely controlling laser exposure, we can induce varying levels of cellular damage. We demonstrate two different mechanisms of calcium signaling: 1) amplitude changes in response to cell death and 2) changes in transient calcium peak frequency in response to nuclear damage. Quantification and analysis of calcium signal demonstrates how calcium can be both a universal and complex tool in signaling varying levels of cellular damage.
Damage induced by laser microirradiation is limited to a submicron region, serving as an optimal tool to assess the effect of damage on untargeted cells. Previous studies discuss a bystander effect observed in response to DNA damage induced by ionizing radiation, where unirradiated, neighboring cells respond similarly to targeted cells [47–51]. The use of laser microirradiation in the study of neighboring unirradiated cells would be an improved tool in assessing the potential RIBE in response to complex DNA damage due to the ability to precisely control the position of damage. With calcium as a universal secondary messenger, it differs from the bystander effect by not leading to a deleterious response of surrounding cells, but potentially serving as a warning for neighboring cells of nuclear injury or potentially as a signal to coordinate adjacent cell response to nuclear damage. This is the first example of signal transmission through an astrocyte network potentially for a concerted response to nuclear injury.
Parp Dependent Calcium Signaling of Nuclear Damage
With the known relationship of PARP and calcium to respond to ROS-induced DNA damage [27, 52], we observed a significant drop in peak frequency following nuclear damage to astrocytes in the presence of PARPi. The drop in peak frequency was also observed in cells attached to nuclear damaged astrocytes, which demonstrates PARP’s functional role in signalling nuclear damage in both the targeted cell and in the propagation of this change to surrounding attached cells.
The results presented here provide the first visualization of PARP-dependent calcium dynamics in response to DNA damage, as well as the propagation of signal to adjacent astrocytes. Propagation of signal was not observed in response to cytoplasm damaged astrocytes, potentially due to Parp1 only being activated in nuclear damaged cells. Future studies will focus on the mechanism that allows for calcium propagation through the astrocyte network, and extend the use of pharmacological blockers to inhibit intercellular propagation in response to nuclear damage. We provide evidence of astrocytes’ ability to modify the frequency of calcium dynamics as a detection mechanism of nuclear damage that can quickly spread to adjacent cells within the astrocyte network.
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In normal anaphase cells, telomeres of each separating chromosome pair are connected to each other by tethers. Tethers are elastic at the start of anaphase: arm fragments cut from anaphase chromosomes in early anaphase move across the equator to the oppositely-moving chromosome, telomere moving toward telomere. Tethers become inelastic later in anaphase as the tethers become longer: arm fragments no longer move to their partners. When early anaphase cells are treated with Calyculin A (CalA), an inhibitor of protein phosphatases 1 (PP1) and 2A (PP2A), at the end of anaphase chromosomes move backward from the poles, with telomeres moving toward partner telomeres. Experiments described herein show that in cells treated with CalA, backwards movements are stopped in a variety of ways, by cutting the tethers of backwards moving chromosomes, by severing arms of backwards moving chromosomes, by severing arms before the chromosomes reach the poles, and by cutting the telomere toward which a chromosome is moving backwards. Measurements of arm-fragment velocities show that CalA prevents tethers from becoming inelastic as they lengthen. Since treatment with CalA causes tethers to remain elastic throughout anaphase and since inhibitors of PP2A do not cause the backwards movements, PP1 activity during anaphase causes the tethers to become inelastic.

Keywords: mitotic tethers, calyculin A, PP1, crane fly spermatocytes, anaphase movements, laser irradiations


INTRODUCTION

Tethers are elastic connections between telomeres of separating anaphase chromosomes. They produce tension between the separating chromosome arms, stretching them by ~10% (Forer et al., 2017). Though tethers have not been identified in images of living cells, their presence was identified operationally: when an arm of an anaphase chromosome is severed, the resulting arm fragment moves rapidly across the spindle equator, led by the telomere, until it reaches the partner telomere. Tethers were originally described (operationally) in crane-fly spermatocytes (and named as such) by LaFountain et al. (2002). Their presence has also been determined in other animal cells (Forer et al., 2017). From the range of cells in which tethers are present, tethers seem to be universal force-producing components of mitotic and meiotic spindles in animal cells. In fixed and stained cells, non-DNA connections between the telomeres of separating anaphase chromosomes have been described/illustrated in large numbers of animal cell types (Paliulis and Forer, 2018), presumably representing tethers. Tethers are probably present in plant cell spindles, too, since stained connections between separating telomeres are also seen in plant cells (Paliulis and Forer, 2018), e.g., in cells from Oenothera (Figure 19 in Cleland, 1926) and Haemanthus (Figures 8C,D in Bajer and Molè-Bajer, 1986). A range of evidence (discussed, for example, in Forer et al., 2017; Forer and Berns, 2020) shows that the movements of arm fragments are not microtubule-based and require direct physical connections between separating telomeres.

Tethers connect all anaphase chromosome partners but do not connect all chromosome arms (Forer et al., 2017). In crane-fly spermatocytes in particular, only two of each chromosome's four arms are connected by tethers (LaFountain et al., 2002; Sheykhani et al., 2017). Tether elasticity decreases as tethers elongate (i.e., as the distance between separating telomeres increases); fewer and fewer arm fragments reach their partners or even reach the opposite half-spindle at longer lengths. Arm fragments with longer tethers that do move, move more slowly than those with shorter tethers (LaFountain et al., 2002). When tethers are severed the connected arms become shorter by about 10% of the stretched length, a constant shrinkage throughout anaphase, even at tether lengths at which arm fragments do not move (Forer et al., 2017). Thus, tethers connect all chromosomes, though not all arms; they are elastic in early anaphase, they become less elastic as tether lengths increase, and in late anaphase they are inelastic but still connect partner chromosomes.

Dephosphorylation by protein phosphatase 1 (PP1) may cause loss of tether elasticity. After anaphase cells were treated with calyculin A (CalA), single or multiple half-bivalents moved backwards after they reached the poles; the movements were led by telomeres that moved to the telomeres of their partners at the other pole, as if they were pulled by tethers (Fabian et al., 2007a). CalA inhibits protein phosphatases 1 and 2A (PP1 and PP2A) and it may be that phosphorylated tethers are elastic and dephosphorylated tethers are not (Paliulis and Forer, 2018). Kite and Forer (2020) tested this hypothesis by adding CalA to cells at different tether lengths. If blocking phosphatase activity preserves the elasticity of tethers, blocking phosphatases later and later in anaphase should result in fewer and fewer chromosomes moving backwards, because loss of tether elasticity is gradual. Kite and Forer (2020) found exactly that: whereas 80% of the chromosomes moved backwards when CalA was added at tether lengths up to 3 μm, fewer moved backwards at longer tether lengths (Table 1). They also showed that this effect is due to PP1. They showed experimentally that PP2A inhibitors did not cause backwards movements. They eliminated effects on other phosphatases by showing that the CalA concentrations used would not affect the activities of other protein phosphatases. Therefore, the effects of CalA in causing backwards chromosome movements were due solely to inhibiting PP1. Kite and Forer (2020) assumed that the backwards chromosome movements are due to tethers because the movements are led by telomeres and the telomeres move to their partner telomeres. They also assumed that phosphorylation controls tether elasticity because the phosphorylation is of the tethers themselves. However, their evidence is circumstantial, and the movements might possibly be propelled by some other interzone component(s). In this article we directly test the role of tethers by adding CalA to anaphase crane-fly spermatocytes and then either severing tethers, severing chromosome arms, or ablating telomeres.


Table 1. Whether chromosomes move backwards at the end of anaphase depends on when Calyculin-A is added during anaphase.
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METHODS

Crane flies (Nephrotoma suturalis Loew) were reared in the laboratory using methods similar to those described in Forer (1982). Testes were removed from fourth-instar larvae using methods described in Forer and Pickett-Heaps (2005) and Kite and Forer (2020). In brief, larvae were covered with halocarbon oil to prevent evaporation during the dissection. The testes were removed under oil, most of the fat was removed, the oil was rinsed off, and each testis was placed on a coverslip in a small drop of insect Ringers solution which contained fibrinogen. The testis was pierced, the cells were spread out in the fibrinogen solution, thrombin was added to form a clot to hold the cells in place, and the clot-embedded cells were placed in a perfusion chamber and rinsed with Ringers solution. We followed control cells kept in Ringers solution as well as cells treated with CalA. Laser irradiations were of tethers, chromosome arms, or telomeres, using methods described in detail in Sheykhani et al. (2017) and Forer et al. (2013). Cells treated with CalA generally were followed from metaphase. CalA was perfused into the chamber at various times after the start of anaphase. The CalA (from LC Laboratories) was dissolved in DMSO as a 100 μM stock solution and stored frozen. Before the perfusion, thawed CalA was diluted with insect Ringers solution to final concentrations between 30 and 100 nM. (The highest concentration of DMSO found in the diluted CalA, 0.1% DMSO, has no effect on chromosome movements.) Cells were followed using phase-contrast microscopy (63X, NA 1.4, Zeiss Plan Apochromatic lens). Using freeware Irfanview, digital images obtained throughout the experiments (recorded every 2–4 s) were trimmed, time stamped using the digital information in each file, and converted into bmp images. The images were compiled into movies using freeware VirtualDub2, distances were measured using an in-house program (Wong and Forer, 2003), and movement graphs were obtained using the program SlideWrite, as described in detail in Ferraro-Gideon et al. (2013) and Forer and Berns (2020). Portions of the cell were irradiated using a femtosecond laser in a microbeam apparatus described in Shi et al. (2012); Harsono et al. (2013), and Berns (2020). The dosimetry for laser effects was similar to that used previously (Forer et al., 2013, 2017; Harsono et al., 2013; Sheykhani et al., 2017; Forer and Berns, 2020). In our experiments the laser was tuned to either 740 or 780 nm. The laser was aimed to cut along a user-specified line in the image. Images were viewed on the computer screen, lines were drawn on the parts of image that were to be cut, and when the shutter was opened the laser cut along the lines, either in the one image plane specified, or in three planes: the image plane plus one above and one below. The three Z-planes were separated along the Z-axis by 0.5 μm. The montages in this article were compiled from individual images using Photoshop.



RESULTS


General Description of CalA Effects

In control crane-fly spermatocytes, at anaphase the three autosomal bivalents disjoin and move to the pole but the two unpaired sex-chromosome univalents remain at the equator. The spindle stays at a constant length during autosomal anaphase. After the autosomes reach the poles, the sex-chromosome univalents segregate to the two poles as the spindle elongates (Forer, 1980; Kite and Forer, 2020).

CalA was added to anaphase crane-fly spermatocytes at final concentrations ranging, in different cells, from 30 to 100 nM. We used these concentrations based on the concentrations that induced backwards movements, reported by Fabian et al. (2007a). We did not see any differences in effects at the different concentrations. In most cells we added the CalA within a few minutes after seeing clear separation between all arms at the start of anaphase. In 25/29 cells the CalA caused chromosomes to move backwards after moving to the poles (Figure 12A). In most of these cells backward movements did not start until some minutes after the chromosomes reached the poles, but in 7 of the 25 cells the backwards movements began when chromosomes were halfway or two-thirds of the way to the poles. Sometimes individual chromosomes moved backwards, with telomere moving toward telomere, and sometimes the chromosomes at the poles fused into one or two masses that moved backwards together, led by the telomere-ends of arms that protruded from the mass and that pointed to the partner telomere at the other pole. The chromosomes at the poles often moved quickly to and from the pole before and/or as they moved backwards, as described by Fabian et al. (2007a) and Kite and Forer (2020).

Cal-A also caused other chromosome movement changes. CalA altered sex-chromosome behavior. In control cells the sex chromosomes do not move from the spindle equator until the autosomes reach the poles (e.g., Forer, 1980). In cells treated with CalA, on the other hand, both those in which the autosomes moved backwards and those in which they did not, both sex chromosomes moved erratically up and back along the spindle axis starting in mid-anaphase, continuing throughout anaphase (Fabian et al., 2007a; Kite and Forer, 2020). CalA also caused autosome poleward movements to speed up (Fabian et al., 2007a; Sheykhani et al., 2013).



Cutting Tethers and Cutting Chromosomes After CalA Treatment


Cutting Tethers Stops Backwards Movements

To test whether tethers are responsible for backwards movements of chromosomes at the end of anaphase in CalA-treated cells, we cut the interzone (between separating chromosomes) in eight CalA-treated cells as chromosomes moved backwards. The backwards movements stopped in all eight cells. In two cells the chromosomes remained stopped. In the other six cells the chromosomes reversed direction and moved toward their original poles (Figure 12B). This occurred even in cells in which tethers were cut when the partner telomeres were within a few micrometers of each other (Figure 1). Removing the backwards forces allowed the chromosomes to move forward again, indicating that poleward forces were still acting on the backwards moving chromosomes. We know from previous experiments that laser cuts in the interzone sever tethers (Sheykhani et al., 2017; Forer et al., 2018) so these experimental results support the interpretation that elastic tethers pull the chromosomes backwards. However, there may be other components in the interzone that the laser might have damaged. Since we cannot be sure that it was the cutting of tethers per se that stopped the backwards movements, we tested this interpretation further by cutting chromosomes directly.


[image: Figure 1]
FIGURE 1. CalA-treated cell. (A) is a montage showing that cutting tethers stops the backwards movements. As in all other montages, the time is indicated in hours, minutes, and seconds in the upper right of each panel. Calyculin was added to the cell between (A,B). The white lines in (A–D) point to two kinetochores that lead the movements toward the poles. Poleward movements slow down in frames (D,E). The chromosomes seemed to fuse together in (E). The opposite telomeres that are closest together are indicated by arrows in (E–H). Telomeres begin to move toward each other between (E,F), and by (G) they are very close. The tethers were severed between frames (G,H) at the positions indicated by the green lines. After the tethers were severed, the chromosomes reversed direction again and moved to their original poles (H through L). The scale bar in (L) represents 5 μm in the cell. (B) is a graph of distance vs. time for chromosomes in the cell illustrated in (A). The leading kinetochores (indicated in A) are labeled as (+) and the corresponding telomeres as (o). Those chromosomes moving to the bottom pole are labeled in red and those moving to the top pole in blue. Kinetochores (in this and in all other Figures) are labeled KT. To facilitate comparison with the images in (A), we have put on the heading of the graph the time on the images that would correspond to t = 0 on the graph, and we have labeled along the abscissa the times of the images (B–J).




Cutting Chromosome Arms of Backward Moving Chromosomes Stops the Backwards Movements

Cutting arms from chromosomes removes the mechanical connection between separating partners, thereby disabling the tethers without cutting the interzone (Forer and Berns, 2020). Cutting arms when chromosomes move backward eliminates the possibility that backwards movements were stopped because of collateral damage to something other than tethers. In nine cells treated with CalA we severed arms that appeared to be leading the backwards chromosome movements. In all nine cells the backwards movements stopped (Figure 12C). In six cells the chromosomes stopped moving backwards and then reversed direction and moved in their original direction to the poles (Figure 2). In three cells the chromosomes stopped moving, and no further motion ensued. In one cell in meiosis-II, backwards moving chromosomes reversed direction and moved to the pole after an arm was cut. In all cases, the arm fragment that was formed from severing the arm moved rapidly to the partner telomere (Figure 12C). Since disabling tethers in this way stops the backwards movements, this experiment shows that the forces that pull the chromosomes backwards arise from tethers. Severing arms earlier in anaphase confirms this conclusion.


[image: Figure 2]
FIGURE 2. CaA-treated cell. (A) is a montage showing that cutting arms from backwards moving chromosomes stops the backwards movements. CalA was added to the cell between frames (A,B). Kinetochores of two separating pairs are indicated by white lines in (B,C), one pair in (B) and another in (C). Chromosomes stopped moving polewards near frame (D), and started moving backwards by frame (E). As they moved backwards one arm was pulled out from a chromosome (arrows in G,H,I). The arm was cut at the position indicated by the red line in (J) (which is at the start of the cut) and the green line in (K) (after the cut). The resultant arm fragment, indicated by white lines in (K–M), moves to the partner telomere. A second arm was pulled out (arrows in L and M) and was cut (after frame M) at the position marked in green in (M); the resultant arm fragment moved to the partner telomere. The severed arms were not visible between (M,N) because they were not in focus in the captured images. After the arms were cut the backwards movements stopped and the chromosomes began moving to the original poles. The scale bar in (P) represents 5 μm in the cell. (B) is a graph of distance vs. time for chromosomes in the cell illustrated in (A). The two kinetochore pairs (KTs) are those indicated by white lines in (B,C) of (A), one pair in red, the other in blue. The two arm cuts correspond to the ones illustrated in (A). The kinetochores stop moving poleward at about 1.5 min on the graph, begin to move backwards at about 2 min, and after the arms were cut they started moving to their original poles again. To facilitate comparison with the images in (A), a heading of the graph gives the time on the images that corresponds to t = 0 on the graph, and we have labeled along the abscissa the times of images (C–N).




Cutting Chromosome Arms Before Chromosomes Move Backwards Prevents Subsequent Backwards Movements

We severed arms of chromosomes in 17 CalA-treated cells, in mid- to late-anaphase, prior to the chromosomes moving backwards. In none of the cells did the chromosomes move backwards after they reached the pole (Figure 12D). The arm fragments moved backwards to the telomeres of their partners but there was no backwards movement of chromosomes. This is quite different from the high frequency of backwards movements in cells without severed arms (Table 2). Disabling tethers in this way blocks subsequent backwards movements, which is strong evidence that tethers pull the chromosomes backwards. This in turn indicates that CalA prevents tethers from becoming inelastic as they elongate.


Table 2. Backwards movements of chromosomes after they reach the poles in Calyculin-A treated cells.
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Ablating Telomeres

Part of the original argument showing that tethers are attached to telomeres derives from experiments in otherwise not-treated cells that showed that arm fragments stopped moving after laser ablation of either the arm fragment's telomere or the partner's telomere (LaFountain et al., 2002). Thus, ablating telomeres also inactivates tethers. We did similar experiments in CalA-treated cells. In four cells treated with CalA we cut the telomeres toward which the backwards moving chromosomes were moving. In all four cells cutting the telomere caused backwards movements to stop (Figure 3). In our experiments, in two of the cells the backwards movements stopped and no further movements ensued (Figure 12E). In the other two cells the moving chromosomes reversed directions and moved toward their original poles. These experiments disabled the tethers in a second way and confirm that tethers pull the chromosomes backwards. Thus, tether elasticity is preserved when PP1 is blocked during anaphase.


[image: Figure 3]
FIGURE 3. CalA-treated cell. (A) is a montage showing that backwards movements of chromosomes stop after cutting the telomeres to which the chromosomes are moving. CalA was added to the cell ~4.5 min before the time shown in (A). In (A,B), the half-bivalents move poleward. As they started to move backwards (C), an arm was cut (green line in C); the resultant arm fragment (indicated by a horizontal white line in D–F) moved to its partner. As the arm fragment started to move (D), a chromosome in the other group (indicated by white arrows in C–H) moved backwards toward its partner, seeming to pull attached chromosomes with it. When that chromosome neared its partner, the partner's telomere was ablated (H, green line, just before the irradiation). The backwards-moving chromosome stopped moving after the telomere was ablated (I–L). The black arrows in (F,G) point to a faint black line in each panel that extends between the telomere of the backwards-moving chromosome and the telomere of the partner; this might be an image of a tether extending between them. The scale bar in (L) represents 5 μm in the cell. (B) is a graph of distance vs. time of the chromosomes illustrated in (A). The top chromosomes are red, the bottom blue. The measurements were of kinetochores and telomeres of the chromosome pointed to by the white arrows in (A) and its partner chromosome near the bottom pole, that to which the arrowed chromosome moved. After the telomere of the bottom chromosome was ablated the top chromosome stopped moving backwards and the bottom chromosome started moving toward the bottom pole. To facilitate comparison with the images in (A), a heading of the graph gives the time on the images that would be equivalent to t = 0 on the graph, and we have labeled along the abscissa the times of images (B–J).


The previous results all indicate that the backwards movements caused by CalA are due to tethers that remain elastic throughout anaphase, and that inhibiting PP1 causes the tethers to remain elastic. Our results, illustrated in cartoons in Figure 12, are: Cutting tethers stops the backwards movements (Figure 12B); cutting chromosome arms from backwards-moving chromosomes stops the backwards movements (Figure 12C); cutting chromosome arms before the backwards movements start prevents subsequent backwards movements (Figure 12D); and ablating a telomere of a backward-moving chromosome stops the backwards movements (Figure 12E). These results lead to the conclusion that in CalA-treated cells tethers are elastic and cause the backwards movements. This conclusion can be tested further and elaborated on by comparing arm fragments produced in anaphase in control cells vs. those produced in CalA-treated cells. Such comparisons could answer several questions. If our conclusion is correct, arm fragments in CalA-treated cells should move all the way to their partner throughout anaphase, independent of tether length, whereas those in control cells move to their partners only in early anaphase, when tether lengths are short (LaFountain et al., 2002). This comparison directly tests our conclusion. The data will also indicate whether arm-fragment speeds are increased when PP1 is blocked. This would occur if phosphorylation continues throughout anaphase, assuming that tethers become hyper-phosphorylated and that elasticity (and arm-fragment velocity) increases when tethers are hyper-phosphorylated, similar to increased force produced by hyper-phosphorylated myosin (Sheykhani et al., 2013).

We now describe comparisons between arm-fragment movements in control cells vs. in CalA-treated cells.




Comparisons of Arm Fragments in CalA-Treated Cells vs. in Control Cells

We compared arm-fragment movements in CalA-treated cells with those in control cells in order to further test whether CalA preserved tether elasticity. LaFountain et al. (2002) concluded that tether elasticity decreases as tether length increases, because at longer tether lengths arm fragments move shorter distances, at reduced speeds. Since tethers persist even when arm fragments do not move (Forer et al., 2017), long tethers remain attached to separating chromosomes but are inelastic. If CalA prevents loss of tether elasticity, as we concluded, when cells are treated with CalA at the start of anaphase, arm fragments produced later in anaphase, with longer tethers should have elastic tethers, unlike those in control cells. To test our interpretation, therefore, we used arm-fragment movements as a measure of tether elasticity and compared movements in control cells vs. those in CalA-treated cells. We measured the control cell parameters ourselves to verify the original conclusions by LaFountain et al. (2002), and to assure ourselves that differences in methodology employed in the two sets of experiments do not influence the results.


General Description of Arm Fragment Movements and of Our Methods

After an arm fragment is formed, that arm fragment's telomere moves toward its partner's telomere and both move toward the same pole. Measuring the distances between moving telomeres does not give an accurate impression of speeds or distances moved. One needs to plot each of their positions in space in order to measure actual speeds and distances the fragment moved. We chose a reference point in each cell, either near a pole or near the equator, and we measured the kinetochore and/or telomere distances that from the fixed point. The fixed points were chosen so that the telomeres and kinetochores in question move in a relatively straight line from or toward the fixed point. After converting pixel distances to distances in the cell, the points were plotted on graphs of distance vs. time. As seen from the graphs, arm fragments sometimes move to (or toward) their partners with one speed (e.g., Figure 4A), but sometimes they move with variable speeds, slowing as they get closer to their partner (e.g., Figure 4B). From graphs of this kind we obtained arm-fragment speeds and distances moved. Speeds were determined from the slopes of the lines of distance vs. time; for movements that slowed down, we used only the initial (higher) velocities. The distances that the arm fragments moved were also determined from the graphs. It was not as simple as determining the distance between start and end points of arm fragment motion, however. In many cases, the arm fragment stopped moving toward the partner telomere after moving a certain distance, but then continued to move at the same speed as the partner telomere. The arm fragment remained at a constant distance from the other telomere, as if it was being towed by something attached to the moving telomere (Figures 4A–C). Since the aim of measuring the distance that arm fragments moved is to determine the extent by which the arm fragment's initial tether shortened (contracted), we first determined from the graphs the distance between the two telomeres at the time the arm was severed. Then we determined the closest distance between the two telomeres that the arm fragment moved to. The difference between the two indicates how much the tether shortened (illustrated in the legend to Figure 4). In collecting data, we tabulated distances moved and tether lengths for each cut arm and then converted the distance values to fractions of the tether length at the time the arm was cut.


[image: Figure 4]
FIGURE 4. Control cells. Arm-fragment movements in three different cells. In all three graphs the positions are plotted vs. a fixed position at a pole. In these and all subsequent graphs, kinetochore positions are labeled KT. Telomere positions are labeled as such; those moving to one pole are red, those to the other pole blue. The drawn lines are lines of best fit to the tiny points in the larger symbols indicated in the same color as the lines. (A) illustrates an arm fragment (blue circles) that moves with constant speed toward the opposite telomere (red circles), then stops moving to the opposite telomere (at about 3 min 20 s) but continues to move toward the opposite pole at the same speed as the opposite telomere, as if being towed by that telomere. The arm was cut when the two telomeres were about 10 μm apart. The arm fragment stopped moving toward the opposite telomere when it was about 4 μm away from that telomere, so in this cell the arm fragment moved backwards (because of tether shortening) by about 6 μm out of the original 10 μm. The lines through the indicated points (inserts in the circles in the same colors as the lines) are lines-of-best-fit as determined by the computer program. (B) illustrates an arm fragment (red circles) that moves with varying speeds toward the opposite telomere (blue circles), faster at first (black line), then slower, at about 1 min:20 s (sky-blue line), and gradually slower until it stops moving toward the opposite telomere (at about 3 min 30 s on the graph), after which it moves to the opposite pole together with (and at the same speed as) the opposite telomere, as if being towed by that telomere. The arm was cut when the telomeres were about 6.5 μm apart, and the arm fragment stopped moving when it was about 0.5 μm from the opposite telomere, so in this cell the arm fragment moved backwards (because of tether shortening) by about 6 μm out of the original 6.5 μm. The arm fragment seemed to be moving slowly immediately after the arm was cut, so (at about 40 s on the graph) we cut the region between the fragment and the amputated arm to cut the “remnant,” after which the fragment sped up. (C) illustrates a cell in which the arm fragment (red circles) moves backwards with one speed (black line). It stopped moving toward the opposite telomere when it was about 1 μm away from it (at about 40 s on the graph), but then moved to the opposite pole with the same speed as the opposite telomere, maintaining a constant distance from it, as if towed by the opposite telomere. In this cell the arm was cut when the telomeres were separated by about 4.5 μm, the arm fragment moved until it was 1 μm from the opposite telomere, so in this cell the arm fragment moved backwards (because of tether shortening) by about 3.5 μm out of the original 4.5 μm.


There is a potential complication for measurements of both speeds and distances moved: even when the severing of the arm appears complete and the arm fragment rapidly moves backwards to the partner telomere, sometimes “invisible” contractile material still connects the arm fragment to the amputated arm. This was demonstrated in experiments in which tethers of moving arm fragments were cut, after which the arm fragments moved backwards toward the amputated arm (Sheykhani et al., 2017; Forer et al., 2018). In the present experiments, to ensure that chromosome “remnants” did not retard the speed or shorten the distance that arm fragments moved, we often cut behind the moving arm fragment, especially when the fragments slowed down or appeared to stop before reaching the partner (Figure 4B).

While not directly related to our experimental protocol, it is worth noting that in images in several of the sequences there were faint dark “lines” (against the lighter spindle background) in positions where one expects to see tethers. These presumed tethers were not seen in all cells, and when seen were not seen in every image (e.g., Figure 3A,F,G, and the two cells in Figure 5). But they were seen often enough for us to venture that they are images of tethers.


[image: Figure 5]
FIGURE 5. Control cells in which images were seen that might represent tethers. (A–H) are from one cell, (I–K) are another. In the top cell, arms were cut from an anaphase chromosome (at the position of the red line in A), after which a resultant arm fragment (indicated by the white horizontal lines in B–H) moved toward its partner chromosome. (The green line in C is the position at which the possible “remnant” was cut.) In some of the images faint black lines extend between the telomeres of the arm fragments and those of their partners, pointed to by black arrows in (D–H). The scale bar in (H) represent 5 μm. In the bottom cell, the arm fragment moves toward its partner, as indicated by horizontal white lines in (I–K). In images (I,K) faint black lines extend from the telomere of the arm fragment toward or to that of its partner, pointed to by the black arrows. The scale bar in (K) represents 5 μm.


Control cells : Distances moved by arm fragments. The question we want to ask is: how elastic are tethers of different tether lengths? That is, how much do tethers contract when free to do so (i.e., when an arm fragment is released from the rest of the chromosome)? In our assay we measure tether lengths when the arm is cut, measure the distance moved by the arm fragment, and convert the actual distance to the fractional distance (of the initial tether length) that the arm fragment moved. The result is the fraction (%) that the tether contracted at that tether length. We measured these parameters for our entire sample of control cells (N = 165) encompassing initial tether lengths of ~1 μm to >11 μm. The results (fractional distances moved vs. initial tether length) for the sample of 165 cells indicate that (1) as tether lengths increase, tethers shorten less and less of their initial lengths, and (2) longer tethers are inelastic in that arm fragments produced from them do not move. These results are illustrated graphically in Figure 6 in a scatter diagram (Figure 6A), in a bar graph (Figure 6B), and in a 3-D plot to show several parameters at once (Figure 6C). Many tethers 1–3 μm long shortened 100% of their initial length (Figures 6A,B) while most tethers > 11 μm did not shorten at all or shortened by 4% at most (corresponding to 0.3–0.4 μm). Thus, shorter tethers are completely elastic, longer tethers are not elastic at all, and intermediate length tethers are in between, with a trend of less and less elasticity as tethers elongate (Figure 6B).


[image: Figure 6]
FIGURE 6. Control cells: Distances moved by arm fragments (as fractions of their initial tether lengths) at different initial tether lengths. (A) is a scatter diagram of all 165 arm fragments. Distance moved (as fraction of the original tether length) is plotted on the ordinate vs. tether length at the time the arm was cut (plotted on the abscissa). (B) contains all the individual points from (A) grouped into tether lengths; the ordinate represents the average fractional distances with standard deviations (brackets). The numbers of arm fragments in each group are indicated on each bar. (C) contains the same data, grouped, averaged, and plotted so one can visualize in the same graph the percentage of arm fragments at grouped tether lengths that moved specific fractions of tether lengths at different tether lengths.


Control cells : Speeds of arm fragment movements. We measured velocities of all 165 arm fragments. Comparisons of velocities at different tether lengths may give information about how tethers change as they lengthen during anaphase. For example, if tether dephosphorylation leading to inelasticity is gradual along the entire length of the tether, arm-fragment movements might gradually slow as tethers become longer. Or if dephosphorylation is complete at the ends of tethers and then gradually moves inwards toward the middle, arm-fragment speeds would not change but the arm fragments would move shorter distances.

In our analysis we omitted those arm fragments that had zero velocity (as shown in Figure 6A). This was done in order to consider only those movements due to tether elasticity. An additional group of fragments was eliminated from the data because of another consideration: the likelihood that some of the movement of very small distances is not due to tether elasticity. When tethers are cut between separating anaphase chromosomes, each of the previously attached chromosome arms shortens/contracts by ~10% of its length (Forer et al., 2018). Similarly, when an arm is severed to form an arm fragment, the opposite arm contracts because there is no longer tension from the tether (Forer et al., 2018). We are concerned that when tethers are inelastic and we sever arms, the arm fragment might be propelled backwards, momentarily, as the arm of the partner chromosome contracts when tension is removed. We think that this is why small, brief, sometimes rapid arm-fragment movements took place, resulting in arm fragments that moved very short distances. None of the arm fragments that moved <10% of the initial tether length shown in Figure 6A moved as much as 0.5 μm, so we assumed that those brief short movements were not due to tether elasticity. Thus, we omitted from our analysis all movements that were <10% of the initial tether length. After eliminating those arm fragments from consideration, we were left with 125 arm fragments. Our analysis indicated that, contrary to the findings of LaFountain et al. (2002) and to our expectations, arm fragments did not move slower when the initial tethers were longer.

Our data with respect to this conclusion are presented in Figure 7. The scatter diagram in Figure 7A shows that there is no trend in arm-fragment velocity (ordinate) with initial tether length (abscissa), and that most (85%, 107/125) arm fragments had velocities of <9 μm/min (dashed blue line). Those that moved faster were spread throughout all tether lengths. The same data presented as a bar graph within grouped lengths (the brackets indicate standard deviations), Figure 7B, also indicate that there is no trend. The graph in Figure 7C shows how many arm fragments fit the two classes, movement >10% and movement <10% of the initial tether lengths, as well as indicating the average velocities shown in Figure 7B. We conclude from these data that arm-fragment velocities do not change as initial tether lengths increase. Nor do arm-fragment velocities vary with the actual distances that the arm fragments move (Figure 7D). The relationships between arm-fragment velocity and initial tether length, or between velocity and actual distance moved, however, are not main issues we want to address.


[image: Figure 7]
FIGURE 7. Control cells. Velocities of arm fragments at different tether lengths and numbers of arm fragments that moved >10% and <10% of the initial tether lengths. (A) is a scatter diagram of the velocities of the 125 arm fragments that moved ≥10% of their initial tether length, plotted on the ordinate, vs. tether length at the time the arm was cut, plotted on the abscissa. There is a dashed blue line across the graph at a velocity of 9 μm/min to illustrate that a large majority of the arm fragments (107/125) moved with velocities <9 μm/min. (B) contains all the individual points from (A) grouped into tether lengths; the average velocities are plotted together with standard deviations (brackets); numbers in each groups are indicated on each bar. We chose the ranges into which tether lengths were grouped in order to obtain reasonable numbers per group for the longer tether lengths. The averages are not statistically significantly different (using Student's t-test) so there is no trend. (C) contains the entire set of 165 arm fragments, grouped into specific tether length ranges (abscissa), showing the percentages (left ordinate) of the 125 arm fragments that moved ≥10% of the initial tether length (violet bars) and the percentages of those that moved <10% of the initial tether length (rose bars), as well as illustrating the average fragment velocities (right ordinate) of the 125 arm fragments that moved ≥10% of the initial tether length in each of the tether length ranges. The numbers on each bar represent the number of arm fragments in that range of tether lengths. (D) is a scatter diagram of the velocities of arm fragments that moved >10% of the initial tether length (ordinate) vs. the actual distance in the cell that each arm fragment moved (abscissa). There seems to be no trend. The dashed blue horizontal line at 9 μm/min illustrates that most arm fragments moved with velocities of <9 μm/min.


The question we want to ask is whether the velocities of arm-fragment movements depend on how much the tether shortens, i.e., on the fractional distances of the initial tether lengths that arm-fragments move. That is, were speeds different for fragments whose tethers completely shortened compared with those whose tethers incompletely shortened? This might give clues about how and whether dephosphorylation affects elasticity. Accordingly, we plotted arm-fragment velocities vs. fractional tether length distances that the fragments moved as a scatter diagram (Figure 8A) and as a bar graph after grouping the individual points into ranges and plotting averages and standard deviations (Figure 8B). These graphs illustrate that arm fragments moved faster, on average, when their tethers completely shortened than when their tethers incompletely shortened (Figure 8B). All 18 arm fragments that moved with velocities >9 μm/min (blue dashed line in Figure 8A) moved ≥ 80% of the length of the initial tether. Over 70% (13/18) moved the complete length of the initial tether (i.e., the tether completely contracted). All fragments in which tethers shortened by <80% of their initial length moved at speeds below 9 μm/min (Figure 8A). When the data are incorporated into ranges and averaged, the velocities of arm fragments that moved <80% of the initial tether length are statistically significantly different from those that moved >80% of their initial tether length (Figure 8B). Those arm fragments for which the tethers shortened ≥80% of the initial length, the only arm fragments that moved at speeds above 9 μm/min, moved with maximum speeds of up to 24 μm/min (Figure 8A).


[image: Figure 8]
FIGURE 8. Control cells. Velocities of arm fragments vs. fractional distances of the initial tether lengths that the fragments moved, for all fragments that moved ≥10% of the initial tether length. (A) is a scatter diagram of all 125 arm fragments in our sample, fragment velocity on the ordinate and distance moved (as a fraction of the original tether length) on the abscissa. The dashed blue line at a velocity of 9 μm/min illustrates that a large majority of the arm fragments (107/125) moved with velocities <9 μm/min. Of the 18 arm fragments that moved with velocities ≥9 μm/min, none moved less than 0.8 of the length of the tether and only five moved less than the complete length of the tether. (B) contains the same data as in (A), except the points were grouped into ranges of fractional tether lengths; the bars represent average velocities and bracketed lines represent standard deviations. The numbers on each bar represent the numbers of arm fragments in that group. The two groups with highest fractional distances, [0.8–0.99] and [1], are not significantly different from each other (using Student's t-test) but both are statistically significantly different from the four other groups (indicated by the asterisks).Each individual comparison with each of the two groups of fractional distances [0.8–0.99] and [1] have t-test probabilities of <0.004 for being from the same distribution except for the comparison of the [0.7–0.79] group with the [0.8–0.99] group for which the probability of being from the same distribution is ~0.02.


We conclude that arm-fragment velocities do not vary with initial tether length per se, but rather depend on how much their tether contracts/shorten.

To investigate which parameters of arm-fragment movements change when prevention of dephosphorylation keeps the tethers elastic, we now compare these baseline parameters in control cells with the same parameters obtained from cells treated with Cal-A at the start of anaphase. We analyzed the data from cells treated with CalA in the same manner as we analyzed those from control cells.

Cells treated with CalA: Distances moved by arm fragments. Arm fragments in CalA-treated cells rarely (3/25 fragments) moved less than 80% of the original tether length (Figure 9C). Most (120/135) moved 100% of the original tether length (i.e., completely to the opposite telomere) over a variety of tether lengths, up to 17 μm (Figures 9A,C), considerably different from control cells (Figures 9A–C). Thus, treatment with CalA causes tethers to remain elastic throughout anaphase.


[image: Figure 9]
FIGURE 9. CalA-treated cells (blue) compared with control cells (red). (A,B) Distances moved by arm fragments (as fractions of initial tether lengths) at different tether lengths. (A) is a scatter diagram of arm fragments from control cells (red) and CalA cells (blue), plotted on the ordinate as distance moved (as fraction of the original tether length) vs. tether length at the time the arm was cut, plotted on the abscissa. (The data for control cells are also presented in Figure 6A.) At tether lengths longer than 7 μm the arm fragments in CalA cells moved longer distances than those in control cells; only three of the arm fragments in CalA cells moved less than 80% of the length of its tether. (B) compares the control cells (red) with CalA cells (blue) after the values from (A) were grouped into varying tether lengths (abscissa), averaged (bars), and standard deviations calculated (brackets). The numbers on each bar represent the number of arm fragments in that group. (The data from control cells were presented earlier in Figure 6B.) Arm fragments in CalA cells moved longer distances (as fractions of the initial tether lengths) than those in control cells: using Student's t-test, the probabilities that the blue bars (CalA cells) are from the same distributions as the red bars (control cells) at the same tether lengths, starting from tether lengths 5–6.9 and moving to the right, are p ~ 0.002, p < 0.005, p < 0.005, and p < < 0.005. (C) illustrates graphically the frequencies (ordinate) with which arm fragments move different fractional distances of the initial tether lengths (abscissa) in control cells (red) and CalA-treated cells (blue). The numbers on each bar represent the number of arm fragments in that group. Almost all arm fragments in CalA-treated cells moved >80% of the tether length, at tether lengths up to 17 μm (A), whereas less than half those in control cells did.


Cells treated with CalA: Velocities of arm fragment movements. As in control cells, arm fragment velocities in CalA-treated cells do not seem to depend on original tether length (Figure 10); using Students t-test, the grouped values in Figure 10B for CalA cells are no significantly different from each other. Arm-fragment velocities in CalA are not different from those in control cells, except that there are proportionally more arm fragments that moved faster in Cal-A cells at longer tether lengths than in control cells (Figure 10). In addition, a larger fraction of arm fragments in CalA cells moved ≥ 80% of the initial tether length than in control cells (Figure 11). Thus, treatment with CalA does not cause arm fragments to move faster, i.e., does not increase tether elasticity.


[image: Figure 10]
FIGURE 10. Arm fragment velocities at different tether lengths in control cells compared with those in CalA cells. (The data from control cells was presented in Figure 7A.) (A) is a scatter diagram showing all arm fragments in control cells (red squares) and all arm fragments in CalA cells (blue dots). A dashed blue line at velocity of 9 μm/min illustrates that most arm fragments in control cells (107/125) and in CalA-treated cells (22/35) moved with velocities ≤ 9 μm/min. (B) contains the points in (A) grouped into tether length ranges; the average velocities in each group (ordinate) are indicated by the vertical lengths of the corresponding bars, and the number in each group is indicated on each bar. The red bars and numbers are for control cells and the blue bars and numbers are for Cal-A cells. The brackets represent standard deviations.



[image: Figure 11]
FIGURE 11. Arm fragment velocities when moving different fractional distances of the initial tether lengths, comparing control cells with CalA-treated cells. (A) is a scatter diagram, for all arm fragments that moved ≥10% of the initial tether length, of the velocities, plotted on the ordinate, vs. distance moved (as a fraction of the original tether length), plotted on the abscissa. Each arm fragment in control cells is indicated by a red circle, in CalA cells by a blue circle. (The control cell data were presented in Figure 8A.) The dashed blue line across the graph at a velocity of 9 μm/min illustrates that a majority of the arm fragments in control cells (107/125) and in CalA cells (22/35) moved with velocities <9 μm/min. (B) contains the same data as in (A), with the points grouped into ranges of fractional tether lengths; the average values and standard deviations (bracketed lines) are presented. The numbers on each bar represent the numbers of arm fragments in that group, the velocities are presented on the ordinate, and the asterisks represent statistically significant differences from those without asterisks, as explained in the legend to Figure 8B.


We conclude that backwards movements caused by CalA are due to elastic tethers. CalA causes tethers to stay elastic for longer times (longer tether lengths) during anaphase, consistently shortening by 80–100% of the original tether length, but CalA does not cause the speeds to increase above those of control cells. Thus, inhibiting PP1 at the start of anaphase prevents loss of tether elasticity during anaphase but does not cause increase in tether elasticity.





DISCUSSION

The major conclusions from our experiments are (1) that inhibition of PP1 by CalA causes tethers to remain elastic throughout anaphase instead of becoming inelastic in later anaphase; (2) that elastic tethers pull chromosomes backwards toward each other at the end of anaphase after pole-directed forces weaken; and (3) that inhibition of PP1 preserves tether elasticity but does not increase tether elasticity (i.e., arm-fragment speeds do not increase). The evidence supporting our conclusions are strong (Figure 12). Cutting tethers stops backwards movements (Figure 2), cutting arms that lead the backwards moving chromosomes stops their backwards movement (Figure 3), cutting arms from chromosomes before the chromosomes reach the poles stops subsequent backwards movements (Table 2), ablating the telomere of the arm to which backwards chromosomes are moving stops the backwards movements (Figure 4), and finally, tethers in CalA cells are elastic throughout 80–100% of their length, for all tether lengths up to 17 μm, maintaining elasticity at lengths much longer than tethers in control cells remain elastic (Figure 9). Thus, inhibition of PP1 by CalA causes tethers to remain elastic throughout anaphase, and the CalA phenotype arises because elastic tethers pull chromosomes backwards at the end of anaphase.


[image: Figure 12]
FIGURE 12. Cartoons that illustrate individual experiments on cells treated in early anaphase with CalA, results described in the text. Chromosomes are drawn as indicated in (A), in which separating chromosomes are labeled chr. Laser cuts are indicated by red lines, e.g., as labeled in (B). Arm fragments are pointed to with arrowheads as in (C,D). Arrows represent directions of motion of the associated chromosomes; two lines through arrows indicates that chromosome motion stopped, e.g., after laser irradiation in (B). (A): CalA treatment causes chromosomes to move backwards after they move to the spindle poles. (B) illustrates that cutting the tethers connected to backwards moving chromosomes stops the backwards motion and often the chromosomes reverse directions and move again to their original poles. (C) illustrates that cutting an arm of backwards moving chromosomes stops the backwards motion and often the chromosomes reverse directions and move again to their original poles. The arm fragment that is formed moves to the opposite chromosome as usual. (D) illustrates that cutting an arm from early anaphase chromosomes, before the chromosomes reach the pole, prevents the chromosomes from moving backwards after they reach the pole. (E) illustrates that cutting/ablating telomeres stops the backwards movement of the partner chromosomes.


We suggest that in control cells phosphorylated tethers appear in early anaphase and they become dephosphorylated later in anaphase. While our data indicate that tethers lose elasticity when some component is dephosphorylated by PP1, we have not proved that tethers themselves are phosphorylated or that PP1 acts directly on them. That is our working hypothesis, though. This hypothesis is consistent with titin being a component of tethers. Titin, the giant elastic protein responsible for elasticity in heart muscle (Kruger and Linke, 2006; Hidalgo and Granzier, 2013; Hamdani et al., 2017) and skeletal muscle (Linke et al., 1998; Tskhovrebova and Trinick, 2003), connects (is present between) the telomeres of separating anaphase chromosomes (Fabian et al., 2007a,b). Titin elasticity is a function of its phosphorylation state [titin is elastic when phosphorylated in the PEVK region and is inelastic when dephosphorylated (Hidalgo et al., 2009)]; titin phosphorylation (in the PEVK region) is removed by PP1 (Hidalgo et al., 2009). Our hypothesis is also consistent with the localization and activity of PP1 during mitosis: PP1 is active during anaphase and is present in the interzone (the region between separating anaphase chromosomes, where tethers are) (Trinkle-Mulcahy et al., 2003). PP1 also associates during mitosis with both chromosomes and spindle microtubules (Andreassen et al., 1998).

Other experiments also suggest that tethers themselves are phosphorylated. In cells in which arm fragments stop moving before they reach the partner telomere, those arm fragments are pulled toward the pole at a constant distance from the moving telomere (Figure 4). It seems most likely that the arm fragment is attached to the partner telomere by an inelastic portion of the tether and that the inelastic tether pulls the arm fragment as the unsevered chromosome moves to the pole. Since the arm fragments start being pulled at different distances from the partner telomeres (e.g., Figures 4A,C), this implies that tethers do not become inelastic along their entire length all at once but rather become inelastic gradually, at different positions along their length. This is most easily explained if the tethers themselves start anaphase completely phosphorylated and then lose phosphorylation along their length during anaphase. Kite and Forer (2020) discussed three possible scenarios in which this might happen: tethers lose phosphorylation from the middle outwards, or lose phosphorylation evenly along the length, or lose phosphorylation from the ends inwards. Since our experiments indicate that an inelastic length of tether remains after maximum shortening of the tether, this seems to eliminate the possibility that the tether is dephosphorylated uniformly along the length. This leaves open the possibilities of losing phosphorylation from the middle outwards or from the end(s) inwards.

Titin could be a tether component as discussed above. Tether elasticity in the PEVK region is controlled by phosphorylation. PEVK phosphorylation is achieved by the action of protein kinase C, PKC (Hidalgo et al., 2009, Kotter et al., 2013). If titin is indeed a component of tethers, we might speculate that PKC is the kinase involved in phosphorylating tethers. One could test this speculation directly if one could study tethers in vitro. Failing that, it might be tested by adding cell-permeable inhibitors of PKC to see if they block the initial phosphorylation of tethers, tested, for example, by cutting arms in early anaphase to see if tethers are elastic, or by seeing if the inhibitor inhibits the effects of adding CalA in early anaphase.

Are tethers in cells other than crane-fly spermatocytes also dephosphorylated in late anaphase? Tethers are present in a broad range of animal cells, from cells from aquatic flatworms (Mesostoma) to cells from insects, spiders, marsupials, and humans, both meiotic and mitotic cells, as identified by cutting arms in anaphase and seeing that the resultant arm fragments move across the equator to their partners (Forer et al., 2017). There are no data on possible tether inelasticity in later anaphase for most of the cells, but it seems likely that they do become inelastic; otherwise, chromosomes would move backwards, away from their poles, at the end of anaphase when the poleward mitotic forces are turned off. There is evidence that tethers in PtK (marsupial) cells become inelastic as they elongate (Forer et al., 2017). However, there are no data on whether phosphorylation (or its absence) affects PtK cell tethers. These issues raise another question: Why are tethers present in mitotic/meiotic spindles? We have studied the possible role of PP1 in causing tethers to become inelastic, but why are tethers there in the first place? What do they do? There is little evidence dealing with this important question. Data from experiments on crane-fly spermatocytes suggest that tethers coordinate the movements of separating chromosomes to which they are attached.

Anaphase poleward movements of partner chromosomes are coordinated in crane-fly spermatocytes. As one example, ultraviolet light microbeam irradiation of individual kinetochore spindle fibers temporarily stops the associated chromosome from moving, but also stops the partner moving to the opposite pole. Ultraviolet microbeam irradiation of the interzone between the partners uncouples the movement: after interzonal irradiations only one chromosome stops moving, the one with the irradiated spindle fiber (Yin and Forer, 1996). While it is tempting to think the uncoupling is due to damage to tethers, there were no data presented on possible effects on tethers; i.e., there is no proof that the UV damaged tethers. More recent experiments show that when tethers are disabled, partner movements are uncoupled. These experiments dealt with a different coupling of partner chromosomes. When kinetochore microtubules are severed by laser cuts, both associated chromosomes keep moving at the same speed as prior to the laser cuts. The movements are uncoupled after tethers are severed and are uncoupled when tethers are disabled by cutting arms (Sheykhani et al., 2017; Forer et al., 2018; Forer and Berns, 2020): after severing or disabling tethers and then cutting individual kinetochore fibers, the chromosome associated with the severed microtubules accelerates while the partner moves with unchanged speed. These data show that coordination between separating partner chromosomes requires tethers, the coordination presumably arising because of the tension from the tethers on the arms of the separating chromosomes.

Experiments on Mesostoma spermatocytes suggest that tethers might coordinate movements between different chromosomes in the spindle. Mesostoma spermatocytes contain three bivalents; each has only one chiasma and two free arms. The free arms are connected by tethers, identified because arm fragments formed by cutting arms with a laser move rapidly to the partner free arm (Forer et al., 2017). After depolymerising spindle microtubules with nocodazole, each of the three bivalents stretches out between the poles and then after some minutes all three kinetochores at one pole detach from that pole and move rapidly to the other pole (Fegaras and Forer, 2018). Disabling any one of the three tethers, however, uncouples the coordination, such that after treatment with nocodazole different bivalents move to different poles, or do not move at all (Fegaras-Arch et al., 2020). Somehow tethers are necessary to coordinate the movements of these three different chromosomes.

In both these spermatocytes tethers are involved in coordination of chromosome movements, albeit with different manifestations. If tethers function in other cells as they do in these two cell types, one of their functions may involve coordinating movements of partner chromosomes or of different chromosomes. Unfortunately, we do not know more about the functions of tethers other than what was learned from these two sets of experiments.

Our overall conclusion is that when PP1 is inhibited, tethers between separating anaphase chromosomes do not become inelastic in later anaphase, as they otherwise would do. Thus, tether elasticity is controlled by phosphorylation. We suggest that tethers themselves are phosphorylated, and we suggest that tethers may contain or be composed of the elastic protein titin.
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For their capacity to shape optical wavefronts in real time into any desired illumination pattern, phase-only Spatial Light Modulators (SLM) have proven to be powerful tools for optical trapping and micromanipulation applications. SLMs are also becoming increasingly utilized in selective photo-stimulation of groups of neurons in the brain. However, conventional SLM based wavefront modulation introduces artifacts that are particularly detrimental for photo-stimulation applications. The primary issue is the unmodulated light that travels along the 0th order of diffraction. This portion of light is commonly blocked at the center of the object plane, which prevents photo-stimulation in the blocked region. We demonstrate a virtual lens configuration that moves the 1st order diffraction with the desired illumination pattern into the Fourier plane of the 0th order light. This virtual lens setup makes the whole field of view accessible for photo-stimulation and eliminates the need for removing the 0th order light in two-photon applications. Furthermore, in an example application to reconstruct a pattern consisting of an array of points, the virtual lens configuration increases the uniformity of the intensities these points. Moreover, diffraction-induced artifacts are also significantly reduced within the target plane. Therefore, our proposed high fidelity configuration yields target points with high signal to noise ratio.
Keywords: holographic photo-stimulation, SLM microscopy, optics, optogenetics, neuroscience
INTRODUCTION
Optogenetics has brought transformational capabilities to neuroscience: the ability to not only measure but also manipulate the activity of neurons by light targeted at single neurons. This has fundamentally altered how we can address two challenges that are the essence of neuroscience: understanding neuronal connectivity patterns and spatiotemporal patterns of activity in the brain.
Optically measuring the activity of neurons using techniques such as calcium imaging have allowed for powerful, minimally invasive approaches to investigate the neuronal circuitry in the brain [1–6]. Since the advent of optogenetics, all-optical approaches have been introduced to carry out both recording and manipulation of neuronal populations [7–10]. Many global stimulation techniques exist, such as stimulating groups of neurons with banks of LEDs [11]. However, selective targeting of individual neurons with coherent light is becoming more and more popular.
Stimulation of individual neurons with light often does not alter the information flow in the brain in a substantive way. Emerging evidence shows that information in the brain is encoded in the simultaneous or avalanche-like firing of multiple neurons, and that these neuronal groups are usually not direct neighbors [12]. Interrogating these distributed groups of neurons, which collectively process information, requires simultaneous targeting of multiple neurons. This can be achieved by arrays that direct and modulate the intensity of light on a pixel-by-pixel basis such as Digital Micromirror Devices (DMD) [13, 14]. DMDs are well suited for targeting multiple neurons in transparent models such as C. elegans, where a single-photon regime is proven effective [15]. However, two-photon infrared microscopy is better suited for non-transparent tissue such as mammalian brains, because of the higher penetration of infrared light, and its quadratic dependence on intensity which results in excitation localized to the focal volume [16]. DMD devices are not an efficient choice for two-photon excitation due to “off” pixels that reflect light away from the sample, effectively wasting laser power. This power is needed for two-photon excitation, due to its quadratic dependence on intensity and therefore requires focusing light into high intensity points. Spatial Light Modulators (SLM) have proven more suitable for such two-photon in-vivo applications due to their ability to modulate the phase of the light, preserving the power of the beam during modulation [17–22]. In addition to having higher intensity, phase-only SLMs also allow for the reconstruction of multiple target points in three dimensions [23, 24]. However, since SLMs create the desired light field as a 1st order diffraction pattern from a pixelated phase pattern, they have imperfections and an additional reflected 0th order light field [25, 26]. The 0th order light is focused in the same plane as the modulated light and can be seen as a bright spot in the center of the image plane in typical SLM based multipoint stimulation systems (Figure 1A). In neuroscience applications, this would generate additional photo-stimulation at this location, and for optical micromanipulation applications, this creates an inaccessible zone right in the center of the field of view [27]. In addition to this unwanted 0th order focal point, “ghost patterns” also appear, as shown in an intensity-adjusted image (i.e., displaying the log of intensity) in Figure 1B. These ghost patterns are due to the phase-only nature of many commonly-used SLMs, including the one used in this study, and usually reflect the specific symmetries of the phase modulation pattern. The imperfections have first been noted in other applications of spatial light modulators that are dependent on the exact shape of a light field, such as optical trapping [28–30], where force measurements depend on an accurate gradient of light intensity. Ghost patterns also lower the signal to noise ratio for photo-stimulation applications. Figure 1C is the target intensity pattern used for calculating the phase mask, and Figure 1D is the associated phase mask.
[image: Figure 1]FIGURE 1 | The Unmodulated Light focuses to a central bright spot and ghost patterns are formed due to diffraction from the SLM. (A) Intensity pattern from the conventional beam path captured by an sCMOS camera that is, positioned in the object plane. The unmodulated light is focused at the center of the field of view (FOV) by the objective lens creating an undesired central focal point. (B) intensity-adjusted representation of A highlighting ghost patterns. (C, D) Target intensity pattern and its corresponding phase mask.
Spatial filters are commonly used to block the 0th order light at the point in the light path where it first comes to focus [17, 31]. However, because 0th order (unmodulated) and 1st order (modulated) light come into focus in the same plane, it is not possible to block one without the other, i.e., it is not possible to generate points within the blocked region.
Optical designs that are based on higher order diffraction can be used to achieve complete blocking of the unmodulated light without having an inaccessible central region [32–34]. However, such designs require filtering out unmodulated light using a slit, which cuts the SLM field of view in half of its original size for binary SLMs. Moreover, less laser power is transmitted through higher order diffraction patterns. Grating-based methods have been developed that utilize SLMs capable of modulating to 4π phase delay, to simultaneously modulate for two phase masks in order to remove the replicated higher orders as well as the 0th order [35]. However, the accessibility of these techniques is somewhat limited due to the popularity of SLMs with a maximum phase modulation of 2π.
Removing the 0th order from the object plane by axially shifting the focus of the unmodulated light has been suggested using a slightly converging incident beam on the SLM. The modulated light is shaped by the SLM into collimated beam, which focuses in the object plane, whereas the unmodulated beam is focused above the object plane [30]. However, this configuration has limitations. First, because the unmodulated light comes into focus above the object plane, the sample thickness is limited in this approach. Second, because a beam block is implemented in a plane where the modulated light is not collimated, both the phase and amplitude information from the modulated light is obstructed. This results in partially occluded intensity patterns. An alternative approach to limit 0th order light is through computational removal [36]. This method, which requires calculating a hologram that superimposes and cancels the unwanted intensity, is simple to implement from a hardware perspective, but requires complete characterization of the amplitude and phase components of the 0th order beam, which is unique to each pattern imposed on the SLM.
Here we address the problem of imperfections and inaccessible regions using a modified beam path with a “virtual” lens added to the calculated holographic pattern which replaces one of the real lenses in the system in the Fourier plane of the incident light. In addition, we show the use of such a configuration in a two-photon application with our custom built two-photon microscope.
OPTICAL DESIGN
To decouple the focal planes of the unmodulated and modulated light, we added an additional focusing lens to the diffraction pattern programmed into the SLM. The SLM is thus programmed to display a modular sum of two phase modulations: the phase-mask corresponding to the target intensity pattern and a Fresnel lens. Since only the modulated light is affected by the virtual lens, the beam path is configured such that the modulated light focuses in the Fourier plane of the unmodulated light, and the unmodulated light focuses in the Fourier plane of the modulated light.
To compare this novel optical configuration with the conventional configuration we set up a system with optical paths for the conventional and the virtual lens configurations (Figure 2A). The beam path in cyan shows the conventional configuration and the beam path in magenta shows our virtual lens configuration. The two beam paths were set up to have an identical layout, except that the conventional beam path uses a real lens, L3, after the SLM instead of the virtual lens phase-mask displayed on the SLM (Holoeye LC-R 2500) which was used for the virtual lens beam path. In the conventional beam path, L3 and L4 are placed with a 4-F configuration to image the phase mask containing the phase information in the back focal plane of the imaging lens (L5). A similar 4F configuration is obtained in the virtual-lens path, by using the virtual-lens and L6 couple. As illustrated in Figure 2, the SLM surface projecting the virtual lens is positioned at a Fvl + FL6 distance from L6. The conjugated phase mask plane forms at the back focal plane of the imaging lens (L7). Additionally, in the conventional beam path, L3 is placed at its focal length from the SLM and L4 and L5 are placed in 4-F configuration with respect to the intermediate image and object planes to maximize the pupil of the lens system. In the virtual lens beam path, L6 and L7 are placed in 4-F configuration with respect to the intermediate image and object planes so that they play the same role as L4 and L5. For consistency between the two beam paths, L6 and L4 were both chosen to have a nominal focal length of 400 mm and L7 and L5 were both chosen to have a nominal focal length of 500 mm. The focal length of the virtual lens displayed on the SLM was set equal to the nominal focal length of L3, which was 400 mm because the virtual lens and L3 both serve the same function.
[image: Figure 2]FIGURE 2 | Details of the optical path and lens arrangement. (A) Optical layout for comparison of the conventional and virtual lens configuration. M1 and M2 are mirrors that steer the beam into the system. The half wave plate (HWP) and polarizer (Pol.) work in concert to pass light to the SLM at its designed polarity. The set of L1 and L2 lenses expand the beam to fill the SLM. M3 and M4 center the beam on the SLM. M5 is a removable mirror that, when in place, reflects the beam to the conventional beam path (cyan) and when removed, allows the beam to pass to the virtual lens beam path (magenta). L3, L4, and L5 are the sequence of lenses that project the illumination pattern on the sCMOS camera on the conventional path, M6 is the mirror that in absence of M5 reflects the beam into the virtual lens beam path and L6 and L7 are the sequence of lenses required to project the illumination pattern on the sCMOS camera. The spatial blocks are placed on the optical axes in the front focal planes of lenses L3 and L6. (B) the ray diagram of the conventional (cyan) and virtual lens (magenta) configurations. The phase masks displayed on the SLM are shown on the left.
Figure 2B shows ray diagrams for each of the two beam paths. The unmodulated light is represented in black while the modulated light is shown in cyan in the conventional beam path and magenta in the virtual lens beam path. In the conventional configuration, the unmodulated light focuses to a bright point along the optical axis in the object plane. Traditionally, a spatial block is used at the center of the intermediate image plane to remove this 0th order point. This spatial block also prevents the modulated light from reaching the center of the image plane (dashed lines). Alignment is performed in a similar fashion as traditional lens alignment. A virtual lens is projected onto the surface of the SLM and L6 is added such that the focal lengths of the SLM and L6 coincide. Collimation can be checked using a shearing interferometer, and fine adjustments can be made by shifting L6 back and forth on an optical table to achieve collimation. A similar effect can also be achieved by changing the focal length of the virtual lens displayed.
The outline of the formed image in the object plane can be traced by an example ray diagram in cyan. The ray diagram for the unmodulated light is shown in gray. Note that the central portion of this image is obstructed due to the use of the spatial block. In the virtual lens beam path, however, the unmodulated light is decoupled from the modulated light and instead of coming into focus as a bright central spot, it is collimated in the intermediate image plane, forming a dim Gaussian background intensity. The ray diagram of the unmodulated light is shown in gray. To remove this background from the object plane, a spatial block with (D = 3 mm) can be positioned in the focal plane of L6 (intermediate image plane) where the unmodulated light comes to focus. However, since the modulated light is collimated in this plane and carries only the phase information, the image formed in the object plane remains intact. Subsequently, the field of view of the SLM remains fully accessible. The ray diagram in magenta shows the outline of the resulting image formed in the object plane. As illustrated in the diagram, in contrast to the conventional beam path, the central portion of the image is not blocked.
In order to decouple the two intermediate image planes for unmodulated and modulated light, the SLM displays a modular sum of two phase modulations: the phase-mask computed with the Gerchberg-Saxton algorithm applied to the target intensity pattern and a phase-modulation of a convex lens with a focal length equal to that of L3 ([image: image]). Such an SLM display gives the modulated light the combined phase modulation from these two masks at the same time and causes the image to focus after the SLM, but before L6. The use of a spatial filter in this configuration reduces the intensity of the desired pattern created by the SLM uniformly and proportional to the size of the beam block. The field of view of the SLM remains fully accessible in this configuration as illustrated by the ray diagram in magenta/gray, which shows a 1st order diffraction image formed in the object plane. To implement this design in a microscope, the optical train and virtual lens should be designed such that the phase mask, rather than the SLM surface is imaged onto the back focal plane of the objective and fill the back aperture, i.e., the back aperture of the objective is positioned at lens L7’s back focal plane.
RESULTS
Virtual Lens Makes the Full Field of View Accessible for SLM Optical Stimulation
First we verified the expected effects of the conventional and virtual lens beam paths on the accessibility of the field of view using a Cartesian axis intensity pattern (Figure 3A) generated by the phase mask in Figure 3B. Figures 3C,D show images of the generated intensity captured at the object planes of the conventional configuration (Figure 3C) and virtual lens configuration (Figure 3D) without a spatial block. As expected, the unmodulated light focuses to a point at the center of the image plane in the conventional configuration, while in the virtual lens configuration the unmodulated light has a wide low-intensity Gaussian profile proportional to the light intensity profile of the expanded and collimated laser beam. Figures 3E,F show both configurations with a spatial block. In the conventional configuration light is blocked in a region around the center whose width is proportional to the size of the beam blocker. In the virtual lens configuration, the pattern has uniform brightness, demonstrating that uniform accessibility of the whole field of view is achieved.
[image: Figure 3]FIGURE 3 | Comparing intensity patterns between conventional and virtual lens beam paths. (A) The target intensity pattern for a Cartesian axis. (B) The corresponding phase mask. (C–F) The resulting intensity patterns seen by the camera in each beam path in the presence or absence of a spatial block for the beam paths. (C) The unmodulated light focuses into a bright central spot in the conventional path without a spatial block. (D) The unmodulated light does not come into focus anywhere after the imaging lens in the virtual lens beam path and creates a very dim Gaussian background intensity. (E) Using a spatial block in the conventional path removes information from the center of the FOV, making it inaccessible for photo-stimulation. (F) Using a spatial block in the virtual lens beam path removes the background Gaussian intensity generated by the unmodulated light, while keeping the entire FOV accessible.
Virtual Lens Beam Path Increases Fidelity of Target Points
To compare the intensity pattern generated by the SLM in each beam path, we used an eleven-by-eleven matrix of points as a target illumination pattern. In order to ensure that differences in the SLM-generated intensity patterns from each path are only due to the difference in their optical configurations, spatial filters for blocking the zeroth order of diffraction were not used in either path. A revised version of the Crocker-Grier object-finding algorithm was used to locate the target illumination points in each image. The integrated intensity and standard deviations in major axis lengths were calculated for each generated point and compared between the two beam paths.
Figure 4A and Figure 4B show the SLM generated patterns for the conventional and virtual lens beam paths respectively. A logarithmic adjustment was applied to the intensity map. To compare the quality of the points generated by each path, the width of each point was quantified by fitting its intensity profile to a 2-dimensional Gaussian and registering their widths (σx and, σy). The average image of the points in the conventional beam path (excluding the 0th order) and the virtual lens beam path is shown in Figure 4C (right and left images respectively). Figure 4D shows the distribution of the 2D standard deviation for all generated points. The results indicate that the use of the virtual lens configuration leads to comparably sized points to their counterparts from the conventional beam path, despite the suboptimal Fresnel lens formed by the pixelated array of the SLM. Of note, however, is the increased variance in focal point size in the virtual lens configuration. This could be caused by a modulated point spread function due to a more limited opening angle of the light cone produced by the SLM, an effect induced by the imposition of the lens function [37].
[image: Figure 4]FIGURE 4 | Quantification of the fidelity of reconstruction of an array of points by the conventional and virtual paths (A) The intensity pattern generated at the object plane in an array of eleven-by-eleven points captured by the camera in the conventional beam path and (B) the virtual lens beam path. (C) The averaged intensity heat map of the SLM generated points created in the conventional (right) and the virtual lens beam path (left). (D) The distribution of standard deviation for a fitted 2D Gaussian to each of the generated points in their orthogonal axes. (E) The integrated intensity distribution of the generated points in the conventional beam path and the virtual lens beam path. (F) Background intensity distribution (per pixel) for virtual lens beam path, and the conventional beam path excluding the 0th order.
In photo-stimulation applications in neuroscience, uniformity in size is less important due to irregularities in the shape and size of neurons, but uniformity in intensity is of particular importance, due to a desire for low variance in induced photocurrent across multiple channels. Figure 4E shows the histograms of the integrated intensity of all pixels above a fixed threshold in each extracted point. This fixed threshold in turn is set by the general size of the reconstructed points and is the same for the conventional beam path and the virtual lens beam path. The standard deviation of the intensities generated is 29% of the mean intensity in the conventional beam path and 13% in the virtual lens beam path (p = 0.025). Therefore, while the points in the conventional and virtual paths have similar mean intensities, the latter are more uniform.
Virtual Lens Creates Fewer and Lower Intensity Ghost Patterns
Another benefit of the virtual lens beam path is its ability to remove undesired ghost patterns from the object plane by displacing them axially into other focal planes. In order to visualize these speckles, Figures 4A,B show examples of the array of points image from the conventional beam path (A) and the virtual lens beam path (B). A logarithmic adjustment was applied to the intensity map. These ghost patterns contribute to the background intensity and they are problematic for precise photo-stimulation as they deliver light to arbitrary locations of the field of view. To demonstrate how these ghost patterns contribute to the background intensity, Figure 4F shows the histogram of the background intensity for the conventional beam path and the virtual lens beam path. The virtual lens beam path yields dimmer background intensity despite having the unfocused unmodulated light in the background. Using a block for the unmodulated light can further reduce this background intensity.
To locate and quantify the ghost patterns in the previously shown dot matrix pattern, features were extracted for a fixed low threshold for the conventional and virtual lens beam path. A total of 607 ghost features were found in the conventional beam path whereas only 72 features were found for the virtual lens beam path. Moreover, to have a measure for the signal to noise ratio (SNR) in both beam paths, we calculated the ratio of the dimmest target point to the brightest ghost feature for both paths. The SNR for the conventional beam path is 1.21 and for the virtual lens beam path is 8.8. Thus, not only does the virtual lens path yield fewer ghost patterns, but it also reduces the peak intensity of the ghost patterns. Since the formation of ghost patterns is dependent on the symmetry of the target intensity pattern, we also measured the ghost pattern intensity for a ring of points, which has a different symmetry than the previous pattern. Using the same threshold as before, 71 ghost features were extracted in the conventional beam path. However, only 25 ghost points were extracted in the virtual lens beam path. The dimmest point was significantly brighter than the brightest ghost pattern for this ring arrangement of points, with the signal to noise ratio of the two at 21.72 and 26.72 respectively for the conventional and the virtual lens beam paths.
Validation of the Virtual Lens Configuration in Two-Photon Application
We have adopted the virtual lens configuration in a custom built two-photon microscope. This microscope consists of one upright microscope (Sutter Instruments) and one inverted microscope that both focus on the same object plane as illustrated in Figure 5A. The virtual lens path uses a Boulder Nonlinear Systems 1536 × 1536 SLM. The system also has a second path that uses a galvo-resonant pair for two photon imaging. No 0th order blocker is used in our two-photon microscope. The bottom inverted microscope, shown below the sample plane in Figures 5A, is a Nikon TE200 with additional motorized stage and focus drive, connected to a Hamamatsu ImagEM X2 EMCCD set up to perform epifluorescence microscopy and to collect the fluorescent emission from the sample. The camera is equipped with a filter that blocks the 1040 nm illumination (Thorlabs FESH1000). For this demonstration we are using a 20X Olympus Objective with 1.00 NA (XLUMPLFLN20XW) for the top microscope and a 25X Olympus objective with 1.05 NA (XLPLN25XWMP2) for the bottom microscope.
[image: Figure 5]FIGURE 5 | Two-photon optical layout and result (A) Schematic of the optical layout for two-photon photo-stimulation and imaging. The two-photon photo-stimulation path uses the fixed output of the laser (Coherent Chameleon Discovery), shown in orange, and is shaped by a BNS 1536 × 1536 SLM in a virtual-lens configuration with an Fvl = 600 mm. The two-photon imaging path that uses the tunable output of the laser is shown in blue and is scanned by a galvo-resonant pair (GRS). The two beams are combined by a notch dichroic (Di1, Semrock NFD01-1040) before entering the objective. The bottom inverted microscope, shown below the sample plane, is a Nikon TE200 with additional motorized stage and focus drive, connected to a Hamamatsu ImagEM X2 EMCCD, collects the fluorescent light. Note that there is no 0th order block in this layout. (B) The two-photon image formed by the SLM captured by the inverted microscope. Only the intended target points are generated by the two-photon excitation.
In this system we are able to demonstrate that a virtual lens configuration is compatible with two-photon excitation. A long focal distance virtual lens (Fvl = 600 mm) is used for two reasons: First, a longer focal distance lens leads to Fresnel fringes that are spaced further apart, limiting the interference with the added phase mask. Second, the higher order diffraction patterns generated by the weaker Fresnel virtual lens will become further spaced apart axially from the first order of diffraction. To show the two-photon excitation capability of the photo-stimulation path we used a thin, uniform fluorescent sample made by a droplet of 2 mM X-Rhod-1, AM dye in 100% dimethyl sulfoxide (DMSO), sandwiched between two No. 1.5 coverslips in the object plane. We illuminate the sample with a 1040 nm laser modulated with a superposition of a virtual lens and a phase mask that produces a ring of 16 focal points. A sample image of the ring of points as captured by the camera is shown in Figure 5B. This result shows that even in the absence of a spatial block, only the intended target points generate two-photon fluorescence. This demonstrates the suitability of our virtual lens configuration to neuroscience photo-stimulation experiments utilizing two-photon excitation principles [38, 39].
Additionally, while ghost patterns are still formed, they occur in deeper planes and thus have reduced impact in many experimental settings, especially those in neuroscience, due to additional absorption and scattering. Below, we demonstrate this axial displacement of the ghost patterns, created by the second order of diffraction, with respect to the target pattern (Figure 6). Figure 6A shows the target pattern at the object plane (Z = 0 μm). The objective is then moved away from the sample until the second order of diffraction comes into focus at Z = 40 μm (Figure 6B). To compare the intensities created in each point, the peak intensity from each point is extracted. Figure 6C shows the distribution of the peak intensities. The first order of diffraction is shown to be approximately 4-fold more intense than the points comprising the second order ghost pattern.
[image: Figure 6]FIGURE 6 | Two photon images of first and second order diffracted light. A thin fluorescent sample is used, sitting at the object plane of both the bottom and top objectives. (A) The first order of diffraction forms at the object plane. (B) The top objective is moved axially away from the sample by 40 μm where the second order pattern is formed. (C) The distribution of peak intensity at each point.
DISCUSSION
Holographic multiphoton stimulation of multiple neurons is emerging as a powerful technique to understand and modulate the operation of the brain. Spatial light modulators are capable of splitting a single laser beam into multiple points, and optogenetics leverages this capability for targeted activation of multiple neurons. Since information flows through interconnected networks of neurons, the ability to selectively activate groups of neurons is critical for understanding brain function. In this work, we have introduced a virtual lens configuration that addresses several limitations of widely used SLM approaches.
First, we separate the focal planes of the unmodulated light from the modulated light such that the unmodulated light focuses in the Fourier plane of the modulated light. This provides significant benefits for studies involving optical stimulation of the brain. The entire field of view in the object plane remains accessible for optical stimulation, and the unmodulated light can be removed without substantial information loss by a spatial block positioned after the first physical lens. This new capability is critical when aiming to stimulate neurons in vivo, as targeted neurons may be located anywhere in the field of view. Furthermore, it is possible to remove the spatial block without generating a high intensity 0th order focal point anywhere in the sample volume (the region after L7) since the unmodulated light is collimated after L7.
This configuration also improved the uniformity of the targeted points in the field of view. Moreover, we show that the size and shape of the points generated in both paths remain comparable despite the use of a more complex phase modulation in the virtual lens beam path. We also show that our configuration can reduce the number of “ghost patterns” associated with the phase-only property of the utilized SLM. In the conventional configuration the intensity of these ghost patterns can become comparable to the intensity of the targeted patterns for certain pattern symmetries. We show that the ghost patterns created are fewer in quantity when using a virtual lens. These advantages of the virtual lens configuration are essential for photo-stimulation as it expands to target multiple neurons simultaneously in deep layers of the brain.
The increased uniformity will support targeting each neuron in a group with comparable probability, while the reduction of ghost patterns will lower the probability of stimulating non-targeted neurons.
Finally, we show that in two-photon applications, due to the quadratic dependence of absorption probability on light, the unmodulated light will not need to be blocked because it remains unfocused in the imaging volume. This advantage will be most significant for high power lasers that are prone to damaging the beam blocker. It should be noted that shorter focal lengths of the virtual lens may limit the maximum possible lateral deviation and limit the intensity of points far from the optical axis created by the SLM. The strength of the effect increases with numerical aperture of the objective and decreases with increasing resolution of the SLM [37, 40]. However, this effect should be relatively negligible at the long focal lengths typically used in two-photon fluorescence microscopy applications.
The virtual lens phase mask has a diffraction efficiency function consisting of a set of on-axis lenses with focal lengths [image: image] [41, 42]. Therefore, one feature of the virtual lens configuration is introducing a shift of diffractive orders along the optical axis. Although this can potentially reduce the general diffraction efficiency, it also reduces the effects of ghost patterns in the object plane. As previously shown in our experimental configuration, when tested in a non-scattering medium, the ghost patterns from the second order of diffraction appear 40 microns deeper and are a factor of four dimmer than the first order of diffraction (Figure 6). In neuroscience applications, this increased depth of focus of higher order patterns significantly reduces their adverse impact. Prior studies have shown that in the highly scattering media of brain tissue, this axial shift would reduce two-photon absorption exponentially with depth, thus greatly reducing ghost effects. This would result in a factor of approximately 2.5 more attenuation in our case [43–45], resulting in a corresponding increase in the signal to noise ratio.
One additional caveat is dispersion when the virtual lens configuration is used e.g., with ultra-fast lasers in multiphoton applications. The SLM diffraction is wavelength dependent, and thus the virtual lens will focus light with some axial separation by wavelength (worse than what can be achieved with dispersion compensated lenses) [37]. The strength of this effect is inversely related to the pulse width of the laser used and will be most apparent with ultrashort and supercontinuum lasers. This effect could be harnessed for temporal focusing, when used with a static diffraction grating [46].
The virtual lens configuration introduced here only requires small changes to hardware and software. On the optics hardware side, the virtual lens configuration requires the removal of one lens, the corresponding shortening of the beam path, and allows for the removal of the beam blocker for unmodulated light. On the software side the virtual lens configuration entails a change in the calculation of the SLM phase pattern to include a virtual lens. Both changes are straightforward to implement and thus these powerful benefits should be accessible to users of many commercial systems in the field of neuroscience.
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normal irregular normal plus irregular normal irregular normal plus irregular
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Cut 1 bivalent (n = 12) 23418 22412 03:35 + 02:01* 30+17 24410 04:57 + 03:01*
Cut 2 bivalents (n = 4) 0 25 = 25 1 &
Cut 3 bivalents (n = 3) il 3 - 1 2 =

Data in this table is only of the cells tabulated in the “*halves’ oscillate” row in Table 1, excluding cells with “bivalent ‘halves’ stationary at the poles”. The + standard
deviations are included where applicable. Values with *are significantly different at p < 0.05 using Students t-test. The average duration of normal plus irregular oscillations
is statistically greater for “half” bivalents at the pole from which there was no detachment, but there appears to be no significant difference between the numbers of normal
oscillations, or of the numbers of irregular oscillations.
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TOTAL: Cut 1,2, 0or 3 01:52 +£ 00:47 00:58 + 00:29
bivalent(s) + 10 pM (00:29-04:20) (00:27-01:52)
NOC (n = 25)

Cell counts exclude 5 cells which had bivalent detachment from neither pole (see
gray values in Figure 7 for number of cells with detachment from no poles). The
values are + standard deviations; the ranges are given in parentheses; the cell
sample size is indicated by the n = value. None of the values in any given column
are significantly different from others in the same column.
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