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Global biogeochemical cycles of carbon and nutrients are increasingly affected by human activities. So far, modeling has been central for our understanding of how this will affect ecosystem functioning and the biogeochemical cycling of carbon and nutrients. These models have been forced to adopt a reductive approach built on the flow of carbon and nutrients between pools that are difficult or even impossible to verify with empirical evidence. Furthermore, while some of these models include the response in physiology, ecology and biogeography of primary producers to environmental change, the microbial part of the ecosystem is generally poorly represented or lacking altogether. 

The principal pool of carbon and nutrients in soil is the organic matter. The turnover of this reservoir is governed by microorganisms that act as catalytic converters of environmental conditions into biogeochemical cycling of carbon and nutrients. The dependency of this conversion activity on individual environmental conditions such as pH, moisture and temperature has been frequently studied. On the contrary, only rarely have the microorganisms involved in carrying out the processes been identified, and one of the biggest challenges for advancing our understanding of biogeochemical processes is to identify the microorganisms carrying out a specific set of metabolic processes and how they partition their carbon and nutrient use. We also need to identify the factors governing these activities and if they result in feedback mechanisms that alter the growth, activity and interaction between primary producers and microorganisms. By determining how different groups of microorganisms respond to individual environmental conditions by allocating carbon and nutrients to production of biomass, CO2 and other products, a mechanistic as well as quantitative understanding of formation and decomposition of organic matter, and the production and consumption of greenhouse gases, can be achieved. 

In this Research Topic, supported by the Swedish research councils’ programme “Biodiversity and Ecosystem Services in a Changing Landscape” (BECC), we intend to promote this alternative framework to address how cycling of carbon and nutrients will be altered in a changing environment from the first-principle mechanisms that drive them – namely the ecology, physiology and biogeography of microorganisms – and on up to emerging global biogeochemical patterns. This novel and unconventional approach has the potential to generate fresh insights that can open up new horizons and stimulate rapid conceptual development in our basic understanding of the regulating factors for global biogeochemical cycles. The vision for the research topic is to facilitate such progress by bringing together leading scientists as proponents of several disciplines. By bridging Microbial Ecology and Biogeochemistry, connecting microbial activities at the micro-scale to carbon fluxes at the ecosystem-scale, and linking above- and belowground ecosystem functioning, we can leap forward from the current understanding of the global biogeochemical cycles.
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Global biogeochemical cycles of carbon and other nutrients are increasingly affected by human activities (Griggs et al., 2013). So far, modeling has been central for our understanding of how this will affect ecosystem functioning and the biogeochemical cycling of elements (Treseder et al., 2012). These models adopt a reductive approach built on the flow of elements between pools that are difficult or even impossible to verify with empirical evidence. Furthermore, while some of these models include the response in physiology, ecology and biogeography of primary producers to environmental change, the microbial part of the ecosystem is generally poorly represented or lacking altogether (Stein and Nicol, 2011; Treseder et al., 2012).

The principal pool of carbon and other nutrients in soil is the organic matter (Schimel, 1995). The turnover time of this reservoir is governed by the rate at which microorganisms consume it. The rate of organic matter degradation in a soil is determined by both the indigenous microbial community and the environmental conditions (e.g., temperature, pH, soil water capacity, etc.), which govern the biogeochemical activities of the microorganisms (Waksman and Gerretsen, 1931; Schmidt et al., 2011). The dependences of these biogeochemical activity rates on environmental conditions such as pH, moisture and temperature have been frequently studied (Conant et al., 2011; Schmidt et al., 2011). However, while various microorganisms involved in carrying out biogeochemical processes have been identified, biogeochemical process rates are only rarely measured together with microbial growth, and one of the biggest challenges for advancing our understanding of biogeochemical processes is to systematically link biogeochemistry to the rate of specific metabolic processes (Rousk and Bååth, 2011; Stein and Nicol, 2011). We also need to identify the factors governing these activities and if it results in feedback mechanisms that alter the growth, activity and interaction between primary producers and microorganisms (Treseder et al., 2012). By determining how different groups of microorganisms respond to individual environmental conditions by allocating e.g. carbon to production of biomass, CO2 and other products, a mechanistic as well as quantitative understanding of formation and decomposition of organic matter, and the production and consumption of greenhouse gases, can be achieved.

In this Research Topic, supported by the Swedish research councils' program “Biodiversity and Ecosystem Services in a Changing Landscape” (BECC), we intend to promote an alternative framework to address how cycling of carbon and other nutrients will be altered in a changing environment from the first-principle mechanisms that drive them—namely the ecology, physiology and biogeography of microorganisms. In order to improve the predictive power of current models, the alternative framework supports the development of new models of biogeochemical cycles that factor in microbial physiology, ecology, and biogeochemistry. Our ambition has been richly rewarded by an extensive list of submissions. We are pleased to present contributions including primary research targeting the microbial control of biogeochemistry, comprehensive reviews of how microbial processes and communities relate to biogeochemical cycles, identification of critical challenges that remain, and new perspectives and ideas of how to optimize progress in our understanding of the microbial regulation of biogeochemistry.

Our Research Topic presents new findings about the importance of the microbial community composition, their metabolic state, and the activity of enzymes for the fate and degradation of specific substrates such as chitin (Beier and Bertilsson, 2013), the degradation of more complex compounds such as those constituting plant litter (Moorhead et al., 2013; Rinkes et al., 2013), and the metabolism and biogeochemical cycling of one-carbon compounds (Aronson et al., 2013; Basiliko et al., 2013; Kappler and Nouwens, 2013). The environmental control and land-use perturbation of microbial communities and methane production were assessed in a comprehensive review (Aronson et al., 2013) as well as a case study (Basiliko et al., 2013) and a meta-analysis (Holden and Treseder, 2013). Other contributions have focused on how environmental variables that are affected by climate change can modulate microbial activities by e.g. their influence on the production and activity of enzymes (Steinweg et al., 2013), while Bradford (2013) has provided a comprehensive review of how microbial processes respond to warmer temperatures. These reviews are accompanied by a new suggestion for how we can achieve better predictions for microbial responses (and feedbacks) to climate change (de Vries and Shade, 2013), while Moorhead et al. (2013) identify knowledge gaps and provide important insights about how data on microbial communities, environmental conditions, and enzyme activities can be used to better inform enzyme-based models.

Several submissions have highlighted the importance for plant-microbial feedbacks for the regulation of organic matter decomposition and formation (Moorhead et al., 2013; Thomson et al., 2013; Churchland and Grayston, under review), the production of biogenic volatile organic compounds (Rinnan et al., 2013), and the community composition of methanogens and sulfate reducing bacteria (Zeleke et al., 2013). A very active research area in soil microbial ecology is presently how small amounts of labile carbon sources can trigger, or “prime,” the decomposition of soil organic matter. A route toward a more general understanding of the regulation of plant-soil interaction for biogeochemistry, that may well facilitate our understanding of “priming effects,” could be the incorporation of stoichiometric concepts (Dijkstra et al., 2013; Mooshammer et al., 2014). Stoichiometric variations in the concentration of nutrients, combined with variations in carbon and nutrient demands of different decomposer groups, also seems to be reflected in the degradation rate of plant litter (Rinkes et al., 2013). A comprehensive review of biogenic fixation of nitrogen demonstrates the importance of interactions between different biogeochemical cycles for nitrogen fixation in ecosystems with nitrogen-limited plant productivity (Rousk et al., 2013). These contributions emphasize that stoichiometric variations in nutrient concentrations are of importance for both factors that could determine the propensity for organic matter to accumulate in an ecosystem, and thus for carbon to be sequestered.

Some contributions to this Research Topic have also highlighted methodological challenges that urgently need attention. For instance, the ability of contemporary isotopic tracer methods to estimate microbial contributions to biogeochemical processes could be systematically overestimated (Hobbie and Hobbie, 2013), suggesting that estimates of the turnover of low molecular weight organic compounds, and possibly also for estimations of nitrogen transformation rates, need to be revised. Additionally, there is a need to move from laboratory-based estimations of the microbial role in ecosystem level processes, often omitting crucial components such as the presence of plants, to field-based assessments in intact systems (Rinkes et al., 2013).

The contributions to our Research Topic have opened up new horizons and stimulated conceptual developments in our basic understanding of the regulating factors of global biogeochemical cycles. Within this forum, we have begun to bridge Microbial Ecology and Biogeochemistry, connecting microbial activities at the microcosm scale to carbon fluxes at the ecosystem-scale, and linking above- and belowground ecosystem functioning. We are hopeful that we have initiated conceptual developments that can reach far beyond this Research Topic. It is a mere first step, but we are confident it is directed toward a predictive understanding of the microbial regulation of global biogeochemical cycles.
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Chitin is one the most abundant polymers in nature and interacts with both carbon and nitrogen cycles. Processes controlling chitin degradation are summarized in reviews published some 20 years ago, but the recent use of culture-independent molecular methods has led to a revised understanding of the ecology and biochemistry of this process and the organisms involved. This review summarizes different mechanisms and the principal steps involved in chitin degradation at a molecular level while also discussing the coupling of community composition to measured chitin hydrolysis activities and substrate uptake. Ecological consequences are then highlighted and discussed with a focus on the cross feeding associated with the different habitats that arise because of the need for extracellular hydrolysis of the chitin polymer prior to metabolic use. Principal environmental drivers of chitin degradation are identified which are likely to influence both community composition of chitin degrading bacteria and measured chitin hydrolysis activities.
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INTRODUCTION

The occurrence of chitin is widespread in nature and chitin serves as a structural element in many organisms, e.g., fungi, crustaceans, insects or algae (Gooday, 1990a,b). Chitin is composed of linked amino sugar subunits. Similar to cellulose and murein, it makes a shortlist of highly abundant biopolymers with enormous global production rates estimated at approximately 1010–1011 tons year−1 (Gooday, 1990a; Whitman et al., 1998; Kaiser and Benner, 2008). There are no reports of quantitatively significant long-term accumulation of chitin in nature, implying efficient degradation and turnover (Tracey, 1957; Gooday, 1990a).

In accordance with the abundance and ubiquity of chitin, chitin-degrading enzymes are also detected in many types of organisms, such as fungi, bacteria (Gooday, 1990a), archaea (Huber et al., 1995; Tanaka et al., 1999; Gao et al., 2003), rotifers (Štrojsová and Vrba, 2005), some algae (Vrba et al., 1996; Štrojsová and Dyhrman, 2008), but also carnivorous plants or in digestional tracts of higher animals (Gooday, 1990a).

Bacteria are believed to be major mediators of chitin degradation in nature. In soil systems, chitin hydrolysis rates have been shown to correlate with bacterial abundance (Kielak et al., 2013), but depending on temperature, pH, or the successional stage of the degradation process, also fungi may be quantitatively important agents of chitin degradation (Gooday, 1990a; Hallmann et al., 1999; Manucharova et al., 2011). In aquatic systems, plating and in situ colonization experiments convincingly demonstrates that bacteria are the main mediators of chitin degradation (Aumen, 1980; Gooday, 1990a). However, occasionally, dense fungal colonization of chitinous zooplankton carapaces has been observed (Wurzbacher et al., 2010) and some diatoms have also been shown to hydrolyze chitin oligomers (Vrba et al., 1996, 1997). A further source of chitin modifying enzymes in aquatic systems are enzymes released during molting of planktonic crustaceans (Vrba and Machacek, 1994). Nevertheless, it is not yet clear whether the enzymes released by diatoms and molting zooplankton react with particulate chitin to any significant extent or if their hydrolytic activity is limited to dissolved chitin oligomers.

Chitin is the polymer of (1→4)-β-linked N-acetyl-D-glucosamine (GlcNAc). The single sugar units are rotated 180° to each other with the disaccharide N,N′-diacetylchitobiose [(GlcNAc)2] as the structural subunit. In nature, chitin varies in the degree of deacetylation and therefore the distinction from chitosan, which is the completely deacetylated form of the polymer, is not strict. Chitin is classified into three different crystalline forms: the α-, β-, and γ-form, which differ in the orientation of chitin micro-fibrils. With few exceptions, natural chitin occurs associated to other structural polymers such as proteins or glucans, which often contribute more than 50% of the mass in chitin-containing tissue (Attwood and Zola, 1967; Schaefer et al., 1987; Merzendorfer and Zimoch, 2003). Chitin is a structural homologue of cellulose where the latter is composed of glucose instead of GlcNAc subunits. Also murein in bacterial cell walls can be considered a structural chitin homologue, as it is composed of alternating (1→4)-β-linked GlcNAc and N-acetylmuramic acid units.

A process is called chitinoclastic if chitin is degraded. If this degradation involves the initial hydrolysis of the (1→4)-β-glycoside bond, as seen for chitinase-catalyzed chitin degradation, the process is called chitinolytic. Growth on chitin is not necessarily accompanied by the direct dissolution of its polymeric structure. Alternatively, chitin can be deacetylated to chitosan or possibly even cellulose-like forms, if it is further subjected to deamination (Figure 1). Such a degradation mechanism has been suggested in some early studies (ZoBell and Rittenberg, 1938; Campbell and Williams, 1951). Chitinases and chitosanases overlap in substrate specificity, while their respective efficiency is controlled by the degree of deacetylation of the polymeric substrate (Somashekar and Joseph, 1996) (Figure 1). Besides specific chitosanases, also cellulases can possess considerable chitosan-cleaving activity (Xia et al., 2008). Furthermore, lysozyme has also been shown to hydrolyze chitin, even if processivity is low when compared to true chitinases (Skujiņš et al., 1973). Cellulases can also bind directly to chitin (Ekborg et al., 2007; Li and Wilson, 2008), but there are no reports of these enzymes actually hydrolyzing the polymers.


[image: image]

FIGURE 1. Processes involved in chitin degradation. If deacetylation and deamination processes are very active, chitosan or possibly even cellulose-like molecules might be produced. GH, glycoside hydrolase family; GlcNAc, N-acetylglucosamine; GlcN, glucosamine; Glc, glucose.



Few studies have compared the quantitative importance of different chitinoclastic pathways, and the studies available suggest that chitin degradation via initial deacetylation might be more important in soil and sediment compared to water environments (Hillman et al., 1989; Gooday, 1990a). The quantitative importance of different chitinoclastic pathways from a global perspective has, to the best of our knowledge, never been assessed. In the following sections, we will focus on the chitinolytic pathway.

The quantitative significance of chitin has been recognized for some time and there has been great interest in identifying processes and factors controlling its degradation. Accordingly, the biochemistry, molecular biology, and biogeochemistry of chitin degradation have been summarized in reviews published already some 20 years ago (Gooday, 1990a; Cohen-Kupiec and Chet, 1998; Keyhani and Roseman, 1999). More recently, the development and widespread use of culture-independent molecular methods in microbial ecology have enabled further dissection of microbial processes controlling chitin degradation in more complex natural environments and diverse microbial communities. These methodological advances combined with the significance of chitin as a critical link between the carbon and nitrogen cycles (Figure 2) has led to a revived interest in the quantitative importance of chitin turnover in marine systems (Souza et al., 2011).
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FIGURE 2. Fate of possible chitin degradation intermediates and degradation products at the interface of the global N and C-cycles: during the first degradation steps chitin is cleaved into small organic molecules that can directly be reintegrated into cell material or mineralized and potentially removed from the system. GlcNAc, N-acetylglucosamine; GlcN, glucosamine; Glc: glucose.



There is clearly a need for an updated account of the diverse mechanisms involved in chitinolysis and the ecological consequences of this process for bacteria. A focus on bacteria rather than all other organisms involved in chitin degradation is warranted since bacterial chitin degradation takes place in all major ecosystems and because their metabolism and growth have such a central role in most ecosystem-scale biogeochemical cycles. However, also non-bacterial or non-chitinolytic chitin-degraders will occasionally be mentioned and discussed where their activities would influence bacterial chitin degradation. In light of recent developments in molecular methods, a particular emphasis will be on how the participation and interactions of specific microbial populations and community composition influence the process. We further identify gaps in knowledge and needs for further research.

BIOCHEMISTRY OF CHITIN HYDROLYSIS

Chitin degradation is a highly regulated process, and the hydrolytic enzymes are induced by products of the chitin hydrolyses, GlcNAc (Techkarnjanaruk et al., 1997), or soluble chitin oligomers (GlcNAc)2–6 (Keyhani and Roseman, 1996; Miyashita et al., 2000; Li and Roseman, 2004; Meibom et al., 2004), depending on the organism under scrutiny. In contrast to (GlcNAc)2, GlcNAc has also been reported to act as a suppressor of chitinase expression in a Streptomyces strain (Miyashita et al., 2000) and this may be because its main origin in natural systems could be from murein in cell walls rather than chitin (Benner and Kaiser, 2003). Other factors more generally regulating the expression of these and other hydrolytic enzymes are nutrient regime and availability of other, more readily available growth substrates (Techkarnjanaruk et al., 1997; Keyhani and Roseman, 1999; Delpin and Goodman, 2009a,b). The variety of regulating factors are likely to reflect the wide range of ecological niches occupied by chitin degraders.

Complete lysis of the insoluble chitin polymer typically consists of three principal steps (1) cleaving the polymer into water-soluble oligomers, (2) splitting of these oligomers into dimers, and (3) cleavage of the dimers into monomers. The first two steps are usually catalyzed by chitinases. The occurrence of chitinases in bacteria is widespread among phyla and the production of multiple chitinolytic enzymes by individual bacterial strains appear to be a common trait (e.g., Fuchs et al., 1986; Romaguera et al., 1992; Saito et al., 1999; Shimosaka et al., 2001; Tsujibo et al., 2003). Chitinases are typically grouped into family 18 and 19 glycoside hydrolases. The latter are rare in bacteria except for some members of the genus Streptomyces (Ohno et al., 1996; Saito et al., 1999; Watanabe et al., 1999; Shimosaka et al., 2001; Tsujibo et al., 2003). It has been hypothesized that family 18 and 19 glycoside hydrolases have evolved separately, as genes belonging to these two analogous gene families show little or no sequence homology, nor share the same molecular-level catalytic mechanism (Perrakis et al., 1994; Davies and Henrissat, 1995; Hart et al., 1995). The occurrence of multiple genes in a single organism may be the result of gene duplication or acquisition of genes from other organisms via lateral gene transfer (Hunt et al., 2008). In support of the former mechanism, different chitinase gene sequences found within single organisms are often almost identical. However, there are examples where chitinase genes coexisting in a single organism are very different and cluster with chitinase sequences from rather distantly related organisms (Saito et al., 1999; Suzuki et al., 1999; Karlsson and Stenlid, 2009). This suggests lateral gene transfer also between distantly related organisms.

Multiple chitinases within a single organisms are believed to lead to a more efficient use of the respective substrate as a result of synergistic enzyme interactions or contrasting affinities to different substrate forms (Svitil et al., 1997). One example of this is the extensively studied chitinase system of Serratia marcescens, which is based on several chitinases with slightly different functions. S. marcescens produces four family 18 chitinases ChiA, ChiB, ChiC1, and ChiC2, all of which are released into the surrounding medium (Suzuki et al., 1998). ChiC2 results from a posttranslational modification of ChiC1 (Gal et al., 1998; Suzuki et al., 1999) and hydrolytic activities of ChiC2 were lower on crystalline substrates compared to ChiC1 whereas no further differences were identified (Suzuki et al., 1999), leaving the function of ChiC2 unclear. By combining ChiA, ChiB, and ChiC1, synergistic effects on chitin degradation have been observed, implying differential action sites and/or molecular reaction mechanisms for the three enzymes (Suzuki et al., 2002). Indeed it was later shown that ChiC is a non-processive endoenzyme that cleaves the chitin polymer randomly, whereas both ChiA and ChiB are processive enzymes cleaving off disaccharides while sliding along the chitin polymer (Horn et al., 2006; Sikorski et al., 2006). Multiple action mechanisms are also implied for each of the latter two chitinases as it has been demonstrated that ChiA and ChiB degrade β-chitin microfibrils unidirectionally from opposite ends of the polymer (Hult et al., 2005). Still, the major end products from all three enzymes are disaccharides, whereas monosaccharides are produced as byproducts in substantially lower amounts (Horn et al., 2006). There are other examples where multiple enzymes within an organism catalyze the metabolism of a single substrate, with cellulose as a pertinent example (Rabinovich et al., 2002). It seems conceivable that enzyme multiplicity might be a general feature in polymer degrading processes caused by the structural complexity of the substrate. This would then allow parallelized or successive contrasting modes of action on the same polymer.

β-N-acetyl-hexosaminidases, usually affiliated with family 20 glycoside hydrolases, finally cleave GlcNAc from the non-reducing end of the water soluble chitin oligomers produced by chitinases (Scigelova and Crout, 1999). In bacteria, this last step typically takes place in the cytoplasm or the periplasmic space (Bassler et al., 1991; Keyhani and Roseman, 1996; Drouillard et al., 1997; Techkarnjanaruk and Goodman, 1999). In some bacteria, enzymes other than the family 20 glycoside hydrolases are involved in hydrolyzing GlcNAc from chitin oligomers (Tsujibo et al., 1994; Chitlaru and Roseman, 1996; Park et al., 2000). Recent research also suggests that some family 20 glycoside hydrolases can cleave GlcNAc directly from chitin polymers and hence function as chitinases (LeCleir et al., 2007).

Chitin degradation is also influenced by more cryptic factors. For example, a chitin-binding protein without any catalytic domain has been shown to facilitate the degradation of β-chitin by disrupting the crystalline chitin polymer structure (Vaaje-Kolstad et al., 2005). The protein showed significant sequence similarity to a gene product in Streptomyces olivaceoviridis known to have high affinity to α-chitin (Schnellmann et al., 1994). It has been proposed that the ability to produce such proteins with high specific affinity to a certain crystalline chitin structure may be decisive for the ability of bacteria to differentiate and react to specific crystalline chitin structures (Svitil et al., 1997). Such chitin-binding domains may also influence chitin degradation indirectly by facilitating adhesion of cells to chitinous substrates, a trait that is of particular importance in aquatic environments (Montgomery and Kirchman, 1993, 1994; Pruzzo et al., 1996).

Since the insoluble chitin polymer has to be cleaved outside of the bacterial cell barrier, metabolic use of chitin also relies on efficient uptake systems for hydrolysis products. In some cultivated bacterial strains, PTS (phosphoenolpyruvat: glycose phosphotransferase system) transporters are responsible for the main GlcNAc uptake. However, the uptake activity of other specific GlcNAc transporters as well as transporters with a broader substrate range (including sugar monomers like glucose, glucosamine, fructose and mannose) have also been described (Mobley et al., 1982; Postma et al., 1993; Bouma and Roseman, 1996). The quantitative importance of these two substrate uptake strategies, highly specific or more versatile, is not clear and culture independent assays based on inhibition experiments provide contrasting results concerning the specificity of GlcNAc-uptake systems. Whereas Riemann and Azam (2002) found a specific inhibition of the bacterial GlcNAc-uptake by glucose, this was not the case in an earlier study by Vrba et al. (1992). Reasons for such conflicting results could be a different set of organisms being present at the respective sampling sites, i.e., due to the different environment under scrutiny in the respective study (marine vs. freshwater) or seasonal differences in nutrient status of the system.

Radiotracer studies in lake water suggest differentiation in GlcNAc and (GlcNAc)2 uptake among phylogenetic groups of bacteria with the (GlcNAc)2 uptake being quantitatively more important (Beier and Bertilsson, 2011). This implies that the two hydrolysis products are taken up by different transporter systems in freshwater ecosystems. The earlier discussed role of (GlcNAc)2 as main hydrolysis product of chitinases (Horn et al., 2006) and the quantitative importance of the (GlcNAc)2 uptake mentioned above (Beier and Bertilsson, 2011) corroborates the observation that bacterial β-N-acetyl-hexosaminidases are often intracellular enzymes. Consequently, the relevance of (GlcNAc)2 transport through the cell barrier during the process of chitin degradation is evident.

SPECIES INTERACTIONS DURING CHITIN DEGRADATION IN DIFFERENT HABITATS

Particles that contain chitin can act as a source of chitin degradation intermediates to the surrounding medium (Smith et al., 1992; Kirchman and White, 1999). This implies that chitinolytic bacteria sometimes process more chitin polymers than they are able to use themselves. For instance, only a minority of cells in a pure culture of Pseudoalteromonas S91 growing on chitin as a sole source of carbon and nitrogen hydrolyzed chitin (Baty et al., 2000a,b). It was assumed that cells with no apparent chitinase activity fed on hydrolysis products produced in excess by the chitinase-positive subpopulation. This type of multicellular cooperation is a strategy often observed in bacteria (Shapiro, 1998) and has been described for several chitinolytic strains (Gaffney et al., 1994; Chernin et al., 1998; DeAngelis et al., 2008). Considering the complexity of the chitinolytic cascade, with approximately 50 different proteins being induced (Keyhani and Roseman, 1999; Li and Roseman, 2004; Meibom et al., 2004), a partitioning of the clonal population into a chitinase up-regulated subpopulation that supply hydrolysis products to their kin could be a successful survival mechanism. Such intraspecific cross-feeding might also explain the excess enzymatic activity observed on particles in aquatic systems (Smith et al., 1992; Kirchman and White, 1999). However, in natural environments, the release of hydrolysis products would not only serve specific clonal populations, but also open up the possibility for interspecific cross-feeding. The existence of interspecies cross-feeding therefore seems plausible and studies on bacterial pure cultures have indeed demonstrated that there are organisms that grow on GlcNAc (Kaneko and Colwell, 1978) or (GlcNAc)2 (Keyhani and Roseman, 1997) without possession of the enzymes for chitinolytic activity.

The habitat structure in which polymer degradation takes place might have great consequences for this kind of interspecies interactions. The flux of dissolved substances as hydrolyses products is physically constrained in aerated soils. Accordingly hydrolyses products will remain in close spatial proximity to the place of enzymatic action. In terrestrial systems, interspecies metabolic interactions will therefore likely be limited to organisms growing directly adjacent to each other in biofilms. Besides commensal sharing of such hydrolysis products (Everuss et al., 2008) there is also a potential for specialized interactions between organisms such as synergistic coupling and the recently described parasitism that rely on bi-directional exchange of e.g., metabolic inhibitors and chitin degradation intermediates among specific bacterial populations (Jagmann et al., 2010). In contrast, released hydrolyses products in aquatic systems will be subject to transport by diffusion and hydrological flow away from the site where hydrolysis took place. Because of the facilitated transport of hydrolysis products away from the hydrolytic site, quantitatively significant cross-feeding events can occur over longer distances in this biome as observed previously (Cho and Azam, 1988; Beier and Bertilsson, 2011; Eckert et al., 2013). Thus, it seems likely that such long-distance cross-feeding relationships could favor rather unspecific and unidirectional commensal interactions, where the receiving organism is less likely to critically depend on the interaction. Sediments or waterlogged soils in wetlands may represent habitats with intermediate transport constraints, locally sharing transport characteristics with both environments outlined above.

To the best of our knowledge, no studies exist that target species interactions during chitin degradation in soil environments specifically, nor are we aware of studies that compare the above suggested general differences in cross-feeding between aquatic and terrestrial habitats. However, a number of culture-independent studies in aquatic environments that quantify the fraction of chitin degraders vs. chitin consumers in the total bacterial community support the existence of significant cross-feeding during chitin degradation (Table 1): chitinolytic organisms were estimated to represent 0.1–5.8% (average about 1%) of all prokaryotes in a variety of aquatic ecosystems (Cottrell et al., 1999; Beier et al., 2011). An even lower fraction of cells displayed active chitinolytic activity in natural aquatic habitats (0–1.9%) (Beier and Bertilsson, 2011; Beier et al., 2012). In contrast, between 4 and 40% of the bacteria, or one third of the DNA-replicating bacteria, were shown to incorporate chitin hydrolysis products (Nedoma et al., 1994; Riemann and Azam, 2002; Beier and Bertilsson, 2011; Eckert et al., 2013).

Table 1. Fraction of chitinolytic, chitinolytically active, and chitin hydrolysis products incorporating cells (no results of culture-dependent studies are listed here, since quantitative values are likely strongly biased).
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The assumption that the uptake of polymer-derived metabolites in aquatic system often occurs over longer distances is supported by the observation that typically free-living bacterial groups appear to be quantitatively important receivers of this hydrolyzed material (Cho and Azam, 1988; Beier and Bertilsson, 2011; Eckert et al., 2013). For such long-distance substrate acquisition, the free-living organisms receiving the hydrolysis products are likely to profit from the action of other hydrolytic bacteria that are in close proximity to the polymeric substrate: any hydrolytic enzymes produced by free living cells across such long distances would have a low probability of encountering the substrate and even in this case the majority of resulting hydrolysis products would not be encountered by the free-living cell. Model findings indicate that the area around a polymer-hydrolyzing bacterium, from which hydrolysate can be efficiently collected, is limited to approximately 10 μm distance from the polymeric source (Vetter et al., 1998). Free-living bacteria might occasionally be within this distance to a chitinous particle, but it is uncertain whether the gain from such occasional degradation product uptake can balance the costs for maintenance of the polymer hydrolyzing machinery. On the other hand, it has recently been demonstrated that a member of the typically free-living lineage Actinobacteria ac1 hosts genes to take up GlcNAc while also encoding a chitinase gene (Garcia et al., 2013). However, it still remains to be demonstrated, whether or not these gene products can solubilize polymeric chitin.

Because of the more pronounced dilution of the released hydrolyses products in aquatic systems, a successful receiving organism residing such a long distance from the polymer hydrolysis site would likely also feature high affinity uptake systems. In agreement with this idea, Boyer (1994) observed radiolabeled chitin degradation intermediates in sediment but not in water after incubating both type of samples with 14C labeled chitin. This suggests that organisms with higher substrate affinity are present in the water samples compared to organisms present in the sediment. It remains to be tested whether the remaining intermediates in sediments would be metabolized over longer timescales or become resistant to further degradation by diagenetic processes. It is also unknown, whether organisms with high substrate affinity influence the efficiency of polymer degradation or if they are irrelevant for the overall ecosystem functioning.

TAXONOMIC IDENTITY OF CHITINOCLASTIC ORGANISMS

Qualitative characterization of the chitinolytic community by means of culture-independent molecular methods such as PCR amplification of chitinase genes or metagenomic approaches usually results in a rather rough level of identification. This is due to the supposedly extensive lateral gene-transfer and the limited taxonomic coverage of characterized reference organisms. One consequence of this is that a large number of chitinase gene sequences cannot be clearly affiliated to specific taxa. However, at a broader phylogenetic resolution recent studies in aquatic environments indicate that group A chitinases were by far the most abundant phylogenetic subgroup of family 18 glycoside hydrolases (Beier et al., 2011). More detailed information about the taxonomic identity of microorganisms that consume the chitin degradation products can be obtained by either cultivation approaches or by using radiotracer techniques. The bias inherent in studies that describe natural bacterial communities using exclusively cultivation-dependent approaches are well-known (Amann et al., 1995), but the bias appear to be of quantitative rather than qualitative concern.

In aquatic systems, Cytophaga-Flavobacteria are known to profit from chitin addition and have been detected in dense cluster on chitinous particles where they also assimilate chitin hydrolysis products (Cottrell and Kirchman, 2000; Beier and Bertilsson, 2011). This suggests a central role of Cytophaga-Flavobacteria in aquatic chitin degradation where they also benefit from this material as a substrate. In contrast, in soil environments bacteria affiliated with Actinomyces are often identified as being active chitin degraders, as they display enhanced growth and activity upon chitin addition. Members of this phylum are also frequently recovered in cultivation dependent studies of chitin degraders (Metcalfe et al., 2002; Manucharova et al., 2011). However, in both of these biomes, chitinoclastic bacteria from other phylogenetic groups, including Proteobacteria and Firmicutes, are also commonly observed (Cottrell et al., 2000; Brzezinska and Donderski, 2006; Yasir et al., 2009). The high phylogenetic diversity within the frequently isolated chitinolytic bacteria may therefore reflect a high ecological diversity of chitin degraders and could also explain why chitin does not accumulate in nature, but instead seems to be degraded under all possible environmental conditions (Tracey, 1957; Gooday, 1990a).

The composition of the chitin utilizing community—including active degraders and organisms profiting from cross-feeding events—might be decisive for the fate of chitin. It seems plausible that i.e., gram-positive chitin consumers use a higher percentage of GlcNAc in anabolic processes to synthesize the murein needed in abundance for production of their cell wall, while gram-negative bacteria might allocate more of these substrates to catabolic energy acquisition. Indeed, the fraction of hydrolyzed chitin respired to CO2 in natural ecosystems varies considerably between 30 and 93% (Table 2). Whereas the presence of other substrates has been shown to influence mineralization rate of GlcNAc (Mobley et al., 1982), it remains to be determined if the species composition of chitin consumers, as speculated above, has any significant influence of the actual chitin mineralization rates.

Table 2. Fraction of hydrolyzed chitin that is mineralized.
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Since the taxonomic identity of the chitin-degrading and chitin-utilizing organisms might be decisive to ecosystem functioning, i.e., as outlined above for mineralization rates of chitin, it seems important to learn more about key players involved in different environments. One feasible strategy might be to combine designed experiments with single-cell isotope tracer methods. Another option is the direct coupling of chitin degradation traits to other metabolic features and taxonomic affiliation via single cell genome sequencing of uncultured microorganisms (Stepanauskas and Sieracki, 2007).

DYNAMICS OF THE CHITINOLYTIC COMMUNITY STRUCTURE AND CHITIN DEGRADATION RATES

Chitin degradation is a regulated trait and chitin degraders will be able to also metabolize other substrates than chitin. Therefore, the coupling between the abundance and composition of the chitinolytic community and their collective hydrolytic activity might not always be strong. A number of different methods, such as weight loss, 14C labeled chitin tracer experiments or incubation experiments with colorimetric or fluorogenic substrate analogs, have been applied to measure hydrolytic activity during chitin degradation. Due to the variety of different methods applied, measuring i.e., potential or actual rates, individual values for chitin hydrolytic activity in different studies are difficult to compare directly (Tables 3, 4). Instead we will describe trends in environmental control of chitin degradation detected consistently across several studies and if possible compare these patterns to shifts in the chitinolytic community composition. All methods for activity measurements have in common that they do not differentiate between different organisms hydrolyzing the chitin. Depending on the method used, also enzymes other than chitinases, such as chitosanases, β-N-acetyl-hexosaminidases or lysozymes might contribute to the measured rates (Höltje, 1996; Vrba et al., 1996). Community shifts are in most cases detected by molecular analyses of group A chitinases of the family 18 glycoside hydrolase (Table 5). Bacterial as well as non-bacterial organisms capable of chitin hydrolysis, such as those that possess β-N-acetyl-hexosaminidases and lysozyme are also frequently carrying group A chitinase genes. The targeted group A chitinases can thus also include genes from fungi, algae and higher animals (Hobel et al., 2005; Beier et al., 2012). Therefore, most organisms that contribute to the measured chitinolytic process should be included in the community analyses.

Table 3. Chitin hydrolysis rates measured in natural habitats (values from experimental manipulations measured along with controls from natural habitats were excluded from the table).
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Table 4. Chitinase and β-N-acetyl-hexosaminidase enzyme activities in natural habitats.
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Table 5. Chitinase gene copies numbers in natural habitats.
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Temperature is often considered as a critical factor controlling chitin degradation rates. There are several reports of variation in chitin degradation rates with the highest activity during periods of high in situ temperature (Hood and Meyers, 1977; Rodríguez-Kábana et al., 1983; Hillman et al., 1989; Gooday et al., 1991; Ueno et al., 1991; Boyer, 1994; Metcalfe et al., 2002). Analogously, observations that different chitinoclastic strains were isolated during different seasons provided support that temperature could also affect the composition of the chitinoclastic community (Warnes and Rux, 1982). In some of these studies reporting temperature dependency for chitin hydrolysis rates, substrate availability might have been a cryptic underlying factor driving the observed correlation. In aquatic ecosystems for example, chitinous zooplankton can be dominant contributors to polymeric chitin and are known to increase seasonally in response to warmer temperature. In agreement with this, Beier et al. (2012) recently detected pronounced seasonal dynamics in the chitinolytic community using cultivation-independent molecular methods, but it was not evident from this study if temperature or alternate autocorrelated environmental factors such as chitin supply via crustacean zooplankton were the major environmental factors driving the community shifts.

There are also studies that revealed that temperature seems to play a minor role: in the York River, the correlation between chitin degradation and temperature was much less evident in the water column compared to the sediments (Boyer, 1994). Further exceptions are reported for the North Sea where higher chitin degradation rates were observed in October/November compared to the warmer period during July/August (Gooday et al., 1991). Also in these studies, however, chitin availability seemed to have influenced chitin degradation rates, as maximum chitinase activity coincided with high abundances of chitin-containing organisms (Kirchman and White, 1999; LeCleir and Hollibaugh, 2006). In aquatic systems, the water-sediment interface represents a habitat where chitin accumulates as a result of sedimentation of chitinous particles. This environment is usually also identified as a hotspot for chitin degradation when compared to the water column or the bulk sediment (Hood and Meyers, 1977; Warnes and Rux, 1982; Gooday et al., 1991). In soils, decreasing chitinase activity has been observed over depth and, this pattern has been attributed to the higher presence of chitin-containing organisms in the upper soil layers (Rodríguez-Kábana et al., 1983; Ueno et al., 1991). A direct coupling of chitin concentration and the chitinolytic community has also been demonstrated in an experiment where chitin-amendment of a soil caused an increase in chitinase gene copy numbers (Xiao et al., 2005; Kielak et al., 2013).

Only a few studies have directly related measured hydrolysis rates to shifts on the chitinolytic community: It has for example been shown that high chitinase activity measured after a soil was amended with sludge or chitin was accompanied by a decrease in the diversity of chitinases (Metcalfe et al., 2002; Kielak et al., 2013). Two recent studies in a terrestrial and an aquatic environment also reported a significant correlation between chitinase gene copy numbers and measured chitin hydrolysis rates (Brankatschk et al., 2011; Köllner et al., 2012). A correlation between changes in the composition of the chitinolytic community and chitin hydrolysis rates has also been observed in a temporal survey of lake bacterioplankton (Beier et al., 2012), which indicates that apart from environmental factors also the community composition per se could be decisive for measured rates.

In summary, the available data suggest that temperature and chitin supply are important environmental factors controlling both chitin hydrolysis rates and the chitinolytic community structure. This further implies the existence of a link between dynamic shifts in the chitinolytic community and measured chitin hydrolysis rates across spatially or temporally connected habitats. Based on these observations, we speculate that organisms that contribute in significant ways to chitin degradation may in fact be specialized on chitin substrate use even if they likely also are able to metabolize other substrates.

Environments with limited connectivity or gene flow, such as systems located in different climate zones or systems that vary in salinity, have been shown to host dramatically different chitinolytic communities (Terahara et al., 2009; Beier et al., 2011; Manucharova et al., 2011). Recent evidence suggests that such isolated communities are adapted to the local prevailing conditions, as it was shown that the temperature optimum for maximal chitin degradation in soil was strongly correlated to the climate zone where the samples originated from (Manucharova et al., 2011). There may, however, still be constraints on such local adaptation, as suggested by Kang et al. (2005) who demonstrated a significant positive correlation of β-N-acetylhexosaminidase activities in wetlands with the annual mean temperature of the respective system. Future molecular studies targeting expression patterns for chitinases coupled to the presence of chitinase genes and measured rates would no doubt greatly increase our ability to decipher the mechanisms and controls underlying the process of chitin degradation, not least by identifying key players and their sensitivity to environmental change.

CONCLUDING REMARKS

In the previous sections, mechanisms and ecophysiological strategies of microbial chitin degradation and the role of parameters, such as temperature and chitin supply in determining chitin degradation rates have been discussed along with an account of compositional variation in chitinoclastic communities. The absence of long-term accumulation of chitin in natural systems implies that de novo production of chitin is the ultimate limiting factor controlling its degradation and turnover in nature. Still, the fate of this material with regards to production of new biomass or complete mineralization to inorganic constituents varies to a considerably and the underlying factors controlling this variation are only marginally understood. Besides the presence of other, more readily degraded substrates, also the composition of the bacterial community involved into chitin utilization could influence the fraction of chitin being mineralized, i.e., by the substrate affinity toward hydrolyses products. Habitat structure might determine such general characteristics of the inherent chitin utilizing community and therefore also dictate the fate of chitin in terms of its mineralization rates. This may have major implications for the cycling of carbon and nitrogen in food webs i.e., by carbon or nitrogen removal due to mineralization and volatilization. We therefore conclude that the interactive roles of habitat and the chitinolytic or chitin utilizing community and their taxonomic identification merits further investigation.

The process of chitin degradation is easier to target than degradation of many other polymers such as the structurally heterogeneous lignin and humic acids or even cellulose. This is because of its simple structure and the existence of primer-systems targeting the chitin modifying enzymes. Chitin degradation could therefore be explored as a general model for understanding microbial degradation of biopolymers in the biosphere.
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Fluctuations in climate and edaphic factors influence field decomposition rates and preclude a complete understanding of how microbial communities respond to plant litter quality. In contrast, laboratory microcosms isolate the intrinsic effects of litter chemistry and microbial community from extrinsic effects of environmental variation. Used together, these paired approaches provide mechanistic insights to decomposition processes. In order to elucidate the microbial mechanisms underlying how environmental conditions alter the trajectory of decay, we characterized microbial biomass, respiration, enzyme activities, and nutrient dynamics during early (<10% mass loss), mid- (10–40% mass loss), and late (>40% mass loss) decay in parallel field and laboratory litter bag incubations for deciduous tree litters with varying recalcitrance (dogwood < maple < maple-oak mixture < oak). In the field, mass loss was minimal (<10%) over the first 50 days (January–February), even for labile litter types, despite above-freezing soil temperatures and adequate moisture during these winter months. In contrast, microcosms displayed high C mineralization rates in the first week. During mid-decay, the labile dogwood and maple litters in the field had higher mass loss per unit enzyme activity than the lab, possibly due to leaching of soluble compounds. Microbial biomass to litter mass (B:C) ratios peaked in the field during late decay, but B:C ratios declined between mid- and late decay in the lab. Thus, microbial biomass did not have a consistent relationship with litter quality between studies. Higher oxidative enzyme activities in oak litters in the field, and higher nitrogen (N) accumulation in the lab microcosms occurred in late decay. We speculate that elevated N suppressed fungal activity and/or biomass in microcosms. Our results suggest that differences in microbial biomass and enzyme dynamics alter the decay trajectory of the same leaf litter under field and lab conditions.
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INTRODUCTION

The mineralization of newly senescent leaf litter contributes approximately half of the annual carbon dioxide (CO2) efflux from soils in temperate deciduous forests (Schlesinger and Andrews, 2000). Complex interactions between litter quality and microbial communities regulate the magnitude of this carbon (C) flux and determine the trajectory of decay (Berg and McClaugherty, 2008). For instance, the same litter exposed to different microbial communities frequently displays pronounced differences in chemistry, even after substantial mass loss (Wallenstein et al., 2011; Wickings et al., 2011, 2012). Additionally, the complexity and diversity of litter chemical composition and its impact on microbial community function may explain why diverse plant litter mixtures often follow different decay trajectories than the average of the component species alone (Meier and Bowman, 2010). However, we lack detailed data on how microbial communities respond to labile and recalcitrant litter types at progressive stages of decomposition under field and laboratory conditions.

Decomposition rates of the same litter vary widely across terrestrial ecosystems. For instance, Cornus (dogwood) and Quercus (oak) mass loss can range from 50–75% to 25–55%, respectively, between field studies after one year of decomposition (Blair, 1988; Blair et al., 1992; Carreiro et al., 2000; Knoepp et al., 2005; Piatek et al., 2010). Pinus (pine) litter displayed highly variable decay rates over time after 5 years of field decomposition over 28 sites throughout North America (Gholz et al., 2000). Thus, it appears that site-specific factors influence microbial-substrate interactions and C flux patterns. We need to explain this underlying variability between field studies, especially how microbial behavior and decay rates of different litter types change in response to variations in climate and edaphic factors, to enhance the accuracy of decomposition models.

The influence of environmental factors on microbial dynamics and decomposition patterns is difficult to predict. For instance, soil temperature and moisture fluctuate seasonally in the field (Aerts, 1997; Liski et al., 2003), which influences microbial growth, as well as extracellular enzyme pools and activities (Baldrian et al., 2013). Variations in quality of plant litter, soil organic matter content and pH, and even wind velocity can alter microbial activity and decomposition rates (Berg and McClaugherty, 2008). Filamentous decomposers (i.e., actinomycetes and fungi) influence decomposition by physically integrating substrates that differ in C and nitrogen (N) availability, thus overcoming local nutrient limitation through translocation (Boberg et al., 2010). Therefore, the magnitude of decomposer responses to litter quality under field conditions is not consistent across sites due to the variable effects of biotic and abiotic factors on microbial-substrate interactions and C flux rates (Carreiro et al., 2000; Treseder, 2008; Snajdr et al., 2011).

In contrast to the influences of environmental conditions on decomposition in the field, laboratory microcosms isolate the intrinsic effects of litter and soil chemistry and microbial community from extrinsic effects of climatic variation. For instance, constant temperature and moisture conditions in the laboratory optimize CO2 production and decay rates (Risk et al., 2008). Laboratory microcosms also eliminate variable C and nutrient subsidies to microbial activity (Salamanca et al., 1998). For instance, microcosms prevent decomposers from using adjacent litter resources, exclude new microbial colonizers (i.e., fungi) from translocating nutrients from external sources during later stages of decay, and disregard interactions between plant roots and nutrients (Teuben and Verhoef, 1992). In addition, microcosms disrupt in-situ microbial consortia and networks, and homogenize microbial functional behavior that otherwise is spatially compartmentalized or heterogeneous under field conditions (Kampichler et al., 2001). Thus, laboratory microcosm studies describe interactions between microbial communities and leaf litter with much lower variability than in the field, and provide mechanistic information describing underlying processes of decomposition needed to refine decomposition models (McGuire and Treseder, 2009).

Traditional predictive models of litter decay assume that microbial communities are black boxes functioning in the same way in different environments (Bradford and Fierer, 2012). While useful in stable environments, these models do not sufficiently describe C flow or microbial dynamics under variable conditions (Schimel and Weintraub, 2003; Manzoni and Porporato, 2009). For instance, conventional models fail to capture how changes in microbial function impact C gains and losses throughout decay (Treseder et al., 2011). In contrast, mechanistic decomposition models that incorporate both decomposers and their enzymes as explicit drivers of decay predict C dynamics under variable conditions better than earlier models that simulated litter decay as a first-order process without microbial decomposers (Moorhead and Sinsabaugh, 2006; Moorhead et al., 2012). However, parameterizing mechanistic models is difficult due to the highly interactive and variable factors that influence microbial activity.

Our goal was to elucidate the microbial mechanisms underlying the variability associated with field litter bag studies by monitoring the decomposition dynamics of contrasting litter species in both field and lab settings. To accomplish this goal, we conducted parallel field and laboratory experiments using three litter species that varied in initial recalcitrance (dogwood < sugar maple < white oak) and an equal maple-oak mixture. We monitored mass loss, microbial biomass, and enzyme activity, and inorganic nutrient dynamics during decomposition. We established separate hypotheses for early (<10% mass loss), mid- (10–40% mass loss), and late (>40% mass loss) stages of decay:

Early Decay: We hypothesized that decomposition in early decay is regulated by the availability of water-soluble labile compounds. For instance, soluble substrates are preferentially consumed in fresh litter, primarily by decomposers with limited enzymatic capabilities. Thus, we expected that differences in mass loss between litter types in both the field and lab would increase with initial litter soluble content (dogwood > maple > mixture > oak). However, we predicted decay rates, microbial biomass to litter mass (B:C) ratios, and microbial demand for N and phosphorus (P) relative to C for all litter types to be greater in the lab than field, because of high water-soluble C availability in fresh litter combined with optimal temperature and moisture conditions for biological activity.

Mid Decay: We hypothesized that decomposition in mid-decay is regulated by the depletion of water-soluble C and labile nutrients, which would be reflected by increased extracellular enzyme activities targeting organic polymeric substrates. We expected microbial N and P demand to be greater in the lab than field, due to rapid depletion of nutrients from the limited amount of low-nutrient content soil used in the incubation. We predicted that nutrient limitation would decrease decay rates and B:C ratios for all litter types in the lab relative to the field, as decomposers cannot use external resources or translocate nutrients from adjacent litter in microcosms.

Late Decay: We hypothesized that the increasing relative proportion of lignin regulates decomposition in late decay. For instance, we used oxidative enzyme activity as a proxy for microbial breakdown of lignin. We expected that lab decomposition rates, B:C ratios, and microbial N and P demand would decrease in comparison to field incubations in response to the accumulation of nutrients in the lab microcosms. We predicted that lignolytic activity and biomass would be greater in the field, especially in the high lignin oak litter, due to increased fungal activity and the limited potential for excess nutrients to inhibit lignolytic activity.

Thus, we established separate hypotheses for early, mid-, and late decay to determine how environmental conditions and edaphic factors alter microbial-substrate interactions during decay.

MATERIALS AND METHODS

STUDY SITE

The study site was an oak-maple forest within the Oak Openings Region (N 41°33′, W 83°50′) of Northwest Ohio. Our study area was in the 1,500 ha Oak Openings Preserve Metropark. The mean annual temperature is 9.2°C and annual precipitation is 840 mm (DeForest et al., 2009). Soils have a low pH (~4.5) and are sandy, mixed, mesic Spodic Udipsamments (Noormets et al., 2008). Within the study area, we continually measured 30-min mean soil temperature [5 cm depth; CS107, Campbell Scientific Inc. (CSI), Logan, UT, USA] and soil water content [SWC (%); CS616, CSI] in the top 20 cm from probes buried within 500 m of a micrometeorological tower operated by the University of Toledo.

LITTER COLLECTION

Cornus florida (dogwood), Acer saccharum (sugar maple) and Quercus alba (white oak) leaves were collected weekly in litter traps during October of 2009 within the study area. Litter was placed in paper bags, air dried, and maintained at room temperature at the University of Toledo. Using the same litter in both experiments minimized the potential for variation in litter chemistry to influence decomposition dynamics. Leaves (including petioles) were cut into 1 cm2 pieces to control how much litter mass went into each litter bag and to facilitate use in lab microcosms.

FIELD LITTER BAG STUDY

Eight replicate 30 m2 plots were randomly selected (i.e., randomized block design) within the study area at least 150 m apart and within 500 m of the micrometeorological tower. Litter bags were constructed from nylon mesh measuring 15 × 15 cm (1 mm2 mesh size) and were filled with 5 g of either dogwood, sugar maple, white oak, or a 50% maple-oak mixture. Thirty litter bags (6 dogwood, 8 maple, 8 oak, and 8 of the mixture) were deployed in January 2010, into each of the 8 plots for a total of 240 litter bags. Litter bags were placed 3 m apart in direct contact with the soil surface and secured at their corners with 15 cm ground staples. Litter bags were collected during January 2010 (0 days), February 2010 (50 days), May 2010 (120 days), August 2010 (220 days), December 2010 (337 days), June 2011 (512 days), October 2011 (641 days), and May 2012 (849 days). Dogwood litter bags were harvested only six times (June 2011 and May 2012 were excluded) due to its rapid decomposition. Destructive harvests included analyses for mass loss, extracellular enzyme activities, microbial biomass-C (MB-C), dissolved organic C (DOC), ammonium ([image: image]), nitrate ([image: image]), and phosphate ([image: image]), described below.

LABORATORY INCUBATION

The soil used in the laboratory incubation was a sandy soil low in C (0.6 ± 0.01%) and nutrient content, collected from a 10 m2 area where the field litter bag study was conducted. Soil cores were taken from the top 5 cm (the depth with the highest biological activity), sieved (2 mm mesh) to remove coarse debris and organic matter, thoroughly mixed, and pre-incubated for 1 month in a dark 20°C incubator at 45% water-holding capacity (WHC). This is the water content that maximizes microbial respiration (Rinkes et al., 2013). The pre-incubation allowed microorganisms to acclimate to the conditions of the experiment and to metabolize labile soil C.

A 376-day laboratory incubation was established in 473-ml canning jars using the same litter as the field study (see above). Nylon mesh 6 cm × 6 cm litter bags (1 mm2 mesh size) were constructed to lay flat inside each canning jar. Each litter bag contained 1 g litter and 1 g dry soil, which was used as a microbial inoculum to enhance colonization. Treatment jars included a litter bag placed in the middle of 99 g dry soil adjusted to 45% WHC. Soil-only control jars contained 100 g dry soil adjusted to 45% WHC. Eight sets of 32 litter bag + soil jars (each set with four jars each of dogwood, maple, oak, and the mixture) and four sets of soil-only control jars (each set with four replicate jars), were incubated together. Jars were kept in a dark 20°C incubator with lids left loosely covered, which minimized water loss but allowed gas exchange. Jars were weighed initially and deionized water was added gravimetrically on a weekly basis to replace water lost to evaporation.

Litter bags were destructively harvested after 0, 2, 34, 99, 161, 230, 312, and 376 days of decomposition. Adhering soil particles were removed from the litter with a 2-mm brush before analyses for mass loss, enzyme activities, MB-C, DOC, [image: image], [image: image], and [image: image]. Soil-only controls were destructively harvested less frequently than litter treatments, but respiration rates were monitored frequently in both litter bag + soil treatments and soil-only controls.

MICROBIAL RESPIRATION AND MASS LOSS

Respiration was quantified in the lab by measuring jar headspace CO2  concentrations with a Li-820 infra-red gas analyzer (LI-COR Biosciences, Lincoln, NE, USA) according to the manufacturer’s protocol. Jars were vented, sealed in canning jars with septae (No.:224100-181 Wheaton grey butyl stoppers) installed in the lids, and incubated at 20°C for minutes (early decay) to hours (late decay). Respiration was measured at 0, 1, 2, 3, 5, 7, 8, 25, 43, 53, 78, 99, 139, 161, 230, 259, and 376 days of incubation. Cumulative C mineralization was calculated for the laboratory experiment by determining mean rates between measurements and interpolating over time. The initial C content ranged from 40 to 45% for all litter types and was used to calculate overall C losses. A 2400 Series II CHNS/O Analyzer (PerkinElmer, Waltham, MA, USA) was used to obtain the litter C content. In addition, litter mass loss was calculated as the difference in dry weight before and after incubation in both the field and lab.

MICROBIAL BIOMASS AND NUTRIENTS

To extract litter samples for DOC, dissolved inorganic N (DIN), and dissolved inorganic P (DIP), 15-ml aliquots of an aqueous 0.5 M solution of potassium sulfate were added to each homogenized sample and agitated at 120 rpm on an orbital shaker for 1 h. Samples were vacuum filtered through Pall A/E glass fiber filters and frozen until analysis. Replicate samples were also fumigated with chloroform to quantify MB-C using a modification of the chloroform fumigation-extraction method (Brookes et al., 1985) described by Scott-Denton et al. (2006). Ethanol-free chloroform (2 ml) was added to 0.25 g (wet weight) of litter (including 3-litter free blank flasks) and incubated at room temperature for 24 h in a stoppered 250-ml Erlenmeyer flask. Following incubation, flasks were vented in a fume hood for 30 min and extracted as described above. Fumigated extracts were analyzed for total DOC on a Shimadzu total organic carbon (TOC-VCPN) analyzer (Shimadzu Scientific Instruments Inc., Columbia, MD, USA) using the non-purgeable organic C manufacturer’s protocol, which eliminates inorganic C prior to analysis. MB-C was calculated as the difference between DOC extracted from fumigated and non-fumigated samples. No extraction efficiency constant (kEC) was applied because it is unknown for these samples.

Colorimetric microplate assays of the unfumigated sample extracts were used to analyze [image: image], [image: image] and [image: image] concentrations. [image: image] concentrations were measured using a modified Berthelot reaction (Rhine et al., 1998).[image: image] was determined using a modification of the Griess reaction (Doane and Horwath, 2003), which involves the reduction of nitrate to nitrite for colorimetric determination. [image: image] was analyzed following the malachite green microplate analysis described by D’Angelo et al. (2001). Absorbance values were determined on a Bio-Tek Synergy HT microplate reader (Bio-Tek Inc., Winooski, VT, USA) according to the manufacturer’s protocol.

ENZYME ASSAYS

Fluorimetric enzyme assays were conducted using procedures defined by Saiya-Cork et al. (2002). We measured β-1,4-glucosidase (BG), β-1,4-N-acetyl-glucosaminidase (NAG), leucine amino peptidase (LAP), and acid phosphatase (Phos) activities in 96-well microplates using methyl umbelliferyl linked fluorimetric substrates. BG hydrolyzes glucose from cellulose oligomers, especially cellobiose; NAG (a.k.a. chitinase) hydrolyzes N-acetyl glucosamine from chitin and peptidoglycan-derived oligomers; LAP hydrolyzes leucine and other amino acids from peptides; and Phos hydrolyzes phosphate from phosphate monoesters such as sugar phosphates. These enzymes were selected because they catalyze terminal reactions that release assimilable nutrients from organic C, N, and P sources (Sinsabaugh and Follstad Shah, 2012).

Slurries were made using 0.25 g of wet litter homogenized with 50 mM sodium acetate buffer (pH 4.5) using a Biospec Tissue Tearer (BioSpec Products, Bartlesville, OK, USA) according to the manufacturer’s protocol. For the lab litter bags, adhering soil particles were removed from the litter using a 2-mm brush before addition to the slurry. We used a 200 μM substrate solution (4-MUB-β-D-glucoside for BG; 4-MUB-N-acetyl-β-D-glucosaminide for NAG; L-leucine-7-amino-4-methylcoumarin for LAP; and 4-MUB-phosphate for Phos) to ensure saturating substrate concentrations (German et al., 2011). After substrate addition, microplates were incubated at 20°C in darkness for at least 2 h.

High-throughput colorimetric assays were conducted in 96-well microplates for phenol oxidase (Phenox), which is a lignin-degrading enzyme, using 2,2′-azino-bis-3-ethylbenzothiazoline-6-sulfonic acid (ABTS) as a substrate (Floch et al., 2007). Assay wells included 200 μl aliquots of soil slurry followed by the addition of 100 μl of 1 mM ABTS. Negative controls received 200 μl of buffer and 100 μl ABTS and blank wells received 200 μl of soil slurry and 100 μl of buffer. Plates were incubated at 20°C in darkness for at least 2 h.

DATA ANALYSIS

The relationship between the remaining leaf litter mass and time (days) was fit to a simple negative exponential model of decay (Olson, 1963). Decay rate constants were determined from the equation Xt = X0e(-kt) where Xt is the mass remaining at time = t, X0 is the initial mass, t is time in days and k is a decay rate constant in days-1. Decay rate coefficients (k values) were calculated at different stages of decay for both the field and lab studies and k values for each stage were compared with a one-way analysis of variance (ANOVA) including litter type as the fixed effect.

Ratios of microbial biomass to litter mass (B:C) were compared at different stages of decay in both the field and lab studies using a two-way ANOVA with stage and litter type as fixed effects. B:C ratios were examined in early decay (January and February 2010 field harvests and days 0–2 in lab), mid-decay (May 2010 through December 2010 field harvests, and days 34–161 in lab), and late decay (June 2011 through May 2012 field harvests, and days 230 through 367 in the lab).

Enzyme activities were expressed as μmol reaction product hour-1 g dry litter-1. These values were subsequently integrated over all sample dates according to Sinsabaugh et al. (2002) to derive cumulative enzyme activities and calculate turnover activities. Turnover activity, or the cumulative amount of enzyme activity per unit mass loss, provides a basis for comparing microbial allocation toward extracellular enzymes and the efficiency of decomposition (higher turnover activity = lower mass loss per unit enzyme activity) across different litter types. In brief, cumulative enzyme activity was calculated by multiplying the average activity of an enzyme between harvest dates over a specific time period. Turnover activity for BG, NAG, LAP, Phos, and Phenox was calculated by dividing cumulative enzyme activities by total mass loss for each sample replicate over time. Mean turnover activity (mol) was calculated from the turnover activities for all replicates (n = 8 in field, n = 4 in lab). Separate two-way ANOVA’s were performed at each stage of decay with litter type and enzyme as fixed factors. Turnover activities were examined in early decay (January through February 2010 field harvests and days 0–2 in lab), mid-decay (May 2010 through December 2010 field harvests, and days 34–161 in lab), and late decay (June 2011 through May 2012 field harvests, and days 230 through 367 in the lab) and overall.

We used BG:(NAG + LAP) and BG:Phos ratios as indicators of microbial demand for C relative to nutrients, and (NAG + LAP):Phos ratios as an indicator of microbial demand for N relative to P in both studies at each decay stage. Ratios of these C:N:P acquiring enzyme activities broadly converge on a 1:1:1 ratio across a wide range of sample types and ecosystems, and deviations from this ratio indicate relatively more or less decomposer demand for C, N, or P (Sinsabaugh et al., 2008). C:N:P ratios were examined in early decay (January and February 2010 field harvests and days 0–2 in lab), mid-decay (May 2010 through December 2010 field harvests, and days 34–161 in lab), and late decay (June 2011 through May 2012 field harvests, and days 230 through 367 in the lab) and overall.

In addition, data from the field litter bag study were analyzed using a mixed-model two-way multivariate ANOVA (MANOVA) with day and litter type as fixed effects and subplot (block) as a random effect. Mass loss, [image: image], [image: image], [image: image], BG, NAG, Phos, and Phenox means were compared for the six harvest dates for which we have data for all litter types (including dogwood). The block effect was not significant overall (Wilk’s λ = 0.89, P = 0.73) or for each individual response variable, therefore the MANOVA was rerun without block as a factor (Scheiner and Gurevitch, 1993) and results from this final analysis were reported. For the laboratory incubation, mass loss, [image: image], [image: image], [image: image], BG, NAG, and Phos means were compared using a two-way MANOVA with day and litter type as fixed effects.

Differences among groups were considered significant if P í 0.05. Differences between groups were compared using Tukey multiple comparison post-hoc tests. Enzyme activities were log-transformed to meet assumptions for normality and homogeneity of variance (Levene’s test). Data were analyzed using SPSS Statistics version 17.0.

RESULTS

FIELD STUDY – CLIMATE AND MASS LOSS RELATIONSHIPS

Average weekly soil temperatures ranged from 1 to 24°C, while mean weekly SWC ranged from 2 to 10% over the course of the field study (Figure 1A). Over the initial 2 months of decomposition, litter mass loss was low for dogwood (5.8 ± 3.7%), maple (4.7 ± 3.2%), oak (5.4 ± 3.6%), and the maple-oak mixture (1.7 ± 1.3%; Figure 1B). During this time, soil temperatures averaged 5.6 ± 0.13°C and SWC averaged 6.7 ± 0.16%. Dogwood, maple, oak, and the litter mixture lost 37 ± 6.6%, 22.9 ± 6.5%, 23.4 ± 4.5%, and 24.6 ± 6.3% of their original masses, respectively, during May through August 2010 (Figure 1B). Mass loss then decreased for dogwood (27.3 ± 6.1%), maple (19.1 ± 5.5%), oak (20.4 ± 4.6%), and the mixture (22.9 ± 3.5%) between August 2010 and October 2011 (Figure 1B). SWC was highly variable but generally increased during the winter and decreased during the summer (Figure 1A). Mass loss was <7% for maple, oak, and the mixture between October 2011 and May 2012.


[image: image]

FIGURE 1. (A) Soil temperature (°C) and soil water content (%) weekly averages and (B) % mass remaining for dogwood, maple, oak, and the maple-oak mixture over a 2 1/2 year field litter bag study. Error bars show the standard error of the mean (n = 8).



Decay rate coefficients were higher for dogwood than the other litter types during mid- and late decay and overall in the field (Table 1). In addition, decay rate coefficients were higher for dogwood and maple in the field than lab during mid-decay (Table 1). Overall, mass loss was greatest for dogwood (76.5 ± 2.7%) followed by maple (60.9 ± 1.9%), the maple-oak mixture (58 ± 2.6%), and oak (56.1 ± 7.5%). This resulted in a significant litter type effect on mass loss (P < 0.01; F = 5.69).

TABLE 1. Decay rate coefficients (k) for dogwood, maple, oak, and the maple-oak mixture during early, mid-, and late decay, and over the entire duration of the 849-day (641-day for dogwood) field and 376-day laboratory litter bag studies.

[image: image1]

LAB INCUBATION-MASS LOSS

In the lab, decay rate coefficients were significantly higher for dogwood than the other litter types during early decay, but similar among all litter types over the rest of the study and overall (Table 1). In addition, C mineralization rates for all litter types peaked within the first week and were higher on day 2 in dogwood than the other litter types (P < 0.01 for all; data not shown). Dogwood, maple, oak, and the litter mixture lost 20.7 ± 0.6%, 15.9 ± 0.3%, 16.8 ± 0.5%, and 14.8 ± 0.5% of their original masses, respectively, between days 0 and 34. Over the next 127 days, mass loss was 15.6 ± 0.9% for dogwood, 18.3 ± 1.5% for maple, 21.3 ± 1.5% for oak, and 20.7 ± 1.2% for the mixture. Over the remainder of the incubation, dogwood, maple, and the mixture lost approximately 9% of the original mass, while oak lost 12.9 ± 3.2%.

BIOMASS DYNAMICS

In the field, B:C ratios for all litter types in late decay were significantly higher than values in early or mid-decay (P < 0.02 for all; Figure 2). Maximum B:C ratios in the field ranged from 2 to 3% (Figure 2). B:C ratios in the lab were significantly higher in mid-decay than late-decay for all litter types (P < 0.05 for all; Figure 2). Maximum B:C values ranged from 1 to 3.5% in the lab (Figure 2).


[image: image]

FIGURE 2. Biomass to litter mass (B:C) ratios for the field and laboratory incubations. Ratios were examined in early decay (January and February 2010 field harvests and days 0–2 in lab), mid-decay (May 2010 through December 2010 field harvests, and days 34–161 in lab), and late decay (June 2011 through May 2012 field harvests, and days 230 through 367 in the lab). Error bars show the standard error of the mean (n = 8 for field and n = 4 for lab per harvest). B:C ratios changed over time (P < 0.05) and were higher in late decay in the field and during mid-decay in the lab for all litter types.



INORGANIC NUTRIENTS

[image: image] significantly changed over time in both the field (P < 0.01; F = 4.57) and lab (P < 0.01; F = 10.29). [image: image] decreased during early decay for all litter types and remained low (<20 μg N g dry litter-1) through mid-decay in the field (Figure 3A), but increased during late decay for maple, oak, and the maple-oak mixture. In the lab, [image: image] decreased during early decay and then increased during mid-decay for all litter types, but then decreased during late-decay and remained low (<20.0 μg N g dry litter-1) between days 230 and 376 (Figure 3B).


[image: image]

FIGURE 3. [image: image], [image: image], and [image: image] concentrations for dogwood, maple, oak, and the maple-oak mixture in the field litter bag study (A, C, E) and laboratory incubation (B, D, F) during early (>10% mass loss), mid-(10–40% mass loss), and late (>40% mass loss) decay. Error bars show the standard error of the mean (n = 8 for field and n = 4 for lab). Asterisks (*) denote significant differences (P < 0.05) between litter types on a harvest date.



Extractable [image: image] was low (<25.0 μg N g dry litter-1) for all litter types throughout the field study (Figure 3C). In contrast, [image: image] increased quickly during mid- and late decay in the lab for all litter types (Figure 3D) and was significantly higher in dogwood compared to most other litters on days 161 and 230, which resulted in a significant litter type by day interaction for [image: image] (P < 0.01; F = 3.22).

[image: image] significantly decreased for all litter types during early decay in the field (Figure 3E). [image: image] remained low for all litter types throughout mid-decay, but increased during late decay. [image: image] was significantly higher in the mixture during the initial harvest and in dogwood during the October 2011 harvest than other litter types (P < 0.01 for all; Figure 3E). In the lab, [image: image] concentrations increased for most litter types during mid- and late decay and were significantly higher in dogwood on day 230 than other litter types (P < 0.01 for all; Figure 3F). Overall, there were significant litter type by day interactions on [image: image] in the field (P < 0.01; F = 7.49) and lab (P < 0.01; F = 4.37).

ENZYME ACTIVITY

In the field, BG activities peaked during late decay for maple, oak, and their mixture (Figure 4A). BG activity increased following the initial harvest in the lab (Figure 4B) and was significantly higher in dogwood compared to other litter types on day 230 (not shown), which resulted in a significant litter type by day interaction (P < 0.01; F = 5.45). NAG activity increased following the initial harvest in the field and lab, but did not differ between litter types in the field (Figures 4C, D). NAG activity was higher in dogwood than other litter types on day 230 (not shown) in the lab, which resulted in a significant litter type by day interaction (P < 0.01; F = 2.46). Phos activities peaked for maple, oak, and the mixture during late decay and were significantly higher in oak than dogwood during the December 2010 harvest and the mixture compared to maple during the October 2011 field harvest (Figure 4E). Phos also increased rapidly following the initial harvest in the lab and was significantly higher in oak than other litter types on day 2 (Figure 4F). Overall, there were significant litter type by day interactions on Phos in the field (P = 0.01; F = 2.73) and lab (P < 0.01; F = 2.30). LAP activity remained relatively low (<0.3 μmol h-1 g dry litter-1) for all litters throughout both studies (data not shown).


[image: image]

FIGURE 4. BG, NAG, Phos, and Phenox activities over time for dogwood, maple, oak, and mixed litter in the field litterbag study (A, C, E, G) and laboratory incubation (B, D, F) during early (<10% mass loss), mid- (10–40% mass loss), and late (>40% mass loss) decay. Phenox activity was not detected in the lab. Error bars show the standard error of the mean (n = 8 for field and n = 4 for lab). An * designates differences between litter species at each harvest date.



Phenox activities were low in dogwood and maple throughout the field study and were significantly higher in mixed litter compared to other litter types during the October 2011 harvest (P < 0.01 for all; Figure 4G). Phenox activity was also elevated in oak during late decay (June 2011 and May 2012) (Figure 4G). Due to increasing Phenox activity in oak and the maple-oak mixture, there was a significant litter type by day interaction (P < 0.01; F = 4.90) on Phenox activity in the field. Phenox was not detectable at any time during the lab incubation.

TURNOVER ACTIVITY

Turnover activities were low (<15 mol) and did not differ between litter types or enzymes in the field during early decay (Figure 5A). In the lab, turnover activities were also low (<25 mol), but were significantly higher in oak and the mixture than other litters for Phos (P < 0.01; Figure 5B). BG and NAG turnover activities were >60 mol in the lab, but <50 mol in the field for all litter types during mid-decay (Figures 5C D). Turnover activity differed between enzymes (P = 0.01; F = 3.44) and litter types (P = 0.04; F = 2.87) during late decay in the field due to higher Phenox and lower dogwood turnover activities compared to most other enzymes and litter types (Figure 5E). However, turnover activity for dogwood >maple, oak, and their mixture in the lab (Figure 5F), which produced a significant litter type effect (P = 0.03; F = 3.20). Turnover activities were as much as an order of magnitude higher in the lab than field during late decay (Figures 5E, F). Overall, turnover activity in dogwood < maple < oak for BG, NAG, and Phos in the field (P < 0.04 for all; Figure 5G). Maple decomposition required 2.2× more BG per unit mass loss, 1.8× more NAG, and 2.1× more Phos than dogwood, while oak and the maple-oak mixture required approximately 1.5× more BG, NAG, and Phos than maple. In the lab, turnover activity in dogwood > maple and oak for BG and NAG (P < 0.02 across all enzymes), but did not differ between litter types for Phos (Figure 5H). Dogwood decomposition required approximately 2× more BG and NAG than other litter types.


[image: image]

FIGURE 5. BG, NAG, LAP, Phos, and Phenox turnover activities (mol) for dogwood, maple, oak, and the maple-oak mixture in the field litter bag study and laboratory incubation during early (A, B), mid- (C, D), and late (E, F) decay, and overall (G, H). No Phenox activity was detected in the lab or during early decay in the field. Turnover activities (high turnover activity = high enzyme activity per unit mass loss) were compared with separate two-way ANOVA’s (field and lab) during each decay stage and lowercase letters designate significant differences within and across enzymes for each study. Error bars show the standard error of the mean (n = 8 for field and n = 4 for lab). No significant differences between enzymes or litter types occurred during early decay in the field. Phenox turnover activity was significantly higher than most other enzymes during late decay in the field, while dogwood turnover activity was significantly higher than other litter types during late decay in the lab.



Phenox turnover activity was undetectable in early decay and significantly higher than most other enzymes during mid-and late decay and overall in the field (P < 0.01 across all enzymes; Figures 5A, C, E, G). Overall, Phenox was 2–4× higher in oak compared to dogwood, maple, and the maple-oak mixture. LAP turnover activity was significantly lower than most other enzymes and did not differ between litter types in both the field and lab (Figure 5). Differences in enzyme turnover activities between litter types resulted in significant enzyme type by litter type interactions during mid-decay (P < 0.01; F = 2.39) and overall in the field (P < 0.01; F = 6.63) and during early decay (P < 0.01; F = 8.75) and overall in the lab (P < 0.01; F = 3.56).

ENZYME ACTIVITY RATIOS

In early decay, C:N acquisition ratios were >1 for all litter types in both studies. C:P acquisition ratios were also >1 for all litter types in the field, but in the lab, C:P acquisition ratios were <0.5 for maple, oak, and their mixture and >1 for dogwood (Figure 6A). Additionally, N:P ratios were <1 (data not shown) for all litter types in the lab during early decay, but ratios increased to >1 during mid- and late decay. Field C:N and C:P ratios in mid-decay were >1. In the lab, C:N acquisition ratios were <1 for dogwood, maple, and oak, although the maple-oak mixture C:N and C:P ratios were >1 (Figure 6B). During late-decay, all litter types in the field had C:N and C:P ratios <1, but these patterns were reversed in the lab (Figure 6C). Overall, C:N and C:P ratios were >1 for all litter types in both studies (Figure 6D).


[image: image]

FIGURE 6. C:N and C:P acquisition ratios at different stages of decay during the field and lab incubations. C:N:P acquisition converges on a 1:1:1 ratio, therefore BG:(NAG + LAP) or BG:Phos ratios deviating from 1 in each scatterplot indicate differences in relative microbial demand for C and nutrients. Ratios were examined in (A) early decay (January through February 2010 field harvests and days 0–2 in lab), (B) mid- decay (May 2010 through December 2010 field harvests, and days 34–161 in lab), and (C) late decay (June 2011 through May 2012 field harvests, and days 230 through 367 in the lab) and (D) overall.



DISCUSSION

TEMPERATURE CONTROL OF MICROBIAL ACTIVITY

In contrast to expectations, mass loss during the initial 2 months of field decomposition (January–February) was <6%, even in the highly labile dogwood litter. We also found that enzyme activities and B:C ratios were lower than those found in later decay stages. Although temperature and moisture are strong controls on heterotrophic respiration (Schimel et al., 1994; Ise and Moorcroft, 2006; Suseela et al., 2012), field conditions during early decay included above-freezing soil temperatures (5.6°C), adequate moisture (32% WHC), and a substantial snowpack during most of February that minimized soil freezing. There was likely abundant labile C in fresh litter, and lower microbial demand for nutrients than C in all litters except oak (co-limited by C and P) suggests that either the high abundance of cellulose in fresh litter stimulated BG activity or N and P limitations were not acute. Additionally, greater mass loss for all litters under much lower moisture conditions during May through August 2010 suggests that field litter decomposition was not water-limited early in decay. Thus, we conclude that low temperatures suppressed decay rates during January–February. Temperature sensitivities are commonly reported to be inversely proportional to litter quality (Mikan et al., 2002; Fierer et al., 2006), with low temperatures inhibiting the degradation of easily available C polymers (Koch et al., 2007). For instance, Prescott (2010) proposed that microbial activity is uniformly low at temperatures below 10°C regardless of other factors, which is consistent with our findings, even with abundant labile C. In addition, it is known that the Q10 for respiration increases toward low temperatures and is about 4.5 at 10°C and 2.5 at 20°C (Kirschbaum, 1995, 2006). Thus, our finding that field decay rates were approximately 11 times lower than the lab during early decay is compatible with progressively higher Q10 toward lower temperatures, as suggested by developments in the understanding of how temperature affects microbial rates during decomposition (Kirschbaum, 2013).

CARBON AND PHOSPHORUS EFFECTS ON MICROBIAL ACTIVITY

Under lab conditions, respiration peaked within the first week for all litter types, with the highest peak in dogwood. Dogwood has high concentrations of water-soluble compounds, cellulose, and nutrients (Moorhead and Sinsabaugh, 2000), and was the only litter type where microbial demand for C was greater than P during early decay (Figure 6A). It is possible that greater labile C availability in dogwood stimulated BG activity, as cellulose degradation increased more rapidly in dogwood than other litters during the first few days of decomposition (Figure 4B). However, litter types with high labile C concentrations often decompose rapidly when microorganisms are not P-limited because fast growing decomposers have proportionately higher P requirements (Gusewell and Freeman, 2005). Microbes were less efficient at hydrolyzing phosphate during early decay in our maple and oak litters (Figure 5B). Thus it is possible that higher dogwood P availability increased C mineralization rates and mass loss relative to more recalcitrant litters. These contrasts in demand for C and P between litter types suggest that litter quality and/or P availability influenced decomposer responses to leaf litter under temperature controlled conditions.

ENVIRONMENTAL INFLUENCES ON MICROBIAL BIOMASS AND ENZYME DYNAMICS

Mass loss per unit enzyme activity was greater in the field than lab during mid-decay (Figures 5C, D). During this time, higher decay rates occurred in dogwood and maple under field than lab conditions (Table 1). Blair (1988) found that the total soluble content of dogwood and maple litter (>30% higher than oak) was the most important factor in first-year mass loss. This is likely due in part to the acceleration of mass loss by precipitation and leaching of soluble substrates. Decomposers also preferentially metabolize compounds in the soluble pool, as highly labile low-molecular weight substrates (i.e., sugars, phenolics, amino acids) are taken up with no enzymatic breakdown (Rinkes et al., 2011; Glanville et al., 2012). Thus, we speculate that the combination of leaching and microbial uptake of soluble compounds increased decay rates and mass loss per unit enzyme activity in the more labile litters under field conditions. It is unlikely leaching was as significant in microcosms because litter bags were placed in the middle of pre-wetted soil and only small amounts of water (1–2 ml) were added to the soil on a weekly basis to maintain moisture conditions. Thus, our findings suggest that environmental factors and litter soluble content influenced decay rates and mass loss per unit enzyme activity between studies during mid-decay.

It is also possible that greater faunal colonization and resulting fragmentation in the field increased the proportion of litter accessible to microbial attack and decreased the enzymatic effort needed to degrade dogwood and maple compared to more recalcitrant litters in the field (Cornelissen et al., 1999; Yang et al., 2012). For instance, lignified litters have high structural integrity that reduces soil faunal activity and fragmentation rates (Holdsworth et al., 2008). However, the exclusion of key soil macrofauna (e.g., non-native earthworms) due to the 1 mm2 mesh size of litter bags likely limited overall fragmentation in both studies compared to natural conditions. For example, litter decomposition rates are often more than eight-times greater in earthworm-accessible large mesh litter bags than in fine mesh bags that exclude them in temperate deciduous forests (Holdsworth et al., 2008; Fox et al., 2010). Therefore, we likely underestimated decay rates in both studies compared to natural conditions by excluding various soil faunal fragmenters.

Decomposer demand for N was greater than C in the lab for most litters during mid-decay (Figure 6B). Consistent with our mid-decay hypothesis, isolation from external nutrient subsidies and the limited amount of low nutrient soil used in the incubation likely reduced N availability and increased decomposer N limitation (Boberg et al., 2010). We also found higher BG activities (Figures 4A, B), but lower cellulose degradation per unit enzyme activity during mid-decay and overall in the lab than field for most litter types (Figure 5). It is possible that decomposers degraded soluble compounds and hemicellulose more rapidly under optimal lab conditions during early decay, especially in dogwood. If so, cellulose was a more important C source to decomposers in the lab after early decay. This likely stimulated BG activity, but decreased mass loss relative to the field. These differences in mass loss per unit enzyme activity and enzymatic effort directed toward C- and N- acquisition between decomposition studies suggest that both C and N availability constrain decomposer responses to litter quality.

Strong contrasts in mass loss per unit enzyme activity occurred between studies during late decay (Figures 5E, F). In addition, biomass to litter mass (B:C) ratios peaked in all litters during late decay in the field. However, B:C ratios declined between mid- and late decay in the lab (Figure 2). Coupled field and microcosm experiments demonstrate that field soils behave differently following disturbance (Teuben and Verhoef, 1992; Salamanca et al., 1998), primarily due to alterations in microbial community abundance, activity and composition. It is possible that soil collection decreased saprophytic fungal abundance (Coleman et al., 1988) and/or disrupted the N- and P-transporting mycelial network of mycorrhizae, likely increasing enzymatic effort to obtain nutrients from organic sources (Hart and Reader, 2004; Sheng et al., 2012). For instance, there is often an inverse relationship between total enzyme pool size and fungal biomass (Sinsabaugh et al., 2002). However, it is likely that hyphal transfer of nutrients by actinomycetes between soil and litter bags still occurred in both studies. Another potential explanation is that [image: image] accumulation (Figure 3D) suppressed ectomycorrhizal and saprotrophic fungal abundance (Carfrae et al., 2006; Wallenstein et al., 2006) and/or decreased overall microbial biomass in the lab (Ramirez et al., 2012). However, it is possible that high N throughputs occurred in the field as well, as our finding of consistently low field [image: image] concentrations are based on in-situ snap-shot measurements. Thus, our findings suggest relationships between microbial biomass and litter quality were not constant between the field and lab during late decay, likely due to differences in microbial community composition and/or N availability.

THE INFLUENCE OF EDAPHIC FACTORS ON MICROBIAL FUNCTION

Oxidative enzyme activities only increased substantially in the high lignin oak litter and the maple-oak mixture in the field during late decay. Lignin is an aromatic polymer that is highly resistant to biological degradation, surrounds holocellulose in plant cell walls, and blocks microbial access to cell membrane proteins (Berg and McClaugherty, 2008). Thus, it is possible that a higher abundance of fungi specializing in lignin degradation in the field increased oxidative enzyme production in oak and the mixture to obtain protected labile N compounds (Talbot and Treseder, 2012). This is supported by our observation that microbial demand for N relative to C was greater for all litter types in the field after 40% mass loss (Figure 6C). Because the C return on investing in lignin degrading enzymes is low (Kirk and Farrell, 1987; Dashtban et al., 2010), our findings also suggest that decomposers likely degraded lignin to acquire shielded cellulose. For instance, the peak in BG activity was concomitant with the peak in oxidative enzyme activity in oak (Figure 4). Given that specialized fungal groups produce potent oxidative enzymes driving lignin degradation during later decay stages, an increase in their abundance and activity under field conditions likely influenced lignin degradation in our study (Bending and Read, 1997; Baldrian and Valaskova, 2008).

Oxidative enzyme activities never increased for any litter type in the lab. Consistent with our late-decay hypothesis, [image: image] accumulated in the lab (Figure 3D) and possibly decreased microbial demand for N relative to C across all litter types (Figure 6C). Although N can positively influence fungal colonization in fresh litter (Rousk and Baa, 2007), we speculate that excess N suppressed ectomycorrhizal and saprotrophic fungal activity during late-decay (Waldrop and Zak, 2006), which decreased lignin decomposition rates (Grandy et al., 2008). Additionally, the inability of lignin degrading fungi to colonize from adjacent litter in the lab probably limited lignin degradation, as spatial and temporal variations in fungal abundance and activity in field settings are common (Lindahl et al., 2007; Osono, 2007; Feinstein and Blackwood, 2013). It is also possible that cellulose was a more important resource than lignin to decomposers during late decay in the lab, which increased C:N acquisition ratios. For instance, mass loss was never greater than 50% for any litter type in microcosms, suggesting that unshielded cellulose may not have been completely depleted. Overall, however, our results suggest that decomposer isolation from external resources, and/or N inhibition of microbial activity decreased litter mass loss rates in the lab during late decay.

We found that mass loss of the maple-oak mixture was the average rate of the two individual litters, and hypothesize that this additive effect may be explained by N availability influences on microbial function. For instance, it is possible that the relative changes in microbial activity and decomposition rates of maple and oak due to changes in N availability were equal and the decomposition rate of the mixture was the average of the individual rates (Berglund and AA, 2012). Furthermore, unequal proportions of litter commonly result in non-additive effects (Mao and Zeng, 2012). Thus, the observed additive effect in our study was likely a result of N movement between the equal mixture of oak and maple litter used in our experiment (Schimel and Hattenschwiler, 2007).

IMPLICATIONS FOR DECOMPOSITION MODELS

Our findings suggest that variable influences of climate and edaphic factors on microbial biomass, enzyme dynamics, and decomposition rates alter the trajectory of decay of varying leaf litter types. Although different microorganisms respond to temperature increases differently, our findings imply that microbial activity is predictably low across all decomposer groups below a temperature >5.6°C regardless of litter composition. Although not explicitly measured, we speculate that leaching and fragmentation increase access to soluble C compounds that do not require enzymatic hydrolysis prior to uptake, resulting in greater mass loss per unit enzyme activity in labile litter types. Additionally, our study demonstrates that N availability alters microbial responses to litter composition, with potentially strong effects on microbial abundance, activity, and enzymatic effort per unit mass loss in mid- and late decay. Different functional groups of decomposers may respond differently to N availability and target different substrates depending on their relative demand for C and N at different decay stages. Therefore, linking the N demands of different functional groups of decomposers to microbial behavior and decay rates of different litter substrates is likely to enhance the predictive capabilities of decomposition models.

CONCLUSION

This study demonstrates that decomposition of the same leaf litter under field and lab conditions can result in strikingly different decay patterns due to the variable influences of climate and edaphic factors on microbial-substrate interactions. For instance, low temperatures decreased microbial activity early in decay, even in highly labile litters. These results in combination with previous findings of low microbial activity below 10°C and a higher Q10 at lower temperatures imply that even a small increase at lower temperatures may cause a substantial increase in CO2 flux. Furthermore, sharp contrasts in enzymatic effort directed toward C-, N-, and P-acquisition between litter types and studies indicate the importance of nutrient constraints on decomposer responses to litter quality. Finally, microbial biomass did not have a constant relationship to litter chemistry between the field and lab, which was likely caused by differences in nutrient availability and/or microbial community composition and function. Therefore, linking the C and N demands of different decomposer groups to decay rates of varying C substrates is likely to enhance mechanistic decomposition models.
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We re-examined data from a recent litter decay study to determine if additional insights could be gained to inform decomposition modeling. Rinkes et al. (2013) conducted 14-day laboratory incubations of sugar maple (Acer saccharum) or white oak (Quercus alba) leaves, mixed with sand (0.4% organic C content) or loam (4.1% organic C). They measured microbial biomass C, carbon dioxide efflux, soil ammonium, nitrate, and phosphate concentrations, and β-glucosidase (BG), β-N-acetyl-glucosaminidase (NAG), and acid phosphatase (AP) activities on days 1, 3, and 14. Analyses of relationships among variables yielded different insights than original analyses of individual variables. For example, although respiration rates per g soil were higher for loam than sand, rates per g soil C were actually higher for sand than loam, and rates per g microbial C showed little difference between treatments. Microbial biomass C peaked on day 3 when biomass-specific activities of enzymes were lowest, suggesting uptake of litter C without extracellular hydrolysis. This result refuted a common model assumption that all enzyme production is constitutive and thus proportional to biomass, and/or indicated that part of litter decay is independent of enzyme activity. The length and angle of vectors defined by ratios of enzyme activities (BG/NAG vs. BG/AP) represent relative microbial investments in C (length), and N and P (angle) acquiring enzymes. Shorter lengths on day 3 suggested low C limitation, whereas greater lengths on day 14 suggested an increase in C limitation with decay. The soils and litter in this study generally had stronger P limitation (angles >45°). Reductions in vector angles to <45° for sand by day 14 suggested a shift to N limitation. These relational variables inform enzyme-based models, and are usually much less ambiguous when obtained from a single study in which measurements were made on the same samples than when extrapolated from separate studies.
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INTRODUCTION

Decomposition occupies a central position in global biogeochemical cycles and mathematical models play a central role in efforts to understand them and predict future changes. Decomposition models span a wide range of temporal, spatial, and hierarchical scales of resolution (Manzoni and Porporato, 2009), from physiologically based simulations of microbial activity in laboratory cultures (Resat et al., 2012) to empirical models that estimate gas flux dynamics over regional landscapes (Niu et al., 2012). The scale of interest necessarily defines the resolution of the appropriate model (Reynolds and Leadley, 1992). In any case, decomposition of the most common structural polymers comprising dead organic matter, i.e., cellulose, hemicellulose, and lignin, is largely accomplished at the biochemical level by the activities of extracellular enzymes produced by microorganisms (Burns, 1983; Sinsabaugh, 1994). Thus representative models minimally require detailed information about interactions between microorganisms, their extracellular enzymes, and substrates they degrade. Fortunately, studies of enzyme activity in the environment have expanded rapidly over the last few years [see review by Burns et al. (2013)] and enzyme-based models are beginning to emerge (Schimel and Weintraub, 2003; Allison, 2005; Moorhead et al., 2012; Resat et al., 2012; Wang et al., 2013). Unfortunately, the data needed to develop and test these models are incomplete and often gleaned piecemeal from disparate studies which raises questions about cross study comparisons. Herein we briefly review the development of enzyme-based decomposition models, highlight common information gaps, and demonstrate the contribution to modeling objectives obtained from closely integrated studies of the substrate-enzyme-microbe (SEM) system during decomposition.

BACKGROUND

ENZYME MODELS

The first models to link enzyme activity to decomposition were the statistically based enzyme decay models (EDMs) that regressed litter mass loss against cumulative measures of enzyme activities (Sinsabaugh, 1994; Jackson et al., 1995). These models demonstrated that the activities of enzymes that hydrolyze related groups of compounds, like cellulose and hemicellulose, correlate with each other. Thus a single indicator enzyme could be used as a proxy for the combined activities of a suite of enzymes that degrade a particular substrate, such as β-glucosidase (BG) for holocellulose, β-N-acetyl-glucosaminidase (NAG) for chitin and peptidoglycan, leucine amino-peptidase (LAP) for proteins, and acid or alkaline phosphatase (AP) for organic P. More recently, a synthesis of collected measurements from soils, sediments, and freshwater plankton (Sinsabaugh and Follstad Shah, 2012) showed that the patterns of activities for key indicator enzymes (i.e., BG, NAG, LAP, and AP) integrated the metabolic and stoichiometric requirements of decomposer organisms with the relative availabilities of C, N, and P from environmental sources. This enzymatic stoichiometry theory (EST) provides a rationale for mechanistic models linking enzyme activity to decomposition, but is based on observations usually including key enzyme activities and total N, P, and organic C pool sizes, and seldom includes microbial biomass or metabolic activity, such as respiration. For this reason, EST describes the overall phenomenon but not the mechanisms of SEM interactions (Reynolds and Leadley, 1992).

Dynamic enzyme-based models typically include explicit pools of enzymes, microbial biomass, and substrate (Figure 1) with substrate decomposition providing resources supporting biomass and enzyme production, as well as respiration (Sinsabaugh and Moorhead, 1997; Vetter et al., 1998; Schimel and Weintraub, 2003; Allison, 2005, 2012; Allison et al., 2010, 2011; Folse and Allison, 2012; Moorhead et al., 2012; Resat et al., 2012; Wang et al., 2013). Turnover of microbial biomass and enzymes is commonly needed to balance these pools with substrate input. However, data on turnover rates are rarely published (but see Allison, 2006). Even the simple model in Figure 1 requires information that is seldom available, and incorporates hypothetical relationships that are controversial. For example few experimental studies have simultaneously examined the dynamics of microbial biomass, enzymes, and substrate, so instead, feedback controls necessary to balance the relative SEM relationships, such as production and turnover rates, are often “fit” to maintain model stability (e.g., Sinsabaugh and Moorhead, 1997; Schimel and Weintraub, 2003; Lawrence et al., 2009). Even the relative flows of resources to enzymes, biomass, and respiration are uncertain, depending on which model of carbon use efficiency is employed (Wang and Post, 2012; Sinsabaugh et al., 2013; Wang et al., 2013), and whether enzyme production is constitutive, inducible, or both (Schimel and Weintraub, 2003; Allison, 2005). Finally, the enzyme pool size is never measured directly, and instead potential activity is assumed to be proportional to the concentration of enzyme.
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FIGURE 1. Flow diagram of a simple enzyme-based decomposition model.



More complex models simulate the degradation of different substrates by different types of enzymes, but retain all the limitations of simpler models while adding more pools and associated uncertainties about multiple SEM interactions (Allison, 2005; Folse and Allison, 2012; Moorhead et al., 2012). Sinsabaugh and Follstad Shah (2012) argued that patterns of enzyme activity reflect microbial metabolic and stoichiometric needs, limited by patterns of resource availability. This general rationale integrated energy and nutrient controls in decomposition models long before enzymes were explicitly included (e.g., Parnas, 1975; Parton et al., 1987; Skjemstad et al., 2004). More recently, Moorhead et al. (2012) used this rationale to derive an analytical solution for the optimum allocation of C and N acquiring enzyme activities by decomposer microorganisms. Similarly, Allison (2005) assumed that enzyme production was induced by resource deficits and allocated this production among C, N, and P acquiring enzymes to balance microbial requirements. Both of the latter models also retained the uncertainties of simpler enzyme-based models despite generating relative patterns of different enzyme activities that could be compared to experimental studies. Thus, many of the underlying assumptions built into enzyme-based models remain untested.

INFORMATION GAPS

In general, enzyme-based models simulate the flow of carbon and nutrients between pools that are often difficult to empirically quantify or test. Nonetheless, any effort to incorporate first-principle mechanisms driving soil organic matter dynamics must address the fundamental relationships within the SEM system, including the basic physiology of decomposer microorganisms and the dynamics of their extracellular enzymes. Most experimental studies to date have limited power to support or test key assumptions of these models. For example, microbial biomass is rarely monitored during decomposition, and the dynamic interaction between biomass and system carbon (Figure 1) is unclear. Microbial biomass is usually reported to be low, seldom exceeding 2–3% of the total organic C pool in soils (Anderson and Domsch, 1989; Wardle, 1998), but the mechanisms controlling biomass are poorly defined. Without measures of microbial biomass, we cannot directly relate enzyme activities and CO2 efflux to the microbial pool responsible for their production.

Even when microbial biomass is monitored closely, other aspects of decomposition are often omitted. For example, Kuehn et al. (2000), Gessner (2001), and Suberkropp (2001) all monitored microbial biomass dynamics on decomposing litter in aquatic ecosystems. However, none of these studies measured extracellular enzyme activities. In contrast, a suite of detailed studies examining litter decay in a Mediterranean ecosystem closely monitored microbial biomass, enzyme activities, litter mass and chemistry, and respiration (Fioretto et al., 2000, 2001, 2003, 2005, 2007). However, their focus was primarily on C dynamics and they measured neither N nor P acquiring enzyme activities. Also, Fioretto et al. (2007) found that high seasonal variation in moisture stress produced high seasonal variation in enzyme activities that decoupled apparent activities from litter mass loss. Thus physical variations can obscure biological relationships. In short, few studies have obtained the basic measurements needed to develop or test enzyme-based decomposition models.

Here we examine observations made during a detailed study of litter decomposition in laboratory microcosms, including simultaneous measures of enzyme activities, microbial biomass, and CO2 efflux. Our goals are to (1) analyze these data from the perspective of model requirements, i.e., for relationships between variables in comparison to separate analyses of independent variables, and thus (2) illustrate how simultaneous measures of these metrics during decomposition can provide insights to relationships needed to inform enzyme-based models.

CASE STUDY WITH ALTERNATIVE ANALYSES

We use new analyses of data reported by Rinkes et al. (2013) as a case study of how relationships among simultaneous measures of enzyme activities, microbial biomass, and CO2 efflux can be useful for decomposition modeling (Figure 1). In brief, they conducted a short-term (14 days) laboratory study of litter decomposition to evaluate the relationships between CO2 efflux, microbial C, extracellular enzyme activities, and changes in soil mineral N and P concentrations during the initial onset of litter decay. Their explicit goals were to examine (1) the effects of soil type, and both litter quality and surface area; and (2) the interactions between litter decay and the organic matter “priming effect” at the start of decomposition. To these ends, 1 g of sugar maple (Acer saccharum) or white oak (Quercus alba) leaves were cut to one of three sizes (ground, 0.25 cm2, and 1.0 cm2), and mixed with 50 g of either a sandy soil with low soil organic C (SOC) content (0.4%) or a loam with moderate SOC content (4.1%), wetted to 45% water-holding capacity (WHC) and incubated at 20°C. Soils were first pre-incubated for 5 months in a dark 20°C incubator at 45% WHC. The pre-incubation allowed for microorganisms to acclimate to experimental conditions and to metabolize as much extant labile C as possible, in order to better isolate the specific response of litter additions. Microbial biomass C, soil NH+4, NO−3, and PO−34 concentrations, and β-glucosidase (BG), β-N-acetyl-glucosaminidase (NAG), and acid phosphatase (AP) activities were measured on days 0 (initial values), 3 and 14; CO2 efflux was measured on days 1, 2, 3, 4, 6, 7, and 14.

Rinkes et al. (2013) discussed the primary results of their experiment in detail, but models require specific types of related information not reported in their study, such as CO2 efflux and enzyme activity per unit microbial biomass. Thus we analyzed their data differently to achieve a separate set of goals. Rinkes et al. (2013) were interested in the effects of litter surface area on decomposition and had 4 replicates of each litter size class (3 sizes) for each combination of litter (2 l) and soil type (2 soils). This provided three means (N = 4) for each measured system parameter for each combination of soil and litter type by date. However, Rinkes et al. (2013) did not link the CO2 efflux measurements to the same microcosm replicates as other system measurements. As a result, CO2 efflux could not be paired to enzyme activity or soil nutrient content by replicate. Instead, mean C fluxes from a particular combination of litter type, litter size and soil type for a date were compared to the means of the other system measures that is there were three means per date for each system parameter, defined by litter particle size class, and litter and soil type. We limited our attention to CO2 efflux rates on days 1, 3, and 14, which corresponded to the timing of measures taken for other system parameters. Finally, we did not subtract values of CO2 efflux and enzyme activities observed in soil-only controls from litter addition treatments as Rinkes et al. (2013) did, because we were interested in total system behaviors and subtracting control values from treatment values emphasizes litter dynamics, alone.

Our primary interest in using these data was to explore direct relationships between microbial dynamics, enzyme activities, and litter decay, and how they varied with soil and litter characteristics. Thus we calculated total organic carbon (TOC = SOC + litter C) through time. All incubations began with 1 g litter (44% C for both oak and maple) and 50 g soil, but sand had 0.4% SOC content whereas loam had 4.1% SOC, resulting in 0.64 and 2.49 g TOC, respectively. CO2 efflux rates were subtracted from TOC over time to estimate remaining C per unique replicate (N = 4 by day, litter size, soil, and litter type). We then calculated three mean values (one for each litter particle size) of CO2 efflux and TOC for each combination of day, litter, and soil type that could then be compared to the mean values of other system characteristics, e.g., enzyme activities, biomass, and soil nutrient concentrations. We also assumed that CO2 efflux measures on day 1 corresponded to initial biomass, nutrient, and enzyme measures on day 0, although they were taken over 24 h from the start of the experiment, and thus likely overestimate CO2 efflux rate per unit biomass because the biomass was growing (reported below).

The statistical analyses performed by Rinkes et al. (2013) usually examined the effects of litter particle size, litter type, and soil type on system characteristics, e.g., CO2 efflux, enzyme activity, and mineral nutrients. However, our focus was not on litter particle size, so we analyzed the three litter particle size classes together, which reduced most of our analyses to Two-Way ANOVAs (litter and soil), with separate analyses conducted for each day. These differences in statistical design often resulted in differences between studies. In particular, significant effects of litter particle size, or interactions between particle size and other main effects were not apparent in our analyses. This often led to different conclusions about the contributions of the other independent factors (below) and illustrates the potential impact empirical studies could have on decomposition models by including additional analyses that explicitly address modeling needs.

CARBON FLUX RATES

C flux rates can be expressed in several ways. For example, Rinkes et al. (2013) reported CO2 efflux per g soil but subtracted soil-only control values from treatments. We did not subtract control values and also estimated rates per g TOC and per g microbial biomass because activities per unit microbial biomass are necessary to develop and test relationships in mechanistic models (Figure 1). For this reason we examined microbial biomass (μg C·g soil−1) by day, soil, and litter type, and found that it was initially greater (day 0) for loam than sand (Table 1). However, by day 3 there were no differences between treatments, but on day 14, biomass was again higher for loam than sand. Rinkes et al. (2013) noted that microbial biomass was initially greater for loam than sand controls, but there were no differences between treatments at any time after soil-only control values were subtracted. They also reported that total (uncorrected) biomass increased from day 0 to day 3 (values between 140–300 μg C·g soil−1) and generally decreased from day 3 to day 14. Thus our results are consistent with the few observations they reported.

Table 1. Results of Two-Way ANOVA of independent and relational variables for soil and litter types were based on data collected by Rinkes et al. (2013).
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Rinkes et al. (2013) reported significant effects of litter type, litter particle size, and soil type on CO2 efflux rates, but values of- and differences between litter and soil types were presented by litter particle size, making it difficult to compare their values to our estimates. Also, their rates were adjusted for soil-only control values and thus were slightly lower than we report. We found that although the total rate of CO2 efflux per g soil (μg C·g soil−1·d−1) was higher in loam than sand on all days, differences between litter types only occurred on day 3 when efflux was higher for maple than oak litter (Table 1). In contrast to rates per g soil, we found that rates of CO2 efflux per g TOC (mg C·g C−1·d−1) were not different between treatments on day 1, and rates were higher for sand than loam on both day 3 and day 14 (Table 1). On day 3 the CO2 efflux rate was also higher for maple than oak litter.

These differences in CO2 efflux rates per g soil and per g TOC can be explained by the large differences in SOC content between sand (ca. 0.4%) and loam (ca. 4.1%). Rinkes et al. (2013) found evidence of a priming effect for loam, suggesting that a portion of the C loss from loam was from the SOC pool rather than litter. However, SOC is likely more recalcitrant than litter, and because litter was a larger fraction of the TOC in sand than loam it likely supported a higher rate of respiration per g TOC. Apparently, differences per g soil between treatments were due to greater amounts of SOC and associated microbial biomass (see below) for loam than sand. Indeed, the higher CO2 efflux rate per g TOC on day 3 for sand may have resulted from the higher biomass: TOC ratio in sand on this same day (see below).

The biomass-specific respiration rates (g C·g C−1·d−1) were calculated for day 1 by dividing CO2 efflux rates on day 1 (μg C·g soil−1·d−1) by the microbial biomass on day 0 (μg C·g soil), which may have slightly overestimated rates because biomass was increasing during the first 24 h of the study (Table 1). Regardless, biomass-specific rates were higher for oak than maple on day 1. On other days there were no differences between treatments. This result also suggested a rapid convergence in metabolic characteristics of the microbial community driving C flux regardless of soil or litter type. In addition, CO2 efflux rates were higher for maple than oak litter on day 3, whether calculated per g soil or g TOC (Table 1), suggesting more rapid decay of the less recalcitrant maple litter even though it did not support a higher biomass: TOC value.

TOTAL CARBON LOSSES

Rinkes et al. (2013) subtracted the C lost from soil-only controls from their estimates of total C losses from treatments. They found consistent differences between soil and litter types, and occasionally differences between litter particle sizes. We did not subtract control values from treatments and found that cumulative CO2 efflux (mg C) was higher for loam than sand on all days (Table 1). On day 14, our mean values fell within the range of values reported by Rinkes et al. (2013) for the three particle sizes. We also found that C loss was higher for maple than oak on days 3 and 14 (Table 1). Not surprisingly, regressions showed that incubation time (day) explained most of the C loss in both loam (N = 14, R2 = 0.896; P = 0.01) and sand (N = 14, R2 = 0.860; P < 0.01). The overall loss rate in loam (0.00357 d−1) was 1.6 times greater than sand (0.00228 d−1). However, due to higher SOC content, loam lost <3% of its initial TOC by day 14 whereas sand lost about 5% (Table 1). There was also a slightly higher C loss (ca. 0.5%) from maple than oak litter in both soil types (both P ≤ 0.05).

Rinkes et al. (2013) found that the litter pool (ca. 0.44 g C) contributed most of the C to CO2 efflux because it was probably more labile than SOC, given a 5-month soil pre-incubation at optimal temperature and moisture conditions. Thus, the cumulative CO2 effluxes (calculated above) suggest that loam lost the equivalent of about 10% of its initial litter C by day 14 whereas sand lost only 7%. If the difference in C losses between sand and loam was due largely to the priming effect of litter addition on SOC turnover (Blagodatskaya and Kuzyakov, 2008), then the C loss from loam SOC (ca. 13 mg) approximated 0.6% of the initial SOC pool size.

Separate analyses by day revealed that the amount of estimated litter C remaining (mg C) on day 14 was greater for sand than loam, and greater for oak than maple (Table 1). This was consistent with larger cumulative C losses from maple than oak on days 3 and 14 for both soil types, and slightly higher rates of CO2 efflux for maple than oak on day 3, both per g soil and per g TOC (Table 1). This suggests a slightly higher rate of C acquisition from maple litter by microbial biomass, although no difference in biomass between litter types was observed at any time (see below). Rinkes et al. (2013) found that the priming effect was slightly higher for maple than oak litter, which might explain why biomass: TOC ratios did not increase with stimulation of recalcitrant SOC turnover (below), as the assimilation efficiency is likely lower for the more recalcitrant material.

MICROBIAL BIOMASS

Microbial biomass per g soil (μg C·g soil−1) was initially greater for loam than sand. There were no differences between soil or litter types on day 3, but on day 14, biomass was again higher for loam than sand (Table 1). In contrast, microbial biomass per g TOC (mg C·g C−1) was greater for sand than loam on day 3, but there were no other differences between litter or soil types (Table 1). Apparently, differences that existed when biomass was estimated per g soil were due to the higher SOC and associated microorganisms present in loam than sand. When Rinkes et al. (2013) subtracted the amount of biomass in controls from treatments with added litter they found no differences between treatments at any time. However, they also estimated total biomass: TOC ratios and found higher values in sand than loam, and higher values on day 3 than day 14 for both soil types. These relationships between biomass and potential substrate (SOC and litter C) provide the basic parameters for models (Figure 1).

Most studies report that microorganisms usually account for less than 2-3% of the total organic matter in soils (e.g., Anderson and Domsch, 1989; Wardle, 1998), and would represent an even smaller fraction of the total soil mass. For this reason, the higher SOC content (and presumably associated biomass) for loam could explain the differences between soils in biomass per g soil on day 14 (Table 1). The biomass: TOC value on day 14 averaged 6.9 ± 5.6 mg C·g C−1 (ca. 0.7%) across all soil and litter types, suggesting a relatively consistent relationship regardless of soil or litter type. Nonetheless, we found that biomass: TOC ratios (mg C·g C−1) were higher for sand (2.5%) than loam (0.7%) on day 3, although there were no differences in biomass per g soil on day 3, nor were there differences in biomass: TOC on day 1. These results fell within observations by Rinkes et al. (2013) of 2.1–2.9% for sand and 0.7% for loam on day 3.

These results suggest an initial flush of microbial growth on fresh litter that was more apparent for sand than loam, because sand had a much lower SOC content. The much smaller amount of litter C (0.44 g C) supported a higher biomass: TOC ratio than the more recalcitrant SOC (0.20 g C for sand vs. 2.05 for loam) because C acquisition rate per g TOC (demonstrated by the difference in ratios between days 1 and 3), and thus per g biomass, was higher for sand. Wardle (1998) found that variation in soil biomass C across ecosystem types declined with increasing soil C, which is consistent with the differences between loam and sand we found in the present study. An unexpected result of this study was that there were no differences in microbial biomass estimates between litter types although oak is usually considered more recalcitrant than maple, and CO2 efflux was slightly higher for maple than oak (above).

ENZYME ACTIVITIES

Extracellular enzyme activities can be expressed per unit soil, per unit organic matter, and per unit microbial biomass. Rinkes et al. (2013) subtracted soil-only control values from enzyme activities reported for treatments, to focus on litter activities. We examined litter + soil enzyme activities per unit soil mass and microbial biomass to focus on the whole system dynamics. For this reason, our activity values were much higher than those reported by Rinkes et al. (2013). We did not estimate activities per g organic matter because although the ratio of biomass: TOC (mg C·g C−1) was greater in sand than loam on day 3 (Table 1), no other significant differences in this ratio existed between treatments.

In general, Rinkes et al. (2013) found that enzyme activities per g soil increased over time, but with few treatment effects. In comparison, we found that all enzymes (not subtracting soil-only control values) showed higher activity per g soil (nmol ·g soil−1·h−1) in loam than sand on all days (Table 1). We also found that AP was higher for oak than maple litter on all days. In contrast, Rinkes et al. (2013) reported frequent interactions between litter particle size and soil type for AP, but consistently low activity for maple litter incubated in sand, and generally higher activity for loam than sand on day 14.

We found that β-glucosidase (BG) activity was higher for loam than sand on all days, whereas Rinkes et al. (2013) found that control-adjusted BG activities were higher for loam than sand only on day 14. We also found that BG was higher for maple than oak on days 0 and 3 (Table 1) whereas Rinkes et al. (2013) reported no difference between litter types.

Finally, we found that β-N-acetyl-glucosaminidase (NAG) activity was higher for loam than sand on all days, and for maple than oak on days 0 and 3 (Table 1). In contrast, Rinkes et al. (2013) found no differences in control-adjusted NAG activity between any treatments.

We calculated biomass-specific enzyme activities (μmol·g C−1·h−1) by dividing enzyme activities (nmol·g soil−1·h−1) by microbial biomass (μg C·g soil−1). There were no differences between soils or litters for any enzyme on day 0, when average activities were high but extremely variable (Table 1). On day 3, biomass-specific activities for AP were higher for loam than sand, and both BG and NAG were higher for maple than oak. On day 14, both BG and NAG were higher for sand than loam. These results contrast with higher activities of all enzymes per g soil for loam than sand on all days (Table 1). Although enzyme activities per g soil or g TOC are useful tools to evaluate treatment effects, biomass-specific enzyme activities are necessary to develop and test enzyme-based models (Figure 1), and as our results indicate, are not necessarily consistent with activities per unit soil. For example, the differences between enzyme activities per g soil on day 0 were apparently due to the higher initial microbial biomass for loam rather than differences in enzyme expression by microorganisms (Figure 1).

As an aide to interpreting patterns of enzyme activities, we followed Sinsabaugh et al. (2008) in calculating the ratios of BG/NAG and BG/AP activities for each pair of observations, including each combination of litter + soil treatment on each day (Figure 2). For each locus in this enzyme activity “space” we calculated an enzyme activity vector as the distance and angle from the origin. Vector length increases with increasing enzyme production toward C acquisition relative to nutrients (N and P), and the steepness of the vector angle increases with increasing enzyme production toward P acquisition. Thus we interpret increasing vector length as a relative increase in C limitation, and increasing vector angle as a relative increase in P vs. N limitation. The rationale for interpreting relative C, N, and P limitations to microorganisms from the relative activities of C, N, and P acquiring enzyme activities is based on stoichiometric and metabolic theories of ecological systems (Sterner and Elser, 2002; Gillooly et al., 2005; Allison et al., 2010, 2011). In brief, microbial requirements are relatively constrained by their elemental composition and metabolic demands, and needed resources are typically obtained from environmental sources through the actions of extracellular enzymes (Sinsabaugh and Follstad Shah, 2012). The ratios of BG/NAG are often plotted against BG/AP to determine the relative C, N, or P limitations to microorganisms, given the patterns of these key enzyme activities with respect to each other (Figure 2). Translating these ratios into vector lengths and directions (angles) provides clear metrics of relative C limitation (length), and relative P vs. N limitation (angle), but Rinkes et al. (2013) did not conduct these analyses.
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FIGURE 2. Mean ± stdev ratios of enzyme activities were lowest on day 3 (closest to origin) and greatest on day 14 for all litter + soil combinations; 1:1 line shown.



Vector lengths were greater for maple than oak and greater for sand than loam on all days (Table 1). On day 0, vector angles were greater for sand than loam with no difference between litter types. In contrast, vector angles were greater for loam than sand and greater for oak than maple on both days 3 and 14 (Table 1). Vector lengths increased over time, and were significantly higher on day 14 than days 0 or 3 (Figure 2; all P = 0.01). Vector angles decreased over time, and were lower on day 3 than day 0 (P = 0.10), and lower on day 14 than days 0 and 3 (both P = 0.01). However, patterns differed by soil type. In sand, angles were significantly lower on day 3 than day 0, and lower on day 14 than day 3 (all P = 0.01). In loam, angles were only significantly lower on day 14 than day 3 (P = 0.01). In sand, lengths were higher on day 0 than day 3, and higher on day 14 than both days 0 and 3 (all P ≤ 0.05). In loam, lengths were only higher on day 14 than day 3 (P ≤ 0.05).

These patterns in enzyme activity vector length suggest that added litter provided a flush of soluble compounds driving biomass growth and concomitant immobilization of mineral nutrients, which could be obtained without enzyme activity. During this period of growth (day 0 to day 3), enzyme activity per unit biomass fell and relative C limitation declined (shorter vector lengths), although this pattern was stronger for sand than loam. By day 14, readily available soluble compounds from litter and mineral nutrients from soil may have been depleted and biomass-specific enzyme activities increased (along with vector lengths; Figure 2). Angles declined over time for both soil and litter types, but changed more for oak than maple litter (Figure 2, Table 1), suggesting that microorganisms became relatively more N limited for oak over time.

INTEGRATING ENZYME ACTIVITY, CO2 EFFLUX, AND MICROBIAL GROWTH

We analyzed the incremental growth of microbial biomass (μg C·g soil−1) over time, which we calculated as the difference between sequential observations for each combination of litter, soil, and litter size treatments (Table 1). Cumulative enzyme activity (μmol·g soil−1) was calculated by multiplying the average activity of an enzyme between dates by the time span. Biomass growth estimates were compared to the lengths and angles of enzyme activity vectors at the time of observations (above), the cumulative activities of enzymes between observations, and the cumulative CO2 efflux (mg C) during the same periods. Stepwise regression showed that the length of the enzyme activity vector and cumulative acid phosphatase (∑AP) activity together explained most of the variation in microbial growth, and that growth was negatively related to both factors (Table 2). Thus, our results suggest that greater microbial growth was associated with lower microbial investment in C and P acquisition via enzyme production.

Table 2. Regression coefficients relating the length of the enzyme activity vector and cumulative acid phosphatase activity (∑AP; μmol·g soil) to change in biomass (N = 24, R2= 0.722).
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We also compared cumulative respiration (∑CO2) to cumulative enzyme activity (∑NAG, ∑BG, and ∑AP). The underlying assumption for this comparison was that respiration is an index of microbial metabolism fueled by the actions of extracellular enzymes, and thus should be related to enzyme activity. The only direct measure of microbial activity in this study was CO2 efflux, but other studies have shown cumulative enzyme activity to be positively correlated with various measures of decomposition (Sinsabaugh, 1994; Jackson et al., 1995; Amin et al., 2013). We found significant relationships between ∑CO2 and both ∑NAG and ∑BG, with no significant effects of litter or soil type (Table 3). These consistent relationships between C and N acquiring enzyme activities across litter and soil types suggest that these relationships were very conservative within the constraints of this study.

Table 3. Regressions of cumulative CO2 efflux (mg C) against the cumulative activities of acid phosphatase (AP), β-N-acetyl-glucosaminidase (NAG) and β-glucosidase (BG) (μmol).
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In contrast, the relationship between ∑CO2 and ∑AP was highly variable over time and between litter and soil types. Our analyses showed significant effects of both soil and litter types as well as interactions between all factors, suggesting complex, inconsistent relationships between microbial respiration and AP activity. Overall, these systems appeared to be more strongly P than N limited between days 0 and 3 (vector angles >45°C; Table 4), especially for oak and loam (Figure 2, Table 1), but became more N limited by day 14 (vector angles <45°C; Table 4), especially for sand (Figure 2, Table 1). In comparison, the change in microbial biomass between days 3 and 14 was negatively related to both the vector length and cumulative acid phosphatase (∑AP) activity (Figure 3, Table 4). In fact, microbial growth was negatively related to the cumulative activity of each enzyme (not shown), which were highly correlated with one another. In essence, the negative relationship between growth and vector length also suggested an increasing C limitation over this time period (Figure 2, Table 4). The negative relationship between growth and cumulative enzyme activity suggests that less growth may occur when resources become more limiting and require an increase in relative enzyme production.

Table 4. Mean ± stdev values for enzyme activity (BG, β glucosidase; NAG, β-N-acetyl-glucosaminidase; AP, acid phosphatase; mmol·g C−1·h−1), enzyme activity vector length (mol·mol−1) and angle (degrees), and microbial biomass (mg C·g C·h−1).
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FIGURE 3. Mean ± stdev change in biomass (μg/g soil) vs. the length of the enzyme activity vector (relative C vs. nutrient limitation).



MINERAL NUTRIENT CONCENTRATIONS

Rinkes et al. (2013) reported that prior to litter addition all soil properties differed between soil types except for pH and initial PO−34 concentrations. However, we found that immediately after litter addition (within 30 min), PO−34, NO−3 and NH+4 concentrations (μg·g soil−1) varied between both soil types and litter types, probably due to differences in nutrient contents of litter. PO−34 was significantly higher for sand than loam for all days (Table 1), as reported by Rinkes et al. (2013). However, we also found that PO−34 was higher for maple than oak litter on all days.

Our analyses showed that NO−3 and NH+4 were higher for loam than sand on all days (Table 1), as reported by Rinkes et al. (2013). However, Rinkes et al. (2013) reported low overall concentrations of NH+4 for sand (<5 μg·g soil−1) throughout the experiment, but high initial concentrations for loam (15–30 μg·g soil−1) falling to <5 μg·g soil−1 by day 14, resulting in no differences between soils on day 14. We also found that NH+4concentrations were higher for oak than maple litter on all days (Table 1), whereas Rinkes et al. (2013) reported higher control-adjusted concentrations for oak than maple only on day 0.

Another interesting result of this study was that neither the concentrations nor the dynamics of soil PO−34, NO−3, and NH+4 pools provided much explanation for the dynamics of system C, microbial biomass, or enzyme dynamics. AP had a consistent, positive relationship to NH+4 (not shown), but it was the only measure of enzyme activity that showed any consistent relationship to any soil nutrient. Overall, the vector angle of enzyme activity was positively related to NO−3, and NH+4, but this relationship varied by day.

INSIGHTS TO KEY RELATIONSHIPS

The primary goal of this paper is not to elucidate the effects of soil and litter types on decomposition processes, per se, but to illustrate how the interpretation of experimental data from a modeling perspective could differ from other approaches. We also tried to highlight the importance of collecting simultaneous, comparative measures of key model features, such as microbial biomass, enzyme activity, and respiratory output, by examining such data from the study by Rinkes et al. (2013). For example, many differences in microbial biomass, CO2 efflux rates, and enzyme activities that existed between litter and soil types when observations were expressed per g soil were not apparent or were different when they were expressed per g TOC or per g microbial biomass (Table 1). Moreover, the relationships between enzymes, resources, and microorganisms were fairly tightly constrained, consistent with the theory of ecoenzymatic stoichiometry (Sinsabaugh and Follstad Shah, 2012).

Regardless of the reason why values of biomass: TOC were constrained (Wardle, 1998) any limit to biomass necessarily limits extracellular enzyme activities because they are produced by microorganisms and are likely to be related to other microbial activities (e.g., CO2 efflux). Although many factors control the persistence and activity of enzymes in the environment (Nannipieri and Gianfreda, 1998; Nannipieri et al., 2012; Burns et al., 2013), Sinsabaugh and Moorhead (1997) argued that a more rapid turnover of microbes than their enzymes would lead to an unstable system. Similarly, the model by Allison (2005) suggests that decoupling enzyme activity from the microorganisms that produced them would permit other microorganisms (i.e., “cheaters” that don't produce enzymes) to potentially destabilize the system. Within this context, the observed biomass-specific respiration and enzyme activities represented the boundaries of these constraints for this study system. For example, microbial biomass: TOC was higher for sand (maximum 2.5%) than loam (maximum 0.7%) because the TOC of sand (0.64 g) was dominated by litter (0.44 g) whereas the TOC of loam (2.49 g) was dominated by more recalcitrant SOC (2.05 g). Thus the higher relative C availability in sand supported a higher relative biomass per unit substrate C, but only on day 3; by day 14 the ratio no longer differed between soils. This pulse of biomass growth for sand also provides an explanation for patterns of enzyme activity.

The patterns of biomass-specific enzyme activities indicated few differences in C, N, and P acquisition between soils or litter types. BG activity was higher for sand than loam on day 14, consistent with a greater enzyme activity vector length (Table 1), suggesting a higher relative C availability for loam. BG activity also was higher for maple than oak on day 3, again consistent with a greater vector length. AP activity was greater for loam than sand on day 3, suggesting a greater P demand for loam. Vector angle was also higher for loam than sand on day 3, also consistent with greater P vs. N demand. Finally, NAG was higher for oak than maple on day 3, and higher for sand than loam on day 14, suggesting greater N demands. Vector angles were lower for both of the latter cases, consistent with higher N vs. P demands. Thus patterns in biomass-specific enzyme activities were consistent with characteristics of enzyme vectors although vectors provided more detailed insights to microbial demands for C, N and P. For example, vector lengths indicated greater C than N or P limitation for sand on all days, suggesting that microorganisms were consistently more C limited in sand than loam, despite few differences in BG activities. In sand, the significant decrease in biomass: TOC between days 3 and 14 (not shown) suggested that increasing C limitation may have been responsible for the decline in biomass. At the same time, vector length increased 10-fold (Table 1). Vector angles indicated initially greater P vs. N limitation for sand than loam (day 0), but changed to a greater N vs. P limitation in sand for both days 3 and 14 (Figure 2, Table 1). Angles also indicated consistently greater P vs. N limitation in oak vs. maple litter. In contrast, biomass-specific AP and NAG activities showed few differences between litter or soil types. This pattern in vector angles was consistent with the higher PO−34 for sand and maple litter on days 3 and 14, concomitant with higher NO−3 and NH+4 for loam than sand on all days (Table 1).

Understanding enzyme-biomass relationships needed for mechanistic models (Figure 1) requires understanding biomass-resource relationships that control the allocation of enzymes toward C, N, and P-acquisition (Sinsabaugh and Follstad Shah, 2012). Thus it is not simply the activities of enzymes in the environment or even the biomass-specific activities, but the balance between activities like those revealed herein by enzyme vectors. Recently, Moorhead et al. (2012) were able to simulate differential allocation of C and N acquiring enzyme activities during decomposition in response to relative C and N availability by assuming that enzyme production was finite and that microorganisms optimized resource acquisition to maximize growth. The observations of Rinkes et al. (2013) verify these general assumptions, but require analysis of relational variables, such as C, N, and P acquiring enzyme activities to describe this balance.

This study also refutes a common assumption of enzyme-based models that enzyme production is roughly constitutive (Schimel and Weintraub, 2003; Moorhead et al., 2012), because a decline in enzyme activity occurred after the addition of fresh litter to microcosms despite an increase in biomass. Thus, biomass-specific activities of all enzymes were generally lowest on day 3 although biomass was greatest on day 3. If enzyme production were strictly constitutive, activity would increase with biomass. Instead, there appeared to be a shift in patterns of substrate use, with fresh litter driving a flush of CO2 efflux and microbial growth. Enzyme activities then increased from day 3 to 14 despite a decline in biomass (Figure 2, Table 1), also suggesting a change in substrate use and changing emphasis on enzyme production. These results suggest that enzyme production was inducible, as modeled by Allison (2005), and responsive to differences in substrate characteristics (Berg, 2000; Berg and McClaugherty, 2008). In brief, microorganisms initially use simpler, easier to obtain resources from soluble litter fractions, shifting to increasingly more recalcitrant compounds as decomposition progresses (Van Hees et al., 2005; Glanville et al., 2012). This pattern also is consistent with the idea that different groups of microorganisms may be more active at different stages of litter decay (Allison and Martiny, 2008; Rinkes et al., 2011), including an initial burst of activity by some that may have little to no enzyme production (Allison, 2005).

Relationships between CO2 efflux, biomass, and enzyme activities also addressed key model behaviors (Figure 1). For example, biomass-specific CO2 efflux rates ranged from 32–85% of the standing biomass C per day (Table 1), with no differences between soil or litter types or any difference between day 3 and day 14. Thus the respiratory coefficient was consistent despite differences in B:C ratios between soils on day 3 and despite the very different total amounts of biomass in the two soil types (Table 1). A respiratory coefficient of this magnitude is much higher than basal metabolic rates of usually <1% used in models (Parton et al., 1987; Skjemstad et al., 2004; Moorhead and Sinsabaugh, 2006), suggesting high growth-associated respiration and turnover rates, and possibly overflow metabolism to maintain observed biomass: TOC ratios (e.g., Parnas, 1975; Schimel and Weintraub, 2003). However, Rinkes et al. (2013) did not apply an extraction efficiency coefficient (Kec) to the amounts of microbial biomass C they extracted with chloroform fumigation. Thus their biomass estimates are probably low, which would inflate the respiratory coefficient.

We also found that ratios of ∑CO2-efflux: ∑enzyme activity declined through time, suggesting a decline in enzyme efficiency, although a progressive change in substrate composition and selective use by microorganisms could also contribute to this pattern (see above). Moreover, this ratio is an ambiguous measure of enzyme efficiency (Sinsabaugh, 1994; Jackson et al., 1995), particularly when gross measures of decomposition are used in calculations (e.g., CO2-efflux), because enzymes usually target a specific type of substrate. It would be a more accurate measure of enzyme efficiency to relate changes in specific substrates, like cellulose, to the activities of enzymes that degrade them, like β-glucosidase (e.g, Amin et al., 2013). As an aside, significant positive intercepts from regressions of cumulative decay (e.g., ∑CO2 efflux) vs. cumulative enzyme activity are also consistent with the idea that initial decay is relatively high for low levels of enzyme activity (Table 3), again arguing for changing substrate use patterns. These empirical data suggest that enzyme-based models will need to include multiple substrates with inducible enzyme activities to accurately portray SEM dynamics (Figure 1).

In summary, much of the information used to develop enzyme-based models to date has been obtained from disparate studies, which separately focused on various aspects of decomposition, microbial metabolism, enzyme activities, etc. (e.g, Schimel and Weintraub, 2003). Although insights can be gained from cross-system analyses, uncertainty about key relationships is a drawback. For example, relatively few studies have examined biomass dynamics during litter decay with much resolution (but see Fioretto et al., 2001), which is critical to linking enzyme activities to decomposition processes. More comprehensive studies like the one performed by Rinkes et al. (2013) reduce uncertainty by simultaneously measuring key variables that in turn permits direct comparisons, as shown herein. Moreover, Rinkes et al. (2013) also measured respiration for control soils (no litter) and control litter (no soil) in parallel incubations (not shown), so that the system dynamics of litter, soil and litter + soil could be isolated, although a significant priming effect found for loam demonstrated a synergism between litter and soil systems (Kuzyakov, 2010).

CONCLUSIONS

Despite the information gained from this detailed study, other relationships needed to inform enzyme-based models remain unknown (Burns et al., 2013). Among the more important are turnover rates for both enzymes and biomass, which presumably enter the SOC pool and thus become available for decomposition. Also unknown is the relationship between enzyme activity, concentration, and mass. Although Wang et al. (2012) recently suggested ways of estimating kinetic coefficients for enzymes in the field from laboratory studies, the relationship between activity and concentration is uncertain and highly variable, due to the influences of many environmental factors (Nannipieri and Gianfreda, 1998; Nannipieri et al., 2012). Models that presume to calculate enzyme pool sizes (e.g., Sinsabaugh and Moorhead, 1997; Schimel and Weintraub, 2003; Allison, 2005; Moorhead et al., 2012, etc.), in fact balance allocation, production, turnover and resource acquisition without direct observations. Such observations are needed to more directly and precisely determine the cost-benefit relationships of microbial investments in extracellular enzymes.

Another important mechanism underlying decomposition not mentioned herein is the taxonomic composition of the microbial community. Different microorganisms have different environmental responses, enzyme capabilities, and metabolic and stoichiometric characteristics (Berg and McClaugherty, 2008). Thus all three of the substrate, enzyme, and biomass pools in Figure 1 must expand to capture the more complex realities of the SEM relationships driving decomposition, which greatly increases the demand for experimental data (see Moorhead and Sinsabaugh, 2006). As previously discussed, few studies have measured key features of the simple enzyme-based model represented in Figure 1. Even fewer have examined the composition of the microbial community, and possibly no studies have obtained information on changes in key system characteristics (e.g., Figure 1) corresponding to community changes. This work is only beginning.
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Methane is an important anthropogenic greenhouse gas that is produced and consumed in soils by microorganisms responding to micro-environmental conditions. Current estimates show that soil consumption accounts for 5–15% of methane removed from the atmosphere on an annual basis. Recent variability in atmospheric methane concentrations has called into question the reliability of estimates of methane consumption and calls for novel approaches in order to predict future atmospheric methane trends. This review synthesizes the environmental and climatic factors influencing the consumption of methane from the atmosphere by non-wetland, terrestrial soil microorganisms. In particular, we focus on published efforts to connect community composition and diversity of methane-cycling microbial communities to observed rates of methane flux. We find abundant evidence for direct connections between shifts in the methane-cycling microbial community, due to climate and environmental changes, and observed methane flux levels. These responses vary by ecosystem and associated vegetation type. This information will be useful in process-based models of ecosystem methane flux responses to shifts in environmental and climatic parameters.
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INTRODUCTION

Microorganisms have the potential to impact large-scale ecosystem functions that are relevant to the atmospheric composition of the Earth. In particular, microbial communities responsible for “narrow” processes, those that are phylogenetically and/or physiologically constrained, have been linked to corresponding process rates in nature (Schimel and Schaeffer, 2012). Schimel and Gulledge (1998) proposed studying methane-cycling microbial communities to demonstrate the connection between microbial community composition and ecosystem function. Environmental and climatic shifts can alter methane (CH4) flux profiles of soils (Bender and Conrad, 1992; Willison et al., 1995; Aronson and Helliker, 2010), likely through shifts in microbial community structure and function. Since the publication of Schimel and Gulledge (1998), numerous technological advances have allowed for the direct analysis of the connection between environmental and climatic factors and microbial community composition. In addition, our understanding of how different members of the microbial community contribute to soil CH4 flux has increased. In this review, we outline the responses of methane-cycling microbial community composition and abundance to environment and climate and how well these shifts correspond to changes in soil CH4 flux profiles.

The goal of this review is to highlight the current state of, and recent advances in, our understanding of CH4 consumption by microorganisms in terrestrial environments, as well as to point out areas where further study is needed. We hypothesized that net CH4 flux is correlated with the abundance and/or composition of methane-cycling microbes. We focus on non-wetland soils while touching on wetland and methanogen communities when relevant. To this end we discuss the main global changes that could impact methanotroph communities in particular. These changing environmental and climatic drivers include increased atmospheric CO2 and CH4 mixing ratios, increased temperature, changes in precipitation regimes, soil pH, and increased inorganic nitrogen (N) deposition to soil. In addition, we analyzed trends in CH4 fluxes by ecosystem, climatic zone, and vegetation type. In order to organize the body of knowledge on this topic, a meta-dataset was created from the literature, which is published along with this review as supplemental data. We believe that this dataset can assist in identifying future experimental directions as well as modeling efforts of the relationships between environmental and climatic changes, methane-cycling microbial communities, and soil CH4 fluxes.

BACKGROUND TO THE METHANE CYCLE

Methane is the 2nd most important anthropogenic greenhouse gas, responsible for 20–30% of total greenhouse gas radiative forcing since the industrial revolution (IPCC, 2007). Methane is currently about 200 times less concentrated in the atmosphere than is carbon dioxide, but each molecule of CH4 is 25 times more potent in terms of heat-holding capacity (Lelieveld et al., 1998). Due to changes in human activity and land use, both carbon dioxide and CH4 began to increase around 150 years ago, as the industrial age began. Since that time, atmospheric CH4 concentrations have increased ~150%; from a pre-industrial mixing ratio of about 0.7 ppm to ~1.8 ppm currently (Maxfield et al., 2006; Degelmann et al., 2010).

Variability in atmospheric methane concentrations

Atmospheric CH4 concentrations became erratic and did not increase overall from 1997 until 2007, and then began increasing again around 2008 (Rigby et al., 2008) and continue to increase. The reason(s) for this shift is unknown, but several explanations have been proposed for the recent vagaries in atmospheric CH4. Decreases in wetland sources have been proposed to explain the lack of growth in late 1990s and early 2000s (Bousquet et al., 2006). The patching of natural gas pipelines in Russia has also been proposed as an explanation for the change in atmospheric CH4 concentrations, since these had become leaky after the collapse of the Soviet Union, losing an estimated 29–50 Tg CH4 yr−1 in the late 1980s–early 1990s (Reshetnikov et al., 2000), although these numbers have not been confirmed. A reduction in fossil fuel sources has also been implied as the cause by a study of ethane levels in Greenland and Antarctic firn (Aydin et al., 2011). Also proposed are variations in atmospheric concentration of OH− radicals (Rigby et al., 2008), yet there did not appear to be any increase in atmospheric CH4 destruction from these radicals recorded early in the duration of this decrease (Prinn, 2001) and there is an active debate over the reliability of past OH− measurements (Lelieveld et al., 2004). Other explanations have focused on reduced rice agriculture and other microbial emissions, confirmed by isotopic measurements and models (Kai et al., 2011).

The wide range of potential explanations for past trends in atmospheric CH4 indicates a lack of understanding of the interplay between biotic and abiotic controls on CH4 cycling. The underlying biology of the microbial responses to environmental variables is still poorly understood (do Carmo et al., 2006). The non-wetland, terrestrial ecosystem CH4 sink may be larger than suggested by top-down models suggest, possibly accounting for this missing sink, but this hypothesis can only be tested with further study of soil methanotroph community composition and response to climatic and other variables. Indeed, the same isotopic fractionation evidence suggesting that reduced microbial sources may be responsible for the decline in atmospheric CH4 growth (i.e., Kai et al., 2011) could also imply increased microbial consumption. Small advances in our understanding of any CH4 source or sink will greatly improve our ability to budget this important greenhouse gas.

Atmospheric methane sources and sinks

Methane sources are variable but their number and magnitude appear to be on the rise, while CH4 sinks are more uncertain. Total CH4 emissions were calculated by Lelieveld et al. (1998) to be 600 Tg CH4 yr−1, and by Wang et al. (2004) to be 506 Tg CH4 yr−1, with most recent estimates falling between 503 and 610 Tg CH4 yr−1 (IPCC, 2007). Figure 1 shows rough estimates of the relative contributions of CH4 sources and sinks, based on Lelieveld et al. (1998), Wang et al. (2004), and Conrad (2009). The largest global CH4 sources are natural and constructed wetlands, which contribute around 1/3 of annual emissions (IPCC, 2007). Anthropogenic sources, including rice paddies, domesticated animals, landfills, fossil fuel acquisition and burning, as well as biomass use for energy and agriculture, total at least 307 Tg CH4 yr−1, which could be over 60% of total emissions (Wang et al., 2004). There may be more sources than have been accounted for, as CH4 has also been found to be produced aerobically in the ocean (Karl et al., 2008). Trees themselves have also been linked to CH4 production (Keppler et al., 2006) through spontaneous UV-induced release and/or diffusion from dissolved soil CH4 in leaf water (Nisbet et al., 2009), although the overall contribution of that source has been shown to be negligible (Dueck et al., 2007).
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FIGURE 1. Estimates of the relative contribution of sources and sinks to the global, annual methane budget.



There are indications that CH4 release from known sources was previously underestimated and has been on the rise with temperature increases in the last century. As high latitudes heat up in a generally warming climate, permafrost and accumulated ice thaw at accelerated rates (IPCC, 2007). This has caused the area of thermokarst lakes to increase, by at least double in the last 35 years (Walter et al., 2006). Advances in measurements in high latitude lakes show that most CH4 is released in rapid ebullition, a source type which was previously missed, and that the CH4 being released is Pleistocene in age, indicating the release of old carbon stores. This source accounts for at least 3.7 Tg CH4 yr−1 previously omitted from global estimates (Walter et al., 2006). Also associated with the warming in these higher latitudes is geological CH4 release from shallow hydrates, which may increase quickly as warming continues and could contribute up to 1.4 × 106 Tg CH4 (Shakhova et al., 2010). Further, increased temperatures in wetlands around the globe will likely lead to large increases in CH4 release, due to the sensitivity of methanogens to warming (Christensen et al., 2003).

The largest estimated CH4 sinks include tropospheric destruction (approximately 80–90% annually) and oxidation in other parts of the atmosphere (5–10%), according to Lelieveld et al. (1998). The most common figure for gross oxidation by soil in terrestrial environments is ~30 ± 15 Tg CH4 (IPCC, 2007), which corresponds to 2.5–7.5% of the estimated 600 Tg CH4 budget per year (Lelieveld et al., 1998). However, there has been some variation in this estimate, with a classic review of methanotrophy estimating soil consumption at 40–60 Tg yr−1 (Hanson and Hanson, 1996). Of all the CH4 sources and sinks, the biotic sink strength is the most responsive to variation in human activities (Dunfield et al., 2007).

The above figures for total consumption by the soil were not measured directly, but rather approximated by top-down, or inverse, global models (Wang et al., 2004). Inverse modeling solves for the sources and sinks based on observations of atmospheric chemical species over time and space while attempting to minimize uncertainty (Prinn, 2000). More recently, a meta-analysis by Dutaur and Verchot (2007) attempted to scale up from averages of local observations, resulting in an estimated consumption rate of ~34 Tg CH4 yr−1. Due to low consumption levels at atmospheric concentrations and high variability, the bottom-up approach of extrapolating from small-scale observations has had limited success in the past. However, the bottom-up approach should be applied more strenuously in the near future to take advantage of advances in technology and more widespread measurements. Future attempts to scale up from local observations should also account for the environmental factors and their impacts on microbial communities that govern CH4 flux.

METHANE-CYCLING MICROORGANISMS

Soil exchange of CH4 with the atmosphere is regulated by two groups of microorganisms, known as methanogens and methanotrophs. The disparate environmental requirements of these two groups, particularly oxygen concentration, temperature, water content, and nutrient availability, determine the net CH4 flux of a given ecosystem. Methanogenic (CH4 producing) archaea, active mainly in anaerobic conditions, produce CH4 as a metabolic byproduct and are the main biological source of CH4 in natural systems, landfills, and agriculture. Methanotrophic (CH4 consuming) bacteria (sometimes referred to as CH4 oxidizing bacteria or MOB) are active mainly in aerobic conditions and derive energy and carbon from the oxidation of CH4 (Hanson and Hanson, 1996).

Methanogens

In natural systems, methanogens produce about 33% of emissions (Lelieveld et al., 1998). Most anthropogenic CH4 emissions from waste management and agriculture are also due in large part to the action of methanogens. Most methanogens are anaerobic archaea, and there exists a large variety of methanogens that loosely fit into two main, non-phylogenetic categories: those that are hydrogenotrophic, i.e., produce CH4 primarily using H2 and CO2; and those that are acetotrophic, i.e., use primarily acetate for metabolism that has been formed from previous decomposition activities (Le Mer and Roger, 2001). Most, if not all, known methanogens express an isozyme of methyl-coenzyme M reductase (MRT), of which the gene encoding the α subunit (mcrA) is present in most known methanogens (Shively et al., 2001).

Methanotrophs

The most common group of methane consumers is aerobic Methanotrophs (mostly methane oxidizing bacteria or MOB), which are generally found in oxic soils or microsites within anoxic soils. MOB are the only known biological sink for CH4, as key organisms within a soil microbial consortium that derives energy from CH4 conversion to carbon dioxide (Hanson and Hanson, 1996). Methanotrophs are a sub-group of the methylotrophs, which also contain methanol oxidizing bacteria (Kolb, 2009). There are 12 recognized genera of methanotrophs that are phylogenetically divided into type I (within the class Gamma proteobacteria) and type II (within the class Alpha proteobacteria; Mohanty et al., 2006). The key methanotrophic enzyme is CH4 monooxygenase (MMO), which occurs as both particulate (pMMO) and soluble (sMMO) forms. The pmoA gene encodes the α subunit of pMMO, and is included in the genome of all most known methanotrophic species (Dedysh et al., 2000). Methanotrophs are divided into at least two functionally distinct groups, the high affinity group that uses CH4 at very low concentrations, and the low affinity group that only uses CH4 at high concentrations (Bender and Conrad, 1992). Most culturable methanotrophs are low affinity, which tend to be located near source environments (Reay et al., 2005). In addition to the more common CH4 cyclers, a group of methanogen-like anaerobic CH4 oxidizing archaea (MOA) has been described (Hallam et al., 2003). These MOA contain mcrA genes (Hallam et al., 2003) and many are involved in a consortium that couples denitrification with anaerobic CH4 oxidation (Raghoebarsing et al., 2006).

MICROBIAL COMMUNITY COMPOSITION IMPACTS ON METHANE FLUX

The capacity to produce or consume CH4 is distributed among relatively few microbial taxa that are phylogenetically distinct (Martiny et al., 2013). The narrow distributions of these traits imply that CH4 production and consumption rates may be more closely tied to microbial community composition and abundance than other biogeochemical processes (Schimel, 1995). Genes involved in methane-cycling are found in deep-branching microbial clades, similar to other complex microbial traits such as oxygenic photosynthesis and sulfate reduction (Martiny et al., 2013). By contrast, genes involved in heterotrophic processing of other carbon compounds are not highly conserved, and nearly all microbial taxa contribute to CO2 production in upland soils.

For methanogenesis, studies have found variation in the strength of the link between community structure and function. In a peat soil microcosms, methogenesis correlated positively with mcrA gene expression, which was a better predictor than gene abundance (Freitag and Prosser, 2009). The pathway of methane production shows a clear dependence on microbial composition, with acetoclastic methanogenesis dependent on the Methanosarcinaceae and CO2 reduction driven by groups such as the Methanobacteriales and Methanosaetaceae. These groups are sensitive to temperature, such that the CO2/H2 pathway becomes more dominant at higher temperatures (Fey and Conrad, 2000; Conrad et al., 2009). However, the temperature threshold for dominance varies from 15°C to 40°C across these studies, and both pathways are observed in peat soils with cooler average temperatures (Kotsyurbenko et al., 2004).

Other studies point to a more complex relationship between methane production and methanogen communities. Ramakrishnan et al. (2001) examined biogeographic patterns in methanogen communities across 11 rice field soils and found relatively similar microbial composition despite >10-fold differences in methane production rates. Similarly, Juottonen et al. (2008) observed relatively little change in methanogen abundance and composition across seasons in a boreal mire, but large variations in methane production that were likely due to increased substrate availability during winter. In a Siberian permafrost soil, Ganzert et al. (2007) found a shift from mesophilic to psychrophilic methanogens with depth, but no single group was clearly related to rates of methanogenesis, suggesting a degree of functional redundancy within methanogen communities.

As with methanogen communities, the link to functional rates is also variable for methanotroph communities. Some studies have found tight relationships between methane oxidation rates and community structure, often in the context of environmental change. In a temperate agricultural soil, long-term fertilization with ammonium nitrate reduced methanotroph abundance by >70%, resulting a similar decline in methane oxidation rates (Maxfield et al., 2008; Seghers et al., 2003a) observed a similar pattern that was associated with reductions in the abundance of low-affinity type I methanotrophs. Different groups of methanotrophs may show different responses to fertilization, as observed in rice field and forest soils where type II methanotrophs were more strongly inhibited by mineral N fertilization than type I methanotrophs (Mohanty et al., 2006). In contrast, organic fertilizer addition can increase methanotroph abundance and associated rates of methane oxidation (Seghers et al., 2005).

Gradient studies also suggest that variation in methanotroph abundance can correlate with functional rates. In a pine forest soil, methane oxidation rates across soil horizons were related to the abundance of a single PLFA marker identified with 13C stable isotope probing (Bengtson et al., 2009). Using a combination of molecular approaches and 13C tracers, Bodelier et al. (2013) found a tight link between methane consumption rates and the abundance of type 1 methanotrophs across a riparian floodplain. In contrast, studies in New Zealand have shown that type II methanotrophs are linked to higher methane oxidation rates associated with afforestation and reforestation (Singh et al., 2007; Nazaries et al., 2011). A similar pattern was observed across a broader gradient of vegetation types in Scotland, with increased type II methanotroph abundance, lower overall methanotroph diversity, and increased rates of methane consumption associated with forest vegetation (Nazaries et al., 2013).

Not all studies show such tight relationships between methanotroph communities and methane oxidation. Bárcena et al. (2011) found pmoA genes associated with high-affinity methanotrophs in a glacial forefield in Greenland, but detected almost no methane oxidation. Jaatinen et al. (2004) measured increased methane oxidation following boreal forest fire but no associated change in communities of methane-oxidizing bacteria. Conversely, Seghers et al. (2003b) found differences in methanotroph community composition but no substantial difference in methane oxidation in response to chronic herbicide treatment.

Differences in community composition that are not associated with differences in methane-cycling could indicate a degree of functional redundancy among methane-cycling microbes. However, such conclusions could be misleading. In some studies, more direct links between composition and function might have been observed if methanogen or methanotroph abundance had been measured. Studies using group-specific primers can identify within-group shifts in composition but not overall changes in abundance that may be more important for functional rates (Seghers et al., 2003a). For example, Menyailo et al. (2008) found that reductions in methanotroph-derived PLFA markers largely explained a 3-fold reduction in soil methane consumption following reforestation of a Siberian grassland. Despite the overall reduction in biomass, there were no apparent shifts in methanotroph community composition.

In addition, microbes that appear functionally redundant in one environment may show distinct responses when the environment changes. For example, different methanotroph communities may oxidize CH4 at similar rates in unfertilized soils (Seghers et al., 2003a), but communities dominated by type II methanogens could show much steeper declines in CH4 oxidation in response to N deposition (Mohanty et al., 2006).

Overall, many studies we reviewed support the idea that CH4 cycling depends on the composition and abundance of relatively narrow microbial groups. In addition, these studies demonstrate that environmental factors are important because they influence microbial communities. The abundances of methane-cycling microbes are often sensitive to environmental conditions such as temperature, precipitation, nutrient availability, CH4 concentration, and plant species (Fey and Conrad, 2000; Henckel et al., 2000; Horz et al., 2005; Liebner and Wagner, 2007; Maxfield et al., 2008; Tsutsumi et al., 2009). In some cases, these factors impact CH4 cycling though changes in microbial communities, but in other cases, environmental changes have important direct effects. For example, substrate availability and temperature both affect CH4 cycling rates, independent of changes in community composition (Wagner et al., 2005; Juottonen et al., 2008). Thus, even if CH4 cycling depends on narrow groups of methanogens and methanotrophs, the relationship between structure and function will always be subject to modification by environmental factors (Nazaries et al., 2011). This complexity will require models of the CH4 cycle that allow for feedbacks between microbial communities and environmental drivers.

ENVIRONMENTAL FACTORS AND THE METHANE CYCLE

There is no ecosystem for which all of the potential direct or indirect effects of environmental variables on CH4 consumption of soil are understood, but many known interactions are summarized in Table 1. Conspicuously absent in Table 1 are any trends in tropical grasslands or savannahs, as there were no studies available testing environmental effects in these ecosystems to review. In general, the effect of higher soil moisture and precipitation is a decrease in the sink strength of the soil, however as Table 1 shows, even these impacts are not completely consistent. Other environmental variables that indirectly affect CH4 flux due to their influence on soil moisture and oxygen content are aspect and catena position, position on slope, soil type, and water holding capacity. Due to varying microbial preferences in terms of optimal pH, there is also some variation in response of CH4 flux to varying pH in the soil. Few general studies of distribution and activity of soil microbes as a whole have been done across catenas, slopes, or soil types, and many of those that have been done have not included methanotrophic or methanogenic organisms (Florinsky et al., 2004).

Table 1. Summary of the impact of major environmental characteristics on methane uptake by soil.
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METHANE FLUX RESPONSES TO INCREASED METHANE CONCENTRATIONS

Although the average mixing ratio of CH4 at the Earth's surface has risen from around 0.7 ppm during pre-industrial times to about 1.8 currently, there has been little direct study of the impacts of rising atmospheric CH4 on the rate of consumption of CH4 by upland soils. Bender and Conrad (1992) determined that there were two kinetic optima for methanotrophy. There was a clear increase in the consumption of CH4 by the soil with increasing CH4 concentrations, indicating that the reaction is methane-limited at atmospheric oxygen levels (Bender and Conrad, 1992). However, they did not test consumption at CH4 concentrations between 2 and 6 ppm, since this range is thought to fall between the two Vmax values for methanotrophy. Yet, this range might be relevant for soil CH4 consumption rates under global change. Most other investigations of methanotrophy responses to CH4 concentration have used high concentrations, focused either on determining kinetic or potential rates of methanotrophy (Henckel et al., 2000; Tuomivirta et al., 2009; Tate et al., 2012).

Recently, one study showed that levels of CH4 only slightly elevated above ambient can lead to markedly increased CH4 consumption. Irvine et al. (2012) observed a strong direct relationship between ambient CH4 concentrations at the start of CH4 flux measurement and the rate of consumption in salt marsh soils. This result could indicate that increases in average ambient CH4 concentrations will lead to a measurable increase in atmospheric CH4 consumption across soils.

METHANE FLUX RESPONSES TO INCREASED CO2 CONCENTRATIONS

Increases in CO2 can lead to increased methanogeny, both indirectly through greater biomass production increasing acetotrophic metabolism, and directly from CO2 stimulating hydrogenotrophic metabolism. In wetland areas the increased plant production due to elevated CO2 leads to greater CH4 release, likely due to acetotrophic metabolism (Dacey et al., 1994). Experiments in rice system soils have overwhelmingly agreed with these results (Ziska et al., 1998; Groot et al., 2003; Cheng et al., 2006). Whole soil and plant-facilitated emission of CH4 increased up to 69% in a wetland glasshouse experiment with elevated CO2 (Vann and Megonigal, 2003). However, plant facilitation may not add to this increase at all, as emissions facilitated by transport through wetland plants were not found to be changed by increased CO2 in a free-air CO2 enrichment (FACE) experiment (Baggs and Blum, 2004).

Though not as widely studied in non-wetland ecosystems, a similar trend was observed in two FACE studies performed in temperate forests, where heightened CO2 exposure resulted in an overall annual decrease in CH4 uptake of up to 30% (Phillips et al., 2001) and 25% (McLain et al., 2002). Another FACE study in a temperate grassland also showed decreased consumption with elevated CO2 (Ineson et al., 1998). It was hypothesized that these shifts were due to stimulation of methanogenesis by increased soil moisture in the lower soil layers (McLain et al., 2002; McLain and Ahmann, 2008; Dubbs and Whalen, 2010). However, elevated CO2 caused decreased overall bacterial counts and pmoA abundances (by qPCR and FISH) in a meadow soil (Kolb et al., 2005), indicating direct negative impacts on methanotrophy. Some studies have contradicted this trend, such as an open top chamber experiment in a shortgrass steppe, which showed a slight increase in net CH4 uptake that was not significant (Mosier et al., 2002). Similarly, elevated CO2 increased CH4 consumption in a grassland greenhouse study (Dijkstra et al., 2010). More analysis of the impact of elevated CO2 on CH4 flux in non-wetland terrestrial systems is needed before definitive conclusions can be drawn, specifically in the presence of other predicted global changes, such as warming.

SOIL MOISTURE

Studies of precipitation and soil moisture content show correlations between wetter sites and decreased CH4 uptake or increased release (see Table 1), which is due in large part to the disparate environmental requirements of methanotrophs and methanogens. Throughfall exclusion in the Amazon basin caused CH4 consumption to more than quadruple compared to plots receiving natural precipitation levels (Davidson et al., 2004). Many studies have found that increased soil moisture content negatively influences CH4 consumption in ecosystems ranging from boreal, temperate, and tropical forests to shortgrass steppe, temperate farmland, and tundra (Adamsen and King, 1993; Castro et al., 1994; Klemedtsson and Klemedtsson, 1997; Epstein et al., 1998; Burke et al., 1999; West et al., 1999; McLain et al., 2002; Mosier et al., 2002).

However, there are intricacies that this generalization does not address. A dry tropical forest study showed that in the rainy season, CH4 consumption was inversely related to water content and precipitation (Singh et al., 1997). In the dry season, the trend was reversed, likely because all microbial activities are decreased, and the input of rain to severely dry soil leads to an increase in microbial activity, including methanotrophy. Boreal forest sites without peat show no significant difference in CH4 fluxes between inundated and dry soils. However, inundated peat soils released significantly more CH4 than dry peat soils from the boreal forest (Oelbermann and Schiff, 2010), indicating a vital role of water holding capacity of soil and surrounding vegetation.

Position in landscape, aspect, and catena

Factors such as position in the landscape, aspect, and catena impact CH4 flux indirectly, due to their impact on soil moisture retention. A mixed shrub, herb, and tree community showed higher CH4 consumption on North facing slopes (Burke et al., 1999). In a tundra study the results were mixed, with low snowmelt areas with high wind showing higher CH4 consumption on the North facing slope and areas with more snowmelt and protection having lower consumption on North facing slopes (West et al., 1999). A study in the boreal forest, using many different measures of CH4 flux and different tree communities showed that CH4 consumption was consistently greater on South facing slopes (Whalen et al., 1992). South facing slopes may have higher rates of evaporation than North facing slopes in the Northern Hemisphere, where all of these studies were located. This difference should lead to higher CH4 consumption on South facing slopes for more saturated soils, with the opposite effect for low water content soils, which does explain the mixed results seen in West et al. (1999). However, other factors may impact the effect of slope aspect, such as whether one slope receives higher precipitation due to orographic effects, as is known to occur in the Rocky Mountains of North America.

The impact of slope position is more variable, and more complete information is summarized in Table 1. For example, in the rainy season, dry tropical forest showed decreased CH4 uptake with low position on slope, with no trend in the dry season (Singh et al., 1997), which was also seen in boreal forest stands (Gulledge and Schimel, 2000). This result is likely due to prolonged increases in soil water content corresponding to poor drainage conditions and lower exposure to evaporation at low slope positions relative to hilltops. In Puerto Rican rainforest, the higher cloud forests release copious amounts of CH4, compared to the lower Tabanuco and Colorado forests which consume and release small amounts of CH4, respectively (Silver et al., 1999).

Soil type

Soil type exerts strong controls on the water holding capacity of soil, as well as the diffusion of gases into soil, both of which lead to pronounced effects on CH4 flux. Sandy soil (soil with larger particle size) has the lowest water holding capacity, followed by loam and then clay (Brady and Weil, 1999). The sand content of temperate grassland has been correlated with CH4 consumption rates, with sandy soil consuming more CH4 than loam, which in turn consumed more than clay (Born et al., 1990). Across terrestrial ecosystems, a recent meta-analysis performed by Dutaur and Verchot (2007) found that soil texture was one of the main factors correlated with CH4 fluxes, with coarser and medium-textured (loam) soils consuming more CH4 than fine (clay) soils (Dutaur and Verchot, 2007). Due to this recent meta-analysis, further discussion of the impact of soil type is limited in this review.

SOIL TEMPERATURE

The methane-cycling microorganism response to temperature varies more than the response to changes in soil moisture. Insofar as temperature can lead to greater evapotranspiration, it may lead to decreased soil moisture, which would increase CH4 consumption. This trend was seen in multiple studies in temperate and boreal forests, which have found that higher observed soil temperatures correlate with greater uptake rates of CH4 (Castro et al., 1995; Klemedtsson and Klemedtsson, 1997; Bradford et al., 2001; Butterbach-Bahl and Papen, 2002; Rosenkranz et al., 2006). However, the enzymes involved in CH4 oxidation have variable optimum temperatures, with the average optimum temperature at 25°C (Hanson and Hanson, 1996). The enzymes involved in the degradation of organic matter that eventually results in methanogenesis have optima between 30 and 40°C (Le Mer and Roger, 2001). Similarly, temperature and precipitation have been shown to change the standing and ephemeral microbial community structure (Pritchard and Rogers, 2000), with varied consequences. A soil warming study using infrared heating, a method that provides a good approximation of future global warming (Aronson and McNulty, 2009), found that with increases in growing season temperature of up to 4.1°C there was no change in the CH4 flux of bog and fen mesocosms (Updegraff et al., 2001). However, higher temperatures (21°C vs. 14°C) caused significantly greater CH4 release from inundated peat soils from the boreal forest (Oelbermann and Schiff, 2010). Results were similar in a soil warming study within a grassland system, with increased heating causing lower CH4 uptake rates (Christensen et al., 1997).

NITROGEN AND FERTILIZER IN THE METHANE CYCLE

Global inorganic N input to non-wetland ecosystems from deposition, industry, and fertilizer use is projected to double from the 1990 levels by the year 2050 (Kroeze and Seitzinger, 1998). The effects of N on CH4 uptake in the soil environment are more complex than other environmental variables. Compared to natural forest and grassland, cropland and pasture consume less CH4 and show greater decreases in CH4 consumption rates with increased nitrogen additions (Aronson and Helliker, 2010). In general, the conversion of native lands to row-crop agriculture has been found to lead to a seven-fold reduction in both methanotroph diversity and CH4 consumption (Levine et al., 2011). The genetics and enzyme kinetics behind CH4 oxidation show tight evolutionary and functional linkages between the enzymes that enable CH4 and ammonia oxidation (Dunfield and Knowles, 1995). Methanotrophs and ammonia oxidizers are capable of switching substrates, which is a mechanism believed to be responsible for the inhibition of CH4 uptake by soil exposed to high concentrations of ammonia (Hanson and Hanson, 1996). In a rice paddy soil, CH4 oxidation and nitrification (i.e., ammonia oxidation) were inversely related in the presence of high N (Alam and Jia, 2012). In a wetland study by Baggs and Blum (2004), emissions facilitated by transport through plants were doubled with a four-fold increase in N deposition. However, laboratory experiments at elevated levels of ammonium showed that the inhibition of CH4 oxidation did not correspond to a shift in methanotroph communities (Bykova et al., 2007).

Methanotrophs demonstrate N limitation of CH4 uptake at low concentrations of available nitrogen relative to available CH4 in both N-limited wetlands (Bodelier et al., 2000) and upland soils (Aronson et al., 2012). A potential mechanism for this observed stimulation of CH4 oxidation with added inorganic N, in N-limited systems, was proposed by Bodelier and Laanbroek (2004) to be the N-fixation pathway found in a subset of methanotrophs, specifically the nitrogenase pathway found in types II and X methanotrophs (Hanson and Hanson, 1996). Type X methanotrophs are closely related to type I, but share some metabolic similarities with type II (Macalady et al., 2002). Thus, it has been put forward that in N-limited conditions, methanotrophy is limited by the energy requirement of N fixation (Henckel et al., 2000). Evidence for stimulation of methanotrophy by addition of low levels of inorganic N has been found in some non-wetland terrestrial systems (Aronson and Helliker, 2010). In general, soil drainage condition may indicate whether N stimulates methanotrophy, inhibits it, or does not impact the CH4 cycle at all (Aronson et al., 2013).

SOIL PH

Methanotrophs are more sensitive to acidic environments than are methanogens, although they are more tolerant of variations in pH through time (Le Mer and Roger, 2001). With the exception of variable responses to pH in the temperate forest, there was a general trend of increasing CH4 consumption with higher pH (Table 1). There was also no clear trend in the boreal forest studied (McNamara et al., 2008).

ECOSYSTEM AND VEGETATION EFFECTS ON METHANE UPTAKE

We conducted a meta-analysis to determine ecosystem and vegetation impacts on CH4 uptake in upland soils (methods in Appendix A, database in Appendix B). Across the ecosystems included in our meta-analysis, there exists a high variability in CH4 flux by ecosystem type (Figure 2). The One-Way ANOVA performed across studies by ecosystem type found that there was a significant difference between ecosystem types (p < 0.031). Means comparisons using Student's t revealed that forests and grasslands consumed more CH4 than tundra, with the other ecosystems not different from each other. In addition, vegetation type (Figure 3), was significant by ANOVA (p < 0.044). Means comparisons showed that tundra, which released methane on average, differed significantly from all other vegetation types, which consumed methane.
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FIGURE 2. Methane flux by ecosystem. Negative numbers indicate net release of methane by the soil. Averages are expressed bounded by standard errors of the means. The number of studies included in each average is listed in parentheses under each ecosystem type. Means with the same letter are not significantly different (Student's t-test).
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FIGURE 3. Methane flux by vegetation types. Negative numbers indicate net release of methane by the soil. Averages are expressed bounded by standard errors of the means. The number of studies included in each average is listed in parentheses under each vegetation type. Means with the same letter are not significantly different (Student's t-test).



On average, forest systems show the greatest CH4 consumption capability of any ecosystem, at an average of about −4.50 ± 0.32 kg ha−1 yr−1. The variation between forest observations is great, even though the standard error is relatively low, due to the fact that the number of studies included in the database from forests is an order of magnitude greater than most other ecosystems. This rate can be much higher; a study of a New Zealand pine forest found an overall uptake of CH4 at an annual rate of –12.1 kg ha−1 yr−1 (Tate et al., 2006). At the extreme end, an early CH4 uptake study in a British mixed-temperate forest on a single day found an uptake rate that would scale to –165 kg ha−1 yr−1 (Willison et al., 1995). But not all forests consume CH4 overall; a study of the CH4 budget of a black spruce forest in Germany found an average CH4 release of 54.5 kg ha−1 yr−1 (Fiedler et al., 2005). Tundra ecosystems (including “alpine” and “subarctic” tundra) on average were found to release CH4 at a rate of 0.035 kg ha−1 yr−1. Tundra also displayed extremely high variation in uptake rates across various environmental conditions, which may be due to ebullition; the release of large amounts of CH4 in bubbles from clathrate associations deep below the soil or water column (Shakhova et al., 2010). Vegetation height has also been found to be a good indicator of CH4 release in varied wet tundra sites (von Fischer et al., 2010). Deserts displayed the greatest variation, with mean ± standard error of desert flux found to be 3.49 ± 1.79 kg ha−1 yr−1 across 9 studies, which may be due to more extreme responses to precipitation pulses. Alternately, this variation may be due fact that deserts over natural gas deposits have been shown to be CH4 sources (Etiope and Klusman, 2010).

VEGETATION EFFECTS

Robust differences in CH4 fluxes appear when separated by vegetation type (Figure 3; ANOVA p = 0.009). Individual plant species effects on CH4 flux can be substantial, but most effects have been reported in wetland species. The most common species effects occur in some wetland plants that facilitate CH4 entering and leaving the soil or sediment. For an example with the sedge plant type/functional type, there is a clear difference between Carex scopulorum, which allows the emission of CH4, and Kobresia myosuroides, which allowed the consumption of CH4 (West et al., 1999). Confounding may frequently emerge in most experiments that report on the plant species and functional type causes of uptake because the effects of plant species are difficult to tease apart from the effects of environmental variables, which may in turn predict plant species colonization. For example, in West et al. (1999), the variation in amount of snowmelt received during the snow-free months in the alpine tundra predicted plant species dominance differences. The CH4 uptake rate in these sites varied, but whether the variation was due to a species or environmental effect is ambiguous (West et al., 1999).

Generally when plant effects are observed, it is not specific species but plant functional type differences that are of interest, with the soil around trees associated with higher CH4 consumption than shrubs, grasses, and sedges. Across studies, deciduous forests have higher CH4 uptake rates than do coniferous forests (Degelmann et al., 2010), which is likely related to pH impacts. In the meta-analysis, we found broadleaf deciduous trees to consume −4.51 kg CH4 ha−1 yr−1 compared to –4.08 kg CH4 ha−1 yr−1 in needleleaf trees, however, this difference was not significant (Figure 3). There was also one study that directly tested the impact of tree proximity on CH4 uptake rate and found that there is greater net uptake by soils that are closer to deciduous trees and further from coniferous trees (Butterbach-Bahl et al., 2002). There has also been an observed effect of grass functional diversity on CH4 uptake in shortgrass steppe soils (Epstein et al., 1998). In clay soils, a mixture of C3 and C4 grasses appeared to consume more CH4 than either grass type alone, though these results were not significant at the 5% level. In sandy clay soils, a different effect was observed with C4 plants significantly increasing uptake of CH4 compared to C3. Mixed grasses fell between the grass types and did not differ significantly from either C3 or C4 uptake (Epstein et al., 1998).

DISTURBANCE, BURNING, AND PLANT SUCCESSION

There has been limited study of the impacts of burning, grazing, plant removal, and other disturbances on CH4 uptake by soils. There are no clear trends in a handful of studies on the effects of burning on CH4 flux performed across multiple ecosystems. In tropical forests and temperate grasslands, burning increased consumption of CH4 (Tate and Striegl, 1993; Poth et al., 1995). Burning results in vegetative cover removal that could increase the sunlight reaching the soil, therefore allowing for a lower water filled pore space and more consumption of CH4. However, in tropical savannas the impact of burning was decreased consumption (Prieme and Christensen, 1999). In boreal forests and Mediterranean shrublands, the response to fire was mixed or there was no change at all (Gulledge et al., 1997; Anderson and Poth, 1998; Castaldi and Fierro, 2005).

The impact of non-fire vegetative removal has also been mixed across ecosystems. Grazing has been shown to increase CH4 uptake in the boreal steppe (Geng et al., 2010). In temperate and tropical grasslands grazing generally decreased consumption (Zhou et al., 2008; Chen et al., 2010, 2011; Wang et al., 2012). Clipping was found to increase CH4 consumption in tropical savannah (Sanhueza and Donoso, 2006). Thinning of the trees decreased CH4 consumption in one temperate forest (Dannenmann et al., 2007), but not another (Wu et al., 2011). Clear-cutting reduced consumption in the boreal forest (Saari et al., 2004) and temperate forest (Wu et al., 2011).

Changes in CH4 consumption are often observed during ecological succession following disturbance. Within forests, the climax (i.e., virgin or old-growth) vegetation is most often found to consume more CH4 than early successional stages This trend was found in two temperate forest studies of deciduous (Hudgens and Yavitt, 1997) and mixed deciduous and coniferous stands of various ages since disturbance (Brumme and Borken, 1999). Within tropical forests, old-growth forest was found to consume more CH4 (Keller and Reiners, 1994; Verchot et al., 2000; Veldkamp et al., 2008; Zhang et al., 2008). MacDonald et al. (1999) had mixed results and MacDonald et al. (1998) and Goreau and Mello (1985) found that secondary forest consumed more CH4 than old-growth forest. (Kruse and Iversen, 1995) found that in temperate grasslands, post-plow secondary growth soils consumed more CH4 than both bare plowed soil and natural heathland. They also found that oaks invading the grassland consumed resulted in more CH4 consumption than the nature heathland or secondary grasses, and that old-growth and established oak stands consumed even more CH4 (Kruse and Iversen, 1995). In Mediterranean shrublands, old growth shrubs consumed more CH4 than early and mid-succession (Price et al., 2010).

CONCLUSIONS

Methane-cycling microorganisms in soils have the potential to impact the atmospheric composition of the Earth. As a narrow process, we found the composition of the microbial communities responsible for CH4 consumption and production have been linked to corresponding process rates in nature, as was proposed by Schimel and Gulledge (1998). We hypothesized that net CH4 flux would be correlated with the abundance and/or composition of methane-cycling microbes. In fact we found prolific, although not entirely consistent, evidence that the impacts of environmental and climate drivers on net CH4 flux are the result of changes in the methane-cycling microbial community. However, we found fewer studies that linked these changes to overall abundance of methanotrophs and/or methanogens, or specific phylogenetic lineages within these groups. This is an area of study ripe for investigation, and we believe that coupled with the knowledge of the impact of shifts in community composition, this data on abundance could complete the picture of the role of microorganisms in the global CH4 cycle.

Combined with information on microbial community impacts on CH4 flux, the dataset created for this review can assist in future modeling efforts. In particular, it demonstrates relationships between environmental and climatic changes, methane-cycling microbial communities, and soil CH4 fluxes. Process-based and ecosystem-specific models of CH4 flux are necessary to predict ecosystem CH4 fluxes in response to environmental and climatic changes. In order to create these models, certain ecosystems deserve further study, either because they consume large amounts of CH4 or because they are understudied. In particular, attention should be focused tropical grasslands and savannahs. Secondarily, some attention should be paid to the impact of pH in boreal forest and soil moisture content in boreal steppe/tundra, as well as the impacts of temperature across the boreal landscape, as research on these topics is lacking and most warming is expected to occur in high latitudes where these ecosystems are prevalent (IPCC, 2007).

Finally, it is important to decrease the uncertainty regarding CH4 sources and sinks in order to improve predictions of future global warming. We now have the tools necessary to answer questions about recent fluctuations in the CH4 growth rate in the atmosphere and predict the CH4 budget. The increasing use of eddy covariance techniques for regional scale estimates of CH4 fluxes can assist these global inventories, but should be paired with chamber-based flux measurements to account for the effects of environmental variation. Small-scale process-based models, global inventories, and global inverse models have all approached this issue with limited success. The next generation of models must use process-based and microbial community knowledge to account for seasonal and inter-annual variation in global CH4 budgets.
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APPENDIX A

META-ANALYSIS: METHODS OF DATABASE CREATION

Methane flux data were extracted from published studies in non-wetland terrestrial ecosystems and farming systems, and are listed in Appendix B, using the same methods as in Aronson and Helliker (2010). Analysis was limited to the measurement of net flux due to combined methanogeny and aerobic oxidation of CH4 under ambient CH4 concentrations; uptake by anaerobic oxidation or under elevated [CH4] was not considered. All included studies used intact soil, mostly in situ with the exception of (Kruse and Iversen, 1995) and Willison et al. (1995), which used intact soil cores exposed to atmospheric CH4 concentrations soon after removal from the field. All studies used static (mostly vented) chambers (Hutchinson and Mosier, 2002) or flow-through auto-chambers (e.g., Brummell et al., 2012). All the original data were extracted from figures, tables, and text in the published papers. The studies were located using review papers (Le Mer and Roger, 2001; Dutaur and Verchot, 2007) and ISI Web of Knowledge using search terms: “methane” and “uptake,” “oxidation,” “flux” or “consumption.” In particular, all applicable studies from Dutaur and Verchot (2007) were included in the database if the original article could be located. Unpublished data from the dataset published with Dutaur and Verchot (2007) were not used.

The resultant database (Appendix B) from 194 papers, consisted of 716 entries, each containing a methane flux measurement matched with ancillary information. There were multiple entries from many studies due to differing environmental information associated with each methane flux measurement. The annual CH4 uptake averages presented in primary or secondary literature were used when applicable, while averages were calculated based on figures if no yearly average was provided. All flux measurements were standardized to a flux density of CH4 in kg ha−1 yr−1. Ancillary information from each data source, included: latitude, longitude, and location information; average annual temperature and precipitation; elevation; soil type or description; duration of study; start year; climatic zone; ecosystem type (as described in the reference); vegetation type; season(s) studied; environmental and fertilization information; replication information; plant type and species; and collection method and intervals.

The ecosystem types in Figure 2 were gathered from the references. The climatic zones were also taken from the references, when this information was provided. When the reference did not state climatic zone, it was based on latitude (up to 25 degrees was considered tropical, 25°–50° was considered temperate, and 50°–70° was boreal, greater than 70° was tundra). The vegetation types from Figure 3 are groupings of the dominant plants associated with each methane flux measurement. The types broadleaf deciduous, broadleaf evergreen, and needleleaf trees were taken directly from plant types the text, or inferred based on the ecosystem type listed. However, broadleaf shrubs were considered to include desert vegetation, chaparral and some grassland-type sites where shrubs were listed as dominant, in addition to shrubland. Tundra vegetation was variable, and the vegetation type classification was always given to that ecosystem/climatic zone. Ground cover included grasslands, heathland, steppe, and savannah. Agricultural systems were excluded from the comparisons shown in Figures 2, 3, since their flux profiles may not follow with natural gradients. In some cases the numbers associated with each ecosystem and vegetation type (in Figures 2, 3) differ from the number of those methane flux measurements due to the removal of a 5 outlier points (an order of magnitude greater consumption or release than the others) for statistical purposes.

DATA ANALYSIS

All statistical analysis was performed using JMP Pro 10 (SAS, Inc.). The statistical tests performed included One-Way ANOVA, as well as post-hoc Student's t-test comparisons. The significance cut-off was p < 0.05.
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Northern peatlands are important global C reservoirs, largely because of their slow rates of microbial C mineralization. Particularly in sites that are heavily influenced by anthropogenic disturbances, there is scant information about microbial ecology and whether or not microbial community structure influences greenhouse gas production. This work characterized communities of bacteria and archaea using terminal restriction fragment length polymorphism (T-RFLP) and sequence analysis of 16S rRNA and functional genes across eight natural, mined, or restored peatlands in two locations in eastern Canada. Correlations were explored among chemical properties of peat, bacterial and archaeal community structure, and carbon dioxide (CO2) and methane (CH4) production rates under oxic and anoxic conditions. Bacteria and archaea similar to those found in other peat soil environments were detected. In contrast to other reports, methanogen diversity was low in our study, with only 2 groups of known or suspected methanogens. Although mining and restoration affected substrate availability and microbial activity, these land-uses did not consistently affect bacterial or archaeal community composition. In fact, larger differences were observed between the two locations and between oxic and anoxic peat samples than between natural, mined, and restored sites, with anoxic samples characterized by less detectable bacterial diversity and stronger dominance by members of the phylum Acidobacteria. There were also no apparent strong linkages between prokaryote community structure and CH4 or CO2 production, suggesting that different organisms exhibit functional redundancy and/or that the same taxa function at very different rates when exposed to different peat substrates. In contrast to other earlier work focusing on fungal communities across similar mined and restored peatlands, bacterial and archaeal communities appeared to be more resistant or resilient to peat substrate changes brought about by these land uses.
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INTRODUCTION

Northern peatlands are important long-term sinks of atmospheric carbon dioxide (CO2) due to net imbalances between primary production and heterotrophic mineralization of soil organic matter (peat) and plant litters (Roulet et al., 2007). They are also persistent sources of methane (CH4) due to waterlogging of soil profiles that helps sustain methanogenesis. Soil microorganisms, including bacteria and archaea, are largely responsible for the production of both of these greenhouse gases through decomposition processes. However, we do not fully understand the factors that control microbial community structure at these sites, nor can we yet make meaningful linkages between diversity and activities that ultimately result in greenhouse gas emissions (Andersen et al., 2013).

Microbial community controls may be particularly important to greenhouse gas flux dynamics in sites that are commercially mined (or “cutover”) for horticultural substrates and soil amendments (Andersen et al., 2013). In these sites the microbial environment is dramatically altered through removal of newly-formed peat and exposure of biorecalcitrant peat that is thousands of years old and the resulting hydrological and plant community alterations (Andersen et al., 2006; Basiliko et al., 2007). Depending on the method of peat extraction, natural restoration of mined peatlands can lead to the relatively rapid formation of new peat (Robert et al., 1999). However, active restoration as a tool to return peatlands mined using contemporary methods to sinks for CO2 and small sources of CH4 has produced variable results (Tuittila et al., 1999; McNeil and Waddington, 2003; Marinier et al., 2004; Waddington et al., 2010). Restoration efforts likely can set peatlands on a trajectory toward renewed carbon sequestration, however because this is a process that would subsequently takes thousands of years, there is a clear trade-off between loss of contemporary carbon stocks and provision of peat as a natural resource. Croft et al. (2001) first demonstrated that numbers of cultivatable bacteria were reduced after mining and Glatzel et al. (2004) later suggested that understanding the microbial role in both the impacts of mining and the effectiveness of restoration is essential.

In restored or revegetated mined peatlands, functional microbial fingerprints using physiological profiling techniques have linked substrate utilization abilities to the newly established vegetation on peatland surfaces (Artz et al., 2008; Yan et al., 2008). Previous work in mined and/or restored peatlands has also explored the role of decomposer community structure. Litter chemistry and plant communities have been linked to changes in fungal communities and carbon loss in mined peat surfaces recently colonized by different plant functional groups (Artz et al., 2007; Trinder et al., 2008, 2009). However, recent work has suggested that bacterial activities and numbers predominate over those of fungi across natural North American peatlands, including non-saturated surface peat of acidic bogs and poor fens (Winsborough and Basiliko, 2010; Lin et al., 2012; Myers et al., 2012), although mining and restoration impacts on bacterial communities have not been extensively studied. Across other non-impacted peat environments it has been shown that bacterial and archaeal decomposer communities can be quite similar despite different vegetation and litter chemistry and even when exhibiting different rates of activity (Kim et al., 2008; Preston et al., 2012). Given the importance of wetlands in global CH4 emissions, methanogenic archaea in peatlands have been the focus of study for some time (e.g., Williams and Crawford, 1984; Hales et al., 1996; Basiliko et al., 2003; Bräuer et al., 2006), including sites that have been drained for forestry and reflooded (Galand et al., 2005b; Juottonen et al., 2012). Restoration of peatlands used for forestry in Finland re-established methanogen communities similar to those in undisturbed sites, though methanogen abundance and CH4 emissions rates remained lower, despite generally similar water table positions (Juottonen et al., 2012). However, the impacts of horticultural mining and subsequent restoration on methanogens remain unknown.

The objectives of this work were to characterize communities of bacteria and archaea across eight natural, mined, or restored peatlands in two eastern Canada locations using terminal restriction fragment length polymorphism (T-RFLP) fingerprinting combined with sequence analyses of small sub-unit ribosomal RNA and methyl-coenzyme M reductase (mcrA) gene fragments. Correlations were explored among chemical properties of peat that are altered through land-use changes, bacterial and archaeal community structure, and CO2 and CH4 production rates. We predicted that that organic substrate quality and nutrient availability, which are reduced by mining and potentially enhanced through restoration, would link to differences in bacterial and archaeal community structure. In particular we predicted that mined sites, relative to natural and restored sites, would have low detectable bacterial and archaeal richness and evenness, concomitant with low rates of greenhouse gas production. Because peat substrate might be a stronger control on community structure than dispersal constraints for prokaryotes, we predicted that land-use effects on community structure within a location would be greater than differences in similar sites across locations.

METHODS

STUDY SITES, SAMPLING, AND PEAT PHYSICOCHEMICAL ANALYSES

Canadian peatlands near Rivière du Loup, QC and Shippagan, NB used in the present study were previously described in detail by Basiliko et al. (2007). In each location, we sampled natural sites, actively mined sites, mined sites that had been abandoned for ~30 years and did not have post-harvest peat accumulation, and reflooded block-cut mined sites that had accumulated ~35 cm of Sphagnum-dominated peat over ~30 years. Natural and restored sites were dominated by Sphagnum moss and shrub vegetation characteristic of bogs or poor fens, and peat in all sites appeared to be dominated by Sphagnum remains (Basiliko et al., 2007). The 20–30 and 30–40 cm depth segments were chosen for oxic and anoxic incubations and community analysis. The 30-cm depth was the approximate water-table position at sampling time in the natural, abandoned, and restored sites. Samples were taken in early September and frozen at −20°C and thawed for 3 days at 4°C prior to subsequent analyses. Peat properties characterized by Basiliko et al. (2007) with fresh samples were used in correlation analyses described below. Briefly, microbial biomass and extractable organic C, N, and P, and inorganic N and P were determined using a CHCl3-fumigation, K2SO4 extraction procedure. Peat organic chemistry was characterized using FTIR-spectral analysis to determine the relative concentrations of organic acids or polysaccharides to aromatic molecules, and through differential solvent (diethyl ether and CHCl3) extraction of lipids. The humic acid fraction of water-extractable dissolved organic C (DOC) was measured through acid precipitation methods, and the physical degree of humification was measured using the Von Post humification index. Peat moisture content was measured and pH determined in a 4:1 water:peat mixture. Water-extractable inorganic ions (Na+, K+, Mg2+, Ca2+, and SO2−4) were measured using ion chromatography.

MICROBIAL ACTIVITY, COMMUNITY STRUCTURE, AND PHYLOGENETIC CHARACTERIZATION

After thawing, peat was incubated under oxic and anoxic conditions at 20°C to restore microbial activity and standardize temperature and O2 availability, and CO2 and CH4 exchange was measured following methods from Glatzel et al. (2004) and Basiliko et al. (2005). The rate of aerobic CO2 production following the final aeration (incubation day 9–10) and the rate of anaerobic CH4 and CO2 production from day 25 to 30 were chosen to represent aerobic and anaerobic production, respectively and are expressed per g dry peat per day. Immediately following the final gas measurements, DNA was extracted from each of the 48 samples using the FastDNA SPIN Kit for Soil (Qbiogene, Carlsbad, CA, USA) according to the manufacturer's instructions, except that DNA was washed four times with 0.5 ml of guanidine thiocynate (5 M) to remove humic substances (Bengtson et al., 2009). Fragments of genes encoding for bacterial 16S rRNA were amplified from the oxic and anoxic peat DNA using PCR protocols described by Lukow et al. (2000), except that 27f and 1492r PCR primers were used (Preston et al., 2012). Fragments of genes encoding for the alpha-subunit of methanogen-specific methyl-coenzyme M reductase (mcrA) and archaeal 16S rRNA genes were amplified from the anoxic peat DNA using protocols from Lueders et al. (2001), and Ramakrishnan et al. (2001). Archaeal 16S rRNA genes could not be amplified from any samples from the mined site at Shippagan and one sample from the mined site at Rivière du Loup. T-RFLP analysis of mcrA, bacterial 16S rRNA, and archaeal 16S rRNA gene products followed Ramakrishnan et al. (2001) and Lukow et al. (2000). Relative abundances of individual operational taxonomic units (OTUs) were calculated as the intensities of single peaks larger than 50 bp as a fraction of the sum of all peaks. Peaks with relative intensities less than 1% of the total were removed.

Individual bacterial and archaeal 16S rDNA sequences were isolated from PCR products from anoxic samples with the TOPO TA Cloning Kit (Invitrogen, Carlsbad, CA, USA). Cells from transformed colonies were used in direct-colony PCRs using the included vector-specific M13 primer pair for bacterial 16S rRNA genes or the original 109af-912ar primer pair for archaeal 16S rRNA genes. Ninety-eight bacterial and 138 archaeal PCR products with the correct-size amplification products were purified with the GenElute PCR CleanUp-Kit and sequenced with a 48 lane ABI 377 sequencing instrument (P-E Applied Biosystems, Foster City, CA). Sequence similarity was determined using the contig formation function in SeqMan (Lasergene, DNASTAR, Madison, WI, USA) and in cases where sequences were >98% similar over at least 600 bp length, one sequence was chosen for further phylogenetic analysis For bacteria, the longest sequence with few base-assignment uncertainties was chosen within each >98%-similar contig for further phylogenetic analysis. For archaeal sequences, reverse sequences were also obtained and assembled with the forward sequence. Sequences were deposited in GenBank under the accession numbers JQ934752–JQ934792. Similar sequences from environmental samples and cultured organisms were identified using BLASTN 2.2.21+ searches (Zhang et al., 2000) and included in further analysis. Alignment and phylogenetic tree construction used the MEGA v5 software package with neighbor-joining and maximum composite likelihood methods (Tamura et al., 2011). GeneBank sequences had at least 598 bp of coverage with those from this study. In silico T-RFLP analysis was performed on cloned sequences using restriction digest tools in BioEdit Sequence Alignments Editor v 7.0.9.0 (Hall, 1999), and real T-RFs were putatively phylogenetically identified when possible.

STATISTICAL ANALYSES

T-RFLP data alone (i.e., no clone library data) were used for all community structure analyses. OTU richness, evenness, and Simpson's diversity (Simpson, 1949) indices were calculated. Evenness refers to the pattern of distribution of the individuals between the OTUs and compares the observed Shannon diversity index against an equal distribution of OTUs that would maximize diversity (Krebbs, 1999). Analyses of variance with Tukey post-hoc tests were performed on SYSTAT 10 (SPSS Inc. Chicago, IL, USA) to compare inter-site gas fluxes and diversity indices within and between Rivière du Loup and Shippagan. Links between peat properties or CO2 and CH4 fluxes and diversity indices were explored through Pearson correlation with Bonferroni probabilities. Agglomerative hierarchical cluster analysis (CA) was performed using Ward's method among samples to characterize similarities based on bacterial and archaeal OTU presence and abundance using PC ORD version 4.0 software (MJN Software Design, Gleneden Beach OR, USA). To further examine differences or similarities between sites and samples and to determine if any peat properties, including CO2 and CH4 fluxes in incubations, potentially described (predicted) any of the variation in the OTU data, Canonical correspondence analysis (CCA) was performed on CANOCO version 4.0 (Microcomputer Power, Ithaca, NY, USA).

RESULTS

PHYLOGENETIC CHARACTERIZATION OF BACTERIA AND ARCHAEA

Bacteria from 5 phyla were detected and many of the sequences were similar to sequences or isolates from other peat environments and mineral soils distributed globally (Dedysh, 2011; Figure 1). Six identical or nearly identical bacterial sequences were found in both Shippagan and Rivière du Loup (Table 1). On average 57 and 75% of T-RFs could be linked to particular clone sequences for oxic and anoxic samples, respectively. These T-RFs represented 7 of 8 encountered classes or phyla (no T-RFs corresponding to Verrucomicrobia were greater than 1% of total community peak height); however, there were no apparent land-use, inter-site, or inter-location differences based on in silico community composition analyses (Figure 2, Table 1). The T-RFs corresponding to the phylum Acidobacteria represented the dominant OTU in 3 out of 8 sites in the oxic incubations and in all sites in the anoxic incubations (Figure 2). All of the main bacterial groups were represented in both oxic and anoxic samples except the class Clostridia, which was not present in oxic samples (Figure 2). In general, the relative abundance of Actinobacteria and Betaproteobacteria decreased in anoxic compared to oxic samples (Figures 2A,B).


[image: image]

FIGURE 1. Bacterial 16S rRNA gene-based phylogenetic tree (neighbor-joining method) of representative sequences retrieved from sites at Rivière du Loup and Shippagan in bold and similar sequences from GenBank. Distances were computed using the maximum composite likelihood method in the MEGA v5 package. Vertical bars and labels refer to phyla. In reference to Figure 2, sequences with open circles, black squares, and black upward pointing triangles represent classes in the phylum Proteobacteria, black circles represent the phylum Adicobacteria, black diamonds represent the phylum Actinobacteria, open and black upward pointing triangles represent classes in the phylum Firmicutes, and open squares represent the phylum Verrucomicrobia. Scale bar units are the number of base substitutions per site.



Table 1. Terminal restriction fragment lengths, taxonomic affiliations, and source sites of sequences.
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FIGURE 2. Bacterial (A and B) and archaeal (C) community compositions (averaged across replicates) based on in silico mapping of terminal restriction sites of cloned sequences across natural (Nat), actively mined (Min), mined and abandoned (Abd), and mined and restored (Rst) sites at Rivère du Loup and Shippagan. Unlabeled portions of each community (i.e., where bars did not add up to 100%) were a result of not being able to assign T-RFs to specific clone library sequences isolated from the anoxic samples.



Euryarchaeota detected in the anoxic samples were closely related to members of the genus Methanobacterium and similar sequences retrieved from North American, Finnish, and German peat soils and rice field soils (Figure 3). Others were related to members of the methanogenic group Rice Cluster II that have previously been detected in North American and UK peat bogs (Hales et al., 1996; Basiliko et al., 2003; Cadillo-Quiroz et al., 2008; Figure 3). Sequences were also retrieved that have no close relatives among described archaea, but are similar to sequences detected in rich field soil, a Finnish fen and a USA mine biofilm (Lu and Conrad, 2005; Baker et al., 2006; Conrad et al., 2008; Juottonen et al., 2008; Figure 3). Crenarchaeotal 16S rRNA gene sequences were closely related to some other sequences detected in soils including moorlands (Jurgens and Saano, 1999; Kemnitz et al., 2007; Nicol et al., 2007; Lesaulnier et al., 2008; Figure 3). No single archaeal T-RF was dominant in most samples; however, unknown Euryarchaeota were generally relatively more abundant in the Rivière du Loup sites and the Methanobacteria were generally more abundant at the Shippagan sites (Figure 2C). Gene fragments of mcrA could only be amplified from the natural and restored samples from Shippagan. Samples from the Shippagan natural site were dominated with a T-RF that corresponded to a group of methanogenic Euryarchaeota known as Rice Cluster I with recent isolates from the newly described order Methanocellales and the family Methanobacteriacea (Lueders et al., 2001), despite our analyses of 16S rRNA gene clone sequences and T-RFLP analysis not detecting the former group. The 237-bp T-RF might also indicate members of Rice Cluster II or other poorly described methanogenic Euryarchaeota.
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FIGURE 3. Archaeal 16S rRNA gene-based phylogenetic tree (neighbor-joining method) of sequences retrieved from sites at Rivière du Loup and Shippagan in bold and similar sequences from GenBank. Distances were computed using the maximum composite likelihood method in the MEGA v5 package. In reference to Figure 2, black circles represent clones related to unknown Crenarchaeota or the single sequence EC Arch 32, open circles and black diamonds represent unknown Euryarchaeota, upward pointing black triangles represent the class Methanobacteria, and downward pointing black triangles represent Rice Cluster II. Scale bar units are the number of base substitutions per site.



LAND USE EFFECTS ON MICROBIAL COMMUNITY AND LINKAGES AMONG MEASURED VARIABLES

CA and CCA indicated that community structure varied with land-use and between locations (Figures 4, 5, Table 2). In particular, CA of aerobic bacterial taxa grouped most replicate samples together within sites and Rivière du Loup and Shippagan did not have similar community structures (Figure 4). CCA of aerobic bacterial taxa clearly separated mined and abandoned sites from natural and restored sites at Shippagan, indicating that mining and abandonment led to changes in community structure, while restoration returned communities to a state similar more to natural communities (Figure 5). Differences in sites at Rivière du Loup could not be resolved well on the same CCA plot, indicating that community changes through mining and restoration were more pronounced at Shippagan, consistent with CA results. For anaerobic bacterial communities, CA indicated more similarity between sites, likely resulting from substantially increased dominance of Acidobacteria in all samples. CCA illustrated clearer differences between sites and locations, indicating both land-use and geographical differences, with the exception of the restored sites that had similar community structure and were clustered together. Although this contrasts with CA results, it is important to note that in defining the axes, CCA down-weighted the importance of the universally-dominant OTU, resulting in less apparent similarity between sites and locations; CCA axes were most heavily defined by members of the class Gammaproteobacteria and the phylum Actinobacteria in the anoxic incubations. Archaeal communities were largely different between samples from Rivière du Loup and Shippagan based on CA and CCA clustering patterns, however with the exceptions of the replicates at the natural sites clustering together in the CA, restoration did not lead to clear changes in archaeal community structure resolved in CA or CCA.
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FIGURE 4. Hierarchical cluster analysis (calculated with Ward's method; Euclidean distances) of bacterial and archaeal communities in peat from natural, actively mined, once mined and then abandoned, and once mined and then restored sites that had new peat accumulation at Rivière du Loup (RDL) and Shippagan (SHP). Operational taxonomic units were defined as unique T-RFs from T-RFLP analysis of 16S rDNA amplified from peat incubated under oxic or anoxic conditions.
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FIGURE 5. CCA bi-plot of bacterial and archaeal communities in peat sampled from natural, actively mined, once mined and then abandoned, and once mined and restored mined sites that had new peat accumulation at Rivière du Loup and Shippagan. Operational taxonomic units were defined as unique T-RFs from T-RFLP analysis of 16S rDNA amplified from peat incubated under oxic or anoxic conditions. Significant peat properties and CO2 production correlating most strongly with the first 2 axes, defined by OTU presence and abundances, are indicated with arrows. See Table 4 for additional related canonical correspondence analysis results.



Table 2. Canonical correspondence analysis results related to Figure 5: (A) inter-set correlation coefficients of variables (CO2 production potential and peat properties) correlating significantly and most strongly with the first and second axes and (B) axis summary statistics for aerobic bacteria (1), anaerobic bacteria (2), and anaerobic archaea (3).
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Diversity indices generally did not illustrate effects of mining, abandonment, and restoration within Rivière du Loup or Shippagan for aerobic and anaerobic bacterial communities (Table 3). Geographic differences were also not strong. The abandoned site at Rivière du Loup had the greatest archaeal OTU richness, evenness, and Simpson's diversity and had significantly greater values for richness than all other sites. The natural and abandoned sites at Shippagan had significantly greater values for evenness and Simpson's diversity (Table 3). The relationships between peat properties and diversity indices (richness, evenness, Simpson's) were markedly different between oxic and anoxic samples (Table 4). Aerobic bacterial OTU diversity and evenness correlated positively with peat properties characteristic of greater bioavailability, and negatively with properties characteristic of biorecalcitrance. These and similar properties correlated with primary CCA axes. In contrast, diversity and evenness of anaerobic bacteria and archaea were in some cases positively correlated with peat properties characterized as biorecalcitrant by Basiliko et al. (2007) such as the total lipid content or the humic acid fraction of extractable dissolved organic matter. Correlation of properties on CCA axes defined by anaerobic bacterial communities, which separates sites, indicated that diversity in natural and restored sites correlated with peat properties indicative of bioavailability such as the proportion of polysaccharide to aromatic molecules and total extractable K+, while diversity in mined and abandoned sites correlated to peat properties indicative of biorecalcitrance (Figure 5, Table 2). Factors that might structure communities therefore appeared to be dependent on land-use, regardless of the location (Rivière du Loup or Shippagan) in which land-use occurred. Anoxic conditions led to less diverse communities dominated by Acidobacteria-like organisms, while the bacterial community under oxic conditions was characterized by a more even distribution of taxa. While diversity indices correlated positively to peat properties related to substrate bioavailability and microbial CO2 and CH4 production, direct correlations between diversity and activity were not significant. Aerobic CO2 production correlated significantly with the first two CCA axes defined by aerobic bacterial OTUs, and varied primarily with bacterial communities of samples from natural and restored sites (Figure 5, Table 2).

Table 3. Carbon dioxide and CH4 flux potentials and OTU richness, evenness, and Simpson's diversity of microorganisms in peat from Rivière du Loup and Shippagan.
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Table 4. Pearson correlation coefficients between peat properties and OTU richness, evenness, and Simpson's diversity among all sites at Rivière du Loup and Shippagan.
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DISCUSSION

LAND USE EFFECTS ON MICROBIAL COMMUNITY AND LINKAGES AMONG MEASURED VARIABLES

Horticultural peat mining and restoration strongly impacts substrate availability (Basiliko et al., 2007) and rates of microbial C mineralization across the eight sites in this study. However, these land-use practices did not consistently affect bacterial or archaeal diversity indices or community composition based on relative proportions of broad phylogenetic groups (phylum and/or class level) of bacteria or archaea. Multivariate analyses based on T-RF-defined OTU presence and abundance could resolve differences between some sites but not clearly across land-uses. Community structure differences across the sites were small compared to overall community structure differences between the 2 locations and between oxic and anoxic incubations. The latter point is somewhat surprising given the relatively short incubation time and known insensitivity of DNA-based T-RFLP approaches (e.g., over rRNA) to detect changes in bacterial communities following flooding (Noll et al., 2005). Although not consistent with our initial predictions, observing only weak effects of land-use change is consistent with studies in other non-mined/restored North American and European bogs and fens, where bacterial community structure was similar across sites that differed in peat physicochemical characteristics and vegetation (Kim et al., 2008; Preston et al., 2012). Across peatlands in the James Bay lowlands region of Canada a similar pattern was also described for archaeal community structure (Preston et al., 2012). Considering that plant communities were similar across the four natural and restored sites in this study, patterns observed for bacterial and archaeal communities contrast with previously reported controls on fungal communities where vegetation was a strong predictor of community structure. In particular, litter chemistry has been shown to play a larger role than water table position in structuring fungal communities (Trinder et al., 2008). Artz et al. (2007) studied a set of mined peatlands, including some that had revegetated a few years previously to others that revegetated >50 years previously, and linked fungal community structure primarily to the successional stage of the plant communities and related chemical differences. It is becoming clear that fungal community structure and function are strongly related to vegetation on previously mined and restoring peatlands (Artz et al., 2007; Trinder et al., 2008, 2009). However, based on the present work, the same patterns are not strong for prokaryotic decomposers.

Although land-use changes across the two locations did not lead to consistent changes in community structure, there were relationships between peat substrate characteristics and bacterial or archaeal community structure across all samples analyzed. That the same factors did not predict high OTU richness or evenness in the oxic vs. anoxic incubations perhaps highlights the importance of water table position and oxygen availability or other short-term conditions over broader land-use related peat substrate changes as a control on microbial community structure. Across other soils types, links between substrate availability and richness or evenness have also been inconsistent (e.g., Nüsslein and Tiedje, 1998; Zhou et al., 2002). In this study we used 4 metrics of characterizing and comparing prokaryote communities based on T-RFLP data (CA, correspondence analysis, single-value diversity metrics, and comparison of proportions of coarse-scale taxonomic groups), and there were some subtle differences in patterns across land-use between the different data analysis techniques. However, differences across location and between aerobic vs. anaerobic communities were more consistent regardless of the metric. This highlights that land-use effects on prokaryotic community structure were indeed small.

LINKING MICROBIAL COMMUNITY STRUCTURE AND GREENHOUSE GAS PRODUCTION

We had predicted clearer patterns between bacterial and archaeal OTU richness and community structure and rates of CO2 and CH4 production, as has been reported for methanogens and methanogenesis rates across peatland trophic gradients using T-RFLP (e.g., Godin et al., 2012) and other community fingerprinting techniques (e.g., Basiliko et al., 2003). However, only aerobic CO2 production correlated significantly with changes in bacterial community structure elucidated with CCA, but not with any other metric. One potential explanation for the lack of observed relationships might be that we did not target the entire decomposer community, which would have included microfauna and fungi. A second explanation might be that the same taxa can potentially function at a large range of rates across different environments. A third explanation might involve limitations of our community fingerprinting methodology. Although T-RFLP analysis is a widely used rapid microbial community profiling approach that can illustrate differences in community structure of dominant taxa, T-RF-defined OTUs using SSU rDNA might not clearly separate functionally different groups of bacteria or archaea based on rates of CO2 or CH4 production. Other studies of community structure-activity relationships across peat and mineral soil environmental gradients relying on coarse-scale resolution of defined taxa have reported functional redundancy (Rousk et al., 2009; Myers et al., 2012). Use of high-throughput sequencing approaches might have overcome some of the limitations of T-RFLP analyses, with both lower detection limits and the ability to define OTUs based on partial DNA sequences, rather than restriction fragments that do not necessarily correspond to functional differences among defined taxa.

PHYLOGENETIC DIVERSITY OF BACTERIA AND ARCHAEA AND SIMILARITIES TO OTHER SOIL ENVIRONMENTS

Although our relatively small clone library could not identify all taxa identified in the T-RFLP patterns, bacteria identified were generally similar to those isolated from northern peatlands, supporting the hypothesis that constraint on microbial distribution, or the “mass effect”, does not restrict potential community structure, but rather detectable members of a community arise due to local substrate and/or environmental conditions, also known as “species sorting” (Mouquet and Loreau, 2002; Van der Gucht et al., 2007; Andersen et al., 2013). That six bacterial 16S rDNA sequences were the same across the two locations that were >400 km apart also might support species sorting over the mass effect as a driver of bacterial community structure. Across sites and the two locations, members of the phylum Acidobacteria often predominated in bacterial communities. Acidobacteria are widely distributed soil bacteria capable of growth under acidic and low nutrient concentrations (Ward et al., 2009). Particularly members of the order Acidobacteriales have been shown to be dominant community members in Russian and Slovenian peatlands (Dedysh et al., 2006; Kraigher et al., 2006; Ausec et al., 2009; Dedysh, 2011). Some Acidobacteria isolated from peat are strictly aerobic (Kulichevskaya et al., 2010) and dominant in situ community members under drained conditions (Ausec et al., 2009) in contrast to our findings of increased relative importance under anoxic conditions. Clostridia, which were not detected in oxic samples, are known to be obligate anaerobes. That Actinobacteria and Betaproteobacteria abundance decreased in anoxic (compared to oxic) samples is also consistent with a general, broad understanding of members of these classes in soils (Killham and Prosser, 2007).

Methanogen diversity as detected with T-RFLP analysis and an archaeal 16S rDNA clone library was low across locations and sites compared to other surveys of peatlands and did not include members from the families Methanosarcinaceaee and Methanosaetaceae capable of growth on acetate found in peatlands elsewhere (Basiliko et al., 2003; Galand et al., 2005a; Cadillo-Quiroz et al., 2008; Godin et al., 2012). This finding is consistent with little to no sedge presence even in the natural or restored sites, as sedges have been previously reported as a key control on acetoclastic methanogenesis (Rooney-Varga et al., 2007; Hines et al., 2008). Obligate or purportedly obligate CO2 reducers such as members of the family Methanomicrobiaceae or Rice Cluster I (including new isolates of the order Methanocellales) common in other peatlands were also not detected. That both methanogen and crenarchaeal sequences were similar to those found in similar soil environments elsewhere gives support to species sorting (i.e., local environmental and substrate characteristics) over the mass effect (i.e., distributional constrains) in structuring the archaeal communities in the peatlands. Our community fingerprinting approach combined the detection of both methanogenic members of the phylum Euryarchaeota and non-methanogenic members of the Crenarchaeota, which might explain the lack of correlation between archaeal community structure and methanogenesis, particularly as the functional roles of the crenarchaea in peat soils are not yet known. Another factor that might have obscured relationships between the archaeal community and methanogenesis is the occurrence of anaerobic CH4 oxidation that would have lowered observed rates (Smemo and Yavitt, 2011). Also, methanogens rely on specific substrates supplied by other microbes. Recent innovative reports by Wüst et al. (2009) and Drake et al. (2009) have demonstrated the importance of trophic interactions between fermenters and methanogens in controlling methanogenesis, factors that were not investigated in this study.

SUMMARY

Across eight natural, mined, and restored eastern Canadian peatlands, the detected bacteria and archaea were similar to those found in other peatlands and soil environments, although methanogen phylogenetic diversity was relatively low. Despite affecting substrate availability and microbial activity, horticultural peat mining and restoration did not consistently affect bacterial or archaeal diversity indices or community composition, and land-use differences were small compared to those between peat samples from the same site incubated under either oxic or anoxic conditions. Across all samples analyzed regardless of land use, diversity and community structure did correlate with peat substrate and nutrient properties; however, the relationships were not the same under oxic and anoxic conditions and there were no consistent relationships between community structure and activity. Our findings imply that characterizing the bacterial and archaeal community structure might not help understand functional impacts of mining and restoration, as different taxa exhibit functional redundancy and/or the same taxa function at very different rates when exposed to different peat substrates. In contrast to other earlier work focusing on fungal communities across similar mined and restored peatlands, bacterial and archaeal communities appear to be more resistant or resilient to substrate changes brought about by mining and restoration.

ACKNOWLEDGMENTS

Funding came from the Natural Sciences and Engineering Research Council of Canada (NSERC) Discovery Grants Program, the German Academic Exchange Service (DAAD), and the German Research Foundation (DFG-Deutsche Forschungsgemeinschaft). Nina Ringleff provided laboratory assistance. Premier Horticulture and Sun Gro Horticulture kindly allowed site and sample access.

REFERENCES

 Andersen, R., Chapman, S. J., and Artz, R. R. E. (2013). Microbial communities in natural and disturbed peatlands: a review. Soil Biol. Biochem. 57, 979–994. doi: 10.1016/j.soilbio.2012.10.003

 Andersen, R., Francez, A. J., and Rochefort, L. (2006). The physicochemical and microbiological status of a restored bog in Quebéc: identification of relevant criteria to monitor success. Soil Biol. Biochem. 38, 1375–1387. doi: 10.1016/j.soilbio.2005.10.012

 Artz, R. R. E., Anderson, I. C., Chapman, S. J., Hagn, A., Schloter, M., Potts, J. M., et al. (2007). Changes in fungal community composition in response to vegetational succession during the natural regeneration of cutover peatlands. Microbiol. Ecol. 54, 508–522. doi: 10.1007/s00248-007-9220-7

 Artz, R. R. E., Chapman, S. J., Siegenthaler, A., Mitchell, E. A. D., Buttler, A., Bortoluzzi, E., et al. (2008). Functional microbial diversity in regenerating cutover peatlands responds to vegetation succession. Appl. Soil Ecol. 45, 1799–1809. doi: 10.1111/j.1365-2664.2008.01573.x

 Ausec, L., Kraigher, B., and Mandic-Mulec, I. (2009). Differences in the activity and bacterial community structure of drained grassland and forest peat soils. Soil Biol. Biochem. 41, 1874–1881. doi: 10.1016/j.soilbio.2009.06.010

 Baker, B. J., Tyson, G. W., Webb, R. I., Flanagan, J., Hugenholtz, P., Allen, E. A., et al. (2006). Lineages of acidophilic archaea revealed by community genomic analysis. Science 314, 1933–1935. doi: 10.1126/science.1132690

 Basiliko, N., Blodau, C., Roehm, C., Bengtson, P., and Moore, T. R. (2007). Regulation of decomposition and methane dynamics across natural, commercially mined, and restored northern peatlands. Ecosystems 10, 1148–1165. doi: 10.1007/s10021-007-9083-2

 Basiliko, N., Moore, T. R., Lafleur, P. M., and Roulet, N. T. (2005). Seasonal and inter- annual decomposition, microbial biomass and nitrogen dynamics in a Canadian bog. Soil Sci. 170, 902–905. doi: 10.1097/01.ss.0000196765.59412.14

 Basiliko, N., Yavitt, J. B., Dees, P. M., and Merkel, S. M. (2003). Methane biogeochemistry and methanogen communities in two northern peatlands, New York State. Geomicrobiol. J. 20, 563–577. doi: 10.1080/713851165

 Bengtson, P., Basiliko, N., Dumont, M. G., Hillis, M., Murrell, J. C., Roy, R., et al. (2009). Links between methanotroph community composition and methane oxidation in a pine forest soil. FEMS Microbiol. Ecol. 70, 356–366. doi: 10.1111/j.1574-6941.2009.00751.x

 Bräuer, S. L., Cadillo-Quiroz, H., Yashiro, E., Yavitt, J. B., and Zinder, S. H. (2006). Isolation of a novel acidiphilic methanogen from an acidic peat bog. Nature 443, 192–194. doi: 10.1038/nature04810

 Cadillo-Quiroz, H., Yashiro, E., Yavitt, J. B., and Zinder, Z. H. (2008). Characterization of the archaeal community in a minerotrophic fen and terminal restriction fragment length polymorphism-directed isolation of a novel hydrogenotrophic methanogen. Appl. Environ. Microbiol. 87, 2059–2068. doi: 10.1128/AEM.02222-07


 Conrad, R., Klose, M., Noll, M., Kemnitz, D., and Bodelier, P. (2008). Soil type links microbial colonization of rice roots to methane emission. Glob. Change Biol. 14, 657–669.


 Croft, M., Rochefort, L., and Beauchamp, C. J. (2001). Vacuum-extraction of peatlands disturbs bacterial population and microbial biomass carbon. Appl. Soil Ecol. 18, 1–12. doi: 10.1016/S0929-1393(01)00154-8

 Dedysh, S. N. (2011). Cultivating uncultured bacteria from northern wetlands: knowledge gained and remaining gaps. Front. Microbiol. 2:184. doi: 10.3389/fmicb.2011.00184

 Dedysh, S. N., Pankratov, T. A., Belova, S. E., Kulichevskaya, I. S., and Liesack, W. (2006). Phylogenetic analysis and in situ identification of Bacteria community composition in an acidic Sphagnum peat bog. Appl. Environ. Microbiol. 72, 2110–2117. doi: 10.1128/AEM.72.3.2110-2117.2006

 Drake, H. L., Horn, M. A., and Wüst, P. K. (2009). Intermediary ecosystem metabolism as a main driver of methanogenesis in acidic wetland soil. Environ. Microbiol. Rep. 1, 307–318. doi: 10.1111/j.1758-2229.2009.00050.x

 Galand, P. E., Fritze, H., Conrad, R., and Yrjälä, K. (2005a). Pathways for methanogenesis and diversity of methanogenic archaea in three boreal peatland ecosystems. Appl. Environ. Microbiol. 74, 2195–2198.

 Galand, P. E., Juottonen, H., Fritze, H., and Yrjala, K. (2005b). Methanogen communities in a drained bog: effect of ash fertilization. Microb. Ecol. 49, 209–217.

 Glatzel, S. N., Basiliko, N., and Moore, T. R. (2004). Carbon dioxide and methane production potentials of peats from natural, harvested and restored sites, eastern Québec, Canada. Wetlands 24, 261–267. doi: 10.1672/0277-5212(2004)024[0261:CDAMPP]2.0.CO;2

 Godin, A., McLaughlin, J. W., Webster, K. L., Packalen, M., and Basiliko, N. (2012). Methane and methanogen community dynamics across a boreal peatland nutrient gradient. Soil Biol. Biochem. 48, 96–105. doi: 10.1016/j.soilbio.2012.01.018

 Hales, B. A., Edwards, C., Ritchie, D. A., Hall, G., Pickup, R. W., and Saunders, J. R. (1996). Isolation and identification of methanogen-specific DNA from blanket bog peat by PCR amplification and sequence analysis. Appl. Environ. Microbiol. 62, 668–675.


 Hall, T. A. (1999). BioEdit: a user-friendly biological sequence alignment editor and analysis program for Windows 95/98/NT. Nucl. Acids Symp. Ser. 41, 95–98.



 Hines, M. E., Duddleston, K. N., Rooney-Varga, J. N., Fields, D., and Chanton, J. P. (2008). Uncoupling of acetate degradation from methane formation in Alaskan wetlands: connections to vegetation distribution. Glob. Biogeochem. Cycles 22, GB2017.


 Juottonen, H., Hynninen, A., Nieminen, M., Tuomivirta, T. T., Tuittila, E. S., Nousiainen, H., et al. (2012). Methane-cycling microbial communities and methane emission in natural and restored peatlands. Appl. Environ. Microbiol. 78, 6386–6389. doi: 10.1128/AEM.00261-12

 Juottonen, H., Tuittila, E.-S., Juutinen, S., Fritze, H., and Yrjälä, K. (2008). Seasonality of rDNA- and rRNA-derived archaeal communities and methanogenic potential in a boreal mire. ISME J. 2, 1157–1168. doi: 10.1038/ismej.2008.66


 Jurgens, G., and Saano, A. (1999). Diversity of soil archaea in boreal forest before and after clear-cutting and prescribed burning. FEMS Microbiol. Ecol. 29, 205–213.


 Kemnitz, D., Kolb, S., and Conrad, R. (2007). High abundance of Crenarchaeota in a temperate acidic forest soil. FEMS Microbiol. Ecol. 60, 442–448. doi: 10.1111/j.1574-6941.2007.00310.x


 Killham, K., and Prosser, J. I. (2007). “The Prokaryotes,” in Soil Microbiology, Ecology, and Biochemistry, 3rd Ed., ed E. A. Paul (Oxford: Academic Press), 119–143.


 Kim, S. Y., Lee, S. H., Freeman, C., Fenner, N., and Kang, H. (2008). Comparative analysis of soil microbial communities and their responses to the short-term drought in bog, fen, and riparian wetlands. Soil Biol. Biochem. 40, 2874–2880. doi: 10.1016/j.soilbio.2008.08.004

 Kraigher, B., Sres, B., Hacin, J., Ausec, L., Mahne, I., van Elsas, J. D., et al. (2006). Microbial activity and community structure in two drained fen soils in the Ljubljana Marsh. Soil Biol. Biochem. 38, 2762–2771. doi: 10.1016/j.soilbio.2006.04.031


 Krebbs, C. J. (1999). Ecological Methodology. Menlo Park, CA: Benjamin Cummings Press.


 Kulichevskaya, I. S., Suzina, N. E., Liesack, W., and Dedysh, S. N. (2010). Bryobacter aggregatus gen. nov., sp. nov. a peat-inhabiting, aerobic chemo-organotroph from subdivision 3 of the Acidobacteria. Int. J. Syst. Evol. Microbiol. 60, 301–306.

 Lesaulnier, C., Papamichail, D., McCorkle, S., Ollivier, B., Skiena, S., Taghavi, S., et al. (2008). Elevated atmospheric CO2 affects soil microbial diversity associated with trembling aspen. Environ. Microbiol. 10, 926–941. doi: 10.1111/j.1462-2920.2007.01512.x

 Lin, X., Green, S., Tfaily, M. M., Prakash, O., Konstantinidis, K. T., Corbett, J. E., et al. (2012). Microbial community structure and activity linked to contrasting biogeochemical gradients in bog and fen environments of the Glacial Lake Agassiz Peatland. Appl. Environ. Microbiol. 78, 7023–7031. doi: 10.1128/AEM.01750-12

 Lu, Y., and Conrad, R. (2005). In situ stable isotope probing of methanogenic Archaea in the rice rhizosphere. Science 309, 1088–1090. doi: 10.1126/science.1113435

 Lueders, T., Chin, K. J., Conrad, R., Friedrich, M. (2001). Molecular analyses of methyl-coenzyme M reductase alpha-subunit (mcrA) genes in rice field soil and enrichment cultures reveal the methanogenic phenotype of a novel archaeal lineage. Environ. Microbiol. 3, 194–204. doi: 10.1046/j.1462-2920.2001.00179.x

 Lukow, T., Dunfield, P. F., and Liesack, W. (2000). Use of the T-RFLP technique to assess spatial and temporal changes in the bacterial community structure within an agricultural soil planted with transgenic and non-transgenic potato plants. FEMS Microbiol. Ecol. 32, 241–247. doi: 10.1111/j.1574-6941.2000.tb00717.x


 Marinier, M., Glatzel, S. N., and Moore, T. R. (2004). The role of cotton-grass (Eriophorum vaginatum) in the exchange of CO2 and CH4 at two restored peatlands, eastern Canada. Ecoscience 11, 141–149.


 McNeil, P., and Waddington, J. M. (2003). Moisture controls on Sphagnum growth and CO2 exchange on a cutover bog. J. Appl. Ecol. 40, 354–367. doi: 10.1046/j.1365-2664.2003.00790.x

 Mouquet, N., and Loreau, M. (2002). Coexistence in metacommunities: the regional similarity hypothesis. Am. Nat. 159, 420–426. doi: 10.1086/338996

 Myers, B., Webster, K. L., McLaughlin, J. W., and Basiliko, N. (2012). Microbial activity across a boreal peatland nutrient gradient: the role of fungi and bacteria. Wetlands Ecol. Man. 20, 77–88. doi: 10.1007/s11273-011-9242-2

 Nicol, G. W., Campbell, C. D., Chapman, C. J., and Prosser, J. I. (2007). Aforestation of moorland leads to changes in crenarchaeal community structure. FEMS Microbiol. Ecol. 60, 51–59. doi: 10.1111/j.1574-6941.2006.00258.x

 Noll, M., Matthies, D., Frenzel, P., Derakshani, M., and Liesack, W. (2005). Succession of bacterial community structure and diversity in a paddy soil oxygen gradient. Environ. Microbiol. 7, 382–395. doi: 10.1111/j.1462-2920.2005.00700.x

 Nüsslein, K., and Tiedje, J. M. (1998). Characterization of the dominant and rare members of a young Hawaiian soil bacterial community with small-subunit ribosomal DNA amplified from DNA fractionated on the basis of its guanine and cytosine composition. Appl. Environ. Microbiol. 64, 1283–1289.

 Preston, M. D., Smemo, K. A., McLaughlin, J. W., and Basiliko, N. (2012). Peatland microbial communities and decomposition processes in the James Bay lowlands, Canada. Front. Microbiol. 3:70. doi: 10.3389/fmicb.2012.00070

 Ramakrishnan, B., Lueders, T., Dunfield, P. F., Conrad, R., and Friedrich, M. W. (2001). Archaeal community structures in rice soils from different geographical regions before and after initiation of methane production. FEMS Microbiol. Ecol. 37, 175–186. doi: 10.1111/j.1574-6941.2001.tb00865.x


 Robert, E. C., Rochefort, L., and Garneau, M. (1999). Natural revegetation of two block-cut mined peatlands in eastern Canada. Can. J. Bot. 77, 447–459.


 Rooney-Varga, J. N., Giewat, M. W., Duddleston, K. N., Chanton, J. P., and Hines, M. E. (2007). Links between archaeal community structure, vegetation type and methanogenic pathway in Alaskan peatlands. FEMS Microbiol. Ecol. 60, 240–251. doi: 10.1111/j.1574-6941.2007.00278.x

 Roulet, N. T., Lafleur, P. M., Richard, P. J., Moore, T. R., Hymphreys, E. R., and Bubier, J. B. (2007). Contemporary carbon balance and late Holocene carbon accumulation in a northern peatland. Glob. Change Biol. 13, 397–411. doi: 10.1111/j.1365-2486.2006.01292.x

 Rousk, J., Brookes, P. C., and Bååth, E. (2009). Contrasting soil pH effects on fungal and bacterial growth suggest functional redundancy in carbon mineralization. Appl. Environ Microbiol. 75, 1589–1596. doi: 10.1128/AEM.02775-08

 Simpson, E. H. (1949). Measurement of diversity. Nature 163, 688. doi: 10.1038/163688a0

 Smemo, K. A., and Yavitt, J. B. (2011). Anaerobic oxidation of methane: an underappreciated aspect of methane cycling in peatland ecosystems. Biogeosciences 8, 779–793. doi: 10.5194/bg-8-779-2011

 Tamura, K., Peterson, D., Peterson, N., Stecher, G., Nei, M., and Kumar, S. (2011). MEGA5: molecular evolutionary genetics analysis using maximum likelihood, evolutionary distance, and maximum parsimony methods. Mol. Biol. Evol. 28, 2731–2739. doi: 10.1093/molbev/msr121

 Trinder, C. J., Johnson, D., and Artz, R. E. (2008). Interactions among fungal community structure, litter decomposition, and depth of water table in a cutover peatland. FEMS Microbiol. Ecol. 64, 433–448. doi: 10.1111/j.1574-6941.2008.00487.x

 Trinder, C. J., Johnson, D., and Artz, R. E. (2009). Litter type, but not plant cover, regulates initial litter decomposition and fungal community structure in a recolonising cutover peatland. Soil Biol. Biochem. 41, 651–655. doi: 10.1016/j.soilbio.2008.12.006

 Tuittila, E. S., Komulainen, V. M., Vasander, H., and Laine, J. (1999). Restored cut-away peatlands as a sink for atmospheric CO2. Oecologia 120, 563–574. doi: 10.1007/s004420050891

 Van der Gucht, K., Cottenie, K., Muylaert, K., Vloemans, N., Cousin, S., Declerck, S., et al. (2007). The power of species sorting: local factors drive bacterial community composition over a wide range of spatial scales. Proc. Natl. Acad. Sci. U.S.A. 104, 20404–20409. doi: 10.1073/pnas.0707200104

 Waddington, J. M., Strack, M., and Greenwood, M. J. (2010). Toward restoring the net carbon sink function of degraded peatlands: short-term response in CO2 exchange to ecosystem-scale restoration. J. Geophys. Res. Biogeosci. 115, G01008. doi: 10.1029/2009JG001090

 Ward, N. L., Challacombe, J. F., Janssen, P. H., Henrissat, B., Coutinho, P. M., Wu, M., et al. (2009). Three Genomes from the phylum Acidobacteria provide insight into the lifestyles of these microorganisms in soils. Appl. Environ. Microbiol. 75, 2046–2056. doi: 10.1128/AEM.02294-08

 Williams, R. T., and Crawford, R. L. (1984). Methane production in Minnesota peatlands. Appl. Environ. Microbiol. 47, 1266–1271.

 Wüst, P. K., Horn, M. A., and Drake, H. L. (2009). Trophic links between fermenters and methanogens in a moderately acidic fen soil. Environ. Microbiol. 11, 1395–1409. doi: 10.1111/j.1462-2920.2009.01867.x

 Winsborough, C. L., and Basiliko, N. (2010). Fungal and bacterial activity in northern peatlands. Geomicrobiol. J. 27, 315–320. doi: 10.1080/01490450903424432

 Yan, W., Artz, R. R. E., and Johnson, D. (2008). Species-specific effects of plants colonizing cutover peatlands on patterns of carbon source utilization by soil microorganisms. Soil Biol. Biochem. 40, 544–549. doi: 10.1016/j.soilbio.2007.09.001

 Zhang, Z., Schwartz, S., Wagner, L., and Miller, W. (2000). A greedy algorithm for aligning DNA sequences. J. Comput. Biol. 7, 203–214. doi: 10.1089/10665270050081478

 Zhou, J., Xia, B., Treves, D. S., Wu, L.-Y., Marsh, T. L., O'Neal, R. V., et al. (2002). Spatial and resource factors influencing high microbial diversity in soil. Appl. Environ. Microbiol. 68, 326–334.

Conflict of Interest Statement: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Received: 25 April 2013; Accepted: 10 July 2013; Published online: 31 July 2013.

Citation: Basiliko N, Henry K, Gupta V, Moore TR, Driscoll BT and Dunfield PF (2013) Controls on bacterial and archaeal community structure and greenhouse gas production in natural, mined, and restored Canadian peatlands. Front. Microbiol. 4:215. doi: 10.3389/fmicb.2013.00215

This article was submitted to Frontiers in Terrestrial Microbiology, a specialty of Frontiers in Microbiology.

Copyright © 2013 Basiliko, Henry, Gupta, Moore, Driscoll and Dunfield. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) or licensor are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.








	
	ORIGINAL RESEARCH ARTICLE
published: 17 October 2013
doi: 10.3389/fmicb.2013.00304
	[image: image1]





Metabolic adaptation and trophic strategies of soil bacteria—C1- metabolism and sulfur chemolithotrophy in Starkeya novella


Ulrike Kappler* and Amanda S. Nouwens


School of Chemistry and Molecular Biosciences, The University of Queensland, St Lucia, QLD, Australia

* Correspondence: Ulrike Kappler, School of Chemistry and Molecular Biosciences, The University of Queensland, Cooper Rd Bldg 76, St. Lucia, QLD 4072, Australia e-mail: u.kappler@uq.edu.au



Edited by:
Per Bengtson, Lund University, Sweden

Reviewed by:
Levente Bodrossy, CSIRO MArine and Atmospheric Research, Australia
 Yasuyoshi Sakai, Kyoto University, Japan

The highly diverse and metabolically versatile microbial communities found in soil environments are major contributors to the global carbon, nitrogen, and sulfur cycles. We have used a combination of genome –based pathway analysis with proteomics and gene expression studies to investigate metabolic adaptation in a representative of these bacteria, Starkeya novella, which was originally isolated from agricultural soil. This bacterium was the first facultative sulfur chemolithoautotroph that was isolated and it is also able to grow with methanol and on over 39 substrates as a heterotroph. However, using glucose, fructose, methanol, thiosulfate as well as combinations of the carbon compounds with thiosulfate as growth substrates we have demonstrated here that contrary to the previous classification, S. novella is not a facultative sulfur chemolitho- and methylotroph, as the enzyme systems required for these two growth modes are always expressed at high levels. This is typical for key metabolic pathways. In addition enzymes for various pathways of carbon dioxide fixation were always expressed at high levels, even during heterotrophic growth on glucose or fructose, which suggests a role for these pathways beyond the generation of reduced carbon units for cell growth, possibly in redox balancing of metabolism. Our results then indicate that S. novella, a representative of the Xanthobacteraceae family of methylotrophic soil and freshwater dwelling bacteria, employs a mixotrophic growth strategy under all conditions tested here. As a result the contribution of this bacterium to either carbon sequestration or the release of climate active substances could vary very quickly, which has direct implications for the modeling of such processes if mixotrophy proves to be the main growth strategy for large populations of soil bacteria.
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INTRODUCTION

Agriculturally used soil surfaces account for approximately 37% of the Earth's total land area and thus the biogeochemical processes taking place in this vast ecosystem can affect the entire biosphere. Soil environments are also major contributors to global element cycles including the sulfur and carbon cycle both of which are important for agriculture (Kertesz et al., 2007; Kolb, 2009; Yuan et al., 2012).

As a result, the biological processes in soils contribute significantly to the release or consumption of a variety of climate active substances which include volatile sulfur compounds as well as methanol and carbon dioxide, both of which are important in the global carbon cycle and influence atmospheric chemistry (Kolb, 2009; Hunger et al., 2011). Methanol is known to contribute to ozone formation and is primarily produced and released by growing plants or the decay of plant materials. However, only a fraction of the methanol that is produced enters the atmosphere (~4.9 × 1012 mol year−1) while the rest is oxidized to carbon dioxide by methylo- and methanotrophic bacteria before being released (Kolb, 2009). The microbially mediated interconversion of compounds with a beneficial effect on atmospheric processes into ones with potentially detrimental effects has become a major focus of research into microbial metabolic activities as these processes can significantly influence the composition of atmospheric gases.

At present at least 56 bacterial species isolated from soils have been reported to be capable of degrading methanol, and the majority of these appear to be facultative methylotrophs (Kolb, 2009), suggesting that they are capable of switching to other growth modes which can include (chemolitho)autotrophy and heterotrophy using other reduced carbon compounds.

While historically bacteria have been classified as either autotrophs (i.e., fixing carbon dioxide) or heterotrophs based on their ability to grow on defined media in the laboratory, it has recently been proposed that these clear cut divisions may not accurately reflect natural processes (Eiler, 2006; Kolb, 2009). In nature bacteria likely encounter multiple energy and/or carbon sources at the same time, and in most cases these would not be present in high concentrations (Eiler, 2006; Kolber, 2007). Consequently, a “mixotrophic” growth strategy would increase the ability of bacteria to draw on multiple sources of energy rather than relying solely on hetero- or autotrophy at any given time (Eiler, 2006). However, little data on these processes are available at present despite their potential to affect microbial activities that contribute to carbon sequestration and/or the release of climate active substances.

In order to enhance understanding of trophic strategies in often highly versatile soil bacteria, we have investigated the differential expression of key metabolic pathway in the soil bacterium Starkeya novella (formerly Thiobacillus novellus) (Kelly et al., 2000) as a function of available growth substrates. S. novella was the first facultative sulfur oxidizing chemolithoautotroph to be isolated but is also capable of utilizing various C1 compounds, including methanol, for growth as well as at least 39 reduced carbon sources including sugars, amino sugars, amino acids, and organic acids (Starkey, 1935; Chandra and Shethna, 1977; Kelly et al., 2000; Kappler et al., 2012). This combination of metabolic traits should allow S. novella to contribute to both the biological sulfur and carbon cycles in various ways and depending on the prevailing growth mode its metabolic activities could either enhance carbon sequestration or the release of carbon dioxide. However, it has never been investigated if or how this bacterium makes use of the many possible growth modes that it is able to adopt. The only published studies of the consumption of sulfur compounds and sugars in S. novella yielded contradictory results reporting either simultaneous consumption or sequential use of energy sources (Lejohn et al., 1967; Leefeldt and Matin, 1980; Matin et al., 1980; Perez and Matin, 1980). The ability of S. novella to grow on C1 compounds also remains largely unexplored, with the only existing data being a report of robust growth on methanol and formate (Chandra and Shethna, 1977) and while S.novella sulfur metabolism was studied intensively in the 1960s and 70s (Aleem, 1965; Charles and Suzuki, 1966a,b; Oh and Suzuki, 1977a,b; Katayama Fujimura and Kuraishi, 1980), only some data that included molecular detail have been reported to date. In the last 15 years the presence of a sox gene cluster (soxAX-soxYZBCDxF) encoding a thiosulfate oxidizing multienzyme complex and a gene locus encoding a sulfite oxidizing enzyme (sigEorf1-sorAB) have been reported (Kappler et al., 2000, 2001, 2004).

Here we have used a combination of genomic, proteomic and gene expression data to identify key metabolic pathways involved in dissimilatory sulfur oxidation, utilization of C1 and other carbon compounds or growth in the presence of both types of energy sources with the aim of unraveling the relative activities of carbon sequestering and releasing pathways in S. novella.

METHODS

STRAINS AND GROWTH CONDITIONS

Starkeya novella DSMZ506T was routinely grown at 28°C on modified DSMZ69 medium as described elsewhere (Wilson and Kappler, 2009). The DSMZ69 medium base was supplemented with either 100 mM methanol (M, MeOH) or 40 mM thiosulfate (TS) or a combination of the two (TS/M, TS/MeOH). For strain maintenance DSMZ69 –TS agar plates supplemented with 40 μg/ml nalidixic acid were used. For proteomics experiments, liquid cultures were grown under microaerophilic conditions (100 ml medium in 250 ml shake flasks, 200 rpm, 28°C) to mid-late exponential growth phase, harvested by centrifugation and stored at −80°C until further use. For RNA isolation cultures were grown to mid-exponential growth phase before preservation with RNA protect bacteria reagent (Qiagen).

MOLECULAR METHODS

Standard methods were used throughout (Ausubel, 1995). Routine PCR used GoTaq Mastermix green (Promega) according to the manufacturer's instructions. Genomic DNA was isolated using the DNAZOL reagent (Life Technologies). Culture samples for RNA isolation (2 or 3 ml) were preserved in 1 vol of RNA protect bacteria reagent (Qiagen), RNA was isolated using the RNAspin mini Kit (GE Healthcare). RNA samples were tested for gDNA contamination using PCR, only samples that failed to produce a product after 34 cycles of amplification were used for cDNA synthesis. cDNA was prepared with Superscript III (Life Technologies) using 0.5 μ g of DNA-free RNA. Primer sets for use in qRT-PCR experiments (product size: 100 bp, annealing temperatures >60°C) (Table S1) were designed using Vector NTI Advance 11 (Life Technologies). qRT-PCR experiments were essentially performed as in (Kappler et al., 2005; Kappler and Nouwens, 2013) using the SYBR green Mastermix (Applied Biosystems) and 10 μ L reactions. Experiments were carried out at the University of Queensland SCMB realtime PCR facility using an epMotion workstation (Eppendorf) and an Applied Biosystems 7900 realtime PCR machine.

PROTEOMICS TECHNIQUES

Cell pellets for use in MS/MS proteomics experiments were resuspended in 8 M urea, 50 mM ammonium bicarbonate pH 8.0 and disrupted using a French Pressure Cell (Aminco; 3 passes, 12000 psi). Samples were centrifuged (20,000 × g, 10 min) followed by determination of protein concentrations using the 2D Quant Kit (GE Healthcare). Between 1 and 2 mg of protein were then incubated with 5 mM DTT (30 min, 45°C) followed by treatment with 25 mM iodoacetamide (30 min, in the dark, RT). Samples were diluted 1 in 4 with 50 mM ammonium bicarbonate pH 8.0 before Trypsin Gold seq grade (Promega) was added in a 1:100 ratio. After 4 hours at 37°C the same amount of trypsin was added again and samples incubated overnight at 37°C.

Offline 2D LC-MS/MS analyses were used for shotgun proteomics as described in (Kappler and Nouwens, 2013). The equivalent of 500 μg of digested protein was diluted 1:1 with 5% ACN/0.1% TFA and desalted with a C18 Toptip (Glygen, USA). Desalting used 100% ACN to wet resin (3 × 150 μl), 5% ACN/0.1% TFA (3 × 150 μl) for tip equilibration and wash steps, and 80% ACN/0.1% TFA (2 × 150 μl) for elution. Eluted peptides were concentrated in a SpeedVac and resuspended in 0.5% acetic acid/2% ACN. Peptides (180 μg) were separated on an Agilent 1100 chromatography system using a Zorbax 300-SCX column (5 μm, 4.6 × 50 mm) (Agilent) at 0.5 ml/min (gradient: 0–5 min, 0% buffer B; 5–25 min, 0–50% buffer B; 25–27 min, 50–80% buffer B; 27–32 min, 80% buffer B; 32–34 min 80–0% buffer B, where buffer A = 0.5% acetic acid/2% ACN and buffer B = 0.5% acetic acid/2% ACN/250 mM ammonium acetate). Fractions (250 μl) were collected in a microtitre plate before pooling (final no. of pooled fractions: 10) and desalted using ZipTips (Millipore, Massachusetts, USA) followed by separation using reversed-phase chromatography on a Shimadzu Prominence nanoLC system. All fractions were analyzed in triplicate at a flow rate of 30 μl/min. Samples were first loaded on an Agilent C18 trap (0.3 × 5 mm, 5 μm) for 8 min, followed by separation on a Vydac Everest C18 (300 A, 5 μm, 150 mm × 150 μm) column at a flow rate of 1 μl/min. Peptides were separated on a gradient of 3–40% buffer B over 67 min followed by 40–98% buffer B over 3 min, where buffer A = 1% ACN/0.1% FA and buffer B = 80% ACN/0.1% FA was used. Eluted peptides were directly analyzed on a TripleTof 5600 instrument (ABSciex) using a Nanospray III interface. Gas and voltage settings were adjusted as required. MS-ToF scan across m/z 350–1800 was performed for 0.5 s followed by data-dependent acquisition of 20 peptides with intensity above 100 counts across m/z 40–1800 (0.05 s per spectra) using “high sensitivity” MS/MS and rolling collision energy.

MS data from triplicates of pooled samples were combined and searched using ProteinPilot v4.2 (ABSciex, Forster City CA) with the Paragon Algorithm using fasta formatted protein sequences for the finished S. novella genome obtained from JGI. Search parameters included trypsin as enzyme, iodoacetamide as cys-modification, emphasis on biological modifications and “thorough” search setting. Only proteins with a ProteinPilot confidence score of 95% or better (estimated global FDR 5% or lower) were accepted. Further data analysis used the integrated microbial genomes resource (IMG; img.jgi.doe.gov) (Markowitz et al., 2012).

BIOINFORMATICS

Analysis of the S. novella genome to identify pathways and enzyme systems was performed using the KEGG pathways database (www.genome.jp/kegg/pathway.html) (Kanehisa et al., 2012), comparative analyses used biocyc.org (biocyc.org/) (Caspi et al., 2012), and IMG (img.jgi.doe.gov/) (Markowitz et al., 2012). In some cases BLASTP (Altschul et al., 1997) was used to confirm the absence or presence of genes not identified in other database searches

RESULTS

The high degree of metabolic flexibility that is apparent in the large number of growth substrates that can be used by S. novella is also very clearly reflected in the pathways encoded in its genome (Kappler et al., 2012). A partial analysis of S. novella initial glucose catabolism and its respiratory chain was carried out as part of the original genome analysis and revealed the presence of a pentose phosphate pathway (PPP) as well as an Entner Doudoroff (ED) pathway for the degradation of glucose (Figure 1A) while the absence of phosphofructokinase (EC 2.7.1.146) in the glycolysis pathway indicates that its primary purpose is gluconeogenesis. In addition the presence of multiple oxygen-dependent terminal reductases in the S. novella respiratory chain was noted (Kappler et al., 2012). However, there were no previous analyses of any enzymes or pathways involved in pyruvate metabolism, methanol degradation, and only two gene clusters encoding sulfur oxidizing enzymes had been previously described.


[image: image]

FIGURE 1. Schematic representation of S. novella metabolic pathways. (A) Glucose catabolism and TCA cycle (B) Methanol degradation (C) Respiratory chain components. (A) Dashed arrows denote reactions of the Entner Doudoroff (ED) pathway, PPP, Pentose Phosphate Pathway; DH, dehydrogenase, KDPG, 2-keto-3-deoxy-6-phosphocluconate. (B): H4MPTP, methylene tetrahydromethanopterin pathway; MtdA, methylene tetrahydromethanopterin dehydrogenase; FAE, formaldehyde activating enzyme; GSH-FAE, Glutathione dependent formaldehyde activating enzyme; FDH, formate dehydrogenase. (C) Q-pool, quinone pool. Gene numbers for all components or the different pathways are listed in the supplementary tables. Carbon metabolism—Table S2; Respiratory chain—Table S3; methanol metabolism—Table S4.



PYRUVATE METABOLISM

The routes by which pyruvate produced by glucose breakdown can be utilized include oxidation to lactate via the action of one of several putative lactate dehydrogenases (Snov_0154, Snov_0198, Snov_1738, Snov_3299, Snov_4339) or to acetyl-CoA by a pyruvate dehydrogenase complex (genes Snov_1789 to Snov_1795).

Acetyl-CoA can then enter the TCA cycle, which in S. novella also includes a glyoxylate shunt, for complete oxidation to carbon dioxide or be converted to acetate via the action of phosphate acetyl transferase (Snov_4211) and acetate kinase (Snov_2209) (Figure 1A, Table S2).

COMPOSITION OF THE RESPIRATORY CHAIN

Following the complete oxidation of acetyl-CoA to carbon dioxide the resulting NADH/FADH2 can enter the respiratory chain (Table 1 and Table S2) which is composed of a complete complex I (NADH: ubiquinol oxidoreductase, EC 1.6.5.3, Snov_1849-Snov_1864), a succinate dehydrogenase (complex II, EC 1.3.5.1, Snov_3317-Snov_3320), and a cytochrome bc1 complex (complex III, EC 1.10.2.2, Snov_2477-Snov_2479) (Figure 1C, Table S2). In addition there are two more loci (Snov_2406-Snov_2408 and Snov_3849-Snov_3850) encoding three or two proteins, respectively, annotated as subunits of complex I, as well as two putative formate dehydrogenases (FDH) (Snov_3504-Snov_3507, put FDH-F type; Snov_3851-Snov_3852, put FDH-O/N type), an arsenite oxidase (Snov_1288-Snov_1289), and a putative LldD type lactate dehydrogenase (Snov_0680) that can also feed electrons into the respiratory chain.

Table 1. Presence of proteins involved in carbon dioxide fixation and respiration in S. novella cell extracts from chemolithoautotrophic, methylotrophic, heterotrophic, and mixotrophic growth conditions.

[image: image]

This large number of dehydrogenase enzymes that can feed electrons into the respiratory chain is linked to an array of terminal reductases that can mediate both aerobic and anaerobic respiration (Figure 1C). The final step in respiration can use at least six types of cytochrome or quinol oxidases, including two aa3 type oxidases (Snov_0584-Snov_0589 and Snov_4240-Snov_4243). The second of these two enzymes, Snov_4240 has similarity to both Cox1 (aa3 type oxidase) and CyoB oxidases with the similarity to the Cox1 enzymes being slightly higher. Despite this the current annotation classifies the enzyme as a CyoB-type oxidase. Another gene locus (Snov_1015-Snov_1019) also encodes proteins related to the heme Cu oxidases (cyoB-type quinol oxidases) and here one protein (Snov_1016) is a fusion of the subunit I and subunit III cytochrome oxidase domains. This type of cytochrome oxidase appears to be conserved in a variety of α-,β-, and γ-Proteobacteria as well as some Planktomycetes. A cbb3-type oxidase with high oxygen affinity (Snov_4464-Snov_4468) is present as well as two bd-type quinol oxidases (Snov_0619-Snov_0620 and Snov_3535-3536) which are also known for their high affinity to oxygen. Complementing the aerobic respiration are several terminal reductases known to be involved in anaerobic respiration such as nitrate reductase (Nap–type, Snov_1159-Snov_1162, EC 1.7.99.4), a cytochrome c dependent nitrite reductase (Snov_1147; EC 1.7.2.1), and a nitric oxide reductase (Snov_1155; EC 1.7.2.4) (Figure 1C). There are also several uncharacterized enzymes of the DMSO reductase enzyme family encoded in the S. novella genome (Kappler and Nouwens, 2013) which may also be linked to the respiratory chain.

METABOLIC PATHWAYS AND GENES INVOLVED IN C1 METABOLISM IN S. NOVELLA

While it has been known for over 30 years that S.novella can use methanol as a growth substrate, the relevant pathways and enzymes had never been studied. Our analyses showed that the ability of S. novella to oxidize methanol appears to be based on a combination of pathways and enzymes similar to those of a model methylotroph, Methylobacterium extorquens (reviewed in Chistoserdova, 2011). A full operon encoding an MxaF type methanol dehydrogenase (Snov_4185-Snov_4199, mxaBxHFJGARSACKLDE) was identified as well as a xoxF gene locus (Snov_1035-Snov_1038) encoding a putative methanol dehydrogenase-homolog (Figure 1B). While XoxF has been suggested to be involved in methanol oxidation in some bacteria, the exact function of this enzyme is still being investigated (Chistoserdova, 2011). Two copies each of genes encoding glutathione dependent (Snov_1125, Snov_1350) and independent putative formaldehyde-activating enzymes (FAEs) (Snov_0740, Snov_1050) (Vorholt et al., 2000; Goenrich et al., 2002) are present in the S. novella genome. These enzymes target the formaldehyde produced by the methanol dehydrogenases for further conversion via the tetrahydromethanopterin (TH4MP) pathway (Chistoserdova et al., 2009; Chistoserdova, 2011). For the assimilation of carbon units into cell biomass S. novella contains a complete serine pathway, as well as a tetrahydrofolate (TH4F) and a tetrahydromethanopterin (TH4MP) pathway (Tables 1, 3 and Table S2; Figure 1B). A complete Calvin Benson Bassham (CBB)-cycle for carbon dioxide fixation is also present (Table S2).

DISSIMILATORY SULFUR OXIDATION PATHWAYS

Although the ability of S. novella to grow as a sulfur chemolithoautotroph was recognized at the time of its isolation (Starkey, 1935), details of the enzymes and pathways involved have only been elucidated recently. A gene region encoding the four core enzymes of a Sox-type sulfur oxidation pathway had been identified previously (Kappler et al., 2001, 2004) and analysis of the genome showed that this gene cluster (Snov_0978-Snov_0965) is more extensive than previously recognized. The full gene cluster contains 15 genes, soxT(R)S-soxVW-soxAX-soxYZBCDorf1Forf2, organized in at least four separate transcriptional units as indicated (Figure 2A).
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FIGURE 2. Genes involved in dissimilatory sulfur oxidation in S. novella. (A) Schematic representation of the two sox gene clusters encoded in the S. novella genome. soxAX, red; soxYZ, dark gray; soxB, light blue; soxC, light gray; soxD, orange; soxF, yellow; accessory genes (e.g., soxV,W,S etc.), blue gray; soxR, dark blue gray; orf1 membrane anchor protein (main sox cluster) and Xanthine Oxidase family Mo enzyme (second sox cluster), no fill. (B) Expression of sox genes in S. novella cultures grown in the presence of glucose, methanol, or thiosulfate/CO2. Error bars represent the Standard Deviation of the mean, gene expression was normalized relative to the expression of the 16S RNA gene. A number “2” added to the gene name denotes that this gene is present in the second sox gene cluster.



Interestingly, in the current genome annotation the soxR gene that encodes a regulator of thiosulfate oxidation is marked as a pseudogene, possibly due to an N-terminal truncation of the encoded protein caused by a frameshift mutation at ~bp58-62 (sequence: CCCC) in the soxR gene that leads to a loss of 26 aa at the N-terminus of the protein (assuming translation of the truncated protein would start at the closest ATG codon). Analysis of the genome also revealed the presence of a second, smaller sox gene cluster (soxX2Y2Z2A2F2, genes Snov_1982-1977) which encodes duplicate copies of two of the core components of the Sox system (SoxAX, SoxYZ; the SoxB and SoxCD proteins are missing) (Figure 2A). This operon also contains genes encoding a molybdenum enzyme of the Xanthine Oxidase family (Snov_1975/Snov_1976) that was identified in an analysis of the molybdoproteome of S. novella (Kappler and Nouwens, 2013).

We also analyzed the presence of other enzymes capable of oxidizing a variety of reduced sulfur compounds. A Sox complex independent sulfite oxidizing enzyme, SorAB, had already been identified previously (Kappler et al., 2000) and the enzyme itself has been extensively characterized (Kappler and Bailey, 2005; Kappler et al., 2006, 2012; Rapson et al., 2008; Bailey et al., 2009; Emesh et al., 2009). No evidence was found for the presence of Sox complex independent sulfide oxidizing enzymes such as flavocytochrome c and sulfide:quinone reductase. Similarly, despite early observations of a GSH-dependent sulfur oxygenase activity in S. novella (Charles and Suzuki, 1966a), no homologs of bacterial sulfur oxygenases were identified using the Acidithiobacillus caldus enzyme (acc no ZP_0529337) as the search model.

ADAPTATION of S. novella METABOLISM TO THE PRESENCE OF VARIOUS CARBON AND SULFUR SOURCES

In order to investigate the importance of the enzymes and pathways identified above for metabolic adaptation of S. novella we analyzed protein and gene expression in S. novella cultures grown under heterotrophic (glucose, fructose), methylotrophic (methanol), and sulfur chemolithoautotrophic (thiosulfate/carbon dioxide) conditions as well as under mixotrophic conditions where thiosulfate was combined with either a substrate for heterotrophic (glucose or fructose) or methylotrophic growth (methanol).

CARBON METABOLISM

As might be expected, enzymes belonging to key pathways of central carbon metabolism were detected under all conditions tested using shotgun proteomics (Table S2). These included the pentose phosphate and glycolysis pathways (although the latter likely is used for gluconeogenesis rather than glucose oxidation), the pyruvate dehydrogenase complex and all enzymes of the TCA cycle (Table S2). Enzymes of the glyoxylate shunt were also always expressed but its key enzyme, isocitrate lyase (ICL), appeared to undergo some regulation in response to changing carbon sources, for example in the presence of glucose and during growth on thiosulfate ICL was not detected, and during growth on fructose ICL was in the bottom 5% of proteins detected (Table S2).

Phosphoenolpyruvate carboxylase, an enzyme catalyzing an anaplerotic reaction leading to CO2 fixation, was always present at high levels (within the top 10% of proteins detected) (Table 1), and in addition to the PPP which appeared to be the main pathway for the degradation of sugars, enzymes specific to the ED pathway were also detected, however, one of the key enzymes, 2-dehydro-3 deoxy-gluconate aldolase was not detected during growth on fructose, methanol or thiosulfate, suggesting that this pathway is not used during growth on these substrates (Table S2).

Respiratory chain complexes also showed very consistent patterns of expression with ATP synthase (Snov_4429-4433), complexes I (Snov_1852-Snov1864 gene region), II (succinate dehydrogenase, Snov_3317-Snov_3320) and the bc1 complex being present under all conditions tested (Table 1 and Table S3). Considerable variation in expression was, however, present for the six terminal oxidase complexes encoded in the S. novella genome. Of the aa3/cyo type oxidases only the aa3 –type enzyme encoded by the Snov_0584 gene region was detected at appreciable levels using shotgun proteomics. The enzymes encoded in the Snov_1015 and Snov_4241 gene regions were either completely absent or only present at low levels under specific conditions (Glc and Fruc, bottom 10% and 15% of proteins detected). The core subunits of the cbb3 terminal oxidase were only present when thiosulfate, methanol, methanol/thiosulfate or fructose/thiosulfate were used as growth substrates, while of the two bd-type quinol oxidases only the enzyme encoded by the Snov_0620 gene region was detected, mostly in samples from mixotrophic growth (Table 1). These results mostly match the qPCR data generated from cDNA of cultures grown on glucose, methanol or thiosulfate medium (Figure 3), with the exception of expression of the Snov_0620 encoded bd oxidase which showed comparatively high expression levels under the three conditions tested, while only low amounts of the corresponding proteins were detected. A possible explanation for the lower levels of detection for peptides could be the association of the respiratory chain complexes with the cell membrane.
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FIGURE 3. Expression of respiratory chain genes in S. novella cultures grown under hetero-trophic, methylotrophic, or sulfur chemolithoautotrophic conditions. Error bars represent the Standard Deviation of the mean, gene expression was normalized relative to the expression of the 16S RNA gene.



DISSIMILATORY SULFUR METABOLISM

Monitoring of the expression of enzymes for chemolithotrophic growth using sulfur compounds revealed that the previously discovered sox operon (Snov_0978-Snov_0968) that encodes a complete Sox-type thiosulfate oxidation enzyme complex is the main operon involved in chemolithotrophic sulfur oxidation in S.novella (Table 2, Figure 2). All relevant proteins were detected in all proteome samples analyzed, and several core proteins of the enzyme complex (SoxB, SoxA, and Sox C) were always among the top 100 protein detected in the samples (Table 2). Levels of the flavocytochrome c-like SoxF protein were lowest relative to the other complex components (within the top 40–60% of proteins). We also detected peptides for a protein encoding a putative membrane anchor protein (DUF1791 type protein), Snov_0966 or Orf1, which had previously been suggested to act as a potential membrane anchor for the S. novella Sox complex (Kappler et al., 2004) which had been postulated by early biochemical studies (Aleem, 1965; Charles and Suzuki, 1966a; Kappler et al., 2004). Using qRT-PCR we also found evidence for the functionality of the soxR “pseudogene” for which expression was detected under all three conditions tested, with the highest levels detected in the presence of thiosulfate (Figure S1).

Table 2. Presence of proteins involved in sulfur chemolithotrophy in S. novella cell extracts from chemolithoautotrophic, methylotrophic, heterotrophic, and mixotrophic growth conditions.
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In contrast the SoxAX and SoxYZ proteins encoded by the second sox gene cluster (Snov_1982-Snov_1979) were not detected, although one subunit of the SoxF-like flavocytochrome c protein (Snov_1977-Snov_1978) was present at low levels (~bottom 20% of protein detected) throughout except following growth on glucose. A SoxZ-like protein encoded by a single gene (Snov_1060) was detected among the top 25–50% of proteins throughout, but the function of this protein is unclear as it is encoded by a gene that does not appear to form an operon with any of the adjacent genes, and none of these encode a SoxY-like protein.

These results are in agreement with qRT-PCR experiments that also showed high expression for genes encoded in the main sox cluster, and very low expression levels for proteins from the second sox gene cluster (Figure 2B). Both gene expression and proteomic data clearly showed that the SorAB sulfite dehydrogenase (Snov_3268/3269) is induced by the presence of thiosulfate in the growth medium regardless of the carbon source present as already reported in Kappler and Nouwens (2013).

METABOLISM OF C1-COMPOUNDS

S. novella has been classified as a facultative methylotroph since the discovery of its ability to oxidize methanol, however, similar to what was observed for sulfur chemolithotrophic growth, the MxaF methanol dehydrogenase was one of the five most abundant proteins detected under all conditions tested except when fructose was included in the medium where MxaF was among the top 20 proteins detected. This clearly indicates that together with sulfur chemolithotrophy, methylotrophy is another key growth mode for S. novella and it is also similar to what was found in M. extorquens (Bosch et al., 2008). While all proteins of the mxa operon were detected in all samples, a slight increase in protein abundance was observed when methanol was the growth substrate (Table 3 and Table S4). The second possible methanol dehydrogenase, the XoxFGJ protein, was also detected in all samples. XoxF was usually found in the top 100–200 proteins detected, except when methanol or thiosulfate were the growth substrates when XoxF was ranked approx. 70 out of over 2000 detected proteins. This indicates a role for this protein in methylotrophic and possibly also sulfur chemolithotrophic growth.

Table 3. Presence of proteins involved in methylotrophy S. novella in cell extracts from chemolithoautotrophic, methylotrophic, heterotrophic and mixotrophic growth conditions.
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Other enzymes involved in methylotrophy such as the two glutathione dependent FAEs were either expressed at low levels (~bottom 30% -bottom 5% of proteins detected) or not at all, while of the two GSH - independent FAEs the Snov_0740 enzyme was always among the top 40–50% of protein detected and showed no obvious substrate dependent regulation. In contrast, the Snov_1050 encoded FAE was among the top 10% of proteins detected, and in the presence of methanol and/or thiosulfate the relative abundance of the protein increased (top 3% of proteins detected) clearly linking this enzyme to methylo- and chemolithotrophic growth (Table 3 and Table S4). The qRT-PCR data also showed an increase in Snov_1050 transcripts in the presence of methanol and thiosulfate (Figure 4).
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FIGURE 4. Expression of genes involved in methylotrophy in S. novella. (A) Methanol oxidation and carbon dioxide fixation (Calvin cycle), (B) Formaldehyde activating enzymes, (C) Formate dehydrogenases. Error bars represent the Standard Deviation of the mean, gene expression was normalized relative to the expression of the 16S RNA gene.



A similar observation was made for the FDHs where the Snov_3851 encoded FDH was clearly induced in the presence of methanol (protein abundance increased from the top 40–50% to the top 5% of proteins), and the Snov_3504 FDH showed increased abundance in thiosulfate and methanol/thiosulfate containing samples. Again, the overall patterns observed for the gene expression data matched the shotgun proteomic data (Figure 4, Table 3). For further assimilation of the C1 units the serine pathway, the methylene tetrahydromethanopterin pathway and the enzymes of the Calvin cycles were expressed in S. novella under all conditions (Figure 3, Table 1 and Table S2), with the abundance of enzymes of the latter pathway increasing in the presence of methanol, thiosulfate or a combination of the two.

DISCUSSION

Although several proteomic studies of soil bacteria, their interactions with plants and their responses to a variety of environmental stresses (e.g., heavy metals) have been carried out (Hansmeier et al., 2006; Cheng et al., 2010; Ray et al., 2013; Van Dijl and Hecker, 2013), the interplay between different growth modes associated with carbon and sulfur metabolism have not previously been investigated in a free living soil bacterium despite their significance for global element cycles and the speciation of carbon and sulfur compounds in the environment.

The data presented above clearly demonstrate that in S. novella, the pathways associated with sulfur chemolitho- and methylotrophic growth modes are constantly expressed at high levels regardless of the carbon sources present and independent of auto-, mixo- or heterotrophic growth conditions. Some form of substrate dependent regulation appeared to occur for some pathway components, but in general key enzymes were found to be highly abundant. This then indicates that both methylotrophy and sulfur chemolithotrophy are key growth modes for S. novella which in turn raises the question whether S. novella should be classified as a facultative methylo- and chemolithotroph. It also appears that in the presence of methanol and thiosulfate S. novella does employ a mixotrophic growth strategy as cultures grown in the presence of both substrates reached culture densities that were at least twice as high as the maximum values obtained after growth on thiosulfate, indicating that methanol must have been utilized by the bacteria to increase cell growth, and cultures grown on methanol and thiosulfate showed a strong thiosulfate dependent respiratory activity in experiments using an oxygen electrode (Kappler, unpublished).

Enzymes for various pathways allowing CO2 fixation were also expressed under all growth conditions tested, and this included the anaplerotic reaction mediated by PEP carboxylase as well as enzymes of the Calvin and serine cycle, which suggests a role for CO2 fixation processes in balancing metabolic fluxes and possibly also redox states. Especially the enzymes of the Calvin cycle were highly abundant in S. novella under all conditions tested, indicating that it might be the major pathway for carbon dioxide fixation.

Our results are in contrast to a study by Lejohn et al. (1967) who reported catabolite repression of thiosulfate oxidation in the presence of glucose, lactate, glycerol, ribose, and pyruvate, while several amino acids, including glutamate were reported not to cause any inhibition. The results of our work agree, however, with data of a later study (Perez and Matin, 1980) which found that glucose and thiosulfate were oxidized concurrently to carbon dioxide and sulfate by S. novella independent of the relative concentrations of glucose and thiosulfate. As both of these studies as well as our work used the same strain of S. novella (DSMZ506T = ATCC 8093T) and very similar mineral media for the cultivation of the bacteria it is unclear what caused the observed difference in substrate utilization. Another study that investigated S. novella substrate utilization under nutrient limiting conditions in continuous culture (Leefeldt and Matin, 1980) also found a concurrent utilization of substrates.

In this work, proteins involved in central carbon metabolism pathways of S. novella were detected under all growth conditions tested, and our data thus agree with enzymatic studies of S. novella physiology that indicated that a complete TCA and glyoxylate cycle were present under both auto- and heterotrophic growth conditions (Charles, 1971). The presence of PEP carboxylase and RubisCO under all growth conditions tested also agrees with data from an earlier study (McCarthy and Charles, 1974), although neither the proteomic nor the qRT-PCR data detected the regulatory pattern observed by McCarthy and Charles (1974). McCarthy and Charles (1974) reported that autotrophically grown cells had much higher levels of RubisCO activity and lower levels of PEP carboxylase activity relative to heterotrophically grown cells while our data clearly indicate nearly invariant, high expression levels for both enzymes in the top 10% of proteins detected in each sample. A possible explanation for this difference could be that e.g., the enzymatic activity of RubisCO can be modulated by protein modifications and intracellular inhibitors (Jouanneau and Tabita, 1987; Wang and Tabita, 1992; Tabita, 1999), and thus the amount of protein present in the cell would not necessarily reflect the level of enzyme activity observed.

Another interesting observation is that while there are two gene clusters encoding components of a Sox-type thiosulfate oxidation pathway, only the gene cluster encoding the complete Sox complex was expressed at significant levels. This suggests that in S.novella the additional components of the Sox multienzyme system encoded in the second sox gene cluster have no functional significance as had been suggested e.g., for modulating substrate specificities through the use of isoenzymes of the SoxAX cytochromes (Frigaard and Dahl, 2008; Gregersen et al., 2011; Kappler and Maher, 2013). As at present not much is known about the roles of duplicate sox genes for microbial physiology the results presented here should be followed up by additional work on other bacteria that contain gene loci encoding multiple copies of sox genes to confirm the lack of a functional role. It is also possible that the second sox gene cluster in S. novella is important under growth conditions other than those tested here.

Of additional interest is the putative SoxR regulator encoded in the main sox gene cluster. Although classified in the genome annotation as a pseudogene, qRT-PCR (Figure S1) clearly indicated that the gene is functional and would presumably give rise to a functional SoxR protein. Given that regulation of expression of the main S. novella sox gene cluster happens at a very high level of expression it will be interesting to determine possible functional differences between the truncated SoxR regulator from S. novella and the characterized, full length SoxR regulators from P. pantotrophus and Pseudoaminobacter salicylatoxydans (Rother et al., 2005; Mandal et al., 2007).

Redundancy of genes encoding various elements of the degradation pathway also characterizes the methylotrophy pathways in S. novella (Table 3 and Table S4, Figure 1), and based on our data it was possible to clearly assign a role in methylotrophy to some of the redundant systems, such as the MxaF methanol dehydrogenase which appears to be the main methanol oxidizing enzyme, the Snov_1050 encoded FAE and the Snov_3851 encoded FDHs which were clearly methanol inducible.

Overall our results indicate that S. novella employs a mixotrophic growth strategy, in which several pathways for “specialized” types of metabolism such as the utilization of C1-compounds and dissimilatory energy generation from sulfur compounds are always expressed at high levels. This is in contrast to studies on other bacteria such as Paracoccus pantotrophus where thiosulfate oxidation was induced by the presence of thiosulfate (Robertson and Kuenen, 1983; Chandra and Friedrich, 1986; Rother et al., 2005) but is reminiscent of what has been reported for M. extorquens, where methanol and succinate were found to be co-metabolized and enzymes involved in methylotrophy were always expressed at high levels (Bosch et al., 2008; Peyraud et al., 2012).

It would then appear that the classification of S. novella as a facultative sulfur chemolithoauto- and methylotroph (Starkey, 1935; Kelly et al., 2000) does not accurately reflect the growth strategy employed by this bacterium. At this stage we can only speculate on the possible advantages inherent in this, but it is obvious that in such a bacterium production or sequestration/degradation of greenhouse active substances such as methanol or carbon dioxide would depend on the exact growth conditions encountered and the net contribution of S. novella to these processes might change very quickly in response to a changing environment, and soils are known to undergo significant fluctuations in many environmental parameters including oxygen and nutrient availability. This has direct implications for the modeling of microbially mediated climate relevant processes in soils, and also raises the question whether bacteria related to S. novella might use a similar combination of growth modes.

S. novella is a member of the family Xanthobacteraceae and within this family it is most closely related to Ancylobacter sp. which have been isolated from soils and waterbodies and are known methylotrophs (Kelly et al., 2000; Xin et al., 2006). No complete genome sequences for Ancylobacter sp. are available at present, and the description of most known Ancylobacter sp. does not mention whether their ability to oxidize thiosulfate was tested and this trait is not mentioned in the original species description or Bergey's Manual of Systematic Bacteriology (Larkin et al., 1977; Raj, 1989; Garrity et al., 2005; Xin et al., 2006). However, in 1998 several isolates of thiosulfate oxidizing soil bacteria were identified as Ancylobacter sp. (Stubner et al., 1998) and a recent description of a new Ancylobacter species, A. dichloromethanicus mentions growth as a facultative thiosulfate oxidizer as a trait of the species (Firsova et al., 2009). Similarly, Xanthobacter species including X. autotrophicus are known to be able to derive energy from thiosulfate oxidation, but the trait is not part of the species description, while the utilization of methanol as a growth substrate is recognized as a trait of the species (Padden et al., 1998; Stubner et al., 1998; Garrity et al., 2005).

It would thus appear that the organisms of the family Xanthobacteraceae not only share similar habitats (soils, plant root systems, and freshwater, including sediments) but also share many key metabolic traits, and it will be interesting to investigate whether representatives of other species within the family share any of the regulatory features uncovered here for Starkeya novella. Data of this type will be of prime importance for understanding mineralization processes in soil environment as well as the impact of these processes on climate relevant processes.
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Figure S1. Expression of the S. novella soxR “pseudogene” in cultures grown with glucose, methanol of thiosulfate as energy sources. Error bars represent the standard deviation of the mean. Expression data were normalized relative to the expression of the 16S gene.
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Climate warming is likely to increase the frequency and severity of forest disturbances, with uncertain consequences for soil microbial communities and their contribution to ecosystem C dynamics. To address this uncertainty, we conducted a meta-analysis of 139 published soil microbial responses to forest disturbances. These disturbances included abiotic (fire, harvesting, storm) and biotic (insect, pathogen) disturbances. We hypothesized that soil microbial biomass would decline following forest disturbances, but that abiotic disturbances would elicit greater reductions in microbial biomass than biotic disturbances. In support of this hypothesis, across all published studies, disturbances reduced soil microbial biomass by an average of 29.4%. However, microbial responses differed between abiotic and biotic disturbances. Microbial responses were significantly negative following fires, harvest, and storms (48.7, 19.1, and 41.7% reductions in microbial biomass, respectively). In contrast, changes in soil microbial biomass following insect infestation and pathogen-induced tree mortality were non-significant, although biotic disturbances were poorly represented in the literature. When measured separately, fungal and bacterial responses to disturbances mirrored the response of the microbial community as a whole. Changes in microbial abundance following disturbance were significantly positively correlated with changes in microbial respiration. We propose that the differential effect of abiotic and biotic disturbances on microbial biomass may be attributable to differences in soil disruption and organic C removal from forests among disturbance types. Altogether, these results suggest that abiotic forest disturbances may significantly decrease soil microbial abundance, with corresponding consequences for microbial respiration. Further studies are needed on the effect of biotic disturbances on forest soil microbial communities and soil C dynamics.
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INTRODUCTION

Forest ecosystems are a critical component of the global carbon (C) cycle. Boreal, temperate, and tropical forests cover ~30% of the global land surface and store ~1600 Pg C, accounting for up to 45% of global terrestrial carbon (Bonan, 2008). Forests are subject to frequent stand disturbances that can alter the amount of C stored in forests. For example, forest fires burn an average of ~40,000 km2 in North American forests (Giglio et al., 2006), and ~2,000 km2 in European forests each year (Schelhaas et al., 2003). Likewise, ~50,000 km2 of North American forests are harvested annually (Birdsey et al., 2006). Other common forest disturbances include storms, insect outbreaks, and pathogen infection of trees (Goetz et al., 2012). These disturbances can be grouped into abiotic (fire, harvesting, storm) and biotic (insect, pathogen) disturbances. Although already common, some forest disturbances may occur more frequently and severely as a result of climate warming. For example, modeling studies predict that the burned area in Alaskan and Canadian boreal forests will increase 3.5–5.5 times by the end of the century (Balshi et al., 2009). Higher temperatures may also provide more favorable conditions for insects and pathogens, and make forests more susceptible to infestation (Dale et al., 2001). Although, insect outbreaks are not always directly related to climatic conditions (Kardol et al., 2010). Given the large amount of C stored in forests, it is important to understand how disturbances alter ecosystem C dynamics.

Soil microbial respiration of CO2, produced as a result of organic matter decomposition in soil, comprises a large flux of C from forest ecosystems to the atmosphere. Classic ecosystem theory predicts that the total amount of CO2 released by soil microbes increases following forest disturbances (Odum, 1969; Chapin et al., 2002), owing to post-disturbance increases in soil temperature and C availability. Direct in situ measurements of microbial respiration following disturbances are scarce (but see Czimczik et al., 2006). Indirect evidence for increased microbial respiration following disturbances is derived primarily from measurements of soil C stocks (Covington, 1981) and from measurements of total soil respiration (Richter et al., 2000). However, despite the central role of microbes in decomposition and C release from soils, the response of soil microbial biomass and community composition to forest disturbances is not accounted for in this classic ecosystem theory.

Abiotic and biotic disturbances change a variety of soil properties in forests, which may in turn alter soil microbial biomass and respiration. For example, abiotic disturbances usually kill (fire, storm) or remove (harvest) aboveground vegetation. Post-disturbance reductions in aboveground vegetation decrease plant litter inputs and root exudation into soil and thus can result in long-term declines in soil C (Johnson and Curtis, 2001; Wang et al., 2012; Zhou et al., 2013) and total soil nitrogen (Wan et al., 2001). In addition, soil temperatures often increase following abiotic disturbances (Treseder et al., 2004), and this may augment microbial respiration. However, microbes living in post-disturbance soils may also experience greater moisture stress, as higher soil temperatures following abiotic disturbance can lead to soil drying. Biotic disturbances may differ from abiotic disturbances in their effect on soil properties because they less frequently kill aboveground vegetation. Tree defoliation caused by biotic disturbances can result in an influx of dead plant litter into soils (Hicke et al., 2012). Insect biomass and frass deposition following insect defoliation can also increase soil nutrient availability (Lovett et al., 2002). Increases in labile C and nutrient availability following biotic disturbances may stimulate soil microbial growth and respiration. On the other hand, biotic disturbances that kill aboveground vegetation might cause soil C availability to decline. The net effect of these altered soil conditions on soil microbial communities is poorly understood.

Soil microbial responses to forest disturbances are likely to differ as a function of the time since disturbance. Disturbance effects on soil microbial communities may only persist until aboveground vegetation re-grows, as the recovery of aboveground vegetation may reverse changes in soil properties caused by disturbance (Hart et al., 2005). Soil nutrient availability may quickly return to pre-disturbance levels if soil microbes and plants can readily assimilate the pulse of available nutrients. Furthermore, soil microbial communities may have the capacity to quickly recover from disturbances if nearby undisturbed forests or mineral soils serve as a source of microbial inoculum (Grogan et al., 2000; Barker et al., 2013). However, we currently have a limited understanding of changes in soil microbial biomass during forest recovery from a variety of disturbance types.

In a previous meta-analysis we summarized soil microbial biomass responses to fire (Dooley and Treseder, 2012). This work demonstrated that fires reduce soil microbial biomass in forest ecosystems. However, our previous work did not examine other types of forest disturbances besides fire. It is important to consider microbial responses to a variety of disturbances because of their prevalence in forests worldwide and the likelihood that disturbances may occur more frequently as a result of climate warming. Determining the relative impact of different disturbance types will allow us to better predict how climate-linked increases in disturbance frequency will affect soil microbial communities and soil C dynamics. Many studies have documented soil microbial responses to forest disturbances, but the results among these studies are inconsistent. Some studies find increases in microbial abundance following disturbances (Holmes and Zak, 1999; Bogorodskaya et al., 2009), while others report negative microbial responses to disturbance (Arunachalam et al., 1996; Bárcenas-Moreno et al., 2011) and we lack a quantitative synthesis across disturbance types. Here, we build on our previous work by asking how does soil microbial biomass and respiration respond to disturbance events in forests and how does this response differ across disturbance types? We also highlight forest disturbance types that require further study. We hypothesized that forest disturbances would reduce soil microbial biomass. Second, we expected that abiotic disturbances would lead to greater reductions in microbial biomass than biotic disturbances. Third, we predicted that post-disturbance changes in microbial biomass would diminish over time as forests recover from disturbance. Fourth, we expected that changes in soil microbial biomass would be associated with changes in microbial respiration. We tested these hypotheses separately for studies that measured total soil microbial biomass, and for studies that measured fungal and bacterial abundances separately since these major classes of microbes may have different responses to disturbance. Given previous work suggesting that fungi may be more sensitive to fires than bacteria (Pietikäinen and Fritze, 1995; Dooley and Treseder, 2012), we expected that fungi would have larger responses to disturbance than bacteria.

MATERIALS AND METHODS

LITERATURE SURVEY AND CRITERIA FOR INCLUSION

We searched the published literature for studies that reported microbial abundance measurements in disturbed and undisturbed forest soils. Searches were conducted using the ISI Web of Science database and Google Scholar. We performed our literature searches separately by each type of forest disturbance. Key words for each disturbance type included: burn, forest fire, prescribed fire, wildfire (fire); harvest, logging (forest harvest); insect, insect defoliation, insect outbreak (insect outbreaks); pathogen (pathogen-caused tree mortality); and storm, windthrow (storms). To narrow our search results to studies that focused on soil microbes, we also used the search terms microb*, bacteri*, and fung* in combination with the key words listed above for each disturbance type. Published studies were collected for analysis until 15 January 2013.

Meta-analyses were preformed on a subset of studies that met our search criteria (Table A1) following Dooley and Treseder (2012). Importantly, we only included multiple data sets from a single study if the data sets could reasonably be considered independent (e.g., different geographic locations, dominant vegetation).

DATA ACQUISITION

For each study, we recorded the mean, standard deviation (SD), and sample size (n) of microbial biomass, fungal abundance, or bacterial abundance in the disturbed area and the undisturbed control. In addition to changes in microbial abundances, we recorded the type of disturbance, the disturbance agent, the time elapsed since disturbance, and the biome in which the study took place. We included studies from boreal forests, temperature forests, tropical forests, and woodlands. Studies in woodlands were primarily from Mediterranean ecosystems and had decreased tree biomass and higher amounts of shrub biomass. We also recorded the method used for measuring microbial abundances in soil. When means and errors were presented in graph form, we digitized the data using PlotDigitizer 2.6.2 (http://plotdigitizer.sourceforge.net). If standard errors (SEs) were presented instead of SDs, they were converted using the formula: SD = SE (n1/2). Any unidentified errors bars in graphs were assumed to represent SEs. There were a total of two studies in which error bars were not identified (Chang et al., 1995; Pietikäinen and Fritze, 1995).

INDICES OF MICROBIAL ABUNDANCE

Authors employed a variety of techniques to measure microbial abundances in soil. Microbial biomass in soil was measured through chloroform fumigation and extraction (Brooks et al., 1985), substrate-induced respiration (Anderson and Domsch, 1978), total amounts of phospholipid fatty acids (PLFAs) in soil (Frostegard and Bååth, 1996), total amounts of ATP extracted from soil (Eiland, 1983), and microwave irradiation of soil (Islam and Weil, 1998). Fungal abundance in soil was most commonly determined using fungal specific PLFAs. Additional methods for characterizing fungal abundance included total amounts of ergosterol in soil (Djajakirana et al., 1996), microscopy, plating soil and counting colony formation, and quantitative PCR with universal fungal primers (Borneman and Hartin, 2000). Bacterial abundances were determined through bacteria specific PLFAs, dilution plating, and microscopy.

SPECIFIC MICROBIAL GROUPS

A subset of the studies generated from our literature search also reported changes in the abundance of specific groups of bacteria in response to disturbance. We found studies that reported the response of gram-negative bacteria, gram-positive bacteria, and actinomycetes to forest disturbances. The abundance of these bacterial groups was measured using PLFAs or dilution plating.

BASAL RESPIRATION

Where possible, we also recorded changes in soil basal respiration following disturbances. We defined basal respiration as the amount of CO2 produced during laboratory incubations of soil in the absence of carbon or nutrient additions.

STATISTICS

Meta-analyses were used to determine the significance of microbial abundance responses to disturbance. For each study and group of microorganisms (microbes, fungi, bacteria, gram-negative, gram-positive, actinomycetes), the effect size was calculated at the natural log of the response ratio (“R”). R is calculated as the mean of the disturbed treatment divided by the mean of the control group. Thus, an R of 1 indicates that disturbance had no effect on microbial abundance. Variance within each study (νlnR) is computed using the means, n, and SD of the control and disturbed groups (Hedges et al., 1999).

To determine if disturbances had a significant effect on microbial abundance, we employed a random effects models using MetaWin software (Rosenberg et al., 2000). Bias-corrected bootstrap 95% confidence intervals (CIs) were calculated for each mean R. If the 95% CIs of R do not overlap with 1, then responses were significant at P < 0.05. Random effects models allow for comparisons between groups in a framework that is similar to analysis of variance. We applied random effects meta-analyses to test for differences in R between abiotic and biotic disturbances and disturbance types (fire, harvest, storm, insect, pathogen). Within each disturbance type, we further tested for differences among disturbance agents (e.g., wildfire vs. prescribed fire), biomes, and the method of measurement used to estimate microbial abundances. In addition, we used continuous randomized effects meta-analyses to test for relationships between R and the time since disturbance. Tests for the relationship between R and the time since disturbance were performed separately for each disturbance type and biome. Statistical results reported include: R, 95% CIs for R, and total heterogeneity in R among studies (QT). For comparisons among groups, total heterogeneity (QT) can be partitioned into the amount of heterogeneity explained by groups (QM) and the amount of heterogeneity left unexplained (QE). The significance of QT and QM is tested by comparison to the chi-squared distribution. A significant QT value means that the variance among studies is greater than expected due to sampling error. A significant QM values indicates that a significant portion of the total heterogeneity among studies can be explained by subdividing the studies into the group of interest (Rosenberg et al., 2000, 2004; Koricheva et al., 2013). We used a Pearson's correlation to analyze the relationship between the R of microbial biomass and the R of basal respiration for studies in which both were reported.

We employed a number of complementary approaches to test for the presence of publication bias in our data. We performed a Kendall's tau rank correlation test and a Spearman rank correlation test (Sokal and Rohlf, 1995) to test for the relationship between replicate number of each study and the standardized effect size. Such a relationship would be indicative of a publication bias in which larger effects of disturbance were more likely to be published than smaller effects. We visually inspected funnel plots of standard error or replicate number versus standardized effect size for the presence of asymmetry (Egger et al., 1997; Sterne and Egger, 2001). Funnel plot asymmetry was formally tested using Egger's regression (Sterne and Egger, 2005). Publication bias was assessed in all data for a given group of microorganisms (microbes, fungi, bacteria) and also for abiotic and biotic data sets within each group of microorganisms.

RESULTS

In this study we focused on five of the most prevalent disturbances in forest ecosystems. Specifically, we focused on three abiotic disturbances (fire, harvest, and storms) and two biotic disturbances (insect infestation and pathogen infection). Each disturbance type was further separated into its causative disturbance agent. Fires were grouped into wildfires, prescribed fires, or slash burns. Harvesting was grouped into clear cutting or partial harvesting (e.g., thinning, selective harvesting). Storms were subdivided into hurricanes, typhoons, and windthrow. We found studies reporting insect infestation by the gypsy moth, hemlock wooly adelgid, pine beetle, and pine lappet. Pathogen infection studies reported the effects of pine wilt disease and Phellinus weirii infection. Our literature search produced 88 observations of changes in soil microbial biomass following forest disturbances, collected from a total of 61 published papers. We found 35 reports of fungal abundance responses to disturbance from 24 published studies. Finally, we found 16 observations of changes in bacteria abundance following disturbance from 12 published papers.

TOTAL MICROBIAL BIOMASS

Soil microbial biomass significantly decreased following disturbances, by an average of 29.4% across all studies (Table 1). However, disturbance responses were not consistent across studies, as indicated by a significant QT value (QT = 110.95, P = 0.043). Microbial biomass responses to disturbance differed significantly between abiotic and biotic disturbances (QM = 14.68, QE = 99.45, P = 0.038, Figure 1A). Fires, harvesting, and storms resulted in significant reductions in microbial biomass (by 48.7, 19.1, and 41.7%, respectively). In contrast, changes in soil microbial biomass following insect attack and pathogen-induced mortality were non-significant (Figure 1A).

Table 1. Results of statistical comparisons among and within groups.
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FIGURE 1. Responses of microbial biomass (A), fungal abundance (B), and bacterial abundance (C) to forest disturbances. Response ratios are grouped by abiotic and biotic disturbances (unshaded) and by disturbance type (shaded). Symbols are means ± 95% confidence intervals. A response ratio < 1 indicates that microbial abundances declined following disturbance, a response ratio > 1 indicates an increase in microbial biomass.



Fire, harvest, and insect infestation had high enough replication in the literature to further test for differences among groups within each disturbance type. Within fires, microbial biomass response ratios were not significantly different among fire types, biomes, or measurement methods (Table 1). Fires in boreal and temperate forests significant reduced microbial biomass, but woodland fires had non-significant effects.

Following forest harvest, the response of microbial biomass was not significantly different between harvest types, biomes, or measurement methods (Table 1). Forest clear cutting elicited a significant negative response from soil microbes. In contrast, partial harvesting did not significantly alter soil microbial biomass. Within insect studies, infestation by pine beetles resulted in a significant reduction in soil microbial biomass, while defoliation by the gypsy moth significant increased soil microbial biomass (Table 1). Studies following storms (n = 3) and pathogen infection (n = 2) were scarce in the literature and thus we could not perform further comparisons within these disturbance types.

We performed tests for publication bias separately for each group of microorganisms (microbes, fungi, bacteria). Within each group, we also performed tests separately for abiotic and biotic studies. Across all microbe studies, we did not detect significant publication bias with any of the three tests used (Table A2). However, when abiotic and biotic disturbances were examined separately, Egger's regression test was significant for biotic disturbance studies (Table A2). This indicates a potential bias toward publishing significant results.

FUNGI

Across all studies, disturbances resulted in a 34.0% reduction in fungal abundance (Table 1). Abiotic and biotic disturbances had significantly different effects on fungal biomass (QM = 16.45, QE = 30.93, P = 0.008, Figure 1B). Fire and harvest resulted in 55.2 and 26.6% declines in soil fungi, respectively. Responses of fungi to insect infestation were significantly positive (Figure 1B). However, it is important to note that insect infestations were only represented by two observations in the literature.

Within fire studies, fungal responses were significantly negative, regardless of fire type, biome, or measurement method (Table 1). Within harvest studies, fungal responses were significantly different across biomes. Harvesting in tropical forests led to greater reductions in fungal biomass than harvesting in either boreal forests or temperate forests. Harvest responses did not differ by harvest type or measurement method. Similar to total soil microbial biomass, clear cutting significantly reduced fungal biomass, but partial harvesting had non-significant effects.

The Kendall's Tau and Spearman rank correlation tests for publication bias were significant for all fungal studies and for fungal studies of abiotic disturbances. However, Egger's regression test detected no significant publication bias for these same studies (Table A2). Our data set contained only two observations of changes in fungal abundance in response to biotic disturbances. Thus, we could not test for publication bias within biotic disturbances for fungi using correlation or regression methods.

BACTERIA

Bacterial abundance declined by an average of 15.3% in response to disturbances (Table 1). Bacterial responses to disturbance differed significantly between abiotic and biotic disturbances (QM = 29.53, QE = 66.45, P = 0.037, Figure 1C). Fire and harvest reduced bacteria by 33.3% and 13.9%, respectively. In contrast, bacteria increased following insect infestation (Figure 1C). Harvesting was the only disturbance type with sufficient replication to further test for differences within harvest studies. Bacteria harvesting responses were significantly different across biomes (Table 1). Harvesting in tropical forests significantly reduced bacterial biomass, but responses in temperate forests were non-significant. There were no significant differences in bacterial responses among harvest types and measurement methods. Clear-cutting significantly lowered soil bacterial abundance, but there was no significant effect of partial forest harvest.

A small subset of the studies included in this meta-analysis reported the response of specific groups of bacteria to disturbance (Table A1). Across all of these studies, we found that disturbances significantly reduced the abundance of gram-positive (n = 5, 95% CI of R = 0.50−0.99) and gram-negative soil bacteria (n = 5, 95% CI of R = 0.58−0.99). Within the gram-positive bacteria, actinomycete abundance did not change following disturbances (n = 14, 95% CI of R = 0.73−1.09; data not shown).

We found no evidence for publication bias among bacterial studies (Table A2). Similar to fungi, we could not use correlation or regression methods to test for publication bias in bacterial studies following biotic disturbance because there were only two observations.

RECOVERY OF MICROBIAL BIOMASS FOLLOWING DISTURBANCES

There was a significant positive relationship between the time since disturbance and the microbial biomass R following boreal forest fires (Figure 2A) and boreal forest harvesting (Figure 2B). Response ratios significantly increased as the time since fire increased in boreal forests (n = 21, r2 = 0.793, P < 0.0001). Similarly, microbial response ratios increased with the time since harvest in boreal forests (n = 32, r2 = 0.201, P = 0.010), and the relationship was linear.
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FIGURE 2. The response ratio of microbial biomass as a function of the time since disturbance following boreal forest fires (A) and boreal forest harvesting (B). Response ratios significantly increased with time after boreal forest fires [R = 0.51 × (time since disturbance) ∧ 0.26, n = 21, r2 = 0.793, P < 0.0001] and boreal forest harvest (R = 0.01 × time since disturbance + 0.81, n = 32, r2 = 0.201, P = 0.010).



We did not detect a significant relationship between microbial biomass response ratios and the time since disturbance for any other disturbance type and biome (data not shown). In addition, fungal and bacteria response ratios were not significantly related to the time since disturbance for any disturbance type and biome (data not shown).

BASAL RESPIRATION

A subset of the studies included in this meta-analysis reported changes in soil basal respiration following disturbance in addition to changes in microbial biomass measurements (n = 38). Across all studies that reported both, there was a significant positive correlation between the R of soil basal respiration and the R of microbial biomass (r = 0.702, P < 0.0001, Figure 3).
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FIGURE 3. The relationship between the response ratio of soil basal respiration and the response ratio of microbial biomass. Each symbol designates one study. Line is the best-fit regression (basal respiration R = 0.84 × microbial biomass R + 0.24, n = 38, r2 = 0.492, P < 0.0001). The response of soil basal respiration is significantly related to the response of microbial biomass following disturbances.



DISCUSSION

In this study, we conducted a meta-analysis of changes in soil microbial biomass in response to forest disturbances. We initially hypothesized that forest disturbances would reduce soil microbial biomass. In support of this hypothesis, we found that microbial biomass declined by an average of 29.4% after disturbance events (Table 1). The responses of soil fungi and bacteria to disturbance largely mirrored the response of the microbial community as a whole, and provide further support for the hypothesis that forest disturbances reduce soil microbial abundance. Although bacterial and fungal responses were less frequently studied than the response of the microbial community as a whole, these data imply that soil bacteria and fungi are affected by forest disturbances in a similar manner. Our data do not suggest that soil fungi are more sensitive to disturbance events than bacteria. We further hypothesized that abiotic disturbances would lead to greater reductions in microbial biomass than biotic disturbances. In support of this hypothesis, soil microbial responses significantly differed between abiotic and biotic disturbances. Fires, harvesting, and storms caused significant reductions in soil microbial biomass, while changes in microbial biomass following insect infestation and pathogen-induced tree mortality were non-significant (Figure 1A). Furthermore, bacterial and fungal abundances significantly increased following insect infestation (Figures 1B,C).

We propose two possible explanations for the differential effect of abiotic and biotic disturbances on soil microbial communities. First, abiotic disturbances typically involve higher levels of soil disruption during the disturbance event than biotic disturbances. For example, harvesting practices involve the use of logging equipment that can result in heavy soil compaction. Soil compaction alters soil pore space, potentially leading to impaired gas exchange, decreased soil drainage, and inhibition of soil microbial growth (Kabzems and Haeussler, 2005; Mariani et al., 2006). Forest fires cause soil disruption in the form of soil combustion and heating of the soil surface. Soil surface temperatures during forest fires can reach up to 600°C (Busse et al., 2005), which is well above the upper thermal limit of most microbial taxa (Debano et al., 1998). Storms cause soil disruption by uprooting trees, which can cause soil mixing and changes in soil microtopography (Ruel, 1995). These direct effects of abiotic disturbances on soil properties may in part explain the observed post-disturbance reductions in microbial biomass. In contrast, biotic disturbances do not typically involve immediate soil physical changes and are likely to have mostly indirect effects on soil properties (Hicke et al., 2012). Lower levels of soil physical disruption during biotic disturbances may in part explain the non-significant effect of these disturbances on soil microbial biomass.

In addition, abiotic and biotic disturbances differ in the amount and type of organic C remaining in ecosystems following the disturbance event and this may have consequences for soil microbial communities. Fires remove large amounts of organic C from ecosystems via the combustion of aboveground vegetation and soil organic matter (Amiro et al., 2001; Van Der Werf et al., 2010). The more labile components of soil organic matter may be preferentially volatized during fires (González-Pérez et al., 2004; Neff et al., 2005), leaving behind organic C that is more difficult for microbes to decompose. Harvesting also removes large amounts of organic C from forests, but can deposit fine woody debris on the soil surface. On the other hand, biotic disturbances are associated with smaller amounts of organic C removal from forests. Although insect or pathogen outbreaks may kill trees, they can also result in an influx of dead plant litter, insect feces, and dead insect biomass to forest soils (Lovett et al., 2002; Yang, 2004; Hicke et al., 2012). Higher amounts of organic C removal from forests during abiotic disturbances may cause C limitation of soil microbial growth, and thus reductions in soil microbial biomass. With our meta-analysis approach, we were unable to evaluate whether differences in soil physical disruption, organic C removal, or a combination of both factors, were responsible for the differential effect of abiotic and biotic disturbances on soil microbial communities. Future studies that are mechanistic rather than observational will make it possible to disentangle the factors that govern microbial responses to disturbance events.

While the mechanisms described above may explain the contrasting effects of abiotic and biotic disturbances that we observed, it is also important to consider that we found evidence for publication bias in studies of microbial biomass following biotic disturbances and in all fungal studies. The presence of publication bias suggests that the effects of disturbance that are reported in the literature may not be representative of all microbial responses. Moreover, microbial (n = 8), fungal (n = 2), and bacterial (n = 2) biomass responses to biotic disturbances were poorly represented in the literature. Therefore, the differences that we observed between abiotic and biotic disturbances may also be attributable to the scarcity of data on biotic disturbances.

In some cases, contrasts between disturbance agents revealed interesting differences in soil microbial responses. For example, clear cutting consistently reduced microbial abundance, but partial forest harvesting did not result in significant changes in total microbial biomass, fungal abundance, or bacterial abundance (Table 1). In comparison to clear cutting, partial harvesting is associated with lower levels of soil compaction and vegetation removal (Barg and Edmonds, 1999). Together these factors may explain the reduced impact of partial harvesting on belowground communities (Lindo and Visser, 2003). In addition, we found that gypsy moths and pine beetles had contrasting effects on soil microbial communities (Table 1). Pine beetle infestation reduced microbial biomass (95% CI of R = 0.367−0.646), while microbial biomass increased following gypsy moth defoliation (95% CI of R = 1.419−1.505). The differential effect of these insects on soil microbial biomass may be explained by their ecology. Gypsy moths are leaf-feeders that defoliate trees and reduce tree growth. However, gypsy moth feeding does not always kill trees. In contrast, pine beetles do not consume tree needles, but instead feed within the phloem and typically result in tree death (Hicke et al., 2012). Although represented by a limited number of studies, our results suggest that tree defoliating and tree killing insects may have contrasting effects of soil microbial communities and potentially forest C dynamics.

In addition to changing microbial biomass, disturbances may also alter the composition of soil microbial communities. Denaturing gradient gel electrophoresis and phospholipid fatty acid profiles have been used to detect broad changes in microbial community structure following harvesting and forest fires (Siira-Pietikainen et al., 2001; Waldrop and Harden, 2008). Next generation sequencing of environmental samples has made it possible to examine compositional changes in microbial communities following disturbances in greater detail. For example, Hartmann et al. (2012) found that harvesting significantly altered the composition of soil bacterial and fungal communities, with ectomycorrhizal taxa and actinobacteria being most sensitive to harvesting disturbance. Ectomycorrhizal fungi were also sensitive to forest fires in boreal forests, while ascomycete fungi increased in abundance following fire (Holden et al., 2013). These changes in microbial community structure following disturbance suggest that microbial species are differentially affected by disturbance. The functional consequences of compositional changes in soil microbial communities in response to disturbances require further testing. For instance, if plant symbiotic microbes are sensitive to disturbance, the ability of plants to re-establish following disturbances may be hindered. Changes in the composition of soil microbial communities following biotic disturbances have rarely been studied, but would greatly contribute to our knowledge of soil microbial responses to disturbances.

We found a significant positive relationship between the time since disturbance and microbial biomass responses following fire and harvesting in boreal forests (Figure 2). These results are consistent with our third hypothesis that post-disturbance changes in microbial biomass would weaken over time. Following both harvesting and fires in boreal forests, microbial responses were typically negative for the first 15 years following disturbance. This finding suggests that forest disturbances can have long-term consequences for belowground communities. Eddy covariance studies and ground-based vegetation surveys have found that primary productivity requires up to 10 years to recover following harvest and fires in boreal forests (Mack et al., 2008; Amiro et al., 2010; Goulden et al., 2011). In addition, post-fire reductions in soil C and soil organic matter can persist for at least 10 years following boreal forest fires (Johnson and Curtis, 2001; Treseder et al., 2004). Thus, the recovery of soil microbial biomass following harvesting and forest fires may be controlled by the recovery of forest primary productivity and soil organic matter accumulation. We found no evidence for a significant relationship between the time since disturbance and microbial abundance responses for any other disturbance type or biome. Although, the majority of the studies used in this meta-analysis assessed microbial responses to disturbance within 1 year of the disturbance event (Table A1). The paucity of long-term data may have limited our ability to detect significant relationships between microbial biomass responses and the time since disturbance. Additional long-term studies, especially following insect outbreaks and pathogen infection, are necessary to evaluate the belowground consequences of forest disturbances.

Classic ecosystem theory posits that soil microbial respiration increases following disturbance (Chapin et al., 2002; Harmon et al., 2011). Microbial respiration has long been assumed to increase following forest disturbance events because soil temperatures usually increase after disturbances and because disturbances can result in the deposition of plant litter and/or woody debris on the soil surface. Instead, we hypothesized that post-disturbance changes in microbial biomass would be associated with concurrent changes in microbial respiration. In support of our hypothesis, we found a significant positive correlation between the response of microbial biomass to disturbance and the response of soil basal respiration (Figure 3). Therefore, decreases in soil microbial biomass following abiotic disturbances may be accompanied by reductions in microbial respiration. This finding is in agreement with ecosystem-level studies that have measured microbial respiration following disturbance events and found post-disturbance decreases in microbial respiration (Amiro et al., 2003; Czimczik et al., 2006). Although, the microbial respiration data reported here were measured in the laboratory under standardized conditions. It is therefore possible that differences in soil conditions between disturbed and undisturbed forests may cause differences in microbial respiration in the field. However, any post-disturbance increases in microbial respiration would likely result from increases in mass-specific rates of respiration, since microbial abundance declined by an average of 29.4% following disturbances. Our understanding of changes in microbial respiration following disturbance would benefit from additional studies that combine in situ measurements of microbial respiration with detailed microbial community analyses.

In summary, we found that forests disturbances significantly reduced soil microbial biomass, but that responses differed by disturbance type. Microbial biomass responses were consistently negative following abiotic disturbances, but our data suggest that forest disturbances caused by biotic agents may have a neutral or positive effect on microbial abundance in soil. This contrast is potentially attributable to differences in soil physical disruption and organic C removal from forests between abiotic and biotic disturbances. Evidence for publication bias in biotic studies, and the overall paucity of data on soil microbial responses to biotic disturbances, may have also contributed to the patterns we observed. Further studies following biotic disturbances will help clarify their impact on soil microbial communities. We found that changes in soil microbial biomass following disturbances were significantly related to changes in microbial respiration. Disturbances are common in forest ecosystems and one indirect impact of climate warming in terrestrial ecosystems may be an increase in the frequency and severity of disturbance events in forests. Our results imply that these disturbance events can alter soil microbial biomass in forests, with corresponding consequences for microbial respiration and ecosystem C balance.
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The activities of extracellular enzymes, the proximate agents of decomposition in soils, are known to depend strongly on temperature, but less is known about how they respond to changes in precipitation patterns, and the interaction of these two components of climate change. Both enzyme production and turnover can be affected by changes in temperature and soil moisture, thus it is difficult to predict how enzyme pool size may respond to altered climate. Soils from the Boston-Area Climate Experiment (BACE), which is located in an old field (on abandoned farmland), were used to examine how climate variables affect enzyme activities and microbial biomass carbon (MBC) in different seasons and in soils exposed to a combination of three levels of precipitation treatments (ambient, 150% of ambient during growing season, and 50% of ambient year-round) and four levels of warming treatments (unwarmed to ~4°C above ambient) over the course of a year. Warming, precipitation and season had very little effect on potential enzyme activity. Most models assume that enzyme dynamics follow microbial biomass, because enzyme production should be directly controlled by the size and activity of microbial biomass. We observed differences among seasons and treatments in mass-specific potential enzyme activity, suggesting that this assumption is invalid. In June 2009, mass-specific potential enzyme activity, using chloroform fumigation-extraction MBC, increased with temperature, peaking under medium warming and then declining under the highest warming. This finding suggests that either enzyme production increased with temperature or turnover rates decreased. Increased maintenance costs associated with warming may have resulted in increased mass-specific enzyme activities due to increased nutrient demand. Our research suggests that allocation of resources to enzyme production could be affected by climate-induced changes in microbial efficiency and maintenance costs.

Keywords: enzymes, carbon, nitrogen, precipitation, temperature, decomposition, microbial biomass

INTRODUCTION

The rate at which soil organic matter (SOM) is decomposed is strongly affected by temperature and moisture, and thus should be sensitive to climate change (Davidson et al., 1998; Schimel and Gulledge, 1998). While heterotrophic respiration is widely used as a proxy for decomposition, the relationship between abiotic drivers and decomposition rates is driven by a series of underlying microbially mediated processes (Ekschmitt et al., 2005). For example, enzymatic depolymerization of SOM controls the rate at which assimilable dissolved organic matter (DOM) is produced (Conant et al., 2011), and has been hypothesized to be the rate-limiting step in decomposition (Schimel and Bennett, 2004; Bengtson and Bengtsson, 2007). Thus, it is important to examine the response of enzyme activities to climate change in order to improve our ability to predict carbon fluxes under future climate regimes.

The rate of in situ enzyme activity is directly responsive to temperature and moisture (Trasar-Cepeda et al., 2007; Allison and Treseder, 2008; Wallenstein and Weintraub, 2008; Steinweg et al., 2012) but is also controlled by enzyme pool size. Enzyme pool size is controlled by the rate at which enzymes are produced by microbes relative to the rate at which they are degraded in the environment. Both enzyme production and turnover rates may be affected by temperature and moisture, and thus may vary seasonally and be affected by climate change.

What controls enzyme production by microbes? The production of enzymes incurs a cost to microbes in terms of both energy and nutrients. Thus, the production of enzymes should be governed by the economics of the amount of resources gained for each enzyme produced (Allison et al., 2011). To maintain the stoichiometry of their biomass (driven by the fixed stoichiometry of cellular components) (Cleveland and Liptzin, 2007), microbes produce enzymes targeting specific compounds that are rich in either carbon (C), nitrogen (N) or phosphorus (P) (Sinsabaugh et al., 2008, 2009). However, enzyme production declines for many substrates when substrate concentration is low (German et al., 2011).

Temperature and moisture can affect both the overall rate of enzyme production as well as the relative rate of production of different enzymes due to effects on enzyme efficiency, substrate availability, and microbial efficiency. Thus, changes in the soil microclimate, whether they occur within hours, weeks, seasonally, or over decades in response to climate change, will affect enzyme pool sizes. In response to increased activity of the extant enzyme pool as soil temperatures increase, given available substrate, microbes may allocate fewer resources to enzyme production if microbial biomass remains unchanged (Allison and Vitousek, 2005). Several studies have found that N-degrading enzymes have lower temperature sensitivities than C-degrading enzymes (Wallenstein et al., 2009, 2012; Stone et al., 2012). This could result in increasing N limitation as soils warm, spurring microbes to increase the production of N-degrading enzymes and decrease the production of C-degrading enzymes. Soil moisture affects the diffusion of substrates, enzymes and the products of enzyme activity, and thus drought conditions could impose diffusion limitations on enzymes and substrates (Stark and Firestone, 1995; Allison, 2005). In oxic soils, drought could decrease enzyme production as biomass declines, or increase production to satisfy nutrient requirements of the biomass (Allison and Vitousek, 2005; Sardans and Peñuelas, 2005; Sowerby et al., 2005).

Our objective was to assess the response of hydrolytic enzyme activities to a multi-factor climate change experiment. To separate the influences of soil warming and moisture on enzyme activity from seasonal effects, we measured the activity and stoichiometry of six enzymes involved in C, N, and P cycling four times over the course of a year, in soils from the Boston-Area Climate Experiment (BACE). The BACE is a multifactorial climate change manipulation in an old-field ecosystem, providing three levels of precipitation and four levels of warming. Because of the multifactorial design, the BACE allowed us to compare twelve different climate years simultaneously during the 1 year of soil sampling. Potential enzyme activity is a metric for soil microbial function response to disturbance (Henry et al., 2005) and indicates shifts in metabolic requirements (Caldwell, 2005). We hypothesized that climate affects enzyme activity by altering microbial biomass and through abiotic controls on enzyme turnover and stabilization. We predicted that: (1) drought would reduce microbial biomass, decreasing potential enzyme activity, (2) warming in the field would decrease potential enzyme activity measured in the laboratory, because enzymes produced at higher temperatures would have higher reaction efficiency, resulting in decreased microbial enzyme production rates, and (3) N and P enzyme activities would be greater in the growing season compared to the winter due to increased C availability.

MATERIALS AND METHODS

STUDY SITE

The BACE is located in an old field in Waltham, Massachusetts at the University of Massachusetts' Suburban Experiment Station (42° 23′ 3″N, 71° 12′ 52″ W; “old fields” are typically abandoned agricultural fields dominated by perennial grasses and forbs; they are kept from returning to their pre-agricultural forested state by regular mowing or grazing). Mean annual precipitation and temperature in the area are 1194 mm yr−1 and 9.5°C (Hoeppner and Dukes, 2012). The soil is a mesic Typic Dystrudept, and the upper 30 cm is loam (45% sand, 46% silt, and 9% clay), with an average pH of 5.5. The site, a former apple orchard, has harbored old-field vegetation for more than 40 years. Recent surveys identified 42 grass and forb species, most of which have been introduced (Hoeppner and Dukes, 2012).

FIELD EXPERIMENTAL DESIGN

The BACE exposed 36 square, 4 m2 plots to three precipitation treatments and four warming levels in a full-factorial design, with three replicates of each treatment. The precipitation treatments included an “ambient” control, a “wet” treatment that received a 50% increase in precipitation during the growing season only, and a “drought” treatment in which 50% of ambient precipitation was excluded across all seasons. These treatments were chosen such that a year with average precipitation would result in “wet” and “drought” treatments that fell within the extremes of a 75-year historical record for the area. Above the drought plots, clear partial roofs excluded half of incoming precipitation, and this water was immediately diverted to wet plots from May to October. The roofs continued to function from November to April, but during these colder months diverted water was not added to the wet plots. Drought treatments began in January 2007, and wet treatments began in June 2008.

The warming treatments (unwarmed ambient, low, medium, and high) were implemented such that warming of the canopy in the high treatment was limited to a maximum of 4°C. This temperature limit was determined by logistical and financial constraints. Warming was achieved using ceramic infrared heaters, which were mounted 1 m above each corner of each plot. An unwarmed treatment had four dummy heaters (providing similar shade as heaters, but no warming), and individual heaters above the low, medium, and high treatments were rated at 200, 600, and 1000 W, respectively. Warming treatments were nested within precipitation treatments; within each area receiving a given precipitation treatment, a group of four plots was arranged linearly, from unwarmed to high. Canopy temperature was monitored every 10 s in the unwarmed and high plots in each group, using infrared radiometers (IRR-PN; Apogee Instruments, Logan, UT, USA). All heaters in each group of four plots were controlled by the same circuit, and the system was programmed to adjust power to the circuit to maintain a target difference of 4°C between the “high” and “unwarmed” plots in each group. Warming treatments began on July 1, 2008.

Soil moisture was measured weekly during the non-freezing months, usually beginning in April and ending in December, using time-domain reflectometry (waveguides were installed across 0–10 and 0–30 cm depths). Dataloggers recorded soil temperature near the center of each plot every 30 min throughout the year, as measured by linear temperature sensors positioned at 2 and 10 cm depths. Field measurements of heterotrophic soil respiration were taken using a LI-COR 6400-09 soil CO2 flux chamber attached to a 6400 portable photosynthetic system. Once a month, CO2 flux was measured within a 25 cm diameter PVC collar installed in each plot. Collars extended to 30 cm depth, and had been installed in November 2007. All plants were removed from the collar shortly after installation, and collars were subsequently covered with a weed-blocking cloth to prevent new plants from colonizing the soil [for details see Suseela et al. (2012)].

SOIL SAMPLING AND PROCESSING

Soils were first collected from all plots in June 2008, 1 year after precipitation manipulations began, but before the start of the warming treatments. Additionally, soil samples were taken three times (August 2008, January 2009, and June 2009) following the initiation of the warming treatment. Three cores (5 cm diameter) were collected from each plot at 0–5 and 5–15 cm depths. Soils were packaged on ice and shipped to the laboratory overnight, where the cores from each plot were sieved (2 mm), picked free of rocks and roots, homogenized and frozen at −10°C until analysis.

SOIL CHARACTERIZATION

Subsamples from each plot were taken for determination of percent soil moisture, pH, and total C and N concentrations. Soil moisture was determined after field-moist soils were weighed and dried for 48 h at 60°C and then reweighed. Soil pH was determined using the supernatant of soil mixed with water (1:5 by volume). Soil subsamples were dried at 60°C and ground to measure total C and N concentrations on a LECO CHN-1000 autoanalyzer (LECO Corporation, St. Joseph, MI, USA).

MICROBIAL BIOMASS

Substrate-induced respiration (SIR) and chloroform fumigation extraction (CFE) were used to estimate microbial biomass carbon (MBC) (Anderson and Domsch, 1978; Vance et al., 1987). SIR-MBC is an estimation of the active microbial biomass whereas CFE-MBC is an estimation of the total microbial biomass.

SIR-MBC

SIR-MBC was measured using a deep-well microplate-based technique called MicroResp™ (Aberdeen, UK) (Campbell et al., 2003). Soils from all sampling dates were removed from the freezer and a 20 g subsample was thawed to about 20°C within 3 h. Since soil moisture varied by date, we brought all soils to 55% water holding capacity through wetting or drying, for optimum microbial activity and to eliminate substrate diffusion constraints. The August 2008 and June 2009 samples were initially below 55% water holding capacity, so after thawing, all August and June samples had water added. Samples were then covered for 1 h, homogenized and added to wells in the 96-well deep-well plates. For the January 2009 sampling, all samples were over 55% water holding capacity. In this case, 20 g subsamples were dried to 55% water holding capacity at 4°C, over 6–36 h. Following drying, the January 2009 samples were homogenized and weighed into 96-well deep-well plates. Three wells on a plate were used per sample, with about 0.2–0.3 g of moist soil added to each well, using the MicroResp manufacturer's protocol. After samples were added to the deep-well plate, they were covered with sealing film and placed at 4°C for about 18 h prior to addition of glucose.

Following the 18 h incubation at 4°C, 25 μl of 1 M glucose solution was added (this concentration had been determined to saturate demand in preliminary assays), and samples were then incubated at 25°C for 6 h. The CO2 indicator plates were read on a Tecan Infinite M500 microplate reader at 625 nm prior to being placed on deep-well plates. The indicator plate and deep-well plate were attached to one another using the MicroResp apparatus and allowed to incubate. Following the 6 h incubation the indicator plates were removed from the deep-well plates and read again on the Tecan microplate reader at 625 nm.

Indicator plates (containing cresol red, sodium bicarbonate and potassium chloride) were made 1 week in advance of the assay according to the manufacturer's guidelines. Standard curves were generated by incubating indicator plates in jars filled with known concentrations of CO2. The amount of CO2 produced from the water addition wells was subtracted from the respiration in the glucose addition wells to account for stimulation of respiration due to changes in soil water content. MBC was calculated from respiration produced from the glucose amended wells at 25°C and using the following equation from Anderson and Domsch (1978):
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where y is the amount of CO2 produced under glucose amendment.

CFE-MBC

CFE-MBC was measured using the method of Vance et al. (1987). Briefly, 10 g of field-moist soil from each plot was thawed and placed in a fumigation chamber and fumigated over the course of 5 days with chloroform. Following fumigation, the soils were shaken with 40 mL of 0.5 M K2SO4 for 2 h and then filtered through a Whatman 1 filter. Additionally, another 10 g sample from each plot was shaken for 2 h with 0.5 M K2SO4 and then filtered through a Whatman 1 filter. The filtrates were stored frozen until analysis. The organic carbon in the filtrates from both procedures was measured on a Shimadzu TOC analyzer (Shimadzu Scientific Instruments, Columbia, MD, USA). The fumigated sample contained dissolved organic carbon and MBC, the non-fumigated sample contained dissolved organic carbon. Soils were frozen prior to DOC and MBC extraction, which may have resulted in cell lysis for both the DOC and MBC extracts leading to an overall reduction in estimated MBC.

ENZYME ASSAYS

Enzyme assays were performed on samples from all plots at each collection date. Each sample was assayed for the potential activity of six different hydrolytic enzymes involved in C, N, and P acquisition (Table 1). The assay protocol was modified from (Saiya-Cork et al., 2002) to include a standard curve for each sample and to minimize quenching effects. The assays for 12 soil samples were incubated for 3 h at 25°C using one deep-well 96-well plate. Two additional plates were used to create standard curves for each sample at 25°C. The reference standard for the leucine amino peptidase assay was 7-amino-4-methylcoumarin (MUC), and for the remaining substrates it was 4-methylumbelliferone (MUB). The standard curve plates had a column for each of the 12 samples and different concentrations of MUB or MUC standards in each well, 0, 2.5, 5, 10, 25, 50, and 100 μM.

Table 1. Enzymes assayed in this study, their abbreviations used in the text, nutrient cycles they are involved in, and their target substrates.
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After soils were removed from the freezer, a 2.75 g subsample was taken and warmed to about 20°C. The subsample was homogenized with 91 mL of 50 mM sodium acetate (pH 5.5) for 1 min on high in a Waring blender. Each column on the deep-well 96-well plates corresponded to one sample. After homogenization, 800 μl of soil slurry was aliquoted into six wells of a column on all three plates, one assay plate and two standard plates. Following addition of twelve samples into their respective columns the MUB substrates were added. Each substrate was added to one well in each column, so that all twelve samples received each of the six substrates once.

The plates were incubated for 3 h at 25°C and then centrifuged for 3 min at 350 × g. Afterwards, 250 μl of supernatant from each well was placed into the corresponding well on a 96-well black plate. Fluorescence was measured immediately following 5 μl addition of NaOH to each well to terminate the reaction. A Tecan Infinite M500 spectrofluorometer was used to measure fluorescence with wavelengths set at 365 nm and 450 nm for excitation and emission, respectively. The plates with the standards were used to calculate a linear standard curve and determine potential enzyme activity for each sample as nmol g−1 dry soil h−1 and nmol g−1 C h−1.

CALCULATIONS AND STATISTICAL ANALYSIS

Mass-specific enzyme activity was calculated by dividing the potential enzyme activity by the MBC estimated from CFE (Hassett and Zak, 2005). There was no calculation of mass-specific enzyme activity for June 2008 samples because we did not have enough soil to estimate MBC. We included June 2008 samples for all other analyses because it was our pre-warming treatment time point. Ratios for C and N cycling enzymes were calculated as BG:(NAG+LAP) and C:P cycling enzyme ratios as BG:PHOS using potential activity for each sample in nmol g−1 C h−1 (Sinsabaugh et al., 2009). The ratio of potential activity for different enzymes is a metric for understanding microbial nutrient demand.

Potential enzyme activities were log transformed in order to normalize the variance prior to analysis using SAS PROC GLIMMIX with Tukey's adjustment, α = 0.05 (SAS Institute, Cary, NC). Block and season were selected as random effects, depth, temperature and precipitation treatments were selected as fixed effects and potential enzyme activities, mass-specific enzyme activities, and enzyme stoichiometric ratios were designated as dependent variables. PROC GLIMMIX was used to determine significant field treatment effects within each season and to identify differences among treatments, seasons or depth. MBC estimates were compared within each season using Tukey's comparisons for all treatments.

RESULTS

EXPERIMENTAL CLIMATE EFFECTS

Warming treatments increased the soil temperature on average by 0.70, 2.05, and 2.70°C above unwarmed soil temperatures at 2 cm below the surface in both years for the low, medium and high treatments, respectively (Figures 1A,B). There were no soil temperature data available for treatment plots in August 2008. In January 2009, immediately preceding sampling, soil temperatures were 0.37, 1.02, and 1.25°C greater in low, medium, and high temperature plots, respectively, compared to unwarmed plots. However, following the January 2009 sampling, the medium and high temperature treatments soils were cooler than unwarmed soils for the remainder of the month. This counterintuitive pattern resulted in decreased snowpack; by clearing the snow, the warming treatments exposed the soils to freezing air temperature and cooled the soils compared to the unwarmed treatment. Preceding sampling in June 2009, soil temperature increased by 0.43, 2.2, and 2.9°C in low, medium, and high temperature treatments, respectively, compared to the unwarmed treatment. Warming increased the soil temperature in drought and ambient precipitation plots, with the largest soil warming occurring in the drought + high temperature treatment, where soils were 4.0 and 3.5°C warmer than the “unwarmed, ambient” treatment soils during the growing season in 2008 and 2009, respectively.
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FIGURE 1. Soil temperature in the ambient precipitation, unwarmed treatment in 2008 and 2009 (A), the temperature differential between warmed and unwarmed soils (B) and % volumetric soil moisture in 2008 and 2009 (C) by precipitation treatment. The displayed soil temperature values are from 2 cm below the surface and the moisture panel depicts moisture in the top 10 cm of soil.



Precipitation treatments altered soil moisture substantially and soil moisture varied by month at 0–10 cm. Drought treatments resulted in the largest drop in soil moisture during the growing season (Figure 1C). Immediately preceding sampling the soil moisture in drought plots was 20 and 45% lower than ambient soil moisture on the August 2008 and June 2009 sampling dates, respectively. There was no difference in soil moisture among precipitation treatments immediately prior to the January 2009 sampling date. The additional water treatment had no effect on the soil moisture of wet plots in these shallow soil layers, which were already at field capacity in this freely draining, well-structured soil. Soil moisture was further reduced by warming in the drought and ambient precipitation plots in 2008 and 2009.

There was no measurable change in total soil C, N, or C:N ratio due to treatment or seasonal effects. The average total soil C and N values were 57 ± 2.03 and 4.7 ± 0.14 mg g−1 dry soil, respectively, for 0–5 cm, and 42 ± 0.67 and 3.6 ± 0.09 mg g dry soil−1 for 5–15 cm below the soil surface. Dissolved organic carbon (DOC) was greater in the drought treatments (365.8 ± 25.5) compared to ambient or wet precipitation treatments (217 ± 7.8 and 247 ± 18.11, respectively) at 0–5 cm in June 2009, there was no difference in DOC between treatments on other sampling dates.

POTENTIAL ENZYME ACTIVITIES

In all treatments, PHOS and BG had the highest potential activities, and the remaining enzymes exhibited similar activities, usually under 200 nmol activity g−1 dry soil h−1 (Table 2). At 0–5 cm, warming manipulations individually did not affect potential enzyme activity when calculated per g dry soil. Precipitation treatments also had little overall effect on enzyme activities, but there was a trend toward increased potential activity in drought only plots in June 2009, which was significant for PHOS at 0–5 cm (P < 0.05). There was a significant interaction of precipitation × warming treatments on LAP in January 2009 and CB in June 2009 (P < 0.05), which always resulted in decreased activity in drought and warmed plots relative to ambient, unwarmed plots.

Table 2. Potential enzyme activity in 0–5 cm soils, mean ± SE.
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In deeper soils (5–15 cm), warming alone tended to decrease potential activity for all enzymes in the medium-warmed plots (data not shown; P = 0.2) compared to the “unwarmed, ambient” plots, and this effect was significant for XYL and LAP (P < 0.01). Potential enzyme activities were significantly lower in January 2009 at 5–15 cm below the surface for NAG, XYL, and LAP compared to August 2008 (data not shown; P < 0.05).

MICROBIAL BIOMASS

In August 2008, warming alone resulted in slightly higher SIR-MBC estimates compared to the “unwarmed ambient” plots in August 2008, but in the drought and wet treatments warming had no effect on SIR-MBC (Figure 2A). In January 2009 there was no consistent effect of individual or combined field treatments on SIR-MBC (Figure 2B). CFE-MBC was affected by precipitation in August 2008 and January 2009, but there was no effect of either climate manipulation in June 2009 (Figures 2D–F). Although SIR-MBC and CFE-MBC were similar in August 2008 and June 2009, SIR was lower than CFE in January 2009 (Figure 2; P < 0.005).
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FIGURE 2. Microbial biomass carbon (MBC) calculated using substrate-induced respiration (SIR) in (A) August 2008, (B) January 2009, and (C) June 2009 and using chloroform fumigation extraction (CFE) in (D) August 2008, (E) January 2009, and (F) June 2009. Symbols show averages with standard error bars, n = 3. Crosses indicate significant differences in MBC between temperature treatments under ambient precipitation and asterisks indicate a significant difference in MBC between precipitation treatments without warming (P < 0.05). Note different y-axes in January 2009 for SIR and CFE estimated MBC.



MASS SPECIFIC ENZYME ACTIVITY

The climate manipulations did not affect mass-specific enzyme activity in August 2008 or January 2009 (nmol activity h−1 μ g−1 MBC; calculated using CFE-MBC estimates; data not shown). In June 2009, the mass specific enzyme activity for all enzymes was affected by warming alone, with mass-specific enzyme activity increasing under low- and medium-warmed treatments (Figure 3; P < 0.01). Additionally, in June 2009 precipitation had a significant effect on PHOS and CB, with drought only plots having higher mass specific enzyme activity than wet and ambient precipitation plots (Figures 3B,D; P < 0.05).
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FIGURE 3. Mass-specific potential enzyme activity in June 2009 calculated using CFE estimated biomass. CFE estimated mass specific enzyme activity for (A) BG, (B) CB, (C) XYL, (D) PHOS, (E) NAG, and (F) LAP. For each substrate, asterisks indicate significant differences in mass-specific enzyme activity (P < 0.05) between the precipitation treatments without warming. Crosses indicate significant differences in mass-specific enzyme activity (P < 0.01) between temperature treatments under ambient precipitation. Substrate abbreviations are noted in Table 1. Averages and standard errors, n = 3. Note different y-axis scales in panels.



ENZYME STOICHIOMETRY

Season affected the ratio of the potential activities of C- to N-acquiring enzymes at 5–15 cm below the surface, with a significant increase in the ratio in winter 2009 compared to the two June samples (P < 0.01, Figure 4A). The C:N enzyme activity ratio increased from June 2008 to January 2009 and then declined in June 2009, whereas C- to P-acquiring enzyme ratios showed no seasonality (Figure 4B). There was also a significant depth effect in the C:N enzyme activity ratio for June 2008 and January 2009, with soils from the 5–15 cm depth having a higher ratio than those from 0 to 5 cm (P < 0.05).
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FIGURE 4. Stoichiometric ratios of potential enzyme activity at different sampling dates for both depths, (A) BG: (NAG + LAP) at 0–5 and 5–15 cm depths and (B) BG: PHOS at 0–5 and 5–15 cm depths below the soil surface. Different capital letters and lower case letters, for 0–5 cm and 5–15 cm depths respectively, indicate significant differences between sampling dates, and an asterisk indicates a significant difference by depth (P < 0.05). Averages and standard errors were calculated using all the plots for each date due to the lack of treatment effect on enzyme stoichiometry; n = 36.



DISCUSSION

PRECIPITATION AND WARMING EFFECTS

Previous studies of climate change effects on enzyme activities, decomposition, and heterotrophic respiration have focused primarily on warming effects. Climate effects on soil enzyme activities involve not only short-term changes in activity driven by thermodynamics (Trasar-Cepeda et al., 2007) but also long-term changes in enzyme pools due to direct and indirect effects on microbial production of enzymes and on turnover rates (Sowerby et al., 2005; Schimel et al., 2007). A recent study pointed out that there is an even greater uncertainty associated with the effects of altered soil moisture [through both warming and altered precipitation patterns (Falloon and Betts, 2010)]. Here, we assessed the interactive effects of warming and precipitation on soil enzymes relative to MBC.

We predicted that potential enzyme activities would decrease in response to drought due to decreased microbial biomass and enzyme production. However, we observed no change in the potential activities of any of the enzymes involved in C and N cycling in any precipitation treatment, and a small increase in phosphatase under drought, whereas both total microbial biomass and field respiration declined under drought (Suseela et al., 2012). Several other studies in oxic soils have detected declines in hydrolytic and oxidative potential enzyme activities under drought conditions (Sardans et al., 2008; Toberman et al., 2008; Sardans and Penuelas, 2010). Most of these studies have been in Mediterranean systems, which are drought-prone, whereas drought is a less frequent condition at the BACE location. The stable enzyme pool under drought could indicate that either mass-specific enzyme production was higher under drought, or more likely that enzyme turnover decreased in dry soils.

Although we measured stable potential enzyme activities under drought, this assay does not necessarily indicate that these enzymes were active in situ in dry soils. Suseela et al. (2012) measured a 21% reduction in heterotrophic respiration under drought at BACE, suggesting that decomposition rates are lower in drought plots despite potential enzyme activities similar to ambient conditions. This may be due either to reduced enzyme activities in dry soils or because of reduced microbial uptake of assimilable DOM. Potential enzyme activity as measured in laboratory assays does not necessarily directly correlate with in situ activity under field conditions (Wallenstein and Weintraub, 2008). Using a combination of empirical data and modeling, we previously determined that in situ enzyme activity at the BACE is significantly reduced by drought, such that despite a stable pool of enzymes, the actual activity is constrained by a lack of moisture and diffusion (Steinweg et al., 2012). Under low soil moisture conditions, the diffusion of enzymes and substrates is limited to thin water films and pockets of moisture with low connectivity (Stark and Firestone, 1995). As substrates are concentrated in these hotspots, enzyme activities could continue even in relatively dry soils, resulting in the production of assimilable DOM. The accumulation of DOM under drought would indicate that microbial uptake is more sensitive to soil moisture than enzyme activity. Consistent with this mechanism, we observed higher concentrations of DOC in drought plots compared to ambient or wet plots in June 2009, when drought treatment soils were 50% drier than ambient and wet soils. If enzyme activities persist in dry soils but microbial uptake is suppressed, declines in microbial respiration would mask the continuation of decomposition in dry soils. This mechanism could also explain the pulse of respiration that often accompanies rewetting in laboratory incubations and field studies (Fierer and Schimel, 2003; Schimel et al., 2007), as accumulated DOM is rapidly metabolized by microbes upon rewetting.

Warming increased mass-specific potential enzyme activity under low- and medium-warmed treatments, such that more enzymes were present per unit of MBC in June 2009. Enzyme reactions are temperature-sensitive, and we had expected that in situ enzymatic reaction rates would increase with field warming, reducing the number of enzymes needed to perform the same number of reactions. However, warming not only affects extracellular enzyme reaction rates, but also affects the reactions occurring within the microbial cell. Maintenance costs also increase with temperature (Joergensen et al., 1990; Alvarez et al., 1995), causing an increased nutrient demand to maintain cellular function. Several models suggest that microorganisms increase allocation of nutrients to enzyme production in order to acquire the nutrients needed to sustain increased maintenance costs with warming (Schimel and Weintraub, 2003; Wang and Post, 2012; Wang et al., 2013).

SEASONAL TRENDS

SIR-MBC and CFE-MBC were similar during the growing season. However, in winter SIR was lower than CFE. SIR-MBC is often interpreted to indicate the size of the active microbial biomass pool whereas CFE-MBC indicates the total microbial biomass pool (Wardle and Parkinson, 1991; Lipson et al., 1999). During the growing season it appears that the total microbial community was active, whereas in winter a very small subset was active at the BACE site. The increase in CFE-MBC during winter is similar to the results from Lipson et al. (1999), however, they measured similar increases during winter in their SIR-MBC estimates as well. Our use of a consistent incubation temperature, 25°C, for SIR-MBC may have underestimated MBC during the winter if the community was better adapted to colder temperatures at that time, however, other work indicates that bacterial growth rate in temperate regions are higher than 25°C (Rousk et al., 2012).

The most striking response of enzymes to season was a change in the stoichiometry of potential enzyme acquisition activities. Sinsabaugh et al. (2009) reported an average enzyme C:N acquisition ratio (BG activity: NAG + LAP activities) close to 1.41 for soils from 40 ecosystems. The average enzyme C:N acquisition activity ratio in BACE soils was 1.74, driven primarily by the high stoichiometric ratio at 5–15 cm depth. The increase in enzyme C:N acquisition activity from June 2008 to January 2009 was driven by both an increase in C-acquiring enzymes and a decrease in the potential activity of N-acquiring enzymes in the winter. Maintenance costs continue and may increase with freezing events (Methe et al., 2005), resulting in a continual need for C substrates, without a corresponding increase in N demand. In addition, increased C mineralization:N mineralization was measured during winter at the BACE site (Auyeung et al., 2012), indicating increased microbial C utilization relative to N transformation. The decline in potential activity of N-acquiring enzymes in winter relative to C-acquiring enzymes indicated a reduction in organic N degradation in the winter compared to the growing season. The reduction in organic N acquiring enzymes could possibly be due to increased dissolved N (Chróst, 1991), which was measured in the winter at the BACE (data not shown). The average BG:PHOS ratios at the BACE, 0.73, were similar to the reported average of 0.62 for soils (Sinsabaugh et al., 2009). The stability of enzymatic C:P activity ratios through time suggests a consistent P requirement over the year. Even though there may be consistent potential enzyme activities in the winter and summer for some enzymes, it is unlikely that in situ activity is the same (Bell et al., 2010). Low soil temperatures would result in slower reaction rates and frozen soils would limit diffusion of substrates resulting in reduced in situ activities.

CONCLUSION

Our findings from 1 year of climate manipulations suggest that neither experimental warming nor moisture manipulation consistently affected potential enzyme activities. The stable enzyme pool under drought could indicate that either mass-specific enzyme production was higher under drought, or more likely that enzyme turnover decreased in dry soils. Experimental warming did impact mass-specific enzyme activities through small decreases in MBC and small increases in potential enzyme activity, indicating increased allocation to enzyme production. Seasonal shifts in C:N acquisition enzyme activity ratios, resulting in increased potential for acquisition for processing C during the winter, could be due to increased maintenance costs associated with freezing events. The shifts in mass-specific enzyme activity and enzyme stoichiometry indicate increased microbial allocation to enzymes during periods when maintenance costs were likely to be high due to high temperatures, similar to results predicted in microbial enzyme-mediated models (Schimel and Weintraub, 2003; Wang et al., 2013). Our results highlight the need to elucidate how abiotic and biotic factors affect the relationship between maintenance costs and enzyme activities to better predict microbial responses to future climate regimes.

ACKNOWLEDGMENTS

We thank Carol Goranson for sampling and shipping soils and maintaining the BACE, and we thank Vidya Suseela for providing heterotrophic respiration data. We also thank Carol Goranson and Hollie Emery for taking soil moisture measurements, and Caroline Melle and Sarah Berg for their help with laboratory analyses. This research was supported by grants to Matthew D. Wallenstein and Jeffrey S. Dukes from the U.S. Department of Energy's Office of Science (BER), through the Northeastern Regional Center of the National Institute for Climate Change Research, and from NSF (Division of Environmental Biology to Jeffrey S. Dukes). Mary Stromberger and Rich Conant provided valuable comments on an earlier version of this manuscript. We would like to thank the reviewers for their helpful comments which improved the manuscript.

REFERENCES

Allison, S. D. (2005). Cheaters, diffusion and nutrients constrain decomposition by microbial enzymes in spatially structured environments. Ecol. Lett. 8, 626–635. doi: 10.1111/j.1461-0248.2005.00756.x

Allison, S. D., and Treseder, K. K. (2008). Warming and drying suppress microbial activity and carbon cycling in boreal forest soils. Glob. Chang. Biol. 14, 2898–2909. doi: 10.1111/j.1365-2486.2008.01716.x

Allison, S. D., and Vitousek, P. M. (2005). Responses of extracellular enzymes to simple and complex nutrient inputs. Soil Biol. Biochem. 37, 937–944. doi: 10.1016/j.soilbio.2004.09.014

Allison, S. D., Weintraub, M. N., Gartner, T. B., and Waldrop, M. P. (2011). “Evolutionary-economic principles as regulators of soil enzyme production and ecosystem function,” in Soil Enzymology, eds G. Shukla and A. Varma. (Berlin: Springer-Verlag), 229–243.

Alvarez, R., Santanatoglia, O. J., and Garcia, R. (1995). Effect of temperature on soil microbial biomass and its metabolic quotient in-situ under different tillage systems. Biol. Fertil. Soils 19, 227–230. doi: 10.1007/BF00336164

Anderson, J. P. E., and Domsch, K. H. (1978). Physiological method for quantitative measurement of microbial biomass in soils. Soil Biol. Biochem. 10, 215–221. doi: 10.1016/0038-0717(78)90099-8

Auyeung, D. S. N., Suseela, V., and Dukes, J. S. (2012). Warming and drought reduce temperature sensitivity of nitrogen transformations. Glob. Chang. Biol. doi: 10.1111/gcb.12063

Bell, T. H., Klironomos, J. N., and Henry, H. A. L. (2010). Seasonal responses of extracellular enzyme activity and microbial biomass to warming and nitrogen addition. Soil Sci. Soc. Am. J. 74, 820–828. doi: 10.2136/sssaj2009.0036

Bengtson, P., and Bengtsson, G. (2007). Rapid turnover of DOC in temperate forests accounts for increased CO2 production at elevated temperatures. Ecol. Lett. 10, 783–790. doi: 10.1111/j.1461-0248.2007.01072.x

Caldwell, B. A. (2005). Enzyme activities as a component of soil biodiversity: a review. Pedobiologia 49, 637–644. doi: 10.1016/j.pedobi.2005.06.003

Campbell, C. D., Chapman, S. J., Cameron, C. M., Davidson, M. S., and Potts, J. M. (2003). A rapid microtiter plate method to measure carbon dioxide evolved from carbon substrate amendments so as to determine the physiological profiles of soil microbial communities by using whole soil. Appl. Environ. Microbiol. 69, 3593–3599. doi: 10.1128/AEM.69.6.3593-3599.2003

Chróst, R. J. (1991). “Environmental control of the synthesis and activity of aquatic microbial ectoenzymes,” in Microbial Enzymes in Aquatic Environments, ed R. J. Chróst (New York, NY: Springer-Verlag), 29–59.

Cleveland, C. C., and Liptzin, D. (2007). C: N: P stoichiometry in soil: is there a “Redfield ratio” for the microbial biomass? Biogeochemistry 85, 235–252. doi: 10.1007/s10533-007-9132-0

Conant, R. T., Ryan, M. G., Ågren, G. I., Birge, H. E., Davidson, E. A., Eliasson, P. E., et al. (2011). Temperature and soil organic matter decomposition rates synthesis of current knowledge and a way forward. Glob. Chang. Biol. 17, 3392–3404. doi: 10.1111/j.1365-2486.2011.02496.x

Davidson, E. A., Belk, E., and Boone, R. D. (1998). Soil water content and temperature as independent or confounded factors controlling soil respiration in a temperate mixed hardwood forest. Glob. Chang. Biol. 4, 217–227. doi: 10.1046/j.1365-2486.1998.00128.x

Ekschmitt, K., Liu, M. Q., Vetter, S., Fox, O., and Wolters, V. (2005). Strategies used by soil biota to overcome soil organic matter stability - why is dead organic matter left over in the soil? Geoderma 128, 167–176. doi: 10.1016/j.geoderma.2004.12.024

Falloon, P., and Betts, R. (2010). Climate impacts on European agriculture and water management in the context of adaptation and mitigation—the importance of an integrated approach. Sci. Total Environ. 408, 5667–5687. doi: 10.1016/j.scitotenv.2009.05.002

Fierer, N., and Schimel, J. P. (2003). A proposed mechanism for the pulse in carbon dioxide production commonly observed following the rapid rewetting of a dry soil. Soil Sci. Soc. Am. J. 67, 798–805. doi: 10.2136/sssaj2003.7980

German, D. P., Chacon, S. S., and Allison, S. D. (2011). Substrate concentration and enzyme allocation can affect rates of microbial decomposition. Ecology 92, 1471–1480. doi: 10.1890/10-2028.1

Hassett, J. E., and Zak, D. R. (2005). Aspen harvest intensity decreases microbial biomass, extracellular enzyme activity, and soil nitrogen cycling. Soil Sci. Soc. Am. J. 69, 227–235. doi: 10.2136/sssaj2005.0227

Henry, H. A. L., Juarez, J. D., Field, C. B., and Vitousek, P. M. (2005). Interactive effects of elevated CO2, N deposition and climate change on extracellular enzyme activity and soil density fractionation in a California annual grassland. Glob. Chang. Biol. 11, 1808–1815. doi: 10.1111/j.1365-2486.2005.001007.x

Hoeppner, S. S., and Dukes, J. S. (2012). Interactive responses of old-field plant growth and composition to warming and precipitation. Glob. Chang. Biol. 18, 1754–1768. doi: 10.1111/j.1365-2486.2011.02626.x

Joergensen, R. G., Brookes, P. C., and Jenkinson, D. S. (1990). Survival of the soil microbial biomass at elevated temperatures. Soil Biol. Biochem. 22, 1129–1136. doi: 10.1016/0038-0717(90)90039-3

Lipson, D. A., Schmidt, S. K., and Monson, R. K. (1999). Links between microbial population dynamics and nitrogen availability in an alpine ecosystem. Ecology 80, 1623–1631. doi: 10.1890/0012-9658(1999)080[1623:LBMPDA]2.0.CO;2

Methe, B. A., Nelson, K. E., Deming, J. W., Momen, B., Melamud, E., Zhang, X. J., et al. (2005). The psychrophilic lifestyle as revealed by the genome sequence of Colwellia psychrerythraea 34H through genomic and proteomic analyses. Proc. Natl. Acad. Sci. U.S.A. 102, 10913–10918. doi: 10.1073/pnas.0504766102

Rousk, J., Frey, S. D., and Bååth, E. (2012). Temperature adaptation of bacterial communities in experimentally warmed forest soils. Glob. Chang. Biol. 18, 3252–3258. doi: 10.1111/j.1365-2486.2012.02764.x

Saiya-Cork, K. R., Sinsabaugh, R. L., and Zak, D. R. (2002). The effects of long term nitrogen deposition on extracellular enzyme activity in an Acer saccharum forest soil. Soil Biol. Biochem. 34, 1309–1315. doi: 10.1016/S0038-0717(02)00074-3

Sardans, J., and Peñuelas, J. (2005). Drought decreases soil enzyme activity in a Mediterranean Quercus ilex L. forest. Soil Biol. Biochem. 37, 455–461. doi: 10.1016/j.soilbio.2004.08.004

Sardans, J., and Penuelas, J. (2010). Soil enzyme activity in a Mediterranean forest after six years of drought. Soil Sci. Soc. Am. J. 74, 838–851. doi: 10.2136/sssaj2009.0225

Sardans, J., Peñuelas, J., and Estiarte, M. (2008). Changes in soil enzymes related to C and N cycle and in soil C and N content under prolonged warming and drought in a Mediterranean shrubland. Appl. Soil Ecol. 39, 223–235. doi: 10.1016/j.apsoil.2007.12.011

Schimel, J., Balser, T. C., and Wallenstein, M. (2007). Microbial stress-response physiology and its implications for ecosystem function. Ecology 88, 1386–1394. doi: 10.1890/06-0219

Schimel, J. P., and Bennett, J. (2004). Nitrogen mineralization: challenges of a changing paradigm. Ecology 85, 591–602. doi: 10.1890/03-8002

Schimel, J. P., and Gulledge, J. (1998). Microbial community structure and global trace gases. Glob. Chang. Biol. 4, 745–758. doi: 10.1046/j.1365-2486.1998.00195.x

Schimel, J. P., and Weintraub, M. N. (2003). The implications of exoenzyme activity on microbial carbon and nitrogen limitation in soil: a theoretical model. Soil Biol. Biochem. 35, 549–563. doi: 10.1016/S0038-0717(03)00015-4

Sinsabaugh, R. L., Hill, B. H., and Shah, J. J. F. (2009). Ecoenzymatic stoichiometry of microbial organic nutrient acquisition in soil and sediment. Nature 462, 795–798. doi: 10.1038/nature08632

Sinsabaugh, R. L., Lauber, C. L., Weintraub, M. N., Ahmed, B., Allison, S. D., Crenshaw, C., et al. (2008). Stoichiometry of soil enzyme activity at global scale. Ecol. Lett. 11, 1252–1264. doi: 10.1111/j.1461-0248.2008.01245.x

Sowerby, A., Emmett, B., Beier, C., Tietema, A., Penuelas, J., Estiarte, M., et al. (2005). Microbial community changes in heathland soil communities along a geographical gradient: interaction with climate change manipulations. Soil Biol. Biochem. 37, 1805–1813. doi: 10.1016/j.soilbio.2005.02.023

Stark, J. M., and Firestone, M. K. (1995). Mechanisms for soil moisture effects on activity of nitrifying bacteria. Appl. Environ. Microbiol. 61, 218–221.

Steinweg, J. M., Dukes, J. S., and Wallenstein, M. D. (2012). Modeling the effects of temperature and moisture on soil enzyme activity: linking laboratory assays to continuous field data. Soil Biol. Biochem. 55, 85–92. doi: 10.1016/j.soilbio.2012.06.015

Stone, M. M., Weiss, M. S., Goodale, C. L., Adams, M. B., Fernandez, I. J., German, D. P., et al. (2012). Temperature sensitivity of soil enzyme kinetics under N-fertilization in two temperate forests. Glob. Chang. Biol. 18, 1173–1184. doi: 10.1111/j.1365-2486.2011.02545.x

Suseela, V., Conant, R. T., Wallenstein, M. D., and Dukes, J. S. (2012). Effects of soil moisture on the temperature sensitivity of heterotrophic respiration vary seasonally in an old-field climate change experiment. Glob. Chang. Biol. 18, 336–348. doi: 10.1111/j.1365-2486.2011.02516.x

Toberman, H., Evans, C. D., Freeman, C., Fenner, N., White, M., Emmett, B. A., et al. (2008). Summer drought effects upon soil and litter extracellular phenol oxidase activity and soluble carbon release in an upland Calluna heathland. Soil Biol. Biochem. 40, 1519–1532. doi: 10.1016/j.soilbio.2008.01.004

Trasar-Cepeda, C., Gil-Sotres, F., and Leiros, M. C. (2007). Thermodynamic parameters of enzymes in grassland soils from Galicia, NW Spain. Soil Biol. Biochem. 39, 311–319. doi: 10.1016/j.soilbio.2006.08.002

Vance, E. D., Brookes, P. C., and Jenkinson, D. S. (1987). An extraction method for measuring soil microbial biomass-C. Soil Biol. Biochem. 19, 703–707. doi: 10.1016/0038-0717(87)90052-6

Wallenstein, M. D., Haddix, M. L., Lee, D. D., Conant, R. T., and Paul, E. A. (2012). A litter-slurry technique elucidates the key role of enzyme production and microbial dynamics in temperature sensitivity of organic matter decomposition. Soil Biol. Biochem. 47, 18–26. doi: 10.1016/j.soilbio.2011.12.009

Wallenstein, M. D., McMahon, S. K., and Schimel, J. P. (2009). Seasonal variation in enzyme activities and temperature sensitivities in Arctic tundra soils. Glob. Chang. Biol. 15, 1631–1639. doi: 10.1111/j.1365-2486.2008.01819.x

Wallenstein, M. D., and Weintraub, M. N. (2008). Emerging tools for measuring and modeling the in situ activity of soil extracellular enzymes. Soil Biol. Biochem. 40, 2098–2106. doi: 10.1016/j.soilbio.2008.01.024

Wang, G., and Post, W. M. (2012). A theoretical reassessment of microbial maintenance and implications for microbial ecology modeling. FEMS Microbiol. Ecol. 81, 610–617. doi: 10.1111/j.1574-6941.2012.01389.x

Wang, G., Post, W. M., and Mayes, M. A. (2013). Development of microbial-enzyme-mediated decomposition model parameters through steady-state and dynamic analyses. Ecol. Appl. 23, 255–272. doi: 10.1890/12-0681.1

Wardle, D. A., and Parkinson, D. (1991). A statistical evaluation of equations for predicting total microbial biomass carbon using physiological and biochemical methods. Agric. Ecosyst. Environ. 34, 75–86. doi: 10.1016/0167-8809(91)90095-F

Conflict of Interest Statement: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Received: 22 February 2013; Accepted: 24 May 2013; Published online: 11 June 2013.

Citation: Steinweg JM, Dukes JS, Paul EA and Wallenstein MD (2013) Microbial responses to multi-factor climate change: effects on soil enzymes. Front. Microbiol. 4:146. doi: 10.3389/fmicb.2013.00146

This article was submitted to Frontiers in Terrestrial Microbiology, a specialty of Frontiers in Microbiology.

Copyright © 2013 Steinweg, Dukes, Paul and Wallenstein. This is an open-access article distributed under the terms of the Creative Commons Attribution License, which permits use, distribution and reproduction in other forums, provided the original authors and source are credited and subject to any copyright notices concerning any third-party graphics etc.








	 
	REVIEW ARTICLE
published: 12 November 2013
doi: 10.3389/fmicb.2013.00333
	[image: image1]





Thermal adaptation of decomposer communities in warming soils

Mark A. Bradford*

School of Forestry and Environmental Studies, Yale University, New Haven, CT, USA

*Correspondence:
 
Mark A. Bradford, School of Forestry and Environmental Studies, Yale University, New Haven, CT 06511, USA
 e-mail: mark.bradford@yale.edu

Edited by:
Johannes Rousk, Lund University, Sweden

Reviewed by:
Johannes Rousk, Lund University, Sweden

Riikka Rinnan, University of Copenhagen, Denmark

Temperature regulates the rate of biogeochemical cycles. One way it does so is through control of microbial metabolism. Warming effects on metabolism change with time as physiology adjusts to the new temperature. I here propose that such thermal adaptation is observed in soil microbial respiration and growth, as the result of universal evolutionary trade-offs between the structure and function of both enzymes and membranes. I review the basis for these trade-offs and show that they, like substrate depletion, are plausible mechanisms explaining soil respiration responses to warming. I argue that controversies over whether soil microbes adapt to warming stem from disregarding the evolutionary physiology of cellular metabolism, and confusion arising from the term thermal acclimation to represent phenomena at the organism- and ecosystem-levels with different underlying mechanisms. Measurable physiological adjustments of the soil microbial biomass reflect shifts from colder- to warmer-adapted taxa. Hypothesized declines in the growth efficiency of soil microbial biomass under warming are controversial given limited data and a weak theoretical basis. I suggest that energy spilling (aka waste metabolism) is a more plausible mechanism for efficiency declines than the commonly invoked increase in maintenance-energy demands. Energy spilling has many fitness benefits for microbes and its response to climate warming is uncertain. Modeled responses of soil carbon to warming are sensitive to microbial growth efficiency, but declines in efficiency mitigate warming-induced carbon losses in microbial models and exacerbate them in conventional models. Both modeling structures assume that microbes regulate soil carbon turnover, highlighting the need for a third structure where microbes are not regulators. I conclude that microbial physiology must be considered if we are to have confidence in projected feedbacks between soil carbon stocks, atmospheric CO2, and climate change.
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INTRODUCTION

CLIMATE-CARBON CYCLE FEEDBACKS

Respiration emits ~120 Pg C-CO2 per year from a terrestrial biosphere store of >2,000 Pg C to an atmospheric store of ~750 Pg C-CO2 (Steffen et al., 1998; Falkowski et al., 2000; Jobbágy and Jackson, 2000; Denman et al., 2007). This respiratory efflux is balanced annually by CO2-fixation by land plants (Steffen et al., 1998; Denman et al., 2007). This balance may be destabilized by climate warming because respiration rates respond more positively to increasing temperature than photosynthetic rates (Ise et al., 2010; Mahecha et al., 2010; Yvon-Durocher et al., 2010; Smith and Dukes, 2013). The net effect of this imbalance under warming is presumed to be a redistribution of organic carbon stored in the biosphere to carbon stored as CO2  in the atmosphere (Denman et al., 2007). This redistribution might initiate a positive feedback (i.e., self-reinforcing) cycle, where elevated respiration rates enhance the rate of increase in atmospheric CO2 concentrations, which in turn warms climate, enhancing respiration and so on to cause runaway greenhouse warming. This presumed feedback is captured in the coupled climate-carbon cycle models used by the Intergovernmental Panel on Climate Change (IPCC), and leads to an additional, global mean annual warming of ~2°C by the year 2100 (Denman et al., 2007). In the IPCC models, the carbon lost from the biosphere to atmosphere derives from mineralization of soil organic matter (SOM), a carbon store to 3-m depth that is approximately triple the size of the atmospheric store (Jobbágy and Jackson, 2000) and so has huge potential to warm climate if converted to CO2.

Uncertainty about the strength of the positive feedback between warming, SOM mineralization and atmospheric CO2 concentrations (Melillo et al., 2002; Denman et al., 2007; Luo, 2007; Allison et al., 2010) has motivated the study of how SOM decomposition responds to elevated temperature. Much of the research involves investigating how temperature affects the activity (primarily respiration) of decomposers (Conant et al., 2011). A key question has been whether decomposer communities actively down-regulate their metabolism (i.e., acclimate) under sustained warming, and hence contribute to the diminishing effect over time of experimental warming on soil and ecosystem respiration rates (Oechel et al., 2000; Luo et al., 2001; Melillo et al., 2002; Bradford et al., 2008a; Reich, 2010; Figure 1). Numerical models demonstrate that physiological acclimation does not need to be invoked to explain the ephemeral augmentation of soil respiration in response to a fixed and sustained increase in temperature above ambient (Allison and Martiny, 2008; Kirschbaum, 2004; Eliasson et al., 2005; Knorr et al., 2005; Allison et al., 2010). This has prompted people to question why and by what mechanisms soil decomposer communities would down-regulate their physiological rates when “temperature limitations” are alleviated (e.g., Hartley et al., 2008). These seem fair questions because soil decomposers are poorly represented in the vast literature on how plants, animals and microorganisms physiologically adapt to temperature change (Crowther and Bradford, 2013). This poor representation is likely because it is difficult to study (a) cryptic organisms in an opaque environment and (b) organisms that are challenging to isolate and culture under laboratory conditions. These difficulties preclude soil decomposers from being subjected to the detailed physiological work on individual responses to temperature that is the hallmark of so many plant and animal studies (Hochachka and Somero, 2002; Atkin and Tjoelker, 2003).
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FIGURE 1. Response of soil respiration to experimental warming or cooling across time in a mesic, temperate system. The rates shown are not observations for any one experiment, but instead are intended to capture characteristic dynamics in respiration responses to warming. The hatched green line depicts respiration from control plots, where each unimodal cycle represents the expected increase in respiration rates across the growing season and then decline as plants senesce. Rates represent both autotrophic and heterotrophic respiration, and so higher rates in the growing season result from multiple mechanisms, including direct temperature effects on respiration and indirect effects such as higher plant-carbon supply to heterotrophic microbes. Similar dynamics would be expected for only heterotrophic respiration given that temperatures are higher during the growing season and the common assumption of a constant substrate supply, making it hard to disentangle the mechanisms underlying apparent thermal acclimation (see main text). Initiation of the warming treatment (e.g., a 5°C increase above ambient; depicted by the red solid line) stimulates soil respiration but this augmentation is ephemeral, with rates in the warming plots being equivalent to the controls by the fourth treatment year. This apparent thermal acclimation could arise through physiological adaptation of the organisms and/or changes in the environment, such as depletion of substrate that supports microbial activity. Both types of mechanism result in respiration rates in warmed plots that are lower than in controls if the treatment is discontinued. The opposite respiration response is observed for experimental cooling (blue dotted line).



The paucity of data on the physiological response of soil decomposer communities to warming is gradually being redressed (e.g., Bradford et al., 2008a; Bárcenas-Moreno et al., 2009; Brzostek and Finzi, 2011; German et al., 2012; Rousk et al., 2012; Crowther and Bradford, 2013; Tucker et al., 2013). Explicitly representing these physiological responses in the new class of microbial SOM models (e.g., Lawrence et al., 2009; Allison et al., 2010) predicts a short-lived increase in soil respiration under sustained warming (Figure 1). That is, the same respiration response as projected by the traditional SOM models, where decomposers are implicit in the model frameworks (Parton et al., 1988; Schimel, 2001; Eliasson et al., 2005; Bonan et al., 2013). Yet the projections for SOM stocks under warming contrast markedly between the microbial and traditional SOM models. The traditional models project large SOM stock losses, but the microbial models project little change in SOM stocks and hence no feedback to climate warming (Eliasson et al., 2005; Knorr et al., 2005; Kirschbaum, 2006; Allison et al., 2010).

PURPOSE AND FRAMEWORK OF REVIEW

Explicitly representing microbes in SOM models, and then embedding them in land-ecosystem and hence Earth System Models (ESMs), faces a number of challenges (Schimel, 2001; Bradford and Fierer, 2012; Todd-Brown et al., 2012; Treseder et al., 2012). One of these challenges is establishing a common conceptual framework through which researchers in a diverse set of fields, including physiology, microbial ecology and ecosystem ecology, can productively interact. I aim to help provide this common framework by:

Section 2 – Clarifying the meaning of the terms thermal acclimation and adaptation

Section 3 – Describing mechanisms underlying soil respiration responses to warming that are independent of direct temperature effects on microbial physiology

Section 4 – Reviewing direct responses of microbial physiology to warming

Section 5 – Discussing theoretical challenges to incorporating microbes into SOM, ecosystem and Earth System Models.

Much of my review focuses on respiratory processes because (a) at the ecosystem-level for soil responses to warming the literature focuses primarily on respiration; and (b) a substantial proportion of physiological work on thermal adaptation has focused on respiration. The caveat, however, is that thermal adaptation refers to a suite of phenomena (Hazel, 1995; Hochachka and Somero, 2002; Angilletta, 2009) and I devote considerable discussion to microbial growth because it has marked potential to affect how global and local SOM stocks respond to warming.

I concentrate on soil microorganisms that decompose organic matter using extracellular enzymes and/or assimilate low molecular weight organic compounds from the soil environment. These organisms include free-living, heterotrophic microbes in the litter, bulk soil and rhizosphere, as well as those that are plant mutualists, such as ectomycorrhizal fungi. What they have in common is that together they are the primary biotic agents in terrestrial systems regulating the breakdown of organic matter and its eventual mineralization and hence return to the atmosphere as CO2 (Figure 2). These organisms are also primary agents of SOM formation (Grandy and Neff, 2008; Schmidt et al., 2011; Miltner et al., 2012; Bradford et al., 2013; Clemmensen et al., 2013), suggesting that it is the balance of their changing catabolic and anabolic activities under warming that together determine SOM stocks (Figure 2).
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FIGURE 2. Theoretical framework for soil organic matter (SOM) dynamics, emphasizing the central role that soil microbes play in both SOM decomposition and formation. The rate of all of the processes (red italics) is temperature dependent, and hence stock sizes of SOM will be dependent on how warming affects the rate of each relative to one another.



WHAT IS THERMAL ACCLIMATION?

DEFINITIONS

The scientific literature is burdened with a variety of uses for the same term. The confusion created hinders discourse across disciplines, presenting an obstacle to the interdisciplinary science demanded by environmental problem solving (National_Research_Council, 2009). The terms thermal acclimation, acclimatization and adaptation are all variously used to represent direct and indirect effects of temperature on soil microbial activity. More than a half-century ago, Bullock (1955) decided not to perpetuate the multifarious uses of these terms and, following his lead, I define here the terms I use but do not expect others necessarily to adopt them. I follow Hochachka and Somero (2002) by using ‘thermal adaptation’ as an integrative term that captures direct organism responses to temperature across immediate to multi-generational time-scales that manifest as physiological change. This then permits me to discuss thermal adaptation in soil communities without pretending to know the precise mechanisms underlying the adaptive response, because we simply do not yet know which mechanisms contribute most to thermal adaptation in soil microbial activity. These mechanisms operate across three distinct timescales.

The initial adaptations involve changes in active biochemical systems within cells, such as the availability of intracellular carbohydrates whose depletion limits cellular respiration rates (Tjoelker et al., 2008). Over days to a few weeks intermediate timescale adaptations occur, which modify preexisting biochemical systems through synthesis of new or different quantities of cellular machinery (e.g., enzymes). Such intermediate timescale physiological adjustments within individuals are commonly referred to as acclimation or acclimatization (Hochachka and Somero, 2002). Longer timescale adaptations involve evolutionary change but can span few to many generations. For example, species/genotype turnover might occur across few generations, where temperature acts on existing genetic variation among organisms to select those best adapted to grow at the new environmental temperature. In contrast, selection of beneficial de novo mutations could take many generations (Hochachka and Somero, 2002). Later in this review I present arguments that adaptations that influence the activities of soil decomposer communities at ecosystem-scales at management-relevant timescales (i.e., <30 years), in response to warming at a location, likely arise through species/genotype turnover.

I use the term “apparent thermal acclimation” (e.g., as in Tucker et al., 2013) to connote an ephemeral augmentation in soil and ecosystem respiration rates to prolonged warming that result from indirect effects of temperature on microbial activity such as, for example, reductions in SOM or moisture availability. This definition and the one I use for thermal adaptation are then consistent with expected responses of respiration to prolonged warming at both organism- and ecosystem-levels. That is, for an initial increase in respiration under warming to diminish or for recovery of an initial decrease in respiration under cooling (Figure 1).

MEASURING THERMAL ADAPTATION OF RESPIRATION

Thermal adaptation of respiration involves dampening in the response of mass-specific respiration rates to temperature change. Mass-specific respiration (Rmass) rates are calculated as respiration per unit biomass, making the measurement of individual, population and/or community biomass essential for calculating and discussing thermal adaptation of respiration.

Adaptation of Rmass to warming is exhibited through a dampening of Q10 (type I adaptation) and/or a change in absolute Rmass rates at any one temperature (type II adaptation; Atkin and Tjoelker, 2003). The metric “Q10” is commonly used to estimate temperature sensitivity, where for example a value of 2 means that respiration rates double per 10°C rise. Type I and II adaptation patterns (Figures 3A,B) are achieved at the cell level through, for example, changes in the inherent properties of enzymes that determine the temperature sensitivity or absolute magnitude of their catalytic rates, respectively. Type II adaptation dampens respiration responses to a sustained temperature change without adjustment of temperature sensitivity. Bradford et al. (2008a) define a third class of adaptation (type III), where a shift from a cold- to warm-adapted community or vice versa leads to a fundamental change in the temperature response of Rmass (Figure 3C). Such community shifts have the potential to generate seemingly paradoxical Q10 values; where over the same temperature range warm-adapted communities have elevated (as opposed to dampened) Q10 values. These elevated Q10 values could arise because measured Q10 typically decreases across the temperature range over which respiration is active (Davidson and Janssens, 2006), and so a warm- vs. cool-adapted community falls at an earlier part of its active range at intermediate temperatures (Figure 3C). I am not aware of this phenomenon of elevated Q10 values being shown for soil microbial respiration, but the same mechanism might explain why soil communities adapted to warmer temperatures have higher Q10 values for growth (Rousk et al., 2012). The commonality in pattern across the type I to III Rmass responses is that the temperature optima for respiration of warm-adapted enzymes, individuals, populations or communities are shifted right of those of cold-adapted organisms (Hall et al., 2008; Tjoelker et al., 2008; Bradford et al., 2010).
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FIGURE 3. The rate of enzyme-mediated reactions are shifted right along the temperature axis for organisms adapted to warmer conditions. The catalytic rates of both cool- and warm-adapted enzymes (blue dotted and red solid lines, respectively) increase with temperature. Their temperature response pattern, however, differs. With type I adaptation (A) the temperature sensitivity (i.e., Q10) of warm-adapted enzymes is lower, and with type II adaptation (B) this sensitivity is unchanged but the absolute catalytic rates are consistently lower across the temperature gradient. Type III adaptation (C) represents a mix of type I and II adaptation and is associated with shifts from cold- to warm-adapted communities, where adaptation leads to separation of the temperature response into discrete, bell-shaped curves (see Figure 5). The commonality in pattern across the type I to III responses is that the temperature optima of warm-adapted enzymes, individuals, populations or communities is shifted right of the cold-adapted lines. The black arrows depict this “right shift.” The classical test for thermal adaptation (D) involves measuring process rates at an intermediate temperature (i.e., between cool and warm), where types I–III adaptation would always produce lower rates for the warm-adapted communities, assuming variables such as substrate supply are non-limiting and rates are standardized by organism biomass.



The “right shift” in temperature optima sets up the classical test for thermal adaptation of respiration (Figure 3D). This classical test relies on the fact that cold-adapted organisms should have higher Rmass rates, at intermediate temperatures, than warm-adapted organisms because the temperature optimum for the latter has been shifted right (Figure 3). The test needs to be performed under conditions where other factors do not limit respiration. For example, for the soil microbial community one should ensure that soil moisture and substrate availability are non-limiting (Bradford et al., 2008a, 2010). Both moisture and substrate limitation restrict respiration responses to temperature (Gu et al., 2004; Bengtson and Bengtsson, 2007; Almagro et al., 2009; Davidson et al., 2012; Suseela et al., 2012; Tucker et al., 2013), and substrate limitation at least in part explains diminishing soil respiration rates under sustained experimental warming (Hartley et al., 2007; Bradford et al., 2008a; Tucker et al., 2013). Tests for thermal adaptation must account also for differences in microbial biomass because higher biomass usually means higher respiration (Waldrop et al., 2000; Allison et al., 2010), which explains why tests for thermal adaptation of respiration must measure Rmass.

WHY IS THERMAL ADAPTATION IN SOIL DECOMPOSER COMMUNITIES STILL DEBATED?

When expressed as Rmass, both field and laboratory warming experiments have shown thermal adaptation of soil respiration (Bradford et al., 2008a, 2010; but see Bradford et al., 2009; Hartley et al., 2009). Yet purported empirical tests of thermal adaptation of soil respiration rarely control for differences in microbial biomass and/or substrate availability (e.g., Hartley et al., 2007, 2008; Vicca et al., 2009). In modeling studies, both Knorr et al. (2005) and Kirschbaum (2004) concluded that adaptation in soil microbes was not required to explain apparent thermal acclimation in soil respiration because substrate depletion (see Indirect Effects of Temperature on Microbial Activity) generated the respiration response. They could not, however, falsify the hypothesis that thermal adaptation might also explain apparent thermal acclimation because they did not model thermal adaptation as a competing mechanism. This rule in mathematical modeling is often quoted as “pattern does not beget process,” and cautions against accepting as proof of mechanism a model that recreates the observed pattern (Warren et al., 2011b). Indeed, when Allison et al. (2010) modeled both adaptation and substrate depletion, they found both were plausible mechanisms explaining apparent thermal acclimation in soil respiration. The Knorr et al. (2005) and Kirschbaum (2004) studies, however, have >700 citations between them, suggesting they were influential in proliferating the idea that heterotrophic soil microbes might not adapt to warmer temperatures, even though we expect adaptation in other organisms that drive terrestrial carbon cycling (Reich, 2010).

Incorporation of knowledge from other disciplines and direct tests of adaptation seem to underlie recent advances in evaluating how adaptive microbial responses under warming affect SOM dynamics. These advances go beyond respiratory responses and assess other physiological parameters, such as growth efficiencies and extracellular enzyme activities (German et al., 2012; Manzoni et al., 2012b; Wallenstein et al., 2012; Frey et al., 2013; Tucker et al., 2013). These investigations are finding evidence for adaptation and, as a consequence, generate different expectations for how warming will influence SOM stocks (e.g., accelerated loss vs. protection of stocks; Allison et al., 2010; German et al., 2012; Frey et al., 2013; Tucker et al., 2013). Nevertheless, the extent to which indirect vs. direct temperature effects drive SOM dynamics under warming is largely untested (see Rousk et al., 2012), although the effect types co-occur in field experiments (Bradford et al., 2008a). To provide sufficient space to review and discuss direct temperature effects, I only briefly cover indirect effects. This brevity should not be misinterpreted: indirect effects undoubtedly have a major influence on SOM responses to warming and a synthesis of these effects seems warranted.

INDIRECT EFFECTS OF TEMPERATURE ON MICROBIAL ACTIVITY

Apparent thermal acclimation of soil respiration can arise through multiple processes because biological CO2 effluxes represent the cumulative activity of microbes, plants and animals (Boone et al., 1998; Ostle et al., 2009). Conventional SOM models assume that indirect effects provide the sole explanation for longer-term respiration and SOM responses to sustained warming (Kirschbaum, 2004; Eliasson et al., 2005; Knorr et al., 2005) and make no predictions as to how microbial community composition and biomass are affected. For example, substrate depletion is the classic indirect mechanism by which soil respiration is “down regulated” under prolonged warming (Figure 1). The mechanism has both observational and experimental support. For example, labile carbon availability to the microbial biomass is lower in experimentally warmed soils (Hartley et al., 2007; Bradford et al., 2008a; Curiel Yuste et al., 2010). Further, seasonal patterns in soil respiration responses to temperature are strongly dependent on substrate availability, with temperature having minimal effects on respiration rates at times of the year when substrate is depleted, and strong effects when substrate supply is abundant (Gu et al., 2004; Bengtson and Bengtsson, 2007). This all makes perfect sense: if an ectothermic heterotroph cannot get much to eat, and has depleted any internal stores, then its Rmass rate will decrease under otherwise constant environmental conditions.

Apparent thermal acclimation in the respiration responses of conventional SOM models also appears consistent with substrate depletion. When warming is imposed in conventional SOM models, the turnover rate of the SOM pools increases. The implicit biological assumption is that temperature constraints on microbial activity are relaxed under warming. As the modeled SOM pools turnover, a constant fraction of the carbon is lost as CO2. Hence faster turnover is associated with greater losses of CO2 per unit time (Figure 4). This dynamic causes the initial stimulation of soil respiration under warming (Figure 1). Gradually, however, the SOM pool of interest decreases in size (i.e., substrate depletion) and, as it does so, there is a proportional decline in respiration from this pool. At the new steady state (i.e., conditions under which SOM pool sizes are constant), soil respiration rates equal carbon input rates to the soil (Figure 4). Conventional SOM modeling studies have kept carbon input rates equal under ambient and warmed conditions (Kirschbaum, 2004; Knorr et al., 2005). Hence, under this assumption respiration rates at steady state from ambient and warmer conditions are identical (Figures 1, 4), although faster cycling SOM pools are smaller in warmed soils (Figure 4). These effects of warming appear consistent with our understanding of limiting factors on microbes in mineral soils: SOM decomposers typically exist in an environment where substrate is limiting (Schimel and Weintraub, 2003).
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FIGURE 4. The mechanistic basis for apparent thermal acclimation of soil respiration rates as represented in conventional soil organic matter (SOM) models. Under ambient conditions (left) a proportion of the SOM in both fast and slow pools is vulnerable to loss if temperatures increase (depicted as red-filled rectangles). On warming (middle) respiration rates increase because the rate of SOM turnover is positively related to temperature and a fixed proportion of this turnover is lost as CO2. The red-filled rectangles decrease because carbon losses in respiration are greater than plant-carbon inputs to the soil. With prolonged warming (right) all of the vulnerable SOM is lost as CO2, depicted as loss of the red-filled rectangles and reductions in the SOM pool sizes. Respiration rates under ambient and prolonged warming conditions are the same because carbon input rates equal loss rates under steady-state conditions, creating “apparent” thermal acclimation (see Definitions for definition).



Although depletion of SOM-substrates has received most attention as the mechanism underlying indirect effects of warming on microbial activity, temperature also influences numerous other processes that influence substrate availability to microbes and so would be expected to modify microbial activity in warming soils. For example, substrate supply rates are a critical control on SOM stocks and turnover, and the temperature response of respiration (Cheng et al., 1996; Fontaine and Barot, 2005; Bradford et al., 2008b; Gershenson et al., 2009; Kuzyakov, 2010; Dorrepaal et al., 2013). Substrate supply is affected by plant carbon input rates, which have been shown to both decrease and increase under warming (Uselman et al., 2000; Ise et al., 2010; Yin et al., 2013). Similarly divergent responses have been shown for fine roots, which are important not only for rhizodeposition but as carbon substrates themselves (Pregitzer et al., 2000; Rinnan et al., 2008; Melillo et al., 2011; Sistla et al., 2013). Substrate supply within the soil will also be altered if warming affects soil moisture because water availability affects the rate at which enzymes, substrates and/or products of degradation diffuse between microbes and their immediate environment (Xu and Saiers, 2010; Davidson et al., 2012; Manzoni et al., 2012a). For example, if warming dries a soil then diffusion rates may decrease, reducing substrate availability to microbes. Temperature also controls the rate at which substrates sorb and desorb from organo-mineral surfaces (Conant et al., 2011), and hence become available to microbes. Further, temperature may decrease overall SOM substrate quality because labile substrates are depleted faster than more recalcitrant substrates, decreasing both the availability and quality of SOM-substrates (Davidson and Janssens, 2006).

Warming effects on substrate availability – through the mechanisms outlined above – in addition to other warming-induced effects on soil variables such as nitrogen availability (Rustad et al., 2001; Melillo et al., 2011), seem likely to lead to changes in microbial decomposer communities that in turn influence soil respiration rates under warming. For example, substrate limitation might shift enzyme expression toward higher affinity enzymes (Steinweg et al., 2008), where the trade-off is a reduction in maximum catalytic rates. Such a shift in enzyme expression would favor a slower growing microbial biomass, and lower respiration rates, recreating expected reductions in microbial biomass and respiration under sustained warming. Overall, then, a broad array of indirect mechanisms under warming likely affect microbial physiology and community composition, and these indirect effects likely co-occur with the direct effects of warming that are discussed next.

DIRECT EFFECTS OF TEMPERATURE ON MICROBIAL ACTIVITY

Temperature is a fundamental determinant of the distribution and abundance of organisms across time and space (Angilletta, 2009). Organisms occupy different thermal niches because of their physiological tolerances and because temperature modulates the strength of both positive and negative biotic interactions (e.g., Warren et al., 2011a; A’Bear et al., 2012). These individual responses and biotic interactions translate to differences in fitness across genotypes and species. As a result populations subdivide into thermal ecotypes and communities differ in composition as species sort based on environmental temperature (Porankiewicz et al., 1998; Hall et al., 2008, 2010; Wallenstein and Hall, 2012; Garcia-Pichel et al., 2013). Not surprisingly then, experimental and observational studies demonstrate that temperature drives microevolution and speciation (Leroi et al., 1994; Turner et al., 1996; Cooper et al., 2001; Angilletta, 2009). Warming should then directly affect microbial community physiology, biomass and composition (Zogg et al., 1997; Bardgett et al., 1999; Frey et al., 2008, 2013; Bradford et al., 2010; German et al., 2012; Rousk et al., 2012). Investigations of adaptive responses to warming of soil decomposer communities, however, have primarily focused on community-level respiration and growth (Ranneklev and Bååth, 2001; Bradford et al., 2008a, 2010; Bárcenas-Moreno et al., 2009; Rinnan et al., 2009; Rousk and Bååth, 2011; Rousk et al., 2012). I review these two processes first, before discussing how warming might affect biotic interactions, such as microbivory, that could mitigate or exacerbate microbial respiration and growth responses to temperature change.

A focus on the aggregate, or community-level, response of microbial respiration and/or growth means that adaptation might manifest through multiple mechanisms, ranging from shifts in individual physiology to changes in species composition. That multiple mechanisms are operating obscures our ability to ascribe specific causation as to why we observe thermal adaptation. For example, Rmass rates of warm-adapted individuals are expected to be lower than those of cool-adapted individuals at intermediate temperatures, but this result could arise through a change in enzyme expression and/or changes in cell membrane structure. These individual responses might translate to the community Rmass response, but equally there could be turnover in community composition toward warm-adapted genotypes or species (Bradford et al., 2008a, 2010; Hartley et al., 2008; Wallenstein and Hall, 2012). In their work on biochemical adaptation, Hochachka and Somero (2002) cautioned that the physiological mechanism explaining adaptation in the rate of a process could be obscured when working at the level of an organ within an individual animal. They advised working at the intracellular level to explain causation. Such work is no doubt required for soil decomposer organisms but we are far from such a reality. Can any of us even state categorically what the most important microbial taxa are for decomposing SOM? We just do not know which study species to choose.

If we do observe a change in microbial community composition under warming, relating such shifts to changes in soil functioning, let alone the pattern of thermal adaptation, is still a major challenge for soil microbial ecologists (Allison and Martiny, 2008; Bradford and Fierer, 2012; Wallenstein and Hall, 2012). Isolation and pure-culture offer an approach to look at physiological responses to warming that might be expected to reflect general responses and hence universal constraints on organisms (Lennon and Jones, 2011). However, linking these single species back to the aggregate responses of multi-species communities is challenging. The best approach seems to be to recognize that multiple processes might underlie thermal adaptation responses. We must then investigate each mechanism, to determine which contribute most to ecosystem-level carbon cycling responses to climate change. In the subsections below I therefore explore mechanisms that span from the individual- to community-level, and do not pretend to know which matter most for explaining warming effects on carbon cycling at the ecosystem-level.

RESPIRATION

Trade-offs in enzyme structure and function

Enzyme-mediated reactions are generally temperature sensitive. An increase in temperature accelerates reaction rates in the short-term, when all other variables are non-limiting (e.g., enzyme and substrate availabilities). At high temperatures proteins denature and so enzyme function and hence reaction rates drop precipitously. Long-before reaching denaturing temperatures, however, the rate of increase in an enzyme-mediated reaction decreases. Fundamental trade-offs in enzyme structure and function underlie this deceleration. Essentially, enzymes need to be folded into certain three-dimensional shapes (i.e., conformations) to bind a substrate and other shapes to release the product. The rate at which they change shape theoretically controls the speed of the reaction the enzyme catalyzes. At lower temperatures, these shape changes are faster for more flexible enzyme structures. At warmer temperatures, however, a flexible enzyme spends less time in shapes that bind substrate, which decreases the affinity of the enzyme for substrate and hence reduces the relative rise in reaction rate with increasing temperature (Figure 5). Temperature then selects (in the Darwinian sense) for more flexible enzymes when it is cooler and for less flexible enzymes when it is warmer.
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FIGURE 5. Catalytic rate responses to temperature, caused by the evolutionary trade-off between enzyme structure and function, giving rise to different distributions of isoenzymes in cool- and warm-adapted organisms. An isoenzyme (gray dotted curves) is an enzyme with the same function but a different structure. In any one organism, population or community we expect a different set of isoenzymes to be expressed at different temperatures. This is because enzyme structure usually only promotes efficient substrate-binding and product-release across a narrow temperature window. As such, the aggregate activity of a cool- or warm-adapted organism, population or community (depicted as thick blue dotted and red solid lines for cool- and warm-adapted) results from the activities of a family of isoenzymes expressed across the environmental temperature range.



A less flexible enzyme can maintain binding conformations for a greater proportion of time at warmer temperatures, and so “outcompete” a cool-adapted enzyme for substrate. As such, in any one organism, population or community, we expect a different set of isoenzymes to be expressed at different temperatures (Figure 5). An isoenzyme (aka isozyme) is an enzyme with the same function but a different structure. In environments where temperature varies markedly in the short-term, such as the day-night cycle during the growing season in temperate forest, a broad suite of isoenzymes might be expressed but the relative contribution to catalysis of any one isoenzyme will change with the daily temperature cycle (Figure 5). Across broad latitudinal gradients, however, catabolic responses for communities from lower latitudes appear shifted right along the temperature axis, consistent with expected trade-offs (Balser and Wixon, 2009; German et al., 2012).

Will trade-offs in respiratory enzymes affect ecosystem processes?

Most of the biochemical adaptation work on trade-offs in flexibility under temperature has been conducted with enzymes involved in the metabolic pathways that comprise cellular respiration. The CO2 of aerobic respiration is generated as an intracellular product. Ecosystem respiration fluxes therefore result from reactions catalyzed by intracellular enzymes. It would be a mistake, however, to infer that physiological adjustments in Rmass rates in warm vs. cold-adapted microbial communities (Figure 3) necessarily underlie apparent thermal acclimation of soil respiration. For example, Schimel and Schaeffer (2012) posited that microbial communities only control ecosystem processes when two conditions hold: (a) organisms differ in their functional traits and (b) the biological process is the rate-limiting step in the reaction sequence.

Condition (a) should hold for the traits of cold- and warm-adapted communities, given the fundamental evolutionary trade-offs between enzyme structure and function across temperature. That is, Rmass rates will differ if measured under standard conditions (Figure 3) because of physiological adjustments that arise through individual or community responses. There is some evidence for these shifts in functional traits for soil microbial communities and for laboratory-grown heterotrophic microbes (Balser and Wixon, 2009; Bradford et al., 2010; German et al., 2012; Crowther and Bradford, 2013). If we look more broadly, we find evidence for the trade-off in mycorrhizal fungi (Heinemeyer et al., 2006; Malcolm et al., 2008) and for heterotrophic microbes and their communities across a range of other systems, where there are distinct latitudinal and seasonal patterns in Rmass as a consequence of environmental temperature (Porankiewicz et al., 1998; Lange and Green, 2005; Clarke, 2006; Hall and Cotner, 2007; Tjoelker et al., 2008). Given the theoretical and empirical evidence, the physiological function of heterotrophic soil microbial communities must adapt to warming.

For functional trait differences to influence soil respiration responses to warming requires Schimel and Schaeffer’s (2012) condition (b) to hold. That is, that microbial activity is the rate-limiting step in SOM decomposition. Yet they argue this is not the case for mineral soils. Instead, they suggest that physical protection of SOM (e.g., sorption) regulates the breakdown rate of SOM. We should therefore expect temperature-induced changes in intracellular microbial physiology not to scale to soil and ecosystem respiration rates. Schimel and Schaeffer (2012) argue that formation of SOM may, however, be conditional on microbial community composition because organisms differ in their biochemical make-up (e.g., the amount of lipids) and compounds differ in the extent to which they are physically protected from decay. If true, SOM decomposition rates might be independent of physiological adjustments but SOM stock sizes will be dependent on the physiology of the overall microbial community. Specifically, stock sizes are a product of both losses (i.e., decomposition) and inputs (i.e., formation). Understanding soil respiration responses to warming is then likely a poor indicator of SOM stock responses (Conant et al., 2011; Hamdi et al., 2013), meaning that SOM stocks and turnover must be measured directly to understand climate-carbon cycle feedbacks.

Warming does influence the biochemical composition of microorganisms and hence could affect SOM formation rates. For example, as with enzymes, there are trade-offs between the structure and function of lipids in cell membranes (Hazel and Williams, 1990; Hazel, 1995). These trade-offs influence cell membrane permeability and translate to lower Rmass values for warm- vs. cold-adapted organisms when testing for thermal adaptation (Hochachka and Somero, 2002). There is no direct evidence of warming-induced changes in cell membrane structure for soil decomposers, but the trade-offs have been shown for aquatic microbial heterotrophs (Hall et al., 2010). The potential for shifts in the chemical composition of soil microbes to affect SOM formation rates, however, remains to be tested. Given that stable SOM in well-drained mineral soils appears to be largely composed of microbial-derived products (Lundberg et al., 2001; Grandy and Neff, 2008), this possibility seems a research priority.

The idea that microbial activity in mineral soils does not regulate SOM decomposition rates is controversial (Kemmitt et al., 2008; Kuzyakov et al., 2009; Paterson, 2009; Schimel and Schaeffer, 2012; Thiessen et al., 2013). It does seem certain, however, that microbial community composition affects the breakdown and mineralization rates of leaf litter (Strickland et al., 2009; Wallenstein et al., 2010, 2012; Keiser et al., 2011; Schimel and Schaeffer, 2012). In some systems litter breakdown (foliar and woody) can account for a substantial fraction of ecosystem respiration (Wu et al., 2005; Weedon et al., 2009), and so in these systems we might expect physiological shifts in microbial communities under warming to translate to the ecosystem-level. At the very least, for mineral soils, such shifts will influence nutrient cycling because they regulate litter decomposition rates, and so might indirectly affect ecosystem-level carbon fluxes through influences on plant growth. In organic soils the SOM is not protected by organo-mineral interactions, and so this presumably also makes its breakdown sensitive to microbial physiology. As high-latitude systems warm, constraints on microbial activity such as frozen water may be relaxed, making huge stocks of SOM in organic permafrost soils vulnerable to mineralization. Physiological responses of microbes to warming will then influence climate-carbon cycle feedbacks if microbial activity is a rate-limiting step in the breakdown of organic soil carbon stocks.

Extracellular enzymes

If microbial activity does regulate how temperature affects the breakdown of SOM stores, the accepted wisdom is that extracellular (not intracellular) biological processes provide the rate-limiting step (Allison et al., 2011; Wallenstein and Hall, 2012). Specifically, soil microbes catalyze the breakdown of SOM using extracellular enzymes, where the dissolved, low molecular weight products can be assimilated. The enzymes involved in assimilation, intracellular metabolism, and extracellular degradation should all be under the same evolutionary pressure to generate the trade-off between structure and function. Enzymes involved in assimilation of dissolved compounds from the soil environment have not been investigated for this trade-off, but the aggregate activity of classes (e.g., cellulases) of extracellular enzymes expressed by soil decomposer communities do respond to seasonal, latitudinal and experimental warming in a manner consistent with thermal adaptation (Fenner et al., 2005; Wallenstein et al., 2009; Brzostek and Finzi, 2011, 2012; Brzostek et al., 2012; German et al., 2012; Stone et al., 2012). Thermal adaptation in extracellular enzymes could affect warming responses of ecosystem and soil respiration if they provide a rate-limiting step for the acquisition of substrate by the soil microbial community, which in turn controls how much substrate microbes have available for respiration. The classical test for thermal adaptation of Rmass rates (Figure 3), however, would not detect thermal adaptation of extracellular enzymes because substrate is supplied in a form not requiring decay prior to assimilation. The test then only examines warming-induced shifts in cellular physiology, such as membrane structure and isoenzyme expression of assimilatory and intracellular enzymes.

GROWTH

Microbial growth is likely much more important than respiration for determining climate-carbon cycle feedbacks. Colonization rates and hence the breakdown of new resources are a function of growth rates, extracellular enzyme production is tied to biomass production, and so are SOM formation rates (Waldrop et al., 2000; Rousk and Bååth, 2011; Schmidt et al., 2011; Bradford et al., 2013; Cotrufo et al., 2013; Thiessen et al., 2013). Microbial growth efficiency (MGE; aka carbon use efficiency) was the physiological parameter in the microbial SOM model of Allison et al. (2010) to which SOM stocks were most sensitive. Growth efficiency is broadly defined as the proportion of assimilated substrate allocated to growth vs. other fates such as respiration (Brant et al., 2006; Thiet et al., 2006; Frey et al., 2013). Under model scenarios where efficiencies declined in a constant linear fashion with increasing temperature, Allison et al. (2010) demonstrated that associated decreases in microbial biomass and hence extracellular enzyme activities meant that SOM stocks were protected from loss. Understanding how MGEs respond to temperature in the shorter- and longer-term is a research priority if we are to project reliably climate-carbon cycle feedbacks.

Microbial growth efficiency

That MGEs decline as environmental temperature increases is controversial. For heterotrophic microbial communities in aquatic systems, debate has raged as to whether substrate quality alone vs. temperature explains differences in growth efficiencies (del Giorgio and Cole, 1998; Rivkin and Legendre, 2001; Apple et al., 2006; Apple and del Giorgio, 2007; López-Urrutia and Morán, 2007). The idea that substrate quality matters is not controversial. More chemically recalcitrant substrates require greater energy investment to breakdown, reducing net energy gain and hence leaving less energy available for growth (Fierer et al., 2005; Davidson and Janssens, 2006; Craine et al., 2010). The mechanism by which increasing temperature reduces efficiencies is often thought to depend on maintenance energy costs being higher as temperature rises (Manzoni et al., 2012b). Greater maintenance costs then reduce the proportion of energy acquired that is available to growth. The two maintenance activities requiring most energy are likely protein synthesis and the maintenance of ionic gradients across membranes (Clarke and Fraser, 2004). The metabolic costs of maintaining these two processes, for an individual or community, immediately increase with warming because proteins (including enzymes) are less stable and membranes more permeable. These physiological consequences heighten ATP demand, driving respiration, and hence for a fixed substrate intake rate reduce the energy remaining for growth. In the intermediate-term, evolutionary trade-offs (see Respiration) suggest that isoenzymes and membranes will shift toward structures that are more warm-adapted. These shifts should explain thermal adaptation of MGEs. The empirical evidence in soil decomposer communities for shifts in efficiency with sustained warming is, however, limited to a single study and was observed for only one of four tested substrates (Frey et al., 2013).

Original observations that MGEs in soils declined with temperature were confounded by the complexity of substrates on which the microbial biomass was growing (Devêvre and Horwath, 2000; van Ginkel et al., 2000; Pietikäinen et al., 2005). Increasing temperatures permitted the microbes to use more chemically recalcitrant substrates, which have lower efficiencies. Frey et al.’s (2013) observation that MGEs declined with increasing temperature only for substrates requiring extracellular enzyme decay, helped resolve apparently conflicting results that MGEs were temperature insensitive (for glucose, Dijkstra et al., 2011) vs. sensitive (for cellobiose which requires degradation prior to assimilation, Steinweg et al., 2008). When MGEs of whole communities are temperature sensitive, they decline linearly or curvi-linearly with increasing temperature (Devêvre and Horwath, 2000; van Ginkel et al., 2000; Steinweg et al., 2008; Frey et al., 2013). In contrast, efficiencies are distinctly unimodal for isolates of free-living microbial heterotrophs, that produce extracellular enzymes for substrate decay, from both soils and other environments (Russell, 2007; Crowther and Bradford, 2013). Specifically, there appears to be an optimum MGE that matches the ambient temperature regime from the organism’s environment, which declines at cooler and warmer temperatures than this optimum. Growth efficiencies for individuals and communities should, like Rmass, then conform to a suite of unimodal response curves (Figure 5). Why are individual growth efficiencies unimodal and those for soil communities unresponsive or only negatively affected by warming?

There is no clear answer as to why MGEs of soil communities are temperature insensitive (e.g., for glucose) or, when sensitive (e.g., for phenol), respond only negatively to temperature. It seems that our understanding of how MGEs respond to warming is woefully inadequate. In short, the theoretical basis is a physiological quagmire, arising from the complexity and associated unknowns of metabolism across all forms of life. For example, why do MGEs of whole communities decline with increasing temperature when using substrates that require extracellular decay (Steinweg et al., 2008; Frey et al., 2013)? There is weak support for the idea that declines occur because maintenance energy costs increase with temperature, leaving less for growth, albeit this explanation is commonly invoked in soil and ecosystem ecology (Clarke and Fraser, 2004; Clarke, 2006; Russell, 2007; Allison et al., 2010; Manzoni et al., 2012b). If maintenance costs do increase at the expense of growth, then catabolic and anabolic energy demands must be uncoupled, with more energy diverted to the former. These energy demands certainly do become uncoupled, with efficiencies declining at temperatures both above and below the optimum for growth in individuals (Angilletta, 2009; Crowther and Bradford, 2013). Yet higher maintenance energies only account for a small proportion of the elevated catabolic demand and there are even arguments that higher maintenance costs do not uncouple anabolic and catabolic processes.

One explanation for why maintenance- and growth-energy demands should remain coupled under warming for soil communities relies on the fact that differences in maintenance costs across species tend to co-vary with life histories. For example, resting metabolic rate, which we might think of as largely reflecting maintenance costs, increases with the temperature at which organisms live in cross-species syntheses (Clarke and Fraser, 2004; Clarke, 2006). Yet life histories also shift toward more active and more rapidly growing organisms as ambient temperature increases, and hence food intake rates are greater. So, maintenance costs increase because more active strategies are associated with higher intracellular enzyme and membrane (at least for eukaryotes) densities (Adadi et al., 2012). Yet these increases in maintenance costs plausibly increase proportionally with growth energy demands which are met by higher food intake, meaning that MGEs are invariant (Figure 6). For individual organisms, faster growth rates are often even associated with an increase in efficiencies because maintenance costs may be a relatively constant demand whether you are growing or not (Pirt, 1965; Ng, 1969). An increase in substrate availability and/or temperature then should increase MGEs, explaining the rise in efficiency of the unimodal temperature response observed for individuals (Crowther and Bradford, 2013). Notably, cross-species syntheses of resting metabolic rate (a proxy for maintenance energy) seem restricted to fish, which show the rise with environmental temperature, or with terrestrial insects, which conversely show a weak negative response of resting metabolic rate with temperature (Clarke and Fraser, 2004; Clarke, 2006). The evidential basis is weak, then, for varying maintenance costs to explain the decline in MGE with warming.
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FIGURE 6. Simplified schematic of metabolism, highlighting ATP-supply being driven by the demand of physiological work and/or energy spilling. Organisms catabolize substrates to provide energy demanded by maintenance and growth. Catabolism and anabolism are then coupled under this metabolic scheme. Decreases in microbial growth efficiency (MGE) are expected under warming, and the commonly cited mechanism involves maintenance energy demands responding more strongly to warming than growth energy demands. The theoretical basis for this expectation remains to be demonstrated and MGEs in field soils can be invariant to temperature. Maintenance demands more likely increase proportionally with growth demands (shown by the cool and warm block arrows), and if temperature accelerates growth then maintenance costs might even become proportionally smaller, increasing MGEs. Energy spilling is an alternative explanation for the uncoupling of catabolism and anabolism under warming. Its direct temperature response is uncertain (depicted by the question mark) but we know it does respond strongly to substrate limitation.



Energy spilling (waste metabolism)

So what physiological response can explain varying MGEs with temperature? The most likely explanation is “energy spilling” (reviewed in detail by Russell and Cook, 1995; Russell, 2007). This phenomenon encompasses a range of physiological pathways across different organisms, from bacteria to humans, and is also referred to as waste metabolism, spilling, uncoupling, overflow metabolism and waste respiration (Echtay, 2007; Russell, 2007). Use of the words “waste” and “overflow,” however, may be misleading because energy spilling may be beneficial. The benefits posited include: (a) resource interception, where even if a microbe can not grow it can prevent a competitor from doing so; (b) maintenance of a growth-ready (or metabolically alert) strategy, where energy acquisition can proceed in the absence of growth, and so be immediately available when conditions are favorable; (c) protection from toxins or charge differentials that arise from excessive metabolic activity, where energy spilling is essentially a safety valve; and (d) heat generation, energy spilling by bacteria can raise the temperature of biofilms above ambient and so presumably improve growth conditions (Russell, 2007; Tabata et al., 2013). Perhaps the best indicator that energy spilling is beneficial is the rapid death in certain environments of those microbes that do not energy spill (Russell, 2007).

In bacteria, energy spilling seems particularly high when the energy source (i.e., organic carbon) is in excess and nitrogen is strongly limiting (Russell and Cook, 1995). That is, where there is plenty of energy but no growth because of nutrient limitation. Conversely under carbon limitation, MGEs are ~10-times higher because catabolism and anabolism are again coupled (Schimel and Weintraub, 2003; Hackmann et al., 2013). These observations in pure culture make Frey et al.’s (2013) results even more intriguing: why were MGEs not higher in long-term warmed soils given the increased nitrogen availability (Rustad et al., 2001; Melillo et al., 2011)? We can also ask why MGEs on glucose were insensitive to temperature, when higher growth rates should have tipped energy demands proportionally toward anabolism? These questions highlight the difficulties of inferring how processes in culture translate to a complex environment such as soil, where a broad suite of growth strategies is represented. The majority, if not all, microbes in the soil use glucose. This ubiquitous use then likely aggregates a broad array of growth strategies, whereas more recalcitrant compounds are used by a small proportion of more specialized species (Hanson et al., 2008; Goldfarb et al., 2011). If traits such as storage of glycogen, which are associated with invariance in MGEs across environment, are differentially distributed across microbial groups then this could explain different MGEs for different substrates (Ng, 1969; Russell, 2007). We expect suites of traits to be related and so if glycogen storage is negatively related to extracellular enzyme production (Russell, 2007), then this and not the cost of extracellular enzyme production, which is relatively low (Allison et al., 2011), could explain declining MGEs with temperature on more recalcitrant substrates. Other explanations, such as differences in growth efficiencies between bacteria and fungi, or r- vs. K-strategies, now seem largely dismissed (Thiet et al., 2006; Strickland and Rousk, 2010).

Given uncertainties about the physiological mechanisms that determine MGEs, it is unlikely that we will be able to explain in the near term how they might adapt to warming. If energy spilling is beneficial, then under some environments (e.g., nitrogen limitation) reductions in MGE might even be adaptive! What seems likely is that substrate quality and availability, nutrient supply and microbial traits all contribute to observed MGEs. Direct warming effects on MGE are uncertain because conventional views of maintenance vs. growth energy demands fall short of explaining changing efficiencies with temperature. This means we may need to be satisfied with black-boxing the efficiency response of the soil microbial community to warming for current SOM modeling studies. The uncertainty also demands that we redress the paucity of observations we have for how warming affects MGEs of soil communities on specific substrates (Steinweg et al., 2008; Frey et al., 2013), where caveats such as changing substrate quality are controlled for. Culture-based studies can target specific mechanisms and should use isolates that are representative of soil decomposers because variation in microbial traits markedly influences how efficiencies respond to environment (see Russell, 2007).

Growth rates

Whereas MGE responses to temperature are far from clear, thermal adaptation in the growth of the soil microbial community resembles patterns expected from evolutionary trade-offs in the structure and function of both enzymes and membranes. That is, growth rates show the same unimodal temperature response as Rmass (Figure 5). These unimodal responses are shifted to the right under experimental warming (Bárcenas-Moreno et al., 2009; Rousk et al., 2012) and across spatial gradients in ambient temperature (Rinnan et al., 2009). These community-level responses match those for isolates of heterotrophic soil microbes (Crowther and Bradford, 2013), for aquatic microbial communities (Hall and Cotner, 2007) and for plants, vertebrates and invertebrates (Angilletta, 2009). These consistent, unimodal patterns suggest that trade-offs at the cellular-level translate to population and community performance (Angilletta, 2009).

Right-shifts in the unimodal growth response of soil microbial biomass to experimental warming are thought caused by species sorting (Bárcenas-Moreno et al., 2009), following the same explanation as for respiration (Bradford et al., 2010; Zhou et al., 2012). This sorting mechanism then explains the time taken (weeks to months) for these effects to manifest. The exception seems to be for very high temperatures; for example, Ranneklev and Bååth (2001) demonstrated that mimicking self-heating of peat by incubation at 55°C caused dramatic right-shifts in thermal optima for growth, resulting from the rapid growth of thermophilic bacteria. However, mesophilic and psychrophilic microorganisms take longer to grow (Ranneklev and Bååth, 2001), perhaps because they have to compete for resources with the more thermophilic organisms that can tolerate, at least for some time, cooler conditions. In contrast, at high temperatures, more thermophilc organisms may be able to grow unrestricted by competition because the original community is poorly adapted to the new temperature conditions. Whatever the mechanism, it seems likely that low growth rates do not permit species turnover within the time course of many cooling experiments (but see Curiel Yuste et al., 2010), explaining why shifts in optimum growth temperatures for communities are not observed under short-term cooling. What remains a mystery is why warming-induced phenotypic shifts in the individual physiologies of active soil microbes do not often translate to community-level processes at the same time-scale. For example, thermal adaptation in the growth and respiration of individual, mesophilic heterotrophic soil microbes occurs in just a few days (Crowther and Bradford, 2013) but shifts in community optima take weeks. Perhaps such responses are obscured from detection because of the host of other processes, such as desorption, that co-occur with warming (Subke and Bahn, 2010; Nie et al., 2013).

The consequences for SOM stocks of thermal adaptation in the growth rates of soil microbial communities have received little attention but may be minimal. Rousk et al. (2012) demonstrated that increases in the potential growth rates of soil bacteria were overwhelmed by reductions in growth rates caused by substrate depletion under experimental warming, meaning growth rates in control and warmed soils were essentially equivalent. Although not yet evaluated, I would argue that thermal adaptation of microbial Rmass, growth rates and extracellular enzyme activity should accelerate the rate at which substrate depletion is achieved in warmed soils. That is, the theoretical “right shift” in these physiological parameters should lead to a microbial biomass that grows and degrades SOM more rapidly than non-adapted communities. How warming then influences substrate availability – through plant inputs, sorption/desorption and perceived chemical recalcitrance – therefore seems a key regulatory gate of SOM dynamics.

A key issue that I have not yet touched on, with regards measuring respiration and growth responses to temperature, is that we still have no direct methods for measuring soil microbial biomass and turnover (Bradford et al., 2009). We have many methods, including chloroform-fumigation extraction, substrate-induced respiration, total PLFA and semi-quantitative PCR, but all provide only correlated estimates of standing biomass (Wardle and Ghani, 1995). Estimates of turnover are even more uncertain. We should think about the uncertainty this generates in our observational and experimental data, and probably carry this forward into SOM and ecosystem models, to provide reliable error estimates for projected respiration and SOM stock responses to warming.

Biotic interactions

Heterotrophic soil microbes are part of a community that includes other microbes, such as arbuscular mycorrhizae and chemoautotrophs, as well as viruses, animals (e.g., Protozoa, nematodes, Collembola) and plants. These groups of organisms are faced with the same suite of physiological trade-offs in response to warming that heterotrophic microbes are (Van Dooremalen et al., 2013). Physiological responses of plants, animals and other microbes might influence soil microbial decomposer responses to warming but they are outside the purview of this review. Yet it is worth emphasizing that (a) temperature modulates the strengths of biotic interactions, and (b) interactions strongly determine the respiration, growth and community composition of soil microbes. For example, short-term increases in the overall growth of the soil microbial biomass under warming might be mitigated by concomitant increases in the growth of their predators, which in turn can promote microbial turnover and limit biomass. This microbial loop (sensu Clarholm, 1994) could explain increased availability of ammonium under experimental soil warming, but alternatively higher animal feeding can limit the growth and hence decomposer activity of heterotrophic microbes, as well as induce microbivore-defense, which represents a different energy cost (A’Bear et al., 2012; Crowther et al., 2012). Higher nitrogen availabilities could decrease fine root growth and exudation, limiting substrate available to soil microbes and shifting the soil community toward a more K-selected community (but see Zhou et al., 2012). Virtually no warming studies put microbial biomass responses in the full context of these biotic interactions, and yet we expect them to be major drivers of microbial activity.

A PLACE FOR THERMAL ADAPTATION IN COUPLED CLIMATE-CARBON CYCLE MODELS

Implicit assumptions in conventional SOM models are that biological processes, such as respiration, conform to the principles of invariance, probability and simplicity (Bradford and Fierer, 2012). Such principles derive from classical physics and assume that past conditions do not influence future responses (invariance), that all organisms respond identically (probability), and that only a few, measurable variables influence outcomes (simplicity). Even if microorganisms are included as an SOM pool in the conventional models, they exert no control on respiration rates (Allison and Martiny, 2008). That is, if you removed the microbial pool, respiration would continue unabated because microbial activity is implicitly represented and donor-controlled. Specifically, respiration under this paradigm is represented as a first order reaction, where CO2 evolution from an SOM pool is a function of the pool size, and a decay rate constant that responds positively to temperature and moisture (Todd-Brown et al., 2012). Biological systems do not follow this paradigm because, in contrast to the principles of classical physics, organisms adapt to, differ in their tolerances of, and interact dependent on, environmental temperature. Such adaptive responses of organisms can, for example, scale to the level of ecosystem carbon exchange (Niu et al., 2012). Yet even when global convergence in the temperature sensitivity of ecosystem respiration was observed, Mahecha et al. (2010) cautioned that prescriptions of a constant Q10 value across systems was not justified. Instead they suggested that projections from coupled climate-carbon cycle models would be improved with a deeper understanding of the factors and processes affecting SOM mineralization.

Incorporating thermal adaptation and microbes into coupled climate-carbon cycle models is not, however, a straightforward exercise and the many challenges are reviewed elsewhere (e.g., Allison and Martiny, 2008; Ostle et al., 2009; Todd-Brown et al., 2012; Smith and Dukes, 2013; Todd-Brown et al., 2013). I wish to emphasize here only what I consider to be the major theoretical question related to incorporation of soil microbial processes and their responses to temperature. The question is: how best to represent soil microbes in models? I simplify this discussion by referring to SOM models and describe in the paragraph below the reason for focusing on these models, and in the subsequent paragraph elaborate on the question itself.

The land components of ESMs represent SOM dynamics relatively simply, but more complex representations are emerging. For example DAYCENT is the daily time-step version of CENTURY, one of the most widely used conventional SOM models, and is incorporated in version 4.5 of the land ecosystem model of the Community ESM (see Bonan et al., 2013). By considering SOM models we can then evaluate SOM responses that scale to local and global warming effects. At global scales SOM stocks are important in terms of a carbon store, whose loss might provide a positive feedback to climate change (Denman et al., 2007). At local scales, SOM stocks are inherently tied to ecosystem health because, for example, of the role SOM plays in preventing soil erosion, retaining moisture and nutrients, and providing soil structure and habitat (Lal, 2004).

The major theoretical question about representing soil microbes in models breaks down into two, broad choices: (a) as a supply driven pool, as in the conventional models; or (b) as a demand-driven pool, as in the new family of microbial SOM models? The primary difference between the two approaches is that the demand-driven approach creates a feedback between SOM turnover and microbial response (Allison and Martiny, 2008). In the conventional, supply driven approach microbes can be eliminated from the model and SOM continues to turnover. In the microbial SOM model approach, loss of the microbes brings SOM turnover to a halt because turnover is explicitly dependent on microbial activity. Representing the same microbial response to warming in the two different model structures can then have divergent consequences for SOM stocks. For example, a decline in MGEs with warming reduced SOM decomposition in the microbial SOM model of Allison et al. (2010), leading to no net change in SOM stocks. The same decline in efficiency, in contrast, led to greater losses of SOM for a conventional model (Frey et al., 2013). This decline occurred because in conventional models SOM decomposition rates are determined by temperature and formation rates by the assumed MGE. Hence warming translated to accelerated SOM decomposition, along with reduced formation rates because of declining growth efficiencies. In both model structures SOM formation rates are then a function of microbial growth, but the structures diverge because microbial activity explicitly regulates decomposition rates in the microbial SOM models but implicitly regulates it through temperature in the conventional models.

The conventional and microbial SOM model structures both assume that SOM turnover rates are dependent on microbial activity (Parton et al., 1988; Schimel, 2001; Lawrence et al., 2009; Allison et al., 2010). A third family of SOM models is required for hypothesis testing where only physico-chemical processes regulate SOM decomposition and formation rates (Kemmitt et al., 2008). My expectation is that such a family of models will be equivalent to neutral models: largely unrepresentative of what actually occurs (Clark, 2009; Warren et al., 2011b) but excellent at advancing our understanding of those processes that do regulate SOM turnover. I expect us to find that both biological and physico-chemical processes play important roles in SOM dynamics under warming, as argued by Conant et al. (2011) and as represented in conventional SOM models such as DAYCENT and RothC (Bonan et al., 2013).

CONCLUSIONS

Thermal adaptation of organism respiration and growth rates should occur through fundamental evolutionary trade-offs in cellular physiology, such as between the structure and function of both enzymes and membranes. Individuals can adjust their physiology in response to sustained warming by producing warm-adapted isoenzymes and membrane structures, but changes in the physiology of the soil microbial biomass as a whole likely arise through shifts from colder- to warmer-adapted species (or at least genotypes). These physiological responses to warming are consistent with the idea that indirect warming effects, such as substrate depletion, at least partly explain apparent thermal acclimation of soil and ecosystem respiration to prolonged warming. Indeed, I hope that I have demonstrated in this review that thermal adaptation must occur in soil decomposer communities. As such, questions related to the consequences of thermal adaptation for carbon cycling must move from asking whether adaptation occurs, to asking what role adaptation plays in shaping ecosystem carbon stocks and flows in a warming world.

The idea that growth efficiencies of the soil microbial biomass decline with increasing temperature should be viewed as controversial. There is little empirical evidence that temperature directly elicits this response in soil communities and the physiological basis for the decline is not resolved. We should explore whether maintenance demands vs. energy spilling is the primary mechanism that uncouples anabolism and catabolism. Energy spilling seems more plausible but how it will adapt to warming is unclear because rather than “waste metabolism,” it likely has many fitness benefits for microbes. Uncoupling in favor of catabolism vs. anabolism causes declines in MGEs, which then prevent warming-induced SOM losses in microbial models and exacerbate them in conventional SOM models. Despite these divergent responses, both model structures assume that microbes regulate SOM turnover, an idea that has recently been questioned. Microbial ecologists thus face two challenges to the explicit incorporation of microbes in ESMs. We need to show conclusively that microbial activity does regulate SOM dynamics, and that adjustments in microbial physiology under warming can be represented in a manner commensurate with observed responses of soil respiration, microbial biomass and SOM stocks.
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Soil microbial communities are intricately linked to ecosystem functioning because they play important roles in carbon and nitrogen cycling. Still, we know little about how soil microbial communities will be affected by disturbances expected with climate change. This is a significant gap in understanding, as the stability of microbial communities, defined as a community's ability to resist and recover from disturbances, likely has consequences for ecosystem function. Here, we propose a framework for predicting a community's response to climate change, based on specific functional traits present in the community, the relative dominance of r- and K-strategists, and the soil environment. We hypothesize that the relative abundance of r- and K-strategists will inform about a community's resistance and resilience to climate change associated disturbances. We also propose that other factors specific to soils, such as moisture content and the presence of plants, may enhance a community's resilience. For example, recent evidence suggests microbial grazers, resource availability, and plant roots each impact on microbial community stability. We explore these hypotheses by offering three vignettes of published data that we re-analyzed. Our results show that community measures of the relative abundance of r- and K-strategists, as well as environmental properties like resource availability and the abundance and diversity of higher trophic levels, can contribute to explaining the response of microbial community composition to climate change-related disturbances. However, further investigation and experimental validation is necessary to directly test these hypotheses across a wide range of soil ecosystems.
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INTRODUCTION

Soil microbial communities are intricately linked to ecosystem functioning because they play important roles in carbon (C) and nitrogen (N) cycling, and feed back to plant communities as mutualists and pathogens (Van der Heijden et al., 2008). Although much research has been done to study the impacts of a range of disturbances on soil microbial communities and their functioning (Griffiths and Philippot, 2013), many uncertainties remain about the controls on soil microbial community stability (Box 1), and the consequences of disturbance-induced changes in microbial communities for their capacity to withstand further disturbances. This may be in part because most studies measured the stability of bulk microbial properties, such as biomass and respiration, rather than of community structure (the number of different taxa and their relative abundances; Box 1). However, changes in the abundances or relative contributions of community members may have implications for the stability of a microbial community, and these kinds of membership changes may not be apparent when measuring bulk microbial properties. In addition, soils are unique and highly heterogeneous environments, and controls on microbial community stability in soil might differ from other systems. We argue that knowledge on what controls soil microbial community stability is pivotal for predicting the impacts of climate change on soil microbial communities and the processes that they drive.

Box 1. Glossary

Here, drawing from findings from both terrestrial and aquatic systems, we formulate hypotheses on the controls of resistance and resilience of microbial communities in soil, focusing on disturbances associated with climate change (Box 1). Climate change is expected to result in increased frequency of drought and heavy rainfall, increases in temperature, and increased litter inputs and plant root exudates through elevated concentrations of atmospheric CO2, which all have significant impacts on soil microbial community structure and functioning (Bardgett et al., 2013). Here, we focus on pulse disturbances associated with climate change, such as drought, increased rainfall, and increased litter inputs, because the clear start and end point of these disturbances allows for assessing both resistance and resilience of microbial community composition (Box 1). We use three case studies in which we re-analyze published data on the impact of these disturbances on microbial communities to further develop our proposed hypotheses. Finally, we synthesize our findings, and recommend ways of testing our hypotheses about controls of soil microbial community stability.

MICROBIAL COMMUNITY STRUCTURE, SPECIFIC TRAITS PRESENT IN A COMMUNITY, AND THE R-K SPECTRUM

Much work has been done on the relationship between the diversity and structure of microbial communities and their response to disturbance, often with contrasting results. Most evidence for relationships between microbial communities and stability (resistance or resilience under disturbance) comes from aquatic microcosm studies (e.g., Wertz et al., 2007; Wittebolle et al., 2009; Eisenhauer et al., 2012). The majority of these studies have focused on the stability of processes or bulk microbial properties (e.g., biomass or functioning) under disturbance, rather than the stability of community structure itself. Disturbance influences microbial community structure if species differ in their trade-off between growth rate and disturbance tolerance (Engelmoer and Rozen, 2009). Therefore, specific functional traits (Box 1) may be more informative of community stability in disturbed ecosystems than community composition and structure (Lennon et al., 2012; Wallenstein and Hall, 2012; Mouillot et al., 2013). For example, the ability to resist dehydration via synthesis of the sugar trehalose to maintain cell membrane integrity (e.g., McIntyre et al., 2007; Zhang and Van, 2012) may be an important soil microbial trait to consider for drought resistance, whereas the ability to use specific C or N forms that are released when a drought ends might inform about resilience (Borken and Matzner, 2009) (Table 1). In contrast, more general stress-response pathways, such as the sporulation pathway of Bacillus subtilis (e.g., Higgins and Dworkin, 2012) may be universally useful for maintaining stability in the face of a variety of disturbances.

Table 1. Examples of microbial traits and the genes involved that might play a role in the resistance and resilience of microbial communities to climate change.

[image: image]

Dispersal mechanisms and connectivity are important for the resilience of microbial communities because the success of regional dispersal affects the maintenance of local diversity (e.g., Matthiessen et al., 2010; Lindstrom and Langenheder, 2012). Connectedness of metapopulations has been shown to be an important factor in the response of aquatic communities to disturbance (e.g., Altermatt et al., 2011; Carrara et al., 2012), but such evidence is lacking for soils. Dispersal mechanisms are likely to play an even more important role for the recovery of microbial communities in soil because of its heterogeneous nature (Ritz et al., 2004), and low moisture content can hamper dispersal of soil microbes by spatially isolating metacommunities (Treves et al., 2003). However, soil microbes can also disperse via aboveground mechanisms. For example, fungi that rely on active dispersal through airborne spores (e.g., Roper et al., 2010) may have greater resilience than bacteria that lack more active dispersal mechanisms (Kasel et al., 2008; but see Barcenas-Moreno et al., 2011). On the other hand, bacteria, archaea, and phytoplankton cells are thought to passively disperse easily because of their large populations and small body sizes (e.g., Baas-Becking, 1934; Finlay and Clarke, 1999).

From the above, we infer that specific microbial traits are pivotal for determining microbial community response to disturbance, and that the ability of a microbial community to resist or recover from a specific disturbance may be informed by the dominance, or community-weighted mean, of a specific functional trait (e.g., Wallenstein and Hall, 2012) (Table 1). Recent advances in sequence-based metagenomics allow for identification of functional genes in a microbial community (Thomas et al., 2012). However, although the presence and expression of specific functional genes in soil microbial communities has been shown to respond to global change and climate change disturbances (e.g., Baldrian et al., 2012; Yergeau et al., 2012; Yarwood et al., 2013), the relative abundance of functional genes has never been used to infer a community's ability to withstand and recover from disturbances. This approach still has many caveats; newly discovered gene sequences often lack homology to known genes in current databases and remain unknown until biochemical characterization and annotation of their functional abilities, and microorganisms may carry the genetic capacity to exhibit a certain functional trait, but, ultimately, not express the gene or produce an active gene product in nature. Thus, to capitalize on sequence-based metagenomic tools for the understanding of functional traits, the traits of interest and their genes and regulatory pathways must be well-characterized.

In addition to specific traits, microorganisms can be characterized according to their life-history strategy: r-strategists (termed ruderals in plant ecology, and copiotrophs in microbial ecology) have high growth rates and low resource use efficiency, and K-strategists (termed competitors in plant ecology, and oligotrophs in microbial ecology) have low growth rates and high resource use efficiency (Klappenbach et al., 2000; Fierer et al., 2007). This assumed fundamental trade-off between growth rate and resource use efficiency (Hall et al., 2009) may underlie the capacity of microbial communities to respond to disturbance (Schimel et al., 2007; Wallenstein and Hall, 2012), as community structure will change if the taxa present differ in this trade-off (Engelmoer and Rozen, 2009). There is evidence from both plant and soil communities that K-strategists are more resistant, but less resilient, to climate change-related disturbances than r-strategists (Grime, 2001; Haddad et al., 2008; Bapiri et al., 2010; De Vries et al., 2012a; Lennon et al., 2012), and a trade-off between resistance and resilience is widely documented (Pimm, 1984; Hedlund et al., 2004; De Vries et al., 2012a). Different soils with different microbial communities have been compared in their response to disturbances (mostly in terms of bulk biomass and function), and changes in the abundances or relative contributions of community members have been linked to the overarching stability of the microbial community structure itself (Griffiths and Philippot, 2013). As some taxa may be more sensitive to certain disturbances than other taxa, it is possible that their differential responses impact not only the abundances of insensitive community members (for instance, through changes in the strengths of microbial interactions, such as the release of an insensitive taxon from competition due to the decrease in abundance of a taxon sensitive to disturbance), but also the overarching resistance and resilience of the community. Here, we propose that community-level measures that have a theoretical relationship with a specific functional trait, or with the r-K-strategist spectrum, might predict the response of soil microbial community structure to pulse disturbances associated with climate change.

HYPOTHESIS 1: THE RESISTANCE OF MICROBIAL COMMUNITY STRUCTURE TO DISTURBANCE INCREASES WITH INCREASING RELATIVE ABUNDANCE OF K STRATEGISTS (OR OLIGOTROPHS), BUT THE RESILIENCE DECREASES.

Gram-positive bacteria often are slower growing than Gram-negative bacteria (Prescott et al., 1996), and therefore the ratio between Gram-positives and Gram-negatives of a soil microbial community might be indicative of the prevalence of K-strategists in that community. In addition, the ability of many Gram-positive bacteria to sporulate allows them to withstand a variety of disturbances, including drought (Drenovsky et al., 2010; Higgins and Dworkin, 2012). Therefore, we propose that the resistance of microbial community structure will increase with increasing Gram-positive/Gram-negative ratio, or increasing relative abundance of Gram-positive bacteria.

Similarly, microbial communities that have a high proportion of fungi compared to bacteria are associated with nutrient [N and phosphorus (P)] poor conditions that require high resource use efficiency, and fungi typically are considered to be slower growing than bacteria (Six et al., 2006). Therefore, we argue that the fungal/bacterial ratio of a soil microbial community may also be indicative of the prevalence of K-strategists in that community, and, following this, the resistance of microbial community structure will increase with increasing fungi-to-bacteria (F/B) ratio, or increasing relative abundance of fungi, whereas the resilience will decrease. The carbon-to-nitrogen (C/N) ratio of microbial communities may be also be linked to intrinsic growth rate; fungi are slower-growing and have wider C/N ratios than bacteria (Van Veen and Paul, 1979; Bloem et al., 1997; but see Cleveland and Liptzin, 2007), thus, microbial communities that are dominated by fungi rather than bacteria will have a wider C/N ratio.

Finally, the resilience of microbial community structure will increase with increasing abundance of bacteria that can be classified as copiotrophs, such as many members of the β-proteobacteria and Bacteriodetes, and decreasing abundance of oligotrophs, such as many members of the Acidobacteria (Fierer et al., 2007). Notably, many oligotrophic microorganisms may be r-strategists, while many copiotrophic microorganisms may also be K-strategists, and so there is likely overlap between the two types of classification. Although we propose here that the above community attributes can be used to predict the resistance and resilience of microbial community composition, we acknowledge that within the categories and distinctions we propose, there will of course be exceptions that do not respond as we suggest.

At first, it may seem circular that quickly-growing organisms will be less resistant but more resilient to disturbances, and that communities with frequent disturbance regimes may be dominated by microorganisms exhibiting these strategies because of selection. However, we believe that our hypothesis is not merely self-affirming because microorganisms may respond to disturbances not only by growing and dying, but also, for example, by temporarily changing their physiological state or metabolism (e.g., entering dormancy), maintaining stochastic gene expression, exhibiting phenotypic plasticity, or being rescued by dispersal from nearby meta-communities (e.g., Shade et al., 2012a). Therefore, given the array of complex responses that microorganisms may have when challenged with a disturbance, growth is not the only mechanism that could maintain community stability.

HIGHER TROPHIC LEVELS

Although there is some evidence from aquatic and terrestrial studies that the presence of higher trophic levels can enhance the recovery of microbial biomass and activity (Maraun et al., 1998; Downing and Leibold, 2010), almost no attention has been given to the role of higher trophic levels of the soil food web in controlling resilience of microbial community structure. Microbial grazers have the potential to affect resilience of microbial community structure via two mechanisms. First, they can aid the dispersal of microbes by carrying them in their guts or on their surfaces. For example, bacterial-feeding nematodes disperse bacteria by carrying them both their surfaces and in their guts (Ingham, 1999), fungal spores are dispersed by the movement of fungal grazers such as collembolans (Renker et al., 2005), and bacterioplankton may “hitchhike” on zooplankton carapaces to overcome otherwise impenetrable gradients in water columns (Grossart et al., 2010). In addition, microbial grazers affect microbial communities by preferentially feeding on specific taxa or functional groups, thereby either reducing their abundance or stimulating their turnover and activity (Chen and Ferris, 2000; Cole et al., 2004; Fu et al., 2005; Postma-Blaauw et al., 2005). As an example, heterotrophic nanoflagellates, prominent bacteriovores in aquatic systems, often preferentially graze on medium-sized bacterioplankton, leaving the small and large-bodied organisms behind (Miki and Jacquet, 2008).

HYPOTHESIS 2: THE RESILIENCE OF MICROBIAL COMMUNITY STRUCTURE INCREASES WITH GREATER DIVERSITY OF ORGANISMS OF HIGHER TROPHIC LEVELS

Different microbial grazers have different feeding preferences, and different soil faunal species often have different movement patterns. Thus, we hypothesize that a greater diversity or species richness of higher trophic levels in the soil food web enhances resilience of soil microbial communities after disturbance, because they stimulate the growth and dispersal of a wider range of soil microbes than faunal communities of lower diversity.

RESOURCE AVAILABILITY

As suggested by Wallenstein and Hall (2012) resource availability might constrain the rate of soil microbial community adaptation and recovery; in low resource environments, shifts in microbial community structure will be slow, whereas in high resource environments, communities will respond rapidly. Indeed, resource availability has been linked to resilience of microbial and faunal biomass several times (Orwin et al., 2006; De Vries et al., 2012b). It was observed (but not quantified in regards to community composition) that the resilience of both microbial and faunal communities seemed to be increased by the presence of plants (De Vries et al., 2012b) presumably because plants offer substantial belowground carbon inputs for microbial communities. Resource availability has the potential to both enhance and retard microbial community resilience, depending on the remaining microbial traits after a disturbance: low resource availability may give slow-growing (oligotrophic) microbes a competitive advantage, whereas high resource availability may favor fast-growing (copiotrophic) microbes. Therefore, we propose that a greater resource availability, diversity, and heterogeneity would increase community resilience after a disturbance, and indeed, several studies report a positive effect of plant species diversity (with presumably a diversity of belowground root exudates and litter inputs) on the stability of microbial biomass and microbial processes (Milcu et al., 2010; Royer-Tardif et al., 2010). Moreover, root exudates form a tight evolutionary link between plants and microbial communities (Badri and Vivanco, 2009), and recent evidence showed that different chemical compositions of Arabidopsis root exudates select for different microbial communities (Badri et al., 2013), thereby potentially affecting the response of those communities to climate change. Because plants respond to climate change by modifying their C balance (Atkin and Tjoelker, 2003; Chaves et al., 2003), temporal changes in root exudation especially have great potential to affect microbial community responses to climate change.

HYPOTHESIS 3: THE RESILIENCE OF MICROBIAL COMMUNITY STRUCTURE INCREASES WITH GREATER RESOURCE AVAILABILITY. BECAUSE OF THE BELOWGROUND C INPUTS BY PLANT, THE PRESENCE OF A PLANT WILL INCREASE THE RESILIENCE OF THE MICROBIAL COMMUNITY

Increased concentrations of labile carbon, nitrogen, and phosphorus as a result of greater resource availability might allow microbial taxa to maximize their intrinsic growth rate and thus increases the resilience of microbial community composition. We also hypothesize that the presence of a plant enhances the resilience of microbial community structure through its belowground carbon inputs.

MOISTURE AVAILABILITY

Moisture availability plays a crucial role for microbial activity and survival, because microbes are in close contact with water and have semi-permeable cell walls. In addition and as briefly mentioned earlier, low soil moisture content limits the dispersal of microorganisms (Carson et al., 2010; Kravchenko et al., 2013). However, moisture is also limiting for the movement of microbial grazers such as nematodes (Young et al., 1998), which, as hypothesized above, might promote growth and dispersal of microbes and increase microbial community resilience.

HYPOTHESIS 4: MOISTURE AVAILABILITY INCREASES RESILIENCE OF MICROBIAL COMMUNITY STRUCTURE

We hypothesize that relatively higher moisture availability increases the recovery of microbial community structure after drought, and also after other types of disturbance, such as changes in N and C availability (as a result of increased atmospheric CO2 concentrations) or heat waves.

METHODS

We analyzed three case studies to test the hypotheses about soil microbial community resistance and resilience outlined above, focusing on drought, rainfall, and increased litter inputs. In all three case studies, we calculated Bray-Curtis similarities between disturbed and control microbial communities as a measure of both resistance and resilience of microbial community structure. For resistance, this was the similarity between the disturbed treatment and the control at the end of the disturbance; for resilience, it was the similarity between the disturbed treatment and the control after ending the disturbance. In both cases, a similarity of 1 would mean maximum resistance (no effect of disturbance) or resilience (complete recovery). We used axis scores from ordination plots as metrics of microbial community structure, as well as F/B ratio and Gram-positive/Gram-negative ratio. We fitted single-variable linear and non-linear models [including a quadratic term of the significant explanatory variable(s)] (lm function in R) to explain resistance and resilience from metrics of microbial community structure, as well as from higher trophic level richness and numbers, soil C and N availability, and soil moisture content. If the quadratic term was significant, we performed an ANOVA to test whether the non-linear model significantly improved model fit. Finally, we fitted the best explaining additive model for microbial community resistance and resilience using parameters that had shown to be significant in the single-variable models. All analyses were performed in R [version 2.15.2, (2012)].

CASE STUDY 1: RESPONSES OF GRASSLAND AND WHEAT FIELD MICROBIAL COMMUNITIES TO MULTIPLE DROUGHT EVENTS

The data from case study 1 were originally published in two papers: De Vries et al. (2012a) and De Vries et al. (2012b). The experiment investigated the responses of the entire soil food web and of C and N cycling in grassland and wheat soil to drought. The experiment included two phases: a field-based drought and a glasshouse-based drought. During the glasshouse-based experiment, the response of biomass of functional groups and processes in both control and drought treatments was monitored directly 1, 3, 10, and 77 days after ending the drought. This, in combination with 32 experimental units (land use × field drought × glasshouse drought × 4 replicates) per sampling, and an extra set of pots in which a wheat plant was grown to assess the impact of plant presence on the recovery of the soil food web, resulted in a total of 192 observations. Microbial communities were analyzed using analysis of phospholipid-derived fatty acid profiles (PLFA). In addition, soil concentrations of available C, N, and moisture were measured, as well as leaching and gaseous losses of C and N. For more details on methods and experimental set up see De Vries et al. (2012a,b).

The original publications focused on the impact of drought on biomass and activity of soil food webs, with only a minor role for changes in community composition. The biomass and activity of fungal-based soil food webs of grasslands were found to be more resistant to drought, whereas biomass and activity bacterial-based soil food webs were more resilient. In addition, the presence of a plant increased the resilience of microbial biomass, and resilience of microbial biomass was positively related to C availability. Here, we re-analyzed microbial community data to test our four hypotheses about resistance and resilience of microbial community structure. We calculated F/B ratio (the ratio between the fungal PLFA 18:2ω 6 and the bacterial PLFAs i-15:0, a-15:0, 15:0, i-16:0, 16:1ω 7, 17:0, a-17:0, cyclo-17:0, 18:1ω 7, and cyclo-19:0), Gram-positive/Gram-negative ratio (the ratio between Gram-positive PLFAs i-15:0 and i-17:0 and Gram-negative PLFAs a-C15:0, 16:1ω 7, cyclo-17:0, and cyclo-19:0) and PCA scores of relative abundances of PLFAs [widely used in ecology for analyzing PLFA profiles, e.g., in De Vries et al. (2012c)].

We found that both the resistance and the resilience of microbial communities were explained by community structure. In line with hypothesis 1, resistance decreased with greater PC1 scores, along which Gram-negative abundance increased (Table A4), and increased with greater Gram positive/Gram negative ratio (quadratic relationship, Table 2). However, resistance decreased with greater F/B ratio, which is in contrast with hypothesis 1, and with earlier findings that resistance of biomass and activity to drought increased with greater relative abundance of fungi (Bapiri et al., 2010; De Vries et al., 2012a). A possible explanation for this is that there is only one PLFA that represents fungi, whereas there are ten PLFAs for bacteria. Thus, changes in microbial community structure therefore are dominated by changes in the bacterial members, and the ratio between fungal and bacterial PLFA might not be the most informative for those changes. In addition, the bacterial community in a fungal-dominated microbial community might undergo more dramatic shifts in composition because of intense competition with fungi.

Table 2. Case study 1: regression models explaining microbial community resistance to the glasshouse-based drought.
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In contrast to hypothesis 1, resilience decreased with greater PC1 scores, whereas it increased with greater C/N ratio of microbial biomass and greater F/B ratio (included in best model, Table 3) and Gram positive/Gram negative ratio (Table 3). The positive relationship between resilience and F/B ratio as well as Gram-positive/Gram-negative ratio might reflect the fact that the initial changes in communities dominated by fungi and Gram-positives were smaller and thus these remained more similar to their undisturbed counterparts throughout. This is further supported by the lack of evidence for a trade-off between resistance and resilience. In comparison, the resilience index proposed by Orwin et al. (2010) calculates the resilience relative to the initial change in a parameter, and thus a low resistance is more likely followed by a high resilience. It goes beyond the scope of this paper to compare the use of different resilience indices, but it is noteworthy that different methods of calculating these indices can give different results.

Table 3. Case study 1: regression models explaining variation in microbial community resilience after the glasshouse-based drought.
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Our results partly support hypotheses 2, 3, and 4. As hypothesized, resilience of microbial community structure increased with greater microarthropod richness. However, it decreased with greater protozoa numbers (Table 3). When only the last sampling (77 days after ending the drought) was analyzed, the positive relationship of resilience with greater microarthropod richness was also significant (adjusted R-squared = 0.30, P = 0.017), but resilience increased with protozoa numbers (adjusted R-squared = 0.22, P = 0.037). Notably, the presence of a plant strongly increased overall microbial community resilience, although within land use and field drought treatments this effect was not, or only marginally, significant (Figure 1). Within the plant treatment, resilience increased with increasing soil dissolved organic C availability (adjusted R-squared = 0.22, P = 0.038). These results support our hypothesis that plant belowground C inputs increase microbial community resilience. However, the lack of explanatory power of overall resource availability for community resilience might indicate that other mechanisms are more important, such as the greater abundance of higher trophic levels in plant treatments (De Vries et al., 2012b), or plant impacts on soil structure and aeration, which were not measured here.
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FIGURE 1. Case study 1: the presence of a plant increased the resilience of microbial community composition 77 days after ending the glasshouse-based drought [F(1, 24) = 15.7, P = 0.0005]. Resilience was greater in grassland than in wheat [F(1, 24) = 5.36, P = 0.029]; there were no interaction effects between land use or previous drought. Pairwise comparisons within land use and field drought treatments indicated that only within the wheat field drought treatment the treatments with and without plant were (marginally) significantly different (Tukey's HSD comparison, P = 0.059, indicated by an asterisk).



CASE STUDY 2: RESPONSE OF MICROBIAL COMMUNITIES FROM INTENSIVELY MANAGED AND EXTENSIVELY MANAGED GRASSLAND TO DROUGHT

In the study published by Gordon et al. (2008) the impact of a glasshouse-based drought was assessed on microbial communities from extensively managed, unfertilized, species rich grassland, and from intensively managed, fertilized, and heavily grazed grassland, alongside measurements of C and N leaching. The response of microbial biomass C and N, and C and N leaching, was measured 1, 3, 9, 16, 30, and 50 days after rewetting, while microbial community structure (as PLFAs) was measured only at day 30. With two land uses, a drought vs. a control, and four replicates, this resulted in 16 observations for microbial community structure.

In the original publication, the authors found that biomass N of the (fungal-dominated) microbial community of extensively managed grassland was less affected by drought than that of the bacterial-dominated microbial community of intensively managed grassland. Moreover, this was paralleled by smaller leaching losses of C and N from the grassland soil. Changes in microbial community composition were not analyzed quantitatively. Here, we re-analyzed microbial community data to test our hypotheses that microbial community resilience can be explained by microbial community structure. As in case study 1, we used PCA scores as microbial community metrics, alongside F/B ratio and Gram-positive/Gram-negative ratio.

The results from this case study support hypothesis 1. We found that resilience was negatively related to the F/B ratio and the Gram-positive/Gram-negative ratio. In addition, resilience increased with greater PC1 scores (Table 4), along which most Gram-negative PLFAs increased and fungal PLFA decreased (Table A5). This dataset did not allow for testing the other hypotheses.

Table 4. Case study 2: regression models explaining variation in microbial community resilience at day 30 after ending the glasshouse-based drought.
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CASE STUDY 3: TROPICAL FOREST SOIL MICROBIAL COMMUNITIES RESPONSES TO LITTER ADDITION, LITTER REMOVAL, AND RAINFALL EXCLUSION IN A FIELD EXPERIMENT

Nemergut et al. (2010) published a study assessing the impact of organic matter content through on soil microbial communities in Costa Rican tropical forest soils. The design included three experimental treatments (litter exclusion, litter addition, and throughfall exclusion) and one control, each observed over time in triplicate plots. The control plots were sampled at the beginning of the experiment, in April 2007, and then subsequently in June and October 2008. The experimental plots were sampled in June and October 2008, resulting in 27 total observations. Pyrosequencing of the 16S rRNA gene was used to measure of bacterial and archaeal community structure, and a suite of soil environmental parameters were also assessed, including: soil water content, microbial biomass, CO2 efflux, dissolved oxygen, and ammonium and nitrate concentrations. The sequencing data, contextual data, and metadata were deposited in MG-RAST and made publicly available. The Nemergut et al. (2010) dataset was selected as a case study because parameters of interest to global change disturbance were measured (microbial community structure, soil resources, and soil moisture), and because it provided a sequence-based assessment of composition to complement the PLFA-based assessments of Case Studies 1 and 2.

In the original work, the authors reported that certain phyla of bacteria and archaea were more prevalent in some of the experimental treatments than others, and, more specifically, that oligotrophic taxa (e.g., Acidobacteria) were more prevalent in plots that were compromised in organic matter availability. To query the dataset specifically about community resistance and resilience, we first calculated resistance as the Bray-Curtis similarity (averaged across replicates) between the initial time point (pre-disturbance) control and the post-manipulation time point for each experimental treatment (April control vs. June treatment). Then, we calculated resilience as the Bray-Curtis similarity between the final time point and the April pre-disturbance control (April control vs. October treatment). We used unconstrained correspondence analysis to determine axis scores as a metric of microbial community structure.

We found that microbial community structure (axis 1 CA scores) explained variability in resistance across treatments (non-linear model: resistance was explained by main and quadratic term of axis 1 scores, adjusted R squared = 0.89, p < 0.0001 and p = 0.004, respectively)—resistance increased with axis 1 scores. The axis 1 gradient corresponded to transition from communities with a high representation of Proteobacteria-affiliated taxa (many of which can be classified as copiotrophs) to communities with a high representation of Acidobacteria-affiliated taxa (many of which can be classified as oligotrophs; Table A6 online Suppl. Data). Thus, this result supports hypothesis 1 that resistance increases with increasing abundance of oligotrophs. Axis 2 CA scores and microbial biomass did not provide explanatory value for resistance. Of all the available environmental measurements, only nitrate concentrations and moisture content explained variability in resilience (Pearson's correlation between moisture and nitrate −0.123, P = 0.538); resilience increased with nitrate availability, but decreased with moisture content (Table 5). This suggests that nitrate availability and moisture are important for resilience of microbial communities in tropical soils, and supports hypothesis 3, but not hypothesis 4, which pose that resilience increases with nutrient and water availability, respectively. The dataset did not allow for testing the remaining hypotheses.

Table 5. Case study 3: regression models explaining variation in microbial community resilience after litter addition, litter removal, and rainfall exclusion.
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Notably, there were only small changes in community composition within treatments over time, which prompted the authors to combine the time points for their original analysis. This is, in some ways, expected because spatial variability often exceeds temporal variability in soil communities (Bardgett et al., 1997; Ettema and Wardle, 2002). However, the resistance and resilience determined by these small changes were well-explained by community structure, nitrate, and water content.

SUPPORT FOR THE HYPOTHESES – A FRAMEWORK FOR PREDICTING MICROBIAL COMMUNITY RESISTANCE AND RESILIENCE TO CLIMATE CHANGE

In all three case studies, the resistance and the resilience of microbial communities could be explained by community properties associated with the r-K spectrum. We found that the measures that significantly explained resistance and resilience and were indicative for shifts from r-strategists to K-strategists were strongly interrelated (Tables A1–A3), confirming that these measures inform about broad shifts in community structure linked to changes in the abundance of r- and K-strategists. Moreover, the presence and abundance of higher tropic levels, resource availability, and moisture content were strong predictors for microbial community resilience. Although the structure of the data we analyzed does not allow for drawing conclusions on the relative importance of those controls, and the relationships we found are not necessarily causal, these results are a first observation and exploration of a framework for predicting the response of soil microbial communities to climate change based on the ratio between r- and K-strategists, and the environment (Figure 2, top panel). We propose that, although the underlying specific functional genes present in a microbial community determine its response to climate change, simple measures that characterize microbial communities along the r-K spectrum can inform its ability to resist and recover from climate change related disturbances. Our framework also takes into account the effect of the environment, and interrelationships between environment and r-K dominance of microbial communities, in the three-dimensional response plane.
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FIGURE 2. Framework for predicting microbial community response to climate change. The bottom part of the figure illustrates the necessity of characterizing and annotating specific functional genes (here conceptually represented by colored sequences) that code for microbial traits of importance for community responses for specific disturbances associated with climate change. Once known and annotated, these genes can inform about the relative abundance of a suite of genes that may underlie a community's response to climate change (arrow 1). The middle part designates the relative abundance of functional genes present in a community. This space is multidimensional and here we chose to visualize C cycling genes, N cycling genes, and drought resistance genes (see Table 1), but other known and unknown genes such as those involved in sporulation or specific dispersal mechanisms should be included. The functional genes present in a community may, or may not, have a relationship with the dominance of r- and K-strategists or with the community's environment (colored dots in middle and upper part). The role of specific functional genes in a community's response and their links with the r-K spectrum are yet to be elucidated (arrow 2). The upper part of the figure indicates a community's response to climate change, as determined by the relative abundance of r- and K-strategists and the community's environment (in this case nutrient availability, but this can be replaced by other environmental factors such as the abundance or richness of higher trophic levels). A K-strategist dominated microbial community in a nutrient-poor environment likely has high resistance, whereas an r-dominated community in a nutrient-rich environment likely has high resilience. The exact shape of the surface might vary depending on specific circumstances.



Furthermore, we propose that the abundance of specific functional genes such as those involved in desiccation resistance will predict a community's response to drought, but genes involved in C and N cycling might link to the r-K spectrum and thus be useful for predicting microbial community response to climate change (Table 1; Figure 2). For example, the abundance of amoA genes is likely to be greater in N-poor environments in which the dominant N form is ammonia than in nutrient rich environments in which the dominant form is nitrate (Schimel and Bennett, 2004), and might thus be associated with microbial communities dominated by oligotrophs. Ultimately, our framework allows for plotting specific functional traits onto this plane for predicting microbial community stability under a range of specific disturbances.

FUTURE DIRECTIONS: THE ROLES OF MULTIPLE DISTURBANCES AND ADAPTATION FOR SOIL MICROBIAL COMMUNITY STABILITY

By selecting for specific traits among community members, a disturbance may affect a community's ability to respond to a subsequent disturbance or to a series of compounded disturbances. For example, it has been shown that the order of different types of disturbances influences the outcome of community structure, suggesting that selection for a specific trait affects the ability to respond to a subsequent disturbance of a different type (Fukami, 2001). Thus, we may expect that when a microbial community is exposed to two subsequent disturbances of the same type, its composition will be more resistant to the second disturbance because of selection for the tolerant trait by the first disturbance. There is some support for this hypothesis from soils. Precipitation regime affected the response of soil bacterial community composition to subsequent drought and rewetting events (Evans and Wallenstein, 2012), and extremophiles are often tolerant to a wide range of disturbances (Mangold et al., 2013). In contrast, microbial communities exposed to severe drought appeared to be more resistant to a subsequent heat wave, suggesting that the microbial traits responsible for drought tolerance are related to those of heat-tolerance (Berard et al., 2012). However, very little is known about the interrelatedness between specific functional traits in soil microbes, which makes it difficult to predict responses to multiple disturbances. In contrast, the r-K spectrum might inform about a microbial community's ability to withstand different types of disturbance: r-strategists thrive in nutrient (N and P) rich, disturbed environments compared to K-strategists, but are less resistant to climate change than K-strategists (Hedlund et al., 2004; De Vries et al., 2012a).

Adaptation also may be an important strategy for individual microbial taxa to cope with a changing climate (Box 1). A microbe's ability to adapt to disturbance is linked to its generation time or turnover rate, and therefore r-strategists may show quicker adaptation than K-strategists. Moreover, warming can increase growth rates, but also horizontal gene transfer between bacterial taxa (Pritchard, 2011). In addition, for example, it has been shown that E. coli can acquire stress resistance to a range of disturbances after pretreatment with a different disturbance after only 500 generation times (Dragosits et al., 2013). This so called cross-stress protection has been shown for a range of species across kingdoms. Similar to microbial community resilience, rates of adaptation and evolution are likely influenced by environmental factors such as the abundance and richness of higher trophic levels, moisture availability, and resource availability. Although not within the scope of this paper, these findings suggest that evolutionary changes might be of equal importance to shifts in community structure for determining the response of microbial communities to climate change (Orsini et al., 2013).

CONCLUSION

Our aim in this paper was to hypothesize controls on microbial community resistance and resilience to climate change, and to explore our hypotheses by carefully re-analyzing three vignettes of published data. Our results show that both microbial community properties associated with the r-K spectrum and environmental factors such as the abundance and richness of higher trophic levels, plant presence, and resource availability can explain the response of microbial community structure to climate change-related disturbances. A clear limitation to our study is the relatively narrow focus on three vignettes of case studies, and further investigation and experimental validation is necessary to directly test these hypotheses across a wide range of soil ecosystems. Although querying publicly available data can be used to formulate hypotheses on the potential controls of microbial community resistance and resilience, disentangling the interwoven controls on microbial community resistance and resilience requires mechanistic experiments designed to test specific questions about the hypothesized controls (Jansson and Prosser, 2013).

As a final consideration, it is possible that routine successional trajectories of microbial communities (for example, seasonal trajectories in temperate soils) may be altered permanently as a result of a disturbance. However, the nature of these alterations will depend on the traits present in the community and on the type of disturbance. In temperate aquatic systems, it has been suggested that annual seasonal succession in bacterial community composition may serve as a baseline from which a community's response to a pulse disturbances can be measured, while gradual shifts in this succession may be used as an indicator of long-term adaptations to press disturbances such as global climate changes (Shade et al., 2012a,b). Similarly, soil community successional trajectories may be quantified and monitored to detect gradual shifts in composition over the long term, such as in response to the press disturbance of increased temperature, and how these shifts affect short-term responses to pulse disturbances, such as drought. However, typical rates of community turnover in soil systems are not well documented, especially at the same site on inter-annual scales, and in the absence of any disturbance (Shade et al., 2013). Knowledge of these baseline seasonal dynamics for soils is crucial for providing context for community responses to pulse disturbances, like drought and flooding. Therefore, collecting time series of soil communities and quantifying baseline fluctuations should be prioritized toward the goal of further understanding microbial community stability given ongoing and compounded global climate change disturbances. Combined with long-term experiments that directly manipulate anticipated global change disturbances [e.g., free-air carbon dioxide enrichment experiments (Ainsworth and Long, 2005)], we think that these time series will provide essential insights into the important microbial traits and environmental conditions that may alter or maintain ecosystem services in the face of global changes.
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APPENDIX

Table A1. Pearson correlation coefficients between variables explaining microbial community resistance in Case study 1.
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Table A2. Pearson correlation coefficients between variables explaining microbial community resilience in Case study 1.
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Table A3. Pearson correlation coefficients between variables explaining microbial community resilience in Case study 2.

[image: image]

Table A4. Axis loadings of individual PLFA in Case study 1.
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Table A5. Axis loadings of individual PLFA in Case study 2.
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Table A6. CA axis scores for the 20 most abundant bacterial taxa in Case study 3.
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Soil carbon (C) storage is dependent upon the complex dynamics of fresh and native organic matter cycling, which are regulated by plant and soil-microbial activities. A fundamental challenge exists to link microbial biodiversity with plant-soil C cycling processes to elucidate the underlying mechanisms regulating soil carbon. To address this, we contrasted vegetated grassland soils with bare soils, which had been plant-free for 3 years, using stable isotope (13C) labeled substrate assays and molecular analyses of bacterial communities. Vegetated soils had higher C and N contents, biomass, and substrate-specific respiration rates. Conversely, following substrate addition unlabeled, native soil C cycling was accelerated in bare soil and retarded in vegetated soil; indicative of differential priming effects. Functional differences were reflected in bacterial biodiversity with Alphaproteobacteria and Acidobacteria dominating vegetated and bare soils, respectively. Significant isotopic enrichment of soil RNA was found after substrate addition and rates varied according to substrate type. However, assimilation was independent of plant presence which, in contrast to large differences in 13CO2 respiration rates, indicated greater substrate C use efficiency in bare, Acidobacteria-dominated soils. Stable isotope probing (SIP) revealed most community members had utilized substrates with little evidence for competitive outgrowth of sub-populations. Our findings support theories on how plant-mediated soil resource availability affects the turnover of different pools of soil carbon, and we further identify a potential role of soil microbial biodiversity. Specifically we conclude that emerging theories on the life histories of dominant soil taxa can be invoked to explain changes in soil carbon cycling linked to resource availability, and that there is a strong case for considering microbial biodiversity in future studies investigating the turnover of different pools of soil carbon.
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INTRODUCTION

In terrestrial ecosystems the amount of organic C stored in soil is largely dependent upon a dynamic balance between inputs, mostly from plants (Hopkins and Gregorich, 2005), and respired outputs from soil (Kuzyakov, 2002). Plant communities directly affect soil C storage as they provide a range of C resources, mainly in the forms of root exudates and detritus, which are decomposed at different rates by the soil biota (De Deyn et al., 2008; Paterson et al., 2009). Soil microbial communities are known to be incredibly diverse and are essential for decomposition (Schimel and Schaeffer, 2012), yet there is little evidence that belowground microbial biodiversity affects soil organic matter turnover (Nannipieri et al., 2003). Indeed, it has been suggested that abiotic factors, and not microbial community structure, regulate mineralization rates (Kemmitt et al., 2008). With major advances in understanding global soil microbial biodiversity (Fierer et al., 2009), it is also imperative we improve our understanding of the diversity and activity of soil microbes within a functional context, particularly to elucidate the role of soil biodiversity in the terrestrial C balance and wider sustainability of soils (Bardgett et al., 2008; Paterson et al., 2009).

When studying soil organic matter dynamics, isotope labeled substrate additions often reveal changes in the decomposition rates of unlabeled native soil organic carbon (SOC); a phenomenon termed the priming effect (Bingeman et al., 1953). Priming effects can be either positive or negative and are thought to be important in determining a soil's C storage potential (Kuzyakov et al., 2000). Positive priming describes increased native soil organic matter cycling following fresh substrate inputs, whereas negative priming is the converse decline in native cycling following inputs. The underlying mechanisms affecting the magnitude and direction of priming are not yet fully understood, despite many lab and field based studies examining potential factors, such as: vegetation presence (Brant et al., 2006; Guenet et al., 2010); resource availability (Kuzyakov and Demin, 1998; Fontaine et al., 2004a; Kuzyakov and Bol, 2006); and substrate quality and quantity (De Nobili et al., 2001; Pascault et al., 2013). There are further complications as to the source of the native carbon being assessed in priming effects studies, be it from turnover of non-living soil organic matter (termed real priming effects), or from the endogenous metabolism of microorganisms (apparent priming effects) (Dalenberg and Jager, 1981; Bell et al., 2003; Blagodatskaya and Kuzyakov, 2008). We do not enter this debate here, and will henceforth use the term SOC to refer to carbon present in both living and non-living components of existing soil organic matter, prior to fresh organic carbon (FOC) addition.

Several recent theories have proposed that a better understanding of the role of soil microbial communities may be required to fully understand priming effects (Fontaine et al., 2003; Fontaine and Barot, 2005; Kuzyakov and Bol, 2006). Fontaine et al. (2003), in particular, detailed hypothetical models based on microbial population dynamics and soil nutrient conditions which placed microbial diversity and activity as a key driver of priming effects. Here, microbial populations with different life histories are considered to respond differently to added carbon inputs, where copiotrophs (r-strategists) rapidly utilize the added FOC, whereas oligotroph (K-strategist) populations more efficiently channel the energy gained from FOC into degrading SOC. This theory also emphasizes that plants may have an important role in driving soil priming effects as they determine soil fertility, and affect microbial community structure and functional activity by providing FOC inputs of differing resource value (Griffiths et al., 2003; Johnson et al., 2003; Bardgett, 2005).

In Fontaine's theory (Fontaine et al., 2003) it was posited that, after utilizing FOC, particular microbial populations increase in size resulting in a greater turnover of SOC. Therefore, it is supposed that monitoring differences in soil microbial community structure, alongside soil C fluxes, could provide insights into the microbial populations contributing to the direction and magnitude of soil priming effects. Whilst some studies have simply monitored microbial communities in conjunction with soil respiration measures (Falchini et al., 2003; Landi et al., 2006; De Graaff et al., 2010; Guenet et al., 2010), others have traced 13C-labeled substrates into lipid biomarkers (Nottingham et al., 2009). Additionally, stable isotope probing (SIP) of nucleic acids has been undertaken to permit more detailed molecular analyses of the diversity of active microbes (Bernard et al., 2007, 2012; Pascault et al., 2013). These few studies have shown that population shifts in active microbes can be associated with changes in soil C turnover, yet more studies are still needed to synthesize and strengthen current theories on the relationships between microbial biodiversity and the cycling of different pools of SOC.

In a previous study we showed that field-based removal of vegetation from an acidic grassland decreased soil resource availability, soil respiration rates and changed bacterial community structure to favor presumed oligotrophic taxa (Thomson et al., 2010). Using these same treatments, here we seek to investigate in more detail the role of vegetation (presence or absence), resource availability and bacterial biodiversity on the specific cycling of labile FOC and native SOC. Three 13C labeled substrates will be used to examine how the type of substrate, as a proxy for labile FOC resources, affects the observed patterns. Total bacterial community responses will be assessed and we also seek to explore the use of an RNA-based SIP approach to investigate active communities degrading different C sources, and to further our understanding of soil priming effects.

MATERIALS AND METHODS

FIELD SITE, SOIL SAMPLING, AND PROPERTIES

Soil (10 cm depth) was collected in autumn at an upland, grassland experiment located at the Rigg Foot field site, Sourhope, Scotland, UK (GR NT854 196 at 300 m above sea level). In a previous experiment, soil bacterial community structure and respiration rates were found to vary at the field scale as a result of the topography of the experimental site, which led to waterlogging in certain areas (Thomson et al., 2010). Therefore, in this experiment we chose to examine replicates from within a single experimental block. The experimental block comprised of a 10 m2 area of control grassland (hereon referred to as vegetated treatment), within which a 4 m2 defoliated plot had been established and covered with a permeable black membrane, for 3 years preceding this experiment, to prevent plant growth (hereon referred to as bare treatment). Three replicate monoliths (60 cm × 60 cm) were sampled from the vegetated and bare areas within close proximity of each other to minimize variation in environmental conditions; ensuring that the main difference between treatments was the presence or absence of plants. Samples were transported immediately to the laboratory where they were fresh sieved to 2 mm, roots removed by hand then stored at 4°C until required for analyses and 13C substrate addition experiments.

Experimental microcosms were set-up using 100 ml air-tight containers (Lock & Lock, Armorica, Petersfield, UK) modified to include a rubber septum (SubaSeal, Sigma-Aldrich, Poole, UK) for headspace gas sampling. Triplicate microcosms (20 g sieved soil) were established to enable destructive sampling at 0 (prior to substrate addition), 24, 72, and 193 h to examine extracted RNA, and total and functional bacterial communities in vegetated and bare treatments (equaling a total of 78 microcosms). These replicates were also used for CO2 sampling on ten occasions (0, 12, 24, 48, 72, 96, 120, 144, 168, and 193 h).

C and N contents were analyzed with an Elementar Vario EL elemental analyser (Elementar Analysensysteme GmbH, Hanau, Germany). Deionized water was added to soil to provide a 1:1 mixture and pH was measured using an HI 8424 pH meter (Hanna Instruments Srl, Italy). Moisture (%) was calculated by drying overnight at 105°C then re-weighing to measure water loss. Microbial biomass measurements were based on analysis of phospholipid fatty acids (PLFAs), using a previously described method (Bardgett et al., 1996). Phospholipids were extracted from 1.5 g soil (fresh weight) and extracts analyzed using an Agilent 6890 Gas Chromatograph (Zebron ZB-5 Capillary GC Column 60 m × 0.32 mm × 0.25 μm). Individual PLFA peaks were identified based on retention times of known bacterial fatty acid standards (Sigma-Aldrich, Dorset, UK). Concentrations of individual fatty acids were calculated using a standard 19:0 peak as a reference. Total soil microbial PLFA concentrations were calculated from all measured PLFAs (15:0, 15:0i, 15:0a, 14:0, 16:0i, 16:0, 16:1, 16:1ω5, 16:1ω7, 17:1ω8, 7Me-17:0, br17:0, 17:0i, 17:0a, br18:0, 18:1ω5, 18:1ω7, 18:0, 19:1, 7,8cy-19:0).

13C SUBSTRATE INCUBATION EXPERIMENT

Fully labeled (99 atom%) 13C-glucose, 13C-glycine, and 13C-phenol (Cambridge Isotope Laboratories Inc. Andover, UK) were weighed and dissolved in distilled H2O. The 13C labeled substrate solutions were sterilized through a 0.2 μm filter (Sartorius, Göttingen, Germany) and added at a rate of 0.4 mg 13C g−1 dry soil. For the glucose, glycine and phenol incubations 200, 250, and 220 μl of substrate solution was added, respectively to each microcosm. Filter sterilized, distilled H2O was also used as a control treatment. After the addition of substrate solution or distilled H2O, soil was stirred once to mix substrates before the initial gas sampling (0 h). Moisture contents were maintained throughout by weighing and rewetting. At each sampling, microcosms were sealed shut and headspace gas samples taken immediately and after 3 h to determine the soil respiratory CO2 flux. Microcosms were maintained at approximately 15°C (mean summer temperature) in a temperature controlled room.

CO2 AND 13C–CO2 ANALYSES

CO2 measurements were made with a Perkin Elmer Autosystem XL Gas Chromatograph (Perkin Elmer, Waltham, MA, USA), fitted with a flame ionization detector, operated at 350°C. CO2 was isothermally separated with nitrogen as the carrier gas flowing at 30 cm3 min−1 on a 2 m column packed with Poropak Q. The detector response was calibrated using a certified gas standard containing 500 μl l−1 CO2 in nitrogen (Air Products, Leeds, UK). Between sampling events lids were left open to allow microcosms to vent.

To analyze respired 13CO2, headspace gas sampled from microcosms was injected into a Trace Gas pre-concentrator unit (Micromass, Manchester, UK), and 13C content was subsequently quantified using gas chromatography isotope ratio mass spectrometry (GC-IRMS) (Micromass, Manchester, UK). Analysis was performed at the NERC Life Sciences Mass Spectrometer Facility, CEH Lancaster using their standard protocols (uncertainty better than 0.3%). Abundances of 13C were expressed as 13C atom% i.e.:
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where Rsample is the 13C:12C ratio of analyte CO2.

RESPIRATION CALCULATIONS

The amount of substrate 13C respired as 13CO2–C (mg g−1 dry soil h−1) was calculated for each sampling event using the equation:
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where respCO2 = the flux of total CO2–C respired from soil over 3 h at each time point, and 13C atom% excess = the 13C atom% difference between two measurements taken 3 h apart at each sampling time point.

Rates of unlabeled SOC turnover following substrate addition were calculated using an equation previously described by Fontaine et al. (2004a,b):
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where tot-substrate13C = total respiration minus 13C respired following substrate amendment (mg g−1 dry soil h−1), and tot_soilresp = total soil respiration from the water control treatment (mg g−1 dry soil h−1).

TOTAL BACTERIAL COMMUNITY STRUCTURE

Nucleic acids were extracted from 0.5 g soil using a previously described method (Griffiths et al., 2000) and were finally re-suspended in molecular-grade H2O. Terminal restriction fragment length polymorphism (T-RFLP) analysis of soil bacterial communities was performed using diluted extracted nucleic acids with 16S rRNA gene primers 63F (Marchesi et al., 1998) (fluorescently-labeled with D4 blue dye) (Sigma-Proligo, Dorset, UK) and 519R (Lane, 1991) (MWG Biotech, London, UK). Amplicons were then digested with MspI restriction enzyme (New England Biolabs Inc., Ipswich, MA, USA) prior to fragment analysis using a Beckman Coulter CEQ 2000XL capillary sequencer (Beckman Coulter Corporation, California, USA). Terminal restriction fragment (T-RF) relative abundances were calculated as the ratio between the fluorescence of individual T-RFs and the total integrated fluorescence of all T-RFs.

STABLE ISOTOPE ANALYSES OF SOIL RNA

Soil RNA was purified from total nucleic acids extractions using a RNA/DNA minikit (Qiagen, Crawley, UK) according to the manufacturer's instructions. To assess the amount of substrate 13C incorporation into soil RNA, 13C:12C isotope analysis was performed using a method previously described (Manefield et al., 2002a). RNA (1 μg) was cut with sucrose to provide a minimum C content of 25 μg. Samples were then freeze-dried for 16 h prior to combustion to CO2 using a Carlo-Erba N1500 Elemental Analyser (Carlo-Erba, Valencia, CA, USA). Abundances of 13C were expressed as δ13C values, using the following equation:
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where Rsample and Rstandard are the 13C:12C ratio of soil extracted RNA and Pee Dee Belemnite standard, respectively.

Substrate 13C incorporated into RNA (μg μg−1 RNA) was calculated for each sampling event using the following equation:
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where RNA 13C atom% = 13C atom% of RNA; sucrose13C = the amount of 13C (μg) in sucrose standard used to cut extracted RNA; and 25 = minimum C content in μg.

To investigate microbial substrate C use efficiency, we examined the amount of substrate 13C assimilated into RNA compared to the amount of substrate 13C respired, based on a previously described calculation (Frey et al., 2001; Brant et al., 2006):
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where RNA13C = the amount of 13C incorporated into extracted RNA (μg μ g−1 RNA), and substrate13C = cumulative substrate-specific respiration (μg g−1 dry soil).

RNA STABLE ISOTOPE PROBING

SIP and denaturing gradient gel electrophoresis (DGGE) analysis were performed similarly to Manefield et al. (2002a). Extracted RNA was subjected to isopycnic density gradient centrifugation in caesium trifluoroacetate gradients containing deionised formamide. Gradients were loaded with 500 ng of extracted RNA and spun at 136,000 × g for 42 h at 20°C. Following centrifugation, samples were fractionated for 30 s per fraction at a flow rate of 3.3 μl s−1, resulting in a total of 20 fractions per sample. RNA was precipitated from each gradient fraction by incubating at −20°C with isopropanol followed by centrifugation at 16,000 × g for 30 min at 4°C. Finally, fractions were dried under vacuum and RNA dissolved in RNase-free water.

Precipitated RNA from density gradient fractions was reverse transcribed using reverse primer 519r (MWG Biotech, London, UK) and avian myeloblastosis virus reverse transcriptase (Promega, Southampton, UK). cDNA was then amplified using bacterial 16S rRNA gene primers GC338F and 519r (MWG Biotech, London, UK). DGGE analysis was performed with a 10% (wt/vol) acrylamide gel containing a denaturant gradient of 30–60%. Denaturing gradient gels were cast and run using the Ingeny PhorU2 system (Goes, The Netherlands) at 60°C and 200 V for 8 h. Approximate amounts of RT-PCR product were loaded into each lane on the gel to examine active bacterial communities. Gels were subsequently stained with SYBR gold nucleic acid gel stain (Molecular Probes, Invitrogen, Paisley, UK), then visualized by UV trans-illumination.

STATISTICAL ANALYSES

Cumulative respiration data, RNA 13C incorporation and substrate C use efficiency were examined for significant differences between treatments with a One-Way analysis of variance (ANOVA) combined with Tukey's post hoc testing with a family error rate set at 5, using MINITAB release 14 (MINITAB Inc.). Statistical analyses of soil bacterial communities were performed with the vegan library (Oksanen et al., 2009) of the R software package (R Core Development Team, 2005). Briefly, a Bray-Curtis distance matrix of between sample dissimilarities was calculated and subsequently represented through two-dimensional non-metric multidimensional scaling (NMDS), using the metaMDS function. Differences in communities were quantified by permutational multivariate analysis of variance (PERMANOVA) using the adonis function, and group dispersions (beta diversity) were further assessed using the betadisper function. To assess differences in the relative abundances of particular terminal restriction fragments (T-RFs) between treatments, similarities of percentages (SIMPER) analysis (Clarke, 1993) was performed using the PAST statistical package (http://folk.uio.no/ohammer/past).

RESULTS

EFFECTS OF VEGETATION REMOVAL ON SOIL PROPERTIES AND BIOMASS

After 3 years without plant cover, soil C and N contents, and microbial biomass were significantly lower in the bare soil treatment compared to the vegetated soil (P < 0.05, F = 70.49, F = 63.78, and F = 23.27 for soil C and N contents, and microbial biomass, respectively). The C:N ratio was less in vegetated soil, although not significantly so. Additionally, there were no significant differences in % moisture and soil pH between the two soil treatments (Table 1).

Table 1. Mean soil properties in vegetated and bare soils.
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GROSS RESPIRATION IS HIGHER IN VEGETATED SOIL

Cumulative soil basal respiration was significantly higher (P < 0.05, F = 315.47) in vegetated soil compared to the bare (Figure 1), by the end of the experiment. Similarly, total respiration following substrate addition was greatest in vegetated soil regardless of which substrate was added (P < 0.05, glucose F = 13.74; glycine F = 184.84; phenol F = 35.17). By examining the shape of the respiration curves, rates were shown to differ depending on substrate added. Following glucose addition, respiration was greatest at the start of the experiment, tailing off toward the end. Yet, for glycine and phenol lower levels of respiration were sustained for a longer period of time, and displayed a biphasic respiration response (data not shown). In both treatments, mean cumulative total respiration rates were ranked in the following order: glycine > glucose > phenol. In vegetated soil, mean cumulative total respiration was significantly higher following glycine addition compared to the glucose and phenol incubations; however, there was no significant difference between glucose and phenol mean cumulative total respiration (based on confidence interval ranges following a One-Way ANOVA with Tukey's post hoc test). Contrastingly, in bare soil, phenol total respiration was significantly less than glucose or glycine, and there were no significant differences between the glucose and glycine treatments. Basal respiration was more than two times greater in the vegetated control treatment than the bare, though this magnitude of difference was not observed in total respiration rates. This emphasizes that C processing, in terms of total amounts of respiration following substrate addition, differed to that of native organic matter respiration between the two treatments.
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FIGURE 1. Labeled FOC and unlabeled SOC turnover in vegetated and bare soils amended with labile 13C substrates. Mean total respiration (12C SOC and 13C FOC), substrate-specific respiration (13C FOC) and 12C priming effects in vegetated and bare soils following the addition of 13C-labeled glucose, glycine, and phenol. Priming effects were based on unlabeled SOC turnover rates after FOC addition, relative to 12C SOC mineralization in the control soil. Error bars are SEM (n = 3).



INCREASED FOC MINERALISATION IN VEGETATED SOIL

In order to specifically examine proportions of 13C labeled FOC and unlabeled SOC mineralized, headspace gases were analyzed using GC-IRMS to determine the specific amount of respired 13CO2. By the end of the incubation, cumulative substrate-specific respiration was significantly higher in vegetated soil compared to bare soil for all substrate additions (P < 0.05, 13C-glucose F = 11.32; 13C-glycine F = 336.72; 13C-phenol F = 51.14) (Figure 1). Over the entire duration of the experiment, 13C-substrates were mineralized in the following order: glycine > glucose > phenol for both vegetated and bare soils. In vegetated soil, total cumulative 13C-substrate mineralization was significantly different between all substrates (based on confidence interval ranges following a One-Way ANOVA with Tukey's post hoc test). In bare soil, however, there were found to be no significant differences between glucose and glycine, and glucose and phenol mineralization rates. Both substrate-induced and substrate-specific respiration data revealed very similar patterns in terms of treatment differences between bare and vegetated soils, and soil respiration responses to substrate amendment.

ACCELERATED SOC TURNOVER IN BARE SOILS FOLLOWING FOC ADDITION

The difference in 12C respiration between substrate amended soils and the water controls was inferred to have arisen from the decomposition of SOC in response to the addition of FOC (the priming effect). The direction and intensity of unlabeled SOC turnover varied with soil treatment, FOC type and incubation time (Figure 1, red lines). For all FOC additions there was a significant difference in mean cumulative SOC turnover between vegetated and bare soils (P < 0.05, glucose F = 39.29; glycine F = 68.03; phenol F = 44.58). For vegetated soil, irrespective of the FOC used, addition of labile 13C led to a cumulative decrease in SOC mineralization compared to the control incubation (11, 7, and 15% mean decrease for glucose, glycine and phenol, respectively). Conversely, in the bare soils, addition of low molecular weight FOC brought about a cumulative increase in SOC decomposition relative to the water control (61, 51, and 38% mean increase for glucose, glycine and phenol, respectively). Within each soil treatment, the cumulative amount of SOC mineralized over the duration of the experiment was unaffected by the type of FOC added (vegetated soil P = 0.21; bare soil P = 0.29). This shows that regardless of the nature of FOC added, the presence or absence of vegetation had significant consequences for unlabeled SOC turnover; with consistent positive priming (accelerated unlabeled SOC turnover) in bare soils and negative priming (retarded unlabeled SOC turnover) in vegetated soils.

TOTAL BACTERIAL COMMUNITY STRUCTURE

Two-dimensional NMDS analysis was performed to explore any differences in bacterial community structure between vegetated and bare soils across the incubations (Figure 2). The presence or absence of plants was shown to be the main factor responsible for community differences as vegetated and bare soils were clearly separated along the first axis. The effect of the vegetated and bare treatments on soil bacterial community structure was also shown to be significant when analyzed with PERMANOVA (R2 = 0.53, P < 0.05). NMDS analysis also showed little change in bacterial communities after exposure to FOC or at different sampling events throughout the incubation. However, in the bare treatment there were distinct differences in the bacterial communities analyzed prior to FOC addition as these samples grouped separately from all other samples. Additionally, bare soil communities across all substrate additions and time points were significantly more variable than vegetated soil communities (betadisper, P < 0.05).
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FIGURE 2. Effects of substrate addition upon dominant soil bacterial populations in vegetated and bare soils. Two-dimensional NMDS ordination analysis of bacterial T-RFLP data from soils incubated with 13C-labeled glucose, glycine, and phenol, and the water control treatments at 0, 24, 72, and 193 h. Differences in the relative abundances of Alphaproteobacteria and Acidobacteria T-RFs were found to account for the majority of differences between vegetated and bare soil communities. Bacterial communities from vegetated and bare soils are denoted by black and gray symbols, respectively.



SIMPER analysis highlighted that the T-RFs which accounted for approximately 55% of the dissimilarity between the vegetated and bare soil bacterial communities were 53, 55, 76, 77, 78, 97, 99, 110, 111, 112, 113, 227, 229, and 396 nucleotides (n.t.) in length. Using data from a previous in silico endonuclease restriction digest of 16S rRNA gene clone libraries from vegetated and bare soils (Thomson et al., 2010), we could confidently identify all but two (97 and 99 n.t.) of these T-RFs at the class level (Table 2). Only minor variations in the relative abundances of these taxa occurred over time and between substrate additions in vegetated and bare soils, with the main treatment differences being a significantly greater relative abundance of Alphaproteobacteria T-RFs in vegetated soil (P < 0.05, F = 104.18) and Acidobacteria T-RFs in bare soil (P < 0.05, F = 16.86) (Figure 3). Furthermore, the mean ratio of Alphaproteobacteria to Acidobacteria T-RFs was significantly higher (P < 0.05, F = 51.64) in vegetated soil than bare soil, with values of 1.69 and 1.22, respectively.

Table 2. Analysis of dominant bacterial taxa in vegetated and bare soils.
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FIGURE 3. Relative abundances of dominant bacterial taxa over time, following labile substrate additions. Totaled relative abundances of Acidobacteria T-RFs (black), Alphaproteobacteria T-RFs (white), and T-RFs representing all other taxa (gray) in vegetated (A) and bare (B) soils (n = 3, error bars are SEM).



13C INCORPORATION INTO SOIL RNA

Dynamic measurements of 13C incorporation into extracted soil RNA were performed to assess microbial utilization of added FOC. Differences in rates of 13C incorporation were particularly pronounced for glucose amended soils, as the total 13C incorporation into RNA from glucose was three- to four-fold greater than glycine or phenol 13C. Throughout the experiment there was no consistent difference in RNA 13C incorporation rates between vegetated and bare soils; significant differences were only observed 24 h after glucose addition (P < 0.05, F = 8.31), and 72 h and 193 h after phenol addition (P < 0.05, F = 11.77; P = 0.004, F = 31.92) (Figure 4A).
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FIGURE 4. Differences in substrate 13C utilisation in vegetated and bare soils. Mean assimilation of glucose, glycine and phenol 13C into RNA extracted from soil (μg13C μg−1 RNA) (A). Glucose 13C incorporation was greater than the other FOC additions, although there were no consistent effects between vegetated and bare soils. Mean FOC use efficiency, displayed as the ratio of RNA 13C incorporation to respired substrate (RNA 13C:13CO2-C μg g−1 dry soil) (B). FOC was consistently utilised more efficiently in bare soil. Error bars are SEM (n = 3). Significant differences denoted by *.



To further investigate FOC dynamics across treatments, we calculated and contrasted substrate 13C use efficiencies, determined as the ratio of RNA incorporated 13C to respired substrate 13C (Figure 4B). Here we assume RNA incorporation rates reflect the amount of FOC being assimilated into cellular components as opposed to being respired for catabolic metabolism (Manzoni et al., 2012). In terms of the differences between applied substrates, glucose 13C was consistently utilized more efficiently than the other two substrates independently of vegetation presence or absence. Additionally, mean utilization efficiencies were consistently higher in bare soil independent of FOC type, with significant differences 24 h after glucose addition (P < 0.05, F = 12.25); 24, 72, and 193 h following glycine addition (P < 0.01, F = 22.28; P = 0.01, F = 19.81; P < 0.01, F = 33.01); and 193 h after phenol addition (P < 0.01, F = 51.12).

SIP REVEALS NO DIFFERENCE BETWEEN “TOTAL” AND “ACTIVE” COMMUNITIES

To examine the bacterial populations actively utilizing the added substrates, density gradient centrifugation was used to isolate 13C enriched RNA, prior to molecular analyses. Consistent with previous studies, reproducible linear gradients were achieved (Figure 5A) spanning a density range of approximately 1.75–1.85 g ml−1(Manefield et al., 2002b; Whiteley et al., 2007). We then sought to identify specific fractions containing 13C labeled RNA, which could be subsequently examined for all substrate additions. All 20 gradient fractions from unlabeled (0 h) and glucose-labeled (24 h) samples from the vegetated treatment were amplified by reverse transcription PCR. Amplicons were only found in fractions 3–15 (buoyant densities of 1.75–1.85 g ml−1) and subsequent DGGE analysis revealed that, despite the presence of some weak bands in the first three “heavy” fractions (3–5) before substrate addition, 24 h after incubation with 13C-labeled glucose, DGGE banding patterns were clearly more intense; indicating that 13C labeled RNA had been separated into these fractions (Figure 5B). Fraction four (buoyant density 1.84 g ml−1 ± 0.013) was then selected to examine the bacterial populations actively utilizing 13C-labeled glucose, glycine and phenol prior to (0 h; unlabeled RNA) and 24 h after FOC addition (labeled RNA), through 16S rRNA-SIP and DGGE analyses (Figure 5C). Despite subtle differences in band intensities, the DGGE banding patterns illustrate that most community members originally present in the soil became enriched in substrate 13C after 24 h incubation. This suggests that the differences in “total” bacterial communities between vegetated and bare soils are likely indicative of the differences in “active” communities degrading the added FOC, and we found no evidence that limited sub-populations of bacteria were implicated in FOC degradation.


[image: image]

FIGURE 5. Stable isotope probing of bacterial communities utilizing 13C-labeled substrates. Buoyant density of extracted RNA in gradient fractions 3–15 following isopycnic density gradient centrifugation (A). Error bars are standard deviations of the mean (n = 4). DGGE profiles of bacterial communities present in density gradient fractions 3–15 from vegetated soils at time 0 and 24 h after the addition of 13C glucose (B). Density gradient fractions 3–5 were shown to contain 13C labeled RNA, as indicated by a general community shift into these fractions after labeled glucose addition. DGGE profiles of bacterial communities present in “heavy” density gradient fraction four from vegetated and bare soils, before and 24 h after the addition of 13C-labeled glucose (Glu), glycine (Gly), and phenol (Phe); M denotes marker lanes (C).



DISCUSSION

This study combined a 13C tracer approach with molecular methodologies to examine FOC and SOC dynamics in relation to vegetation-induced changes in soil resource availability and bacterial communities. Soil C and N contents, microbial biomass and basal respiration were greater in vegetated soil which is consistent with current knowledge on how plants affect soil resource availability and stimulate microbial communities (Nguyen and Guckert, 2001; Orwin et al., 2010; Thomson et al., 2010). Substrate additions revealed that, generally, resources of differing quality were decomposed at different rates, as found in other studies (Webster et al., 1997; Schmidt et al., 2004; Brant et al., 2006; Hartley et al., 2010; Bradford et al., 2013), but rates were consistently higher in vegetated soil independent of substrate type. However, despite bare soils being much less active in degrading added FOC substrates, unlabeled SOC cycling was markedly increased, indicative of positive priming effects. In contrast, unlabeled SOC turnover was retarded in the vegetated soils following the addition of FOC exemplifying negative priming effects. The directions of these priming phenomena were therefore dependent on the presence or absence of plants and associated changes in resource availability and not the type of FOC input used in the assay.

Whilst isotope labeled substrate additions represent a useful assay exploring potential activities with regard to FOC and SOC cycling, such short-term assays can be criticized for not discriminating between “real” or “apparent” priming effects (Blagodatskaya and Kuzyakov, 2008). Additionally, it has been discussed how simple measures of function based on respired C should be used cautiously in inferring longer term dynamics of SOM (Bradford et al., 2008a; Conant et al., 2011). However, we found that the direction of unlabeled SOC turnover following FOC addition reflected longer term changes in soil carbon stocks, where increased SOC cycling in the bare soils was indicative of an overall decrease in soil C content. In the absence of plants microbes must utilize C from an extant pool; and regardless of whether this pool is within existing biomass or native SOC the end result will be C loss (assuming limited inputs from autotrophic carbon fixation). Therefore, based on our results, the short term FOC addition assays proffer a window on these processes, with the directions of priming effects being reflective of longer term changes in soil C. Supporting our findings, increased positive priming effects have been observed in short term assays on forest soils which had reduced soil C content due to the exclusion of plant inputs for 6 years (Brant et al., 2006). More generally, other studies have also reported strongest positive priming effects in soils with comparatively reduced resource availability (Fontaine et al., 2004b; Hamer and Marschner, 2005a,b). Negative priming effects are not documented as frequently as positive ones and whilst there are several potential causes (Kuzyakov et al., 2000; Blagodatskaya et al., 2007) it is thought that they may simply arise through preferential substrate utilization, where organisms switch from degrading SOM to the fresh labile substrate (Sparling et al., 1982; Kuzyakov and Bol, 2006).

Vegetated and bare soils were dominated by Alphaproteobacteria and Acidobacteria, respectively, in agreement with previous theories that proteobacterial taxa are generally competitively adapted and dominate in soils of higher resource availability, whilst Acidobacteria dominate in more resource limited environments (Smit et al., 2001; Griffiths et al., 2003; Cleveland et al., 2007; Fierer et al., 2007; Philippot et al., 2009; Eilers et al., 2010; Thomson et al., 2010; Will et al., 2010). Therefore, we postulate that differences in labile FOC and native SOC processing between vegetated and bare soils may, in addition to simple changes in biomass, be also attributable to changes in dominant taxa. That is, vegetated soils, by virtue of higher resource availability, are dominated by fast growing r selected taxa, represented by the Alphaproteobacteria which are likely adapted to the fast utilization of labile substrates in the forms of root exudates and rhizodeposits. Conversely, the resource starved bare soils are dominated by K selected communities such as the Acidobacteria, which are adapted to more efficient, slow growth under limiting conditions. In support of this, a previous experiment (Fierer et al., 2007; Bradford et al., 2008b) directly manipulated forest soil resource availability through repeated sucrose additions, and found low additions generated Acidobacteria-dominated communities which were associated with less respiration and long term C loss; whereas high rates of addition favored Proteobacteria with increased respiration responses and long term C gain. We feel these findings are analogous to those in our present study, where the removal of plants lowered resource availability, decreased respiratory activity and C storage whilst selecting for an Acidobacteria-dominated community. We note that both studies have focused on acidic, low diversity soils which are typically dominated by Acidobacteria and Proteobacteria, highlighting the need for more distributed studies encompassing different soils and plant communities in order to generalize associations linking plant-driven resource availability, microbial communities and soil carbon storage.

Despite identifying a potentially widespread associative relationship on how resources control bacterial biodiversity and C storage, there remains a challenge to definitively link resource driven changes in communities with explicit roles in C cycling; be it the proposed role of K selected taxa in SOC turnover or r selected taxa in preferential FOC use. To further investigate the flow of labile FOC into active microbial communities a coupled molecular and isotopic tracer approach was undertaken. Such SIP approaches are believed to shed more light on the explicit mechanisms linking microbes with both FOC and SOC cycling (Bernard et al., 2007, 2012; Pascault et al., 2013). However, we detected few differences between labeled (active) and unlabeled (total) communities 24 h after each substrate amendment indicating many community members had received substrate C, rather than specific active sub-populations. In contrast, a previous study has shown that the addition of labile substrates can shift communities favoring specific bacterial taxa (Goldfarb et al., 2011). However, nearly ten times more C was added in this study compared to ours, potentially explaining why we failed to observe any specific population “enrichment” effects either in our TRFLP or SIP data.

Enrichment of the entire bacterial community has been documented before in soil SIP studies (Rangel-Castro et al., 2005) and is likely due to the universal rapid degradability of simple substrates by soil microbes. Therefore, we found little evidence to suggest that certain discrete populations of bacteria were preferentially utilizing substrates resulting in outgrowth in either vegetated or bare soils. This, therefore, contradicts suppositions that particular members of communities with different life history strategies are exclusively utilizing FOC substrates, but suggests all members are capable of accessing these simple compounds. This is conceivable since, despite an assumed preference for growth in resource limited environments, K-strategists are also considered effective at scavenging different substrates (Pianka, 1970; Button, 1993; Bernard et al., 2007; Fierer et al., 2007). Indeed, such theories have been invoked to explain priming effects, whereby easily-assimilated FOC inputs are utilized by K-strategists to drive SOC mineralization (Fontaine et al., 2003), though based on the SIP results we were unable to prove or disprove these theories.

The quantitative analyses of 13C incorporation into bulk RNA pools revealed further insights into microbial C processing resulting from different substrate additions to vegetated and bare soils. Firstly, we observed that for all soils more glucose was assimilated into RNA than the other two substrates, which is consistent with other studies contrasting glucose, glycine and phenol utilization (Brant et al., 2006; Rinnan and Baath, 2009; Bradford et al., 2013; Frey et al., 2013). Despite these studies using other biomarkers such as fatty acids and total biomass, it is apparent that relatively high glucose-C use efficiency compared to other substrates may be a general phenomenon occurring widely in soils. This may be due to glucose C being preferentially incorporated into structural components (as it requires no extracellular enzymatic breakdown), whereas glycine, as a source of both C and N, gets catabolically metabolized as an energy source (Webster et al., 1997; Hartley et al., 2010) and phenol requires extracellular enzymatic degradation before it can be accessed by the microbial community (Powlowski and Shingler, 1994; Frey et al., 2013). These finding are of wider relevance in demonstrating how different types of FOC inputs are stored or lost from soil and indicate that soil RNA is a potentially useful biomarker for assessing the metabolic fate of different FOC inputs into soil microbial communities.

Secondly, although significant 13C incorporation into RNA was found for all samples post-labeling, there were few differences in rates of uptake between vegetated and bare communities. Without a full mass balance calculation these results should be interpreted with some caution; nonetheless it is clear that in vegetated soils a greater proportion of 13C was respired, as opposed to assimilated, compared with the bare soils. This can be explained simply by considering past evidence that FOC inputs will be catabolized for energy gain instead of being converted to biomass when C resources are plentiful (Bremer and Kuikman, 1994; Nguyen and Guckert, 2001) or more likely, when N is limiting with respect to plentiful C (Schimel and Weintraub, 2003). Conversely, in bare soil under assumed C limitation (or C limitation with respect to N) these theories suggest more energy from FOC inputs would be channeled into biomass generation. Our findings additionally identify that the biodiversity of soil microbes may also be a factor to consider in explaining these processes, though it is apparent that more quantitative approaches are required to assess the flow of C through specific community members in order to reveal how populations with different life history strategies process distinct C pools. In this regard, further insights into the functional roles played by specific microbial groups in degrading FOC inputs may be gleaned by assessing specific assimilation rates into separated RNA pools using more quantitative approaches such as magnetic bead capture SIP (Macgregor et al., 2002) targeted at specific taxa (e.g., hypothesised r- and K-strategist taxa). Moreover, to specifically examine SOC degradation and issues pertaining to soil priming, these methods could be coupled with novel experimental approaches to quantitatively trace C from the SOC pool directly (Blagodatskaya et al., 2011). We do, however, also identify an additional complicating issue whereby, particularly for the vegetated soils, substrate “use” may not mean substrate “assimilation” and this should be considered in future soils linking microbial communities and functionality using such isotope tracing approaches.

To conclude, in this upland grassland ecosystem, the field removal of plants for several years decreased soil resources resulting in differential rates of FOC and SOC cycling which are potentially explainable by considering emerging theories on the life histories of microbial taxa. Our results suggest that baseline soil resource availability, controlled by plants, can have a pronounced effect on soil bacterial communities and associated activities in cycling different soil carbon pools. An additional finding of note was that the direction of the priming effect was independent of the type of substrate used, therefore future studies investigating a wider range of soils could perhaps focus on using a single substrate. Coupling isotope and tracer methodologies was useful in providing new insights into the microbial cycling of FOC inputs but further developments are required to quantitatively assess flows into different taxa, and notably trace SOC pools directly. We feel these results provide a strong case for considering microbial biodiversity and the development of further molecular approaches in future studies seeking to understand the differential cycling of different soil carbon pools, be they FOC inputs of different quality or native SOC.
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Biogenic volatile organic compounds (BVOCs) affect both atmospheric processes and ecological interactions. Our primary aim was to differentiate between BVOC emissions from above- and belowground plant parts and heath soil outside the growing season. The second aim was to assess emissions from herbivory, mimicked by cutting the plants. Mesocosms from a temperate Deschampsia flexuosa-dominated heath ecosystem and a subarctic mixed heath ecosystem were either left intact, the aboveground vegetation was cut, or all plant parts (including roots) were removed. For 3–5 weeks, BVOC emissions were measured in growth chambers by an enclosure method using gas chromatography-mass spectrometry. CO2 exchange, soil microbial biomass, and soil carbon and nitrogen concentrations were also analyzed. Vegetation cutting increased BVOC emissions by more than 20-fold, and the induced compounds were mainly eight-carbon compounds and sesquiterpenes. In the Deschampsia heath, the overall low BVOC emissions originated mainly from soil. In the mixed heath, root, and soil emissions were negligible. Net BVOC emissions from roots and soil of these well-drained heaths do not significantly contribute to ecosystem emissions, at least outside the growing season. If insect outbreaks become more frequent with climate change, ecosystem BVOC emissions will periodically increase due to herbivory.
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INTRODUCTION

Ecosystem-level emissions of biogenic volatile organic compounds (BVOC) are considered to mainly originate from plant leaves (Laothawornkitkul et al., 2009). Some studies have identified that stems including bark (Sallas et al., 1999; Amin et al., 2012), plant roots and the rhizosphere (Bais et al., 2004; Lin et al., 2007), decomposing litter (Warneke et al., 1999; Leff and Fierer, 2008), and even microorganisms (Schulz and Dickschat, 2007; Korpi et al., 2009; Insam and Seewald, 2010) also release BVOCs contributing to the blend of compounds emitted from natural ecosystems. However, the emissions from soil and belowground plant parts (including roots and rhizomes), are still poorly characterized (Lin et al., 2007; Insam and Seewald, 2010).

The contribution of BVOCs to the carbon loss from soil is minimal relative to the respiratory CO2 effluxes (Aaltonen et al., 2011; Faubert et al., 2012). However, BVOCs are important as reactive atmospheric trace gases, and BVOC oxidation products contribute to secondary organic aerosol formation and may even be involved in new particle formation (see e.g., Fuentes et al., 2000; Jimenez et al., 2009; Riipinen et al., 2012). In addition to their role in atmospheric chemistry, BVOCs also play an important part in many biological interactions (Lehninh et al., 1999; Dicke and Bruin, 2001). In the soil atmosphere, BVOCs serve as a carbon source for some microorganisms, but they also have adverse effects on biogeochemical cycles (White, 1994; Smolander et al., 2006) and influence microbial activity, which can have important implications for ecosystem processes. For instance, monoterpenes have been observed to inhibit nitrogen mineralization, nitrification and methane oxidation, and stimulate carbon mineralization in soil (White, 1991; Amaral and Knowles, 1998; Smolander et al., 2006).

Separation of soil and vegetation emissions has been attempted in a few field studies. One of the first studies was conducted by Hayward et al. (2001), who used a dynamic chamber technique to measure monoterpene emissions from the forest floor and the foliage of a Picea sitchensis forest. Most of the forest floor emissions were reported to stem from needle litter and roots rather than from bulk soil (Hayward et al., 2001), although the potential soil emissions could not be separated from those of belowground plant material with the applied experimental strategy (removing soil layers). A field study conducted in a mountain birch forest in Abisko, northern Sweden compared emissions from vegetated forest floor plots to emissions from plots where aboveground vegetation had been removed by cutting (Faubert et al., 2012). The removal of the aboveground vegetation reduced the number of different BVOCs emitted whilst having no significant effects on the total quantity emitted, but again, it was not possible to separate emissions from soil and belowground plant parts.

Past research has temporally concentrated on the growing season period when biological activity is at its highest. However, recent studies have revealed that boreal forest floor BVOC emissions peak during early summer and autumn (Aaltonen et al., 2011) and not at midsummer even though the green plant biomass is peaking at midsummer. BVOC emissions can even be measured from the snowpack during winter (Helmig et al., 2009; Aaltonen et al., 2012). In this work we focus on BVOC emissions both from soil and the whole ecosystem in a period of the year which has hither-to been largely neglected, namely the shoulder periods between summer and winter.

Results from laboratory studies assessing BVOCs emissions from root-free soil and litter samples indicate that soil emissions are controlled by both microbial activity and substrate quality. Stahl and Parkin (1996) measured contrasting BVOC emission spectra from soils amended with different substrates and selective inhibitors. Leff and Fierer (2008) detected 100 different compounds, 70 of which were identified, in emissions from 40 different soil and litter samples. The emissions from the soil samples appeared to be related to the overall level of microbial activity in soil, while those from the litter samples were best predicted by the organic carbon quality (Leff and Fierer, 2008).

The main aim of this work was to differentiate between BVOC emissions from above- and belowground plant parts and soil outside of the growing season. We compared emissions from intact vegetation-soil mesocosms to emissions from mesocosms with belowground plant parts plus soil and further to emissions from root-free soil mesocosms. The mesocosms originated from two different heath ecosystems: (1) a subarctic heath with mixed vegetation dominated by evergreen dwarf shrubs and soil characterized by high soil organic matter content and (2) a semi-natural temperate heath with monospecific stands of the grass Deschampsia flexuosa and sandy soil. In both systems, the experiments were conducted with largely inactive vegetation to elucidate off-season BVOC emissions.

While many BVOCs are constitutively emitted by plants and other living organisms, their production can also be induced by abiotic (Loreto and Schnitzler, 2010) or biotic stresses (Holopainen and Gershenzon, 2010). In the experimental setup of the present study, we cut the aboveground vegetation to obtain mesocosms with only belowground plant material. This allowed us to estimate how mechanical damage affected the BVOC emissions from heath ecosystems. In nature, mechanical damage similar to that caused by cutting can occur via grazing, freezing or drying of plants. The Deschampsia heath of this work belongs to semi-natural ecosystem types that have been traditionally managed by grazing. Subarctic heaths are browsed by both large grazers, such as reindeer (Rangifer tarandus), and small rodents, like voles (Clethrionomys rufocanus) and lemmings (Lemmus lemmus). In addition, insect outbreaks shape the vegetation community.

With the help of the vegetation removal treatments we aimed to answer the following questions: What fraction of total BVOC emissions from heath ecosystems originates from belowground plant parts and what fraction originates from the soil alone outside of the growing season? Which compounds are emitted from vegetation and which from soil? Does vegetation cutting induce BVOC emissions from plants outside the main growing season?

METHODS

COLLECTION OF MESOCOSM

Material for the experiment originated at a subarctic heath located in Abisko, Sweden (68°20′N, 18°50′E) and a temperate heath located in Brandbjerg, Denmark (55°53′N; 11°58′E). In both locations, nine mesocosms, quadrants of 20 × 20 cm with intact vegetation on top, were cut with a knife to the soil depth of 10 cm and mounted into an aluminium frame, which rested on a metal base in the growth chambers. The upper 0–10 cm soil contains ca. 76% of the total fine root biomass at the mixed heath (Rinnan, unpublished data) and ca. 71% of the total fine root biomass at the Deschampsia heath (Arndal, unpublished data).

The vegetation in the mesocosms from Abisko was dominated by Empetrum nigrum ssp. hermaphroditum and Rhododendron lapponicum and accompanied with Andromeda polifolia, Vaccinium uliginosum, Arctostaphylos alpina, Tofieldia pusilla, and Carex vaginata as minor components. The soil was highly organic (organic matter content 89 ± 1%), 10–15 cm deep, overlaying stones or bedrock, and had a pH of 6.8. These mesocosms were collected in late growing season, at the end of August 2010.

The mesocosms from Brandbjerg were collected from areas dominated by the perennial grass Deschampsia flexuosa in early November 2010. The soil consisted of 70% sand, 20% coarse sand, 6% silt, and 2% clay, and had a pH of about 4.2 in the organic layer and 3.5 in the upper mineral soil, and the soil organic matter content was 5.7 ± 0.4%.

All the mesocosms were transported to the University of Copenhagen campus by air freight (Abisko, 7 h) or surface transport (Brandbjerg, 1 h), where they were stored outdoors until the start of the experiment and watered if needed. The storage conditions in Copenhagen, with a mean temperature of 13.4°C in September 2010, exposed the mesocosms from Abisko to a longer than normal but fairly natural transition from growing season to autumn.

VEGETATION MANIPULATIONS AND ANALYSES

The mesocosms from Abisko and Brandbjerg were treated in a similar manner (Figure 1): The vegetation in three mesocosms was left intact and these served as control mesocosms. In three mesocosms all aboveground vegetation was cut with scissors (from here on “root mesocosms”) and in another three the cutting of aboveground vegetation was followed by removal of roots and rhizomes from the soil (“soil mesocosms”). The belowground plant parts were removed from each mesocosm by hand-sorting through the soil for an equal amount of time.
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FIGURE 1. An illustration of the experimental manipulations of heath mesocosms. The control mesocosms had intact vegetation. In the root mesocosms all aboveground vegetation was cut with scissors. In the soil mesocosms aboveground vegetation was cut and roots were removed by hand-sorting.



At the end of the growth chamber experiment, above- and belowground vegetation from all mesocosms was collected and the soil was sorted as described above. The aboveground plant parts were separated into species and into leaves and stems when applicable. All vegetation samples were dried for 72 h at 70°C to obtain dry biomass.

GROWTH CHAMBER CONDITIONS

Two separate experiments were carried out, one with the mesocosms from Abisko on October 18–November 22, 2010 and one with the mesocosms from Brandbjerg on December 3–23, 2010. The mesocosms were divided into three growth chambers with air circulation, each with one mesocosm from each of the three treatments, yielding three replicate mesocosms per treatment. The conditions in the growth chambers were set to represent a shoulder season between summer and winter, taking into account that the temperature at the level of vegetation in low-stature systems is up to 10°C higher than air temperature at 2 m height (Scherrer and Körner, 2010). During the experiment, the mean 24-h air temperature at the level of vegetation was 13.6 and 18.0°C for the Abisko and Brandbjerg mesocosms, respectively. The daylight lasted 16 h and the darkness 8 h, and the daylight PAR at the level of vegetation was 200–300 μE s−1 m−2. The soil water content was maintained at 40%.

VOC SAMPLING AND ANALYSIS

The mesocosms were sampled for VOC emissions before the vegetation manipulation treatments, right after performing the treatments and at intervals after that. During the sampling, the growth chamber door was closed, which ensured that light, temperature, and humidity stayed constant.

VOCs were sampled by a push-pull system described by Faubert et al. (2010, 2012) for 30 min. A transparent polycarbonate chamber (23 × 23 cm, height 25 cm), equipped with a fan to mix the headspace air, was placed on top of a water-filled groove in the aluminum frame holding each mesocosm. The water-filled groove sealed up the connection from the chamber to the aluminum frame. Pumps (12 V, Rietschle Thomas, Puchheim, Germany) pushed air through a charcoal filter and a MnO2 scrubber, to remove hydrocarbon impurities and ozone, respectively, into the chamber with a flow rate of 215 ml min−1. At the same time, air was pulled from the chamber with a flow rate of 200 ml min−1 through a stainless steel adsorbent cartridge filled with 150 mg Tenax TA and 200 mg Carbograph 1TD (Markes International Limited, Llantrisant, UK). In addition, blank samples were collected to obtain an estimate of the potential VOC emissions from the metal base, aluminium frames and the polycarbonate chamber inside the growth chambers. Using filtered, VOC-free incoming air may cause an increased diffusion gradient between soil and the chamber headspace, which would lead to a slight overestimation of the emissions. In addition, the potential uptake of VOCs cannot be detected by the used measurement system.

VOCs were analyzed by gas chromatography-mass spectrometry (6850 Network GC system and a 5975C VL MSD with triple axis detector, Agilent, Santa Clara, CA, USA) after thermodesorption at 250°C and cryofocusing at −10°C with a UNITY 2 thermal desorber (Markes, Llantrisant, UK) coupled with a ULTRA 2 autosampler. The compounds were separated using an HP-5 capillary column (50 m × 0.2 mm, film thickness 0.33 μm). Helium was used as the carrier gas. The oven temperature was held at 40°C for 1 min, raised to 210°C at a rate of 5°C min−1, and then raised to 250°C at a rate of 20°C min−1.

The compounds were identified using standard compounds and the NIST library, and those present in blank samples were omitted from further analysis. The quantification was done using pure standards solutions for α-pinene, borneol, β-myrcene, copaene, trans-β-farnesene, humulene, aromadendrene, δ-cadinene, trans-2-hexenal, cis-3-hexenol, cis-3-hexenyl acetate, 1-octen-3-ol, cis-3-hexenyl butyrate, cis-3-hexenyl isovalerate, and nonanal (Fluka, Buchs, Switzerland). To quantify the compounds without a specific standard, we used a pure standard for as similar compound as possible.

The emission rates were calculated following the procedure outlined in Faubert et al. (2012) taking into account the different soil surface microtopographies in each mesocosm and the additional air volume due to the slightly higher flow rate into than out from the chamber.

CO2 EXCHANGE MEASUREMENTS

Carbon dioxide exchange was measured in conjunction with the VOC sampling using an EGM-4 gas monitor (PP Systems, Hitchin, UK). A transparent chamber equipped with a fan was placed on top of the water-filled groove of the aluminium frame and the headspace CO2 concentration was recorded for max. 5 min. The chamber was lifted up to air it before repeating the measurement with a darkened chamber. A linear regression of the change in the CO2 concentration in light was used as an estimate of net ecosystem exchange (NEE) and that in the dark of the dark ecosystem respiration (RTOT). The gross photosynthesis (PG) could be derived by subtracting RTOT from NEE.

SOIL MICROBIAL BIOMASS AND C AND N ANALYSES

After the last gas exchange measurements, the hand-sorted and well mixed soil was sampled and analyzed for NH+4, NO−3, dissolved organic nitrogen (DON), dissolved organic carbon (DOC), microbial biomass carbon (CMIC), and microbial biomass nitrogen (NMIC) following standard extraction and fumigation-extraction procedures (Jenkinson and Powlson, 1976; Vance et al., 1987; Rinnan et al., 2008).

Shortly, a 10-g subsample of soil was fumigated with chloroform for 24 h. These and another set of 10-g subsamples were extracted with 50 ml water in a rotary shaker for 1 h following filtration through Whatman GF/D filters. Then, the non-fumigated samples were analyzed for NH+4 and NO−3 on a Fiastar 5000 flow injection analyzer (FOSS Tecator, Höganäs, Sweden) and both the fumigated (to determine CMIC and NMIC) and non-fumigated (to determine DOC and DON) samples were analyzed for total organic N on the FOSS Fiastar 5000 and for total organic C on the total organic carbon analyzer TOC 5000A (Shimadzu, Kyoto, Japan).

CMIC and NMIC were calculated as the difference in dissolved C and N in the fumigated and the non-fumigated samples. The values were corrected for incomplete extractability by a factor 0.45 for microbial C (Joergensen, 1996) and a factor 0.40 for microbial N (Jonasson et al., 1996).

STATISTICAL ANALYSES

The data were analyzed for differences between the vegetation manipulation treatments by univariate (single variables, e.g., total BVOC emissions) or multivariate (e.g., vegetation cover percentages) analysis of variance in which the vegetation manipulation and time (when appropriate) were set as fixed factors and the growth chamber as a random factor. When the effect of vegetation manipulation was significant, the data were subjected to Tukey's HSD post hoc tests to identify significant differences between the three treatment levels. The Deschampsia and mixed heath mesocosms were analyzed separately, as the data was derived from two separate experiments, and the soil and ecosystem types clearly differed from each other.

RESULTS

BVOC EMISSIONS AND VEGETATION IN THE HEATH MESOCOSMS

The BVOC emissions from the mixed heath mesocosms with intact vegetation cover were composed of sesquiterpenes and non-terpenoid compounds (Table 1). In total, 20 compounds were detected and of these 16 could be identified. The most emitted individual compounds were methyl-2-ethylhexanoate, β-selinene, and 2-methylfuran (Table 1).

Table 1. Emission rates (mean ± SE) of biogenic volatile organic compounds emitted from the mixed heath and Deschampsia mesocosms with intact vegetation.
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The vegetation cover in the mixed heath mesocosms was not significantly different before the manipulations were performed (P > 0.5, MANOVA), so any differences between the mesocosm types should not be due to different vegetation. Averaged across all mesocosms, the cover percentages of the different species were 69 ± 3% for Empetrum hermaphroditum, 10 ± 5% for Rhododendron lapponicum, 3 ± 1% for Andromeda polifolia, and Vaccinium uliginosum, 2 ± 1% for graminoids, and 4 ± 1% for bryophytes. Furthermore, the total belowground biomass was similar in all mesocosms types (P > 0.35, ANOVA; that for soil mesocosms harvested when manipulations started and for the other treatments at the end of the experiment). Leaf and stem biomass for each species is shown in Table S1 in Supplementary Material.

The BVOC emissions from the Deschampsia mesocosms consisted of non-terpenoid compounds, in addition to the low emission of the monoterpene cis-ocimene (Table 1). The compound that was emitted in the highest quantity was 3-hexenyl acetate.

The total Deschampsia shoot biomass was 1.2 ± 0.1 kg m−2 in the root and soil mesocosms at the time of vegetation manipulations, and 1.8 ± 0.2 kg m−2 in the control mesocosms at the end of the experiment (P < 0.01, ANOVA followed by Tukey's HSD). The total belowground biomass was 3.2 ± 1.0 kg m−2 in the control mesocosms and not significantly different in the other mesocosms types (P > 0.2, ANOVA).

EFFECTS OF VEGETATION MANIPULATIONS ON BVOC EMISSIONS

Cutting of aboveground vegetation caused high emission bursts from the mesocosms (Figures 1, 2). For mixed heath mesocosms, the total emission of sesquiterpenes increased from 3.0 ± 1.7 μg m−2 h−1 (mean ± SE, root mesocosms) right before cutting to 114 ± 71 μg m−2 h−1 measured within an hour after cutting. The following day the total sesquiterpene emissions decreased to 1.6 ± 1.0 μg m−2 h−1. The total emission of other compounds changed from 6.5 ± 1.7 μg m−2 h−1 before to 94 ± 56 μg m−2 h−1 immediately following cutting, and then to 5.8 ± 5.3 μg m−2 h−1 the day after cutting (Figure 2). The increase in emission rates owed mainly to the induced emission of various C8-compounds (e.g., 1-octene, 1,3-octadiene, 2-octen-1-ol, and 1-octanone) and sesquiterpenes, most of which could not be identified to compound level (Table 2; Table S2 in Supplementary Material).
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FIGURE 2. Effect of experimental manipulations on biogenic volatile organic compound (BVOC) emissions from mixed heath mesocosms. The total emissions of (A) sesquiterpenes and (B) other BVOCs (mean + SE, n = 3) with intact vegetation (control), cut aboveground vegetation (root mesocosms), and all vegetation removed (soil mesocosms) prior to cutting (Prior), directly after cutting (Cut) and after cutting at different time intervals. n.m., not measured.



Table 2. List of biogenic volatile organic compounds induced by cutting of aboveground vegetation.
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In Deschampsia mesocosms, the constitutive emissions were composed of non-terpenoid compounds, and therefore the grouping of compounds was omitted. The total BVOC emissions increased from 1.4 ± 0.8 μg m−2 h−1 prior to cutting to 167 ± 139 μg m−2 h−1 after the cutting of aboveground vegetation (Figure 3). Cutting induced an emission of 24 compounds, various mono- and sesquiterpenes and C8 compounds, of which ten had an emission rate above 1 μg m−2 h−1 (Table 2; Table S3 in Supplementary Material).
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FIGURE 3. Effect of experimental manipulations on biogenic volatile organic compound (BVOC) emissions from Deschampsia mesocosms. The total emissions of BVOCs (mean + SE, n = 3) with intact vegetation (control), cut aboveground vegetation (root mesocosms) and all vegetation removed (soil mesocosms) prior to cutting (Prior), directly after cutting (Cut) and after cutting at different time intervals. n.m., not measured.



The effects of vegetation cutting on the emissions had ceased by the following day (Figure 2, Tables S2, S3 in Supplementary Material). During the rest of the experiment, the emissions from the control mixed heath mesocosms were considerably higher than the emissions from root and soil mesocosms (Figure 2). Sesquiterpenes were solely emitted from the mesocosms with aboveground vegetation at the rate of 5.4 μg m−2 h−1 averaged across the measurement dates (Figure 2A). The emissions of other compounds were 4 and 18 times higher from the control mesocosms than from the root and soil mesocosms, respectively (Figure 2B).

In Deschampsia mesocosms, there were no significant differences between the vegetation treatments in the period 4–16 days after cutting (Figure 3).

CO2 EXCHANGE

The mesocosms from both heath locations were net sources of CO2 to the atmosphere with lower gross photosynthesis (PG) rate than dark ecosystem respiration (RTOT) rate during the experiment. Cutting of the aboveground vegetation or removing the belowground biomass did not cause any immediate alterations in CO2 exchange, and only the data from after the established treatments are shown.

There were no statistically significant differences between the vegetation treatments in NEE, PG, or RTOT of the mixed heath mesocosms, although the control mesocosms showed some gross carbon assimilation while the root and soil mesocosms did not (Figure 4). In contrast, for Deschampsia mesocosms the NEE was significantly lower in the soil mesocosms than in the control and root mesocosms (P < 0.001; Figure 5). For RTOT, all treatments differed significantly from each other, with highest total respiration in the control mesocosms followed by root and soil mesocosms. Carbon uptake into the system as a result of PG was naturally highest in the control mesocosms and significantly lower in the root and soil mesocosms.
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FIGURE 4. Effects of experimental manipulations on CO2 exchange in mixed heath mesocosms. Mean (+ SE, n = 3) (A) gross photosynthesis (PG), (B) dark ecosystem respiration (RTOT) and (C) net ecosystem exchange (NEE) with intact vegetation (control), cut aboveground vegetation (root mesocosms), and all vegetation removed (soil mesocosms) as function of time after cutting. Positive values denote carbon loss and negative values carbon uptake into the system.
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FIGURE 5. Effects of experimental manipulations on CO2 exchange in Deschampsia mesocosms. Mean (+ SE, n = 3) (A) gross photosynthesis (PG), (B) dark ecosystem respiration (RTOT), and (C) net ecosystem exchange (NEE) with intact vegetation (control), cut aboveground vegetation (root mesocosms) and all vegetation removed (soil mesocosms) as function of time after cutting. Positive values denote carbon loss and negative values carbon uptake into the system.



CONCENTRATIONS OF C AND N IN SOIL AND MICROBIAL BIOMASS

In the mixed heath soil, the concentrations of NH+4, NO−3, DOC, and DON in the soil mesocosms were 43–67% lower than the concentrations in the control mesocosms, although the difference for NH+4 was only marginally significant (0.05 < P < 0.1, Tukey's HSD; Table 3). There were no significant differences in CMIC and NMIC concentrations between the mesocosms types (P > 0.3, ANOVA).

Table 3. Concentrations of NH+4, NO−3, dissolved organic carbon (DOC), dissolved organic nitrogen (DON), microbial biomass carbon (CMIC), and microbial biomass nitrogen (NMIC) in soil from the mixed heath and Deschampsia mesocosms.
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In Deschampsia soil, the variation was higher, and the only statistically significant differences were the higher concentrations of DOC and DON in the soil mesocosms than in the control and root mesocosms (P < 0.05, Tukey's HSD; Table 3). For DON, the concentration was lowest in the control, 50% higher in the root mesocosms (P < 0.01, Tukey's HSD; Table 3) and more than doubled in the soil mesocosms (P < 0.001, Tukey's HSD).

DISCUSSION

CONSTITUTIVE BVOC EMISSIONS FROM HEATH ECOSYSTEMS OUTSIDE THE GROWING SEASON

The two heath ecosystems under investigation emitted contrasting BVOCs from different sources. While the Deschampsia-dominated temperate heath was characterized by low BVOC emissions from vegetation, the subarctic mixed heath had clearly vegetation-dominated emissions, despite the vegetation being less active due to onset of autumn, as shown by the low gross photosynthesis rates. The gross photosynthesis rate in the mixed heath mesocosms was in the same range as that measured in situ before the growing season start in May (Nielsen, et al., unpublished data). Despite the plants being less active, both vegetation types reacted with strongly induced emissions to cutting of the aboveground vegetation. This is most likely because the BVOCs released upon cutting originate from storage structures, such as resin ducts or glandular trichomes, and not from de novo synthesis (Holopainen and Gershenzon, 2010).

A characteristic feature for the emissions from the mixed heath mesocosms with nearly 70% E. hermaphroditum cover was the lack of isoprene and monoterpenes, and the higher amount and variety of sesquiterpene emissions. This finding is in line with the results of Faubert et al. (2012) who found that E. hermaphroditum was an important sesquiterpene source for the mountain birch forest floor emissions measured during the growing season. The total BVOC emission rate of the mixed heath mesocosms, 10.33 μg m−2 h−1, was in the same range as the emission rates during the growing season from in situ measurements in Abisko: 10.9–14.61 μg m−2 h−1 for a mixed wet heath (Tiiva et al., 2008; Faubert et al., 2010) and 3.5–45 μg m−2 h−1 for an E. hermaphroditum-dominated forest floor (Faubert et al., 2012), depending on the year. The emission rates of the present experiment may be somewhat understated due to the light intensity in the growth chambers being lower than for open ecosystems under field conditions in full sunlight. However, the light intensity was similar to shaded or clouded conditions in a forest understory (Olsrud and Michelsen, 2009). The lacking isoprene and monoterpene emissions are likely due to that the vegetation has been without active de novo synthesis of BVOCs in the photosynthesizing green leaves. It appears, however, that despite lacking photosynthetic activity, the evergreen plants are releasing BVOCs at a temperature of about 13.6°C.

The constitutive emissions from the Deschampsia mesocosms lacked all terpenoids. This is in agreement with an earlier qualitative assessment of emissions from D. flexuosa, which indicated no isoprene or monoterpene emissions (Hewitt and Street, 1992). In fact, there were no significant differences in emissions from the Deschampsia mesocosms among control, root and soil mesocosms, suggesting that the plants were a minor source for the ecosystem-level emissions in these off-season measurements, except immediately after cutting.

SOURCE OF THE EMITTED BVOCS

Most BVOCs emitted from the mixed heath mesocosms were clearly produced by plants as their emission ceased after the aboveground vegetation was removed by cutting. Further, the net emissions originating below soil surface appeared to be mainly derived from roots and rhizomes. It should be taken into account that by cutting the vegetation also the transport of assimilates into belowground plant parts ceases and root exudation rates are likely to decrease, thereby reducing potential BVOC release both from belowground plant parts and soil microbial activity fuelled by root exudates. However, we assume that assimilate transport within the plants is minimal outside the main growth period.

The emissions of 2-methylfuran and methyl-2-ethylhexanoate, both of which can be used as indicators of microbial growth on construction materials (e.g., Korpi et al., 2009), were halved by cutting and reduced to below the detection limit when belowground plant parts were removed from the soil. This suggests that these compounds could originate from decomposition of root exudates released from living plants. Different furans are widely emitted from soils (Leff and Fierer, 2008; McNeal and Herbert, 2009), and therefore their absence in the soil mesocosm emissions was surprising. However, these compounds were also not detected in the emissions from a mountain birch forest floor with removed aboveground vegetation cover (Faubert et al., 2012).

The only compound emitted from all the mesocosm types in both heath ecosystems, including the soil mesocosms, was methoxy-phenyl-oxime. This N-containing aromatic compound has been previously observed to be emitted from soil (McNeal and Herbert, 2009). It is likely to originate from microbial activity as it has been reported to be an antifungal volatile emitted by Bacillus subtilis bacteria isolated from soil (Liu et al., 2008), to be released from myxobacteria during fermentation (Xu et al., 2011) and to be synthesized by an in vitro system consisting of the ectomycorrhizal fungus Tuber borchii and the Tilia americana L. plant roots (Menotta et al., 2004).

The lack of net emissions from soil may owe to a lack of microbial BVOC production in the absence of decaying belowground plant biomass and root exudates or stimulated uptake of BVOCs by soil microorganisms (Owen et al., 2007; Ramirez et al., 2010) as a result of increased aeration of soil due to the hand-sorting of the soil upon removal of roots and rhizomes. The hand-sorting received by the soil mesocosms caused a side-effect to this treatment in the form of broken physical structure and increased aeration of microsites within soil. We estimate that the stimulative effect on microbial uptake of BVOCs is more important than the suppressive effect on gross microbial BVOC production, but these two processes cannot be separated in the present study.

In the mixed heath mesocosms, the removal of belowground plant parts significantly reduced the concentrations of DOC and DON in the soil, while there was no difference in the CO2 exchange rates between the vegetation manipulation treatments. In Deschampsia mesocosms, in contrast, the concentrations of DOC and DON were significantly higher and the loss of CO2 decreased to less than half of the other mesocosm types after the removal of belowground plant parts. Hence, in the more sandy Deschampsia dominated system, mineralization of dissolved organic compounds was partially dependent upon the presence of roots, while microbial turnover of dissolved organic compounds continued in the absence of roots in the mixed heath, possibly due to higher fungal dominance (microbial C/N ratio) and higher soil organic matter content.

Other BVOCs potentially emitted are carbonyls, but our measurement setup could not be used to measure these compounds, because of breakthrough of these light molecules through the used adsorbents. Carbonyls were the compounds emitted at highest rates by cultured boreal forest soil fungi, as highlighted by a proton transfer reaction-mass spectrometer (PTR-MS) study by Bäck et al. (2010). Other PTR-MS studies have also shown that the short-chain carbonyls, such as methanol and acetone, are compounds emitted at high rates from litter and soil (Ramirez et al., 2010; Gray and Fierer, 2012).

EMISSIONS INDUCED BY VEGETATION CUTTING

Cutting the aboveground vegetation caused large emission bursts, which is a common observation in response to mechanical wounding of plants (Fall et al., 1999; Loreto et al., 2006; Brilli et al., 2011). However, in contrast with the earlier studies reporting high emissions of C6 compounds (so called green leaf volatiles, GLVs) (Fall et al., 1999; Loreto et al., 2006; Brilli et al., 2011), the induced emissions here mainly consisted of C8-ketones, C8-alcohols and sesquiterpenes. The C8-compounds such as 1-octen-3-ol, 3-octanol, 3-octanone have common precursors with the commonly observed GLVs, namely linoleic and linolenic acid (Wurzenberger and Grosch, 1982; Hatanaka, 1993).

Some C8-compounds have been reported to be emitted from cabbage leaves in response to mechanical damage and herbivore wounding (Mattiacci et al., 1994). However, Deschampsia cespitosa has been shown to emit these compounds both with and without mechanical damage or jasmonic acid application (Watkins et al., 2006). Another possibility is that the C8-compounds were released from fungal endophytes living within the leaves (Rosa et al., 2009) and roots (Tejesvi et al., 2012) of Deschampsia. Both C8-compounds and geosmin, which was also induced by cutting of Deschampsia, are common volatiles produced by microorganisms, especially fungi (Korpi et al., 2009). Also cyanobacteria are known to emit C8-compounds (Schulz and Dickschat, 2007), and it is possible that the cyanobacteria living within mosses are a source of part of the induced emissions especially in the mixed heath mesocosms from which the moss cover was removed and the emissions increased by cutting.

Studies using online monitoring by PTR-MS of BVOCs produced in connection with mechanical wounding of plants have shown that the instantaneous release of C6 aldehydes originating from membrane rupture and the consequent oxidation of unsaturated fatty acids shifts to the production of alcohols and acetates within a couple of minutes from wounding (Fall et al., 1999; Brilli et al., 2011). In this study, the BVOC measurement was started within 10 min from finishing the cutting, which means that the compounds immediately released from the ruptured plant tissues were most probably not caught by our measurements.

To conclude, the net BVOC emissions from the belowground part of these well-drained heath ecosystems do not significantly contribute to the ecosystem emissions, at least during late autumn when the vegetation is not fully active. We recommend that future studies attempting to connect soil BVOC exchange with soil microbiology would use methods that can separate production and uptake of BVOCs, for example by PTR-MS measurements, and combine these with analyses of microbial community structure and function e.g., by DNA- and RNA-based techniques. In general, the total BVOC emissions from the mixed heath were in the same range as the emissions measured in a similar ecosystem with active vegetation and peaking biomass. This finding highlights the importance of taking into account the off-season period, also for the northern areas. The ecosystem emissions are likely to be momentarily or periodically increased by the production of induced volatiles as a result of grazing by mammals or insect herbivory. Especially the latter can have a significant impact on subarctic heath BVOC emissions as large-scale insect outbreaks are expected to become more frequent in a warmer climate (Arneth and Niinemets, 2010).
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The effect of plant invasion on the microorganisms of soil sediments is very important for estuary ecology. The community structures of methanogens and sulfate-reducing bacteria (SRB) as a function of Spartina alterniflora invasion in Phragmites australis-vegetated sediments of the Dongtan wetland in the Yangtze River estuary, China, were investigated using 454 pyrosequencing and quantitative real-time PCR (qPCR) of the methyl coenzyme M reductase A (mcrA) and dissimilatory sulfite-reductase (dsrB) genes. Sediment samples were collected from two replicate locations, and each location included three sampling stands each covered by monocultures of P. australis, S. alterniflora and both plants (transition stands), respectively. qPCR analysis revealed higher copy numbers of mcrA genes in sediments from S. alterniflora stands than P. australis stands (5- and 7.5-fold more in the spring and summer, respectively), which is consistent with the higher methane flux rates measured in the S. alterniflora stands (up to 8.01 ± 5.61 mg m−2 h−1). Similar trends were observed for SRB, and they were up to two orders of magnitude higher than the methanogens. Diversity indices indicated a lower diversity of methanogens in the S. alterniflora stands than the P. australis stands. In contrast, insignificant variations were observed in the diversity of SRB with the invasion. Although Methanomicrobiales and Methanococcales, the hydrogenotrophic methanogens, dominated in the salt marsh, Methanomicrobiales displayed a slight increase with the invasion and growth of S. alterniflora, whereas the later responded differently. Methanosarcina, the metabolically diverse methanogens, did not vary with the invasion of, but Methanosaeta, the exclusive acetate utilizers, appeared to increase with S. alterniflora invasion. In SRB, sequences closely related to the families Desulfobacteraceae and Desulfobulbaceae dominated in the salt marsh, although they displayed minimal changes with the S. alterniflora invasion. Approximately 11.3 ± 5.1% of the dsrB gene sequences formed a novel cluster that was reduced upon the invasion. The results showed that in the sediments of tidal salt marsh where S. alterniflora displaced P. australis, the abundances of methanogens and SRB increased, but the community composition of methanogens appeared to be influenced more than did the SRB.

Keywords: dissimilatory sulfite reductase B (dsrB), methyl coenzyme M reductase A (mcrA), spartina alterniflora, phragmites australis, estuarine marsh

INTRODUCTION

Estuarine wetlands are among the most productive ecosystems on the Earth and provide many key ecosystem services. These environments are highly vulnerable to the invasion of exotic plant species, and ecosystem functions may be altered as a consequence of the invasion (Williams and Grosholz, 2008). For example, the native Phragmites australis and Scirpus mariqueter communities of the Dongtan tidal flats, comprising approximately 32,600 ha of the Yangtze River estuary, are currently being invaded by the aggressive exotic Spartina alterniflora. Furthermore, S. alterniflora was introduced to the Yangtze River estuary in 1990s to increase the protection of coastal banks and to accelerate sedimentation and land formation (Chung, 1993; Liao et al., 2007). However, due to its extensive expansion (approximately 43% of the vegetated part as of 2004) (Chen et al., 2008) and displacement of the native species, a number of ecological impacts have occurred. The impacts of S. alterniflora invasion on the aboveground flora and fauna of Dongtan tidal salt marsh have been described by several studies (Jiang et al., 2009; Zhang et al., 2010). Recently, a study by Cheng and his colleagues (2007) demonstrated that methane flux rates in S. alterniflora stands are higher than in areas dominated by P. australis, which is consistent with several studies that indicate higher methane flux rates in the stands covered by S. alterniflora than in those covered by other salt marsh plants (Cheng et al., 2007; Wang et al., 2009; Zhang et al., 2010; Tong et al., 2012). The root exudates and litter decomposition of S. alterniflora can alter the nutritional contents of soils, which in turn may affect the functioning of soil microbial communities. Hence, parallel to the impacts that S. alterniflora may pose to the aboveground ecology, it has the potential to affect belowground microbial communities and processes. In tidal marshes of estuaries where large amounts of vegetation and river-derived organic matter are deposited, nutrients are typically mineralized through anaerobic processes, predominantly via methanogenesis and sulfate reduction.

Methanogenesis and dissimilatory sulfate reduction are the two key terminal electron-scavenging processes in the anaerobic decomposition of organic matter. These anaerobic processes are known to compete for hydrogen and acetate (Abram and Nedwell, 1978; King, 1984), but the latter has higher affinity and can outcompete with methanogenesis in sediments having high sulfate concentration, such as marine and salt marsh surface sediments (Oremland et al., 1982; Winfrey and Ward, 1983; Purdy et al., 2003). Although competition is one of the major factors controlling the distribution and activity of methanogenesis, land and tide-derived depositions and autochthonous production by marsh plants and freshwater dilutions of sea water in tidal marshes may create conditions for methanogenesis to be a major terminal electron accepting process (Senior et al., 1982; Schubauer and Hopkinson, 1984; Holmer and Kristensen, 1994; Kaku et al., 2005). As the type of marsh plants may determine the availability and level of nutrients in sediments and, hence, microbial activities (Andersen and Hargrave, 1984; Ravit et al., 2003; Hawkes et al., 2005; Batten et al., 2006), the structure and function of methanogens and SRB in salt marshes may be influenced by the invasion and displacement of native plants by exotic species.

Methanogens are strictly anaerobic microorganisms. They are composed of six well-established archaeal orders: Methanobacteriales, Methanococcales, Methanomicrobiales, Methanosarcinales, Methanocellales, and Methanopyrales. Moreover, recent culture independent techniques have discovered novel methanogen members such as Zoige cluster-I (ZC-I) (Zhang et al., 2008) and the anaerobic methanotrophs (ANME-1, 2 and 3) (Knittel et al., 2005). Most methanogens are hydrogenotrophic, utilizing carbon dioxide as a source of carbon and hydrogen or formate as electron sources. However, members of the genus Methanosarcina are physiologically versatile, additionally utilizing acetate and methylated compounds such as methanol, monomethylamine, dimethylamine and trimethylamine, whereas genus Methanosaeta is restricted to acetate (Liu and Whitman, 2008). Similarly, sulfate-reducing microbes are strictly anaerobic microorganisms. They reduce sulfate to sulfide using several substrates such as hydrogen, formate, acetate, butyrate, propionate and ethanol as electron sources (Barton and Fauque, 2009). These microbes are found within several phylogenetic lines: in the class Deltaproteobacteria (Desulfobacterales, Desulfovibrionales, and Syntrophobacterales), phylum Firmicutes (Desulfotomaculum, Desulfosporomusa, and Desulfosporosinus), phylum Nitrospirae (Thermodesulfovibrio), phylum Thermodesulfobacteria and archaeal genera (Archaeoglobus, Thermocladium, and Caldivirga). Diverse phylogenetic lines generally present major challenges to specifically targeting these organisms in environmental samples using the universal 16S rRNA gene as a marker. Therefore, targeting group-specific functional genes, such as those encoding methyl coenzyme M reductase A (mcrA) and dissimilatory sulfite reductase (dsrB), are commonly used as alternatives to the 16S rRNA gene to investigate methanogens and SRB, respectively (Luton et al., 2002; Dar et al., 2006; Geets et al., 2006).

In this study, 454 pyrosequencing and quantitative real-time PCR (qPCR) were used to investigate the diversity and abundance of methanogens and SRB in the sediments vegetated by P. australis, S. alterniflora and transition stands where both plants are available. Investigations were conducted in two seasons: before growth (April) and during the full growth stage (August).

MATERIALS AND METHODS

SAMPLING AND IN SITU MEASUREMENTS

This study was conducted in the tidal salt marsh of Dongtan, where the intentionally introduced S. alterniflora is aggressively displacing the native P. australis. Two replicate sampling locations (approximately 60 m apart) were selected, each with three distinct sampling stands (approximately 20 m apart) covered by monocultures of P. australis (non-invaded), transition stands (both plants available) and S. alterniflora (completely displaced). Investigations were conducted in two seasons: before growth (April) and at full growth stage (August). In both sampling seasons, the methane and carbon dioxide flux rates were determined from each location by collecting the gases using the enclosed static chamber technique (Hirota et al., 2004) and gas chromatographic analysis using a 6890N gas chromatograph (Agilent Technologies, Ltd. USA).

Soil temperatures and conductivities were directly measured using a Field Scout™ direct soil EC meter with a jab probe (2265FS, USA), whereas pH was measured using a IQ150 portable pH meter (IQ Scientific Instruments, USA). From each sampling stand, five replicate sediment samples (surface to 5 cm) were collected within a radius of approximately 2 m. Soil samples were immediately sealed in polyethylene bags and transported to the laboratory on ice. Within one hour of collection, replicate samples were homogenized and stored at −20°C for downstream analyses.

Sediment samples for chemical analysis were dried completely in an oven at 50°C. Then, all non-decomposed plant litter and root materials were removed easily from the gently crushed sediments. The sediments were then ground into powder and passed through #10 meshes where part of the powder was used for determination of total carbon and total nitrogen using an NC analyzer (FlashEA1112 Series, Thermo Inc., Italy), and the remainder was used for analysis of sulfate ions using an ion chromatograph (ICS-1000; Dionex, USA).

DNA EXTRACTION AND PCR AMPLIFICATION

The total genomic DNA of each sample was extracted in duplicate tubes from 0.25 g of sediment (wet weight) using a PowerSoil DNA Kit (Mo Bio Laboratories, USA) following the manufacturer's instructions. Amplicons for 454 pyrosequencing were prepared following the 2-step barcoded PCR method (Berry et al., 2011). In the first-step PCR, the 50 μl reaction contained 2 μl of template DNA (5–10 ng), 25 μl of Taq PCR Master Mix (TianGen, China), 2 μl (10 μM) of each primer (Table 1), 2 μl of bovine serum albumin (BSA) (0.8 μg ul−1 final concentration) and 17 μl of distilled water. Amplifications were conducted in a thermal cycler (PCR Thermal Cycler Dice; Takara, Japan) for 25 cycles. For the second-step PCR, the forward and reverse primers were modified as follows: 5′-Adapter A + 8 bp barcode + TC + forward primer—3′ and 5′-Adapter B + CA + reverse primer −3′, respectively. Whereas Adaptor A and B represent the 30 bp that were used as sequencing primers, the 8-bp barcode sequences were used to identify individual samples, and TC and CA were used as linkers. For each sample, 2 μl of the first-step PCR product was used as template DNA in the second-step PCR. Except for the annealing temperatures, which were raised by 2°C, all the PCR conditions were the same in the second-step PCR as in the first-step PCR. Amplifications were conducted for 10 cycles. The PCR products were then purified using the UltraClean PCR Clean-Up kit (MoBio, USA) and then quantified using the PicoGreen reagent (Invitrogen, USA) for dsDNA on a ND3300 Fluorospectrometer (NanoDrop Technologies, USA). Lastly, the amplicons of all samples were pooled in an equivalent concentration for 454 pyrosequencing. Pyrosequencing was conducted using a Roche/454 (GS FLX Titanium System). For 454 pyrosequencing, the barcoded and pooled amplicons were rechecked for the absence of primer dimers, and emulsion PCR was set up according to Roche's protocols.

Table 1. Primers used for pyrosequencing and/or qPCR.
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QUANTITATIVE REAL-TIME PCR

SYBR Green I-based qPCR was conducted for both the 16S rRNA gene (bacteria and archaea) and functional genes (mcrA and dsrB) using the primers presented in Table 1. The coverage and specificity of the functional gene primers were validated through clone library construction before application to qPCR. The reaction mixes were prepared as previously described (Zeleke et al., 2013), and triplicate reaction tubes were used for each sample. Known copy numbers of linearized plasmid DNA with the respective gene inserted from pure clones were used as standards for the quantifications. The linearization of the plasmid DNA of each gene was performed using the EcoRI restriction enzyme (Fermentas, USA) following the recommended protocol. The amplification efficiency and R2 values were between 90–99% and 0.98–1, respectively. qPCR of all genes were conducted using a MX3000P QPCR thermocycler (Stratagene, USA). The annealing temperatures are described in Table 1. Melting curves were analyzed to detect the presence of primer dimers. The results were analyzed using MxPro QPCR software version 3.0 (Stratagene, USA).

DATA ANALYSIS

The raw 454 pyrosequencing data of the 16S rRNA and functional genes were trimmed using the sample-specific barcodes, in which the forward primers and sequences with ambiguous nucleotides were removed. For the functional genes, BLASTx analyses were performed against the known sequences of the NCBI database. The sequences that did not match the target gene were excluded from further analysis. The remaining sequences were translated by the RDP's functional gene and repository FrameBot tool (http://fungene.cme.msu.edu/FunGenePipeline/framebot/form.spr), which detects and corrects the likely frameshift errors. After removing amino acid sequences with stop codons and/or unknown amino acids, the remaining sequences were aligned by the RDP's functional gene and repository aligner tool. A few (0.5–1%) poorly aligned amino acid sequences were also removed, and the names of the remaining quality amino acid sequences were used to recover the corresponding original nucleotide sequences using Mothur software, version 1.8 (Schloss et al., 2009). Moreover, potential chimeric sequences were also removed (<1%) using the chimra.uchime command in Mothur (Schloss et al., 2009). The final quality nucleotide sequences were used to define operational taxonomic units (OTUs) and downstream analyses. Before calculating the diversity indices, the sequence numbers of each sample were normalized to an equal number. Sequence information was also used for principal component analysis (PCA) using the UniFrac online tool (http://bmf.colorado.edu/unifrac/). For 16S rRNA genes of the total bacteria and archaea, raw data sequences were treated through the Mothur program (Schloss et al., 2009). Briefly, after trimming, pre-clustering and removing the potential chimeric sequences, the remaining purified sequences were used for phylogenetic affiliation, which was performed through BLAST analysis against the Silva taxonomy files at an 80% threshold value.

SEQUENCE ACCESSION NUMBERS

All the mcrA, dsrB and 16S rRNA genes of the total bacterial and archaeal sequences recovered from the estuarine marsh of Dongtan were deposited in the NCBI's sequence read archives with the accession numbers of SRP021055, SRP021326, SRP021327 and SRP021329, respectively.

RESULTS

METHANE FLUX RATES AND SEDIMENT CHARACTERISTICS

Methane flux rates differed both with the invasion and growth of S. alterniflora (Figure 1). In spring, the mean flux rates in the P. australis, transition, and S. alterniflora stands were approximately 0.51 ± 0.31, 0.93 ± 0.37, and 0.99 ± 0.35 mg m−2 h−1, respectively. This indicates an approximately 97% increase of flux rate with S. alterniflora invasion. When the plants were fully grown, these flux rates were increased to 1.63 ± 0.34, 4.11 ± 2.49, and 8.01 ± 5.61 mg m−2 h−1, respectively, in the P. australis, transition and S. alterniflora stands and the impact of S. alterniflora was significant in the summer (152 and 391% higher in the transition and S. alterniflora strands, respectively, than in P. australis stands). The gas flux rates also displayed significant increases in the summer (225, 343, and 709% in the P. australis, transition and S. alterniflora stands, respectively). These increases were positively correlated with the change in temperatures (R2 = 0.2, α = 0.05), although not significant. Similarly, carbon dioxide flux rates were relatively high in the S. alterniflora stands. When the mean flux ratios of methane to carbon dioxide were compared, higher values were observed in the S. alterniflora stands than in the P. australis stands. In spring, the ratios were approximately 9 × 10−4 and 3 × 10−3, in the P. australis and S. alterniflora stands, respectively, representing an approximate 3.5-fold increase in the S. alterniflora stands (Figure 1). In summer, these ratios were approximately 1.74 × 10−3 and 3.6 × 10−3, in the P. australis and S. alterniflora stands, respectively, representing an increase of approximately 2.1-fold in the S. alterniflora stands.
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FIGURE 1. Methane and carbon dioxide flux rates in the P. australis (P), S. alterniflora (S) and transition (T) stands in the Dongtan salt marsh located in the Yangtze River estuary. In the sample names, I and II represent the spring and summer samples, respectively, whereas “a” and “b” indicate the replicate locations.



As expected, soil temperature, pH, conductivity and sulfate levels did not vary across the sampling stands (Table 2). However, there was a marked increase in the mean soil temperature from spring to summer (from approximately 15—28°C). In both seasons, the total carbon (TC) and total nitrogen (TN) levels of sediments were higher in the S. alterniflora-influenced sediments than the P. australis sediments. However, minor reductions of TC and TN were observed in all stands during the summer (Table 2).

Table 2. Characteristics of sediments from P. australis (P), S. alterniflora (S) and transition (T) stands in the Dongtan salt marsh in the Yangtze estuary.
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ABUNDANCES OF METHANOGENS AND SRB

To understand the overall relative abundances of methanogens and SRB, SYBR Green I-based quantification of total archaeal and bacterial 16S rRNA genes were determined from the samples used to investigate methanogens and SRB. As revealed from the copy numbers of mcrA and dsrB genes, the abundances of methanogens and SRB varied with the invasion and growth of S. alterniflora (Figures 2A,B). In spring, the mean abundance of methanogens were approximately 2.4 ± 1.3 × 105, 1.1 ± 0.9 × 106 and 1.2 ± 0.4 × 106 copies per g of dried soil in the P. australis, transition and S. alterniflora stands, respectively, indicating there were approximately 5 times more methanogens in the S. alterniflora stands than in the P. australis stands. Furthermore, higher abundances of methanogens were observed in the summer (4.8 ± 0.1 × 105, 1.2 ± 0.1 × 106 and 3.6 ± 0.6 × 106 copies per g of dried soil in the P. australis, transition and S. alterniflora stands, respectively), representing a dramatic increase of methanogens in the S. alterniflora stands (approximately 7.5-fold higher than the P. australis stands). In terms of the changes associated with S. alterniflora invasion, similar trends were observed for the abundance of archaeal 16S rRNA gene copies in both sampling seasons (Figure 2A). The mean abundance proportions of methanogens (copies of mcrA to 16S rRNA gene of total archaea) were also higher in the S. alterniflora-impacted stands than in the P. australis stands. In the spring, the mean abundance proportions of methanogens were approximately 31, 53, and 63% in the P. australis, transition and S. alterniflora stands, respectively, whereas they slightly changed to 30, 32 and 71%, respectively, in the summer.
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FIGURE 2. Abundance of (A) methanogens and (B) SRB in sediments from P. australis (P), S. alterniflora (S) and transition (T) stands of the Dongtan salt marsh located in the Yangtze River estuary. The error bars represent the standard deviation of three replicate reaction tubes. The sample names are as described in Figure 1.



Similarly, the invasion and growth of S. alterniflora increased the abundance of SRB in both sampling seasons (Figure 2B). In the spring, the mean abundances of SRB were approximately 5.99 ± 4.06 × 106, 1.28 ± 0.71 × 107, and 1.72 ± 0.12 × 107 per g of dried soil, respectively, for P. australis, transition and S. alterniflora stands, indicating 2.2- and 2.9-times more copies in the transition and S. alterniflora stands than in the P. australis stands, respectively. Although the abundance of SRB was greater than that of the methanogens (up to 2 orders of magnitude), the increases in the mean abundances of SRB associated with S. alterniflora invasion in the summer were relatively lower (approximately 3.0-fold lower than the abundances in the spring). When compared with the total bacterial abundance, the mean abundance proportions of the SRB ranged from 17 to 34%. Unlike most of the sediment characteristics measured at the salt marsh, TC was positively correlated with the abundance of methanogens (R2 = 0.54, α = 0.05) and SRB (R2 = 0.70, α = 0.05).

METHANOGENS AND SRB DIVERSITY

Purified mcrA sequences were used to define OTUs at the genus (89% similarity cutoff) and family (79% similarity cutoff) levels (Steinberg and Regan, 2008). At the genus level, maximum numbers of mcrA OTUs were observed in sediments collected from P. australis stands, whereas the minimum numbers were observed in sediments from S. alterniflora stands (Table 3). Rarefaction curves at both similarity cutoffs leveled off horizontally between 30 and 58 OTUs (data not shown here), indicating the use of acceptable numbers of sequences for good representation of the methanogen communities from the study site. Despite the greater abundance of methanogens in the S. alterniflora stands of both sampling seasons (Figure 2A), richness and diversity indices (Chao1, ACE and Shannon) indicated lower diversity and richness of methanogens in the S. alterniflora stands compared with the P. australis stands (Table 3).

Table 3. Summary of the diversity indices of mcrA genes amplified from sediment samples of the S. alterniflora (S), transition (T) and P. australis (P) stands.
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However, dsrB OTUs were defined at three sequence similarity cutoffs (90, 80, and 70%). Unlike mcrA, significantly large numbers of dsrB OTUs were observed at 90 and 80% similarity cutoffs (Table 4). At the 70% similarity cutoff, the numbers of OTUs were reduced by more than half (approximately 160 OTUs), which was used in the construction of a phylogenetic tree. Despite the diversity of SRB, the rarefaction curves indicated good representation of the SRB, particularly at the 80% similarity cutoff (data not shown here). In both seasons, the diversity indices (Chao1, ACE and Shannon) did not vary significantly with S. alterniflora invasion (Table 4), suggesting its minimal impact on the diversity of SRB.

Table 4. Summary of the diversity indices of dsrB genes amplified from sediment samples in the S. alterniflora (S), transition (T), and P. australis (P) stands.
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PHYLOGENETIC ANALYSES OF MCRA AND DSRB OTUS

To determine the identity and phylogenetic positions of the collected sequences, trees were constructed for both the methanogens and SRB. OTU representatives of both genes (79 and 70% similarity OTUs for mcrA and dsrB, respectively) were translated into amino acid sequences, and their closest relatives were searched for using the NCBI amino acid non-redundant database (BLASTp). For SRB, a 70% similarity cutoff was selected because the numbers of OTUs observed at 90 and 80% similarity cutoffs were relatively large (up to 300) with small variation (<6.5%) among their relative composition.

McrA OTUs were dominated by OTU1, 2 and 3, representing approximately 32.5, 21.5, and 16.5% of the total sequences (Figure 3A). OTU1 was closely related to the mcrA of Methanococcus, whereas OTU2 and 3 were related to the mcrA of Methanomicrobiales and Methanosarcina, respectively. Most of the mcrA gene sequences were closely related to the methanogen orders Methanomicrobiales, Methanosarcinales and Methanococcales, although other methanogens such as Methanobacteriales, ANME (1 and 3) and ZC-I were also detected in the salt marsh (Figure 3A). As the primers used in this study (mlas/mcrA-rev) can amplify mcrA and mrtA genes (Steinberg and Regan, 2009), the presence of large number of sequences (32.5%) related to Methanococcales (Luton et al., 2002), methanogens carrying mcrA and mrtA genes, might overestimate the abundance and diversity of the total methanogens. Interestingly, at both similarity cutoffs, Methanococcales was represented by a single OTU that is closely related (approximately 95% at the amino-acid level) to Methanococcus maripaludis. The occurrences of Methanomicrobiales, Methanosarcinales and Methanococcales in the mcrA sequences were also supported by the results from the analysis of archaeal 16S rRNA gene sequences where the above three methanogenic orders were also the most abundant in the phylum Euryarchaeota, which itself represented approximately 35% of the total archaeal sequences (data not shown here).
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FIGURE 3. Neighbor-joining phylogenetic trees of (A) mcrA and (B) dsrB gene OTUs recovered from the Dongtan tidal salt marsh located in the Yangtze estuary. The trees were constructed based on the inferred amino acids of the OTU-representative nucleotide sequences. Percentages in the parenthesis indicate the percent of sequences included in that specific OTU. Only OTUs containing at least 0.5 and 1% of the total sequences mcrA and dsrB OTUs, respectively, are presented here.



Among the SRB, the variations among the proportions of OTUs were very low. For instance, the most dominant 70% similarity OTUs (OTU 1, 2, and 3) represented approximately 7, 6 and 6% of the total sequences, respectively (Figure 3B). Phylogenetic analysis indicated that more than 85% of the sequences were related to Deltaproteobacteria, suggesting their significant role in the marsh. In the dsrB gene sequences, the most frequently detected families of SRB appeared to be Desulfobacteraceae (49.2 ± 8.5%) and Desulfobulbaceae (29.6 ± 7.8%), whereas sequences related to Desulfovibrionaceae, Peptococcaceae, Syntrophaceae and Syntrophobacteraceae were detected, but at much lower proportions (total <8%), The dominance of Desulfobacteraceae was mainly contributed to by three dominant dsrB OTUs that were either closely related to the genus Desulfosarcina or uncultured family members (Figure 3B). Interestingly, we detected relatively a large proportion of OTUs (11.3 ± 5.1%) clustered distinctly from the previously isolated dsrB phylotypes. This novel cluster formed a distinct deep branch between Desulfobulbaceae (with approximately 56.6% amino-acid sequence similarities) and Syntrophobacteraceae (with approximately 61% amino-acid sequence similarities) (Figure 3B). An analysis of the total bacterial 16S rRNA gene sequences indicated consistent results with the dsrB gene sequence results in that sequences related to the order Desulfobacterales were dominant (Figure 7).

COMMUNITY DISTRIBUTION PATTERNS WITH S. ALTERNIFLORA INVASION

Both invasion- and growth-associated variations in the relative proportions of mcrA and dsrB phylotypes were analyzed. For methanogens, the orders Methanomicrobiales, Methanococcales and Methanosarcinales together represented 85–90% of the total mcrA sequences (Figure 4). However, their proportion responded differently to the invasion of S. alterniflora. For instance, the mean proportions of Methanomicrobiales, the most dominant methanogens detected in the salt marsh (representing approximately 33.1 and 44% of the sequences in the spring and summer, respectively), were greater in the S. alterniflora stands than in the P. australis stands by approximately 58 and 28% in the spring and summer samples, respectively (Figure 4). This might demonstrate the effect of S. alterniflora invasion in promoting the proliferation of Methanomicrobiales. Almost a reverse phenomenon was observed for the order Methanococcales (Figure 4). In the spring, Methanococcales represented approximately 38% of the total mcrA sequences, but its mean proportions indicated approximately 10% reductions from P. australis to S. alterniflora stands. In the summer, not only were the mcrA sequences related to Methanococcales reduced (approximately 20% of the total mcrA gene sequences), but higher reductions (approximately 37%) were observed from P. australis to S. alterniflora stands. Hence, S. alterniflora growth appeared to favor Methanomicrobiales over Methanococcales. However, the two main genera of the order Methanosarcinales (Methanosarcina and Methanosaeta) represented approximately 20 and 24% of the mcrA sequences, respectively, although they did not display similar trends with S. alterniflora invasion. The mean proportions of Methanosaeta increased with S. alterniflora invasion. In contrast, the mean proportions of the genus Methanosarcina did not display significant variations with either the invasion or growth of S. alterniflora (Figure 4). With the exception of ANME-3, most of the rare mcrA phylotypes, such as Methanobacteriales, Methanocellales and ZC-I, detected in this study dominated the P. australis stands. This is consistent with the diversity index results (Table 3) that indicated lower diversity of methanogens in the S. alterniflora stands compared with the transition or P. australis stands.
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FIGURE 4. Proportions of the major mcrA phylotypes detected in sediments from P. australis (P), S. alterniflora (S) and transition (T) stands. The sample names are as described in Figure 1.



Trends in the distribution patterns of the dominant methanogen orders revealed that the mcrA analysis results were generally consistent with the results of the 16S rRNA gene analysis results, except that Methanococcales represented relatively lower proportions of the 16S rRNA gene sequences (Figure 5). The higher proportions of Methanococcales in the mcrA sequences compared with the 16S rRNA gene sequences might be explained by the likely amplification of both mcrA and mrtA genes. Hence, methanogens might be slightly overestimated, particularly in the spring samples where Methanococcales represented a relatively large proportion of the sequences.
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FIGURE 5. Proportions of the dominant methanogen orders detected from 16S rRNA gene sequences of Archaea. The samples were collected from P. australis (P), S. alterniflora (S) and transition (T) stands. The sample names are as described in Figure 1.



Based on the frequency of nucleotide sequences recovered from the salt marsh, dsrB phylotypes were dominated by Deltaproteobacteria, particularly the families of the order Desulfobacterales (Figure 6), which represented more than 85% of the sequences. Except for the small increase of its relative proportion at PIa and reduction observed at TIIb, Desulfobacteraceae (the most dominant family in the order Desulfobacterales) did not display significant change from the spring to the summer. On the other hand, at the S. alterniflora invaded sediments the mean proportion of Desulfobacteraceae increased from approximately 61 to 54% at locations “a” and “b”, respectively (Figure 6). In contrast, the proportion of Desulfobulbaceae, the second dominant family in the order Desulfobacterales, decreased in the summer (by approximately 45%). However, insignificant change was observed with S. alterniflora invasion. Despite the lower proportions (4.0 ± 2.0%), similar trends were observed for the family Peptococcaceae (Figure 6) within Desulfobulbaceae. Approximately 50% increases were observed from the spring to the summer in the proportions of the novel dsrB cluster (Figure 6).
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FIGURE 6. Proportions of major dsrB families detected in sediments from P. australis (P), S. alterniflora (S) and transition (T) stands. The sample names are as described as Figure 1.



The abundance patterns of dsrB phylotypes were generally consistent with 16S rRNA gene patterns of Deltaproteobacteria-related phylotypes (Figure 7). Desulfobacterales was represented by 4.5–10% of the total bacterial 16S rRNA gene sequences, whereas Desulfuromonadales was represented by 1–5% of the sequences. Similar to dsrB, some orders of SRB, such as Desulfovibrionales, were represented by very low proportions among the 16S rRNA gene sequences (Figure 7). Generally, insignificant variations in the proportions of SRB phylotypes were observed with the invasion of S. alterniflora, although members of Desulfobacterales and Desulfovibrionales were slightly increased with the growth of S. alterniflora.
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FIGURE 7. Proportions of the dominant orders of SRB analyzed from 16S rRNA gene sequences of Bacteria. The samples were collected from P. australis (P), S. alterniflora (S) and transition (T) stands. The sample names are as described in Figure 1.



COMPARISON OF COMMUNITIES IN DIFFERENT STANDS

Sediment samples from the different stands were clustered using PCA and environment clustering through weighted normalized UniFrac analysis. With a few exceptions (PIa, TIb and TIIa), PC1 indicated a clear distinction between the methanogen communities of the spring and summer samples (Figure 8). Moreover, most of the communities from the S. alterniflora-influenced samples were also clustered distinctly from non-influenced samples in PC2, signifying the variation in the structures of methanogens in the S. alterniflora and P. australis stands. These variations were clearly supported by the dendrogram clustering of environments where samples from S. alterniflora influenced stands, and different growing seasons clustered separately (data not shown).
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FIGURE 8. UniFrac analyses showing the PCA plots of methanogen communities based on sequence abundance data in the P. australis (P), S. alterniflora (S) and transition (T) stands. The sample names are as described in Figure 1.



The SRB communities of the spring and summer samples were clustered distinctly along PC1 (Figure 9), which is consistent with the abundance data. The SRB community structures in the samples from the P. australis stands and S. alterniflora stands distributed separately along PC2 (Figure 9). These results were also supported by the dendrogram of the environment cluster (data not shown).
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FIGURE 9. UniFrac analyses showing the PCA plots of SRB based on sequence abundance data in the P. australis (P), S. alterniflora (S) and transition (T) stands. The sample names are as described in Figure 1.



DISCUSSION

The extensive expansion of S. alterniflora is recognized as one of the major threats to the natural ecology of salt marshes, because the plant can alter the carbon and nitrogen contents of sediments (Turner, 1993; Liao et al., 2007; Page et al., 2010). This, in turn, may influence the carbon and nitrogen cycles in the sediments and the microbes that provide these functions. To understand the impact of S. alterniflora invasion on the community structure of methanogens and SRB in the salt marsh sediments of Dongtan, functional gene (mcrA and dsrB)-based investigations were conducted using samples from stands covered by monocultures of P. australis, S. alterniflora and a transition zone where both plants were available.

The higher methane flux rates detected in the S. alterniflora stands, particularly during the summer, were not surprising because many studies have already determined the potential of S. alterniflora to increase the gas flux rates of environments. This might be associated with the higher density of S. alterniflora living biomass, greater gas transportation capacity and substrate stimulation of methane-producing microorganisms (Cheng et al., 2007; Tong et al., 2012). Substrate stimulation of methanogens might be likely, as sediments from S. alterniflora stands displayed higher TC and TN levels compared with the native P. australis stands. Moreover, increases in the ratio of methane to carbon dioxide in the S. alterniflora stands might suggest the invasion of the S. alterniflora resulted in greater methane production. This, in turn, could explain the stimulation of methanogens after the invasion. The relatively high soil temperatures detected during the summer could favor the activity of sediment microbes, which might explain the slight reductions of the TC and TN levels of the sediments.

Abundances of methanogens and SRB were increased with the invasion and growth of S. alterniflora, which could be related to their available nutrients in the S. alterniflora stands. (Schubauer and Hopkinson, 1984; Peng et al., 2011). For instance, Liao and his colleagues (Liao et al., 2008) indicated that the annual litter mass in S. alterniflora stands is approximately 22.8% higher than in P. australis stands. This abundant S. alterniflora-derived organic matter is hydrolyzed and fermented by heterotrophic microorganisms, which can release excess substrates for both methanogens and SRB. The higher abundance of methanogens and SRB in the S. alterniflora stands is also consistent with a report that identified higher TC mineralization capabilities of dissolved organic matter derived from S. alterniflora compared with P. australis-derived matter (Bushaw-Newton et al., 2008). Indeed, the enrichment of sediments with S. alterniflora detritus has been shown to fuel the activity of anaerobic microbial communities (Andersen and Hargrave, 1984; Kepkay and Andersen, 1985). Hines and his colleagues (Hines et al., 1999) detected a high number of active sulfate-reducing bacteria (SRB) during the active growth stage of S. alterniflora in salt marsh sediments, which may be associated with substrate stimulation of sulfate reducers from root exudates. In contrast, a study on Jiuduansha Island, in the Yangtze River estuary, indicated that the senescence stage of S. alterniflora favors the richness and abundance of SRB (Nie et al., 2009), which is likely associated with litter decomposition-related substrate stimulation of SRB. Despite contrasting reports, it is possible to argue that the presence of S. alterniflora in environments can alter the natural abundance and activity of SRB. In addition to the relative contribution of S. alterniflora to the total carbon and nitrogen levels of sediments (Moran and Hodson, 1990; Liao et al., 2007; Peng et al., 2011), S. alterniflora tissues are important sources of trimethylamine (Cavalieri, 1983). Trimethylamine can be a noncompetitive substrate for methanogens. Moreover, acetate might be released from the root exudates or tissue decompositions could be used by SRB and methanogens (King, 1984; Watkins et al., 2012). Temperature is also one of the important factors controlling the growth of methanogens (Zeikus and Winfrey, 1976; Turetsky et al., 2008; Liu et al., 2010), so it is reasonable to conclude that higher abundances of methanogens and higher methane flux rates were detected during the summer and positively correlated with the soil temperature.

Although the abundances of methanogens were higher in the S. alterniflora stands of both seasons, their diversities were lower in the S. alterniflora stands compared with the P. australis stands. Hence, S. alterniflora invasion-related abundance increases might not have contributions from all members of the methanogens, and S. alterniflora might select methanogen communities. Although the proportions of Methanomicrobiales were increased with S. alterniflora invasion, Methanococcales and many of other rare mcrA phylotypes (e.g., Methanobacteriales, Methanocellales and ZC-I) were reduced, which might explain the lower diversity of methanogens in the S. alterniflora stands. Methanomicrobiales and Methanococcales (hydrogenotrophic methanogens) unexpectedly dominated the salt marsh (>60%), although they can be easily outcompeted by SRB (Oremland et al., 1982). However, the availability of excess substrates in such productive environments (Schubauer and Hopkinson, 1984; Peng et al., 2011) might reduce the competition and support the growth of both microbial groups. Interestingly, Methanococcales was represented by the most dominant OTU (OTU1, approximately 32.5%). Phylogenetic analysis indicated that it is closely related (96%) to Methanococcus maripaludis, a methanogen that is commonly distributed in marine and salt marsh sediments (Jones et al., 1983). The reasons for such dominance by a single methanogen species are not clear, but the extremely fast-growing nature of this mesophilic methanogen (Jones et al., 1983) could be triggered by the availability of excess substrates in sediments. On the other hand, the proportion of Methanosarcina did not display significant variation with the invasion and growth of S. alterniflora, which could be associated with their metabolic flexibility to utilize different substrates (King, 1984; Lyimo et al., 2000). However, the proportion of the genus Methanosaeta, strict acetate utilizers, was much lower in the spring but significantly increased with the growth of plants in the summer, indicating the availability of acetate increased with the growth of plants, particularly in the S. alterniflora stands where the microbes displayed marked increases.

The current study also revealed that more than 80% of the dsrB phylotypes that were detected were members of the order Desulfobacterales. These microbes are nutritionally versatile and can oxidize acetate and other organic compounds (Muyzer and Stams, 2008). The SRBA spectrum of substrates from the root exudates and decomposition of S. alterniflora and P. australis tissues could be available for these diverse SRB (Nie et al., 2009). Except for the small changes in Desulfobacteraceae, the proportions of dsrB families in both sampling seasons generally displayed minor variations with S. alterniflora invasion. The reason for such insignificant variation was not clear; however, nutrients that could be released from S. alterniflora tissue decomposition or root exudates might support most SRB phylotypes. The large numbers of novel dsrB OTUs that were clustered distinctly between the families Syntrophobacteraceae and Desulfobulbaceae might offer a clue into the presence of novel SRB types in the tidal salt marsh. Although the physiology of these novel sulfate-reducing phylotypes cannot be speculated about at this time, they could grow with both plant types, particularly in the stands of P. australis.

In conclusion, the invasion of S. alterniflora in the salt marsh sediments of Dongtan might support the proliferation of methanogens and SRB. However, significant impacts were only observed on the diversity of methanogens.
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Rhizosphere priming is the change in decomposition of soil organic matter (SOM) caused by root activity. Rhizosphere priming plays a crucial role in soil carbon (C) dynamics and their response to global climate change. Rhizosphere priming may be affected by soil nutrient availability, but rhizosphere priming itself can also affect nutrient supply to plants. These interactive effects may be of particular relevance in understanding the sustained increase in plant growth and nutrient supply in response to a rise in atmospheric CO2 concentration. We examined how these interactions were affected by elevated CO2 in two similar semiarid grassland field studies. We found that an increase in rhizosphere priming enhanced the release of nitrogen (N) through decomposition of a larger fraction of SOM in one study, but not in the other. We postulate that rhizosphere priming may enhance N supply to plants in systems that are N limited, but that rhizosphere priming may not occur in systems that are phosphorus (P) limited. Under P limitation, rhizodeposition may be used for mobilization of P, rather than for decomposition of SOM. Therefore, with increasing atmospheric CO2 concentrations, rhizosphere priming may play a larger role in affecting C sequestration in N poor than in P poor soils.

Keywords: 15N tracer, microbial mining, N:P stoichiometry, nutrient competition, preferential substrate utilization, progressive nitrogen limitation, root exudates

INTRODUCTION

Rhizosphere priming is the change in soil organic matter (SOM) decomposition caused by plant root activity that is often associated with rhizodeposition (Kuzyakov, 2002). A substantial fraction of net carbon assimilation goes into the soil as rhizodeposition. Estimates of how much C is allocated to rhizodeposition vary widely among plant species, with plant age, soil type, and nutrient availability, and are on average between 11 and 17% of net fixed C (Nguyen, 2003; Jones et al., 2009). Rhizodeposition is an important energy source for the microbial production of extra-cellular enzymes that break down SOM (Schimel and Weintraub, 2003; Blagodatskaya and Kuzyakov, 2008; Averill and Finzi, 2011). The subsequent change in SOM decomposition (i.e., the rhizosphere priming effect) is usually measured by comparing the CO2 produced from SOM in a soil with and without plants. Often, CO2 produced from SOM in planted soil is greater than in the unplanted or fallow soil, and is referred to as a positive priming effect (Kuzyakov, 2002). However, smaller CO2 production in planted compared to unplanted soil, or a negative priming effect, has also been observed (Cheng, 1996; Bader and Cheng, 2007). Although rhizosphere priming effects have frequently been reported in a variety of soil-plant systems, the mechanisms behind these effects remain unclear (Kuzyakov, 2010).

EFFECTS OF SOIL NUTRIENT AVAILABILITY ON RHIZOSPHERE PRIMING

The direction and magnitude of rhizosphere priming have been related to soil nutrient availability. Plants and microbes require C and nutrients within specific boundaries and at the same time affect the relative availability of C and nutrients in their immediate environment, the rhizosphere. Because of this close interdependence between C and nutrients, the nutrient status of the soil is an important factor for rhizosphere priming. Several hypotheses have been proposed explaining the relationship between rhizosphere priming and soil nutrient availability (Figure 1). First, in soils of low nutrient availability, inputs of energy-rich carbon compounds from roots may be used for the production of extra-cellular enzymes that can release nutrients locked in SOM (Asmar et al., 1994; Brzostek et al., 2012). Under these conditions, microbes may use root exudates to release nutrients thereby meeting their nutrient requirement. This has also been referred to as the microbial mining hypothesis (Craine et al., 2007; Fontaine et al., 2011). Because rhizosphere priming effects are usually measured through changes in CO2 production, microbial mining for nutrients associated with rhizosphere priming should only relate to nutrients released through oxidation of SOM accompanied by the production CO2. Much of the N in humified SOM is released through oxidation (biological mineralization). While some organic N compounds (proteins, amino acids, amino sugars) do not need to be oxidized for the N to be utilized, the C skeletons of these compounds are often catabolized by microbes thereby producing CO2. On the other hand, organic P is mostly released through hydrolysis without CO2 production (biochemical mineralization, McGill and Cole, 1981). Therefore, the microbial mining hypothesis may be more important for N than for P.


[image: image]

FIGURE 1. Hypothetical relationship between soil nutrient availability and rhizosphere priming. Three nutrient-centered hypotheses are illustrated: Microbial mining: microbes utilize rhizodeposition to mine for nutrients in SOM thereby causing a positive rhizosphere priming effect when nutrient availability is low; Preferential substrate utilization: microbes switch from decomposing SOM to utilizing rhizodeposition when nutrient availability is high; Competition: microbes compete for nutrients with plants causing a negative rhizosphere priming effect because microbial growth and decomposition are nutrient limited. Both positive and negative rhizosphere priming can occur under low nutrient availability (gray area).



Second, in soils of high nutrient availability, a negative priming effect may occur. Under conditions of high nutrient availability, there is less need for microbes to mine nutrients, but instead, microbes may switch from decomposing recalcitrant SOM to utilizing labile root exudates for their carbon and energy requirements (Blagodatskaya et al., 2007; Guenet et al., 2010). As a result, decomposition of SOM could decrease with inputs of root exudates. This has been referred to as the preferential substrate utilization hypothesis (Cheng, 1999) (Figure 1).

A third nutrient-centered mechanism that has been proposed for explaining negative rhizosphere priming effects is when plants and microbes compete for the same nutrients. When plants remove nutrients from the soil through uptake they may reduce microbial decomposition (Dijkstra et al., 2010b; Pausch et al., 2013). The resulting negative rhizosphere priming effect may be stronger when nutrient availability is already low and limiting both plant and microbial growth (competition hypothesis, Cheng, 1999) (Figure 1). Production of rhizodeposits may also be a strategy for slow-growing plant species to lower soil N availability thereby outcompeting neighboring fast-growing plant species (Meier et al., 2009).

Low soil nutrient conditions can invoke both positive and negative rhizosphere priming (Figure 1). Clearly, there is a need to better understand why rhizodeposition in soils with low nutrient conditions sometimes result in enhanced microbial mining for nutrients (and a positive rhizosphere priming effect) and at other times in enhanced competition for nutrients inducing reduced microbial activity (and a negative rhizosphere priming effect). Several explanations may be involved in observations of positive and negative priming effects, including soil microbial community effects, quality and stoichiometry of the root exudates, and the relative availability of N and P, while none of these explanations are mutually exclusive.

First, dominance of one group of microbes over the other could potentially determine whether rhizodeposition results in negative or positive rhizosphere priming under low nutrient conditions. Microbes vary tremendously in their ability to decompose SOM. While rhizodeposition may primarily increase growth and activity of fast growing microbes (r-strategists), a proportion of the rhizodeposition may be utilized by slow growing microbes decomposing recalcitrant organic matter (K-strategists), particularly when nutrient availability is low (Fontaine et al., 2003). Fungi, gram-negative and gram-positive bacteria have all been associated with enhanced SOM decomposition with increased rhizodeposition and input of other labile C (Nottingham et al., 2009; Bird et al., 2011; Fontaine et al., 2011; Garcia-Pausas and Paterson, 2011). Bacteria may be more sensitive to competition for nutrients with plants than fungi because fungal hyphae have a greater ability to explore the soil (Otten et al., 2001), and therefore fungi may escape competition for nutrients with plants. Furthermore, mycorrhizae, a special group of fungi that grow in direct association with plants, may supply nutrients directly to plants in return for plant C, thereby reducing nutrient competition between plants and mycorrhizae (Koide, 1991).

If the soil microbial community is dominated by bacteria that are activated close to the root, then the microbial competition hypothesis (or preferential substrate utilization hypothesis under high nutrient availability) may prevail resulting in negative rhizosphere priming. These bacteria would be dominated by r-strategists and utilize fresh exudates (Dorodnikov et al., 2009). On the other hand, if the soil microbial community is dominated by fungi, supply of plant C may stimulate fungi to mine for nutrients further away from the roots resulting in positive rhizosphere priming. These fungal decomposers act more like K-strategists, and may be saprotrophic or mycorrhizal (Talbot et al., 2008).

Second, the direction and magnitude of rhizosphere priming under low nutrient conditions may depend on the type of organic compounds released by plants. Plant roots release a myriad of organic compounds, not only from root exudation, but also from mucilage, as sloughed cells via mechanical abrasion, and from root death (Jones et al., 2004, 2009). Because these compounds have different stoichiometric and energetic properties, rhizodeposition may have variable effects on priming (Mary et al., 1993; Hamer and Marschner, 2005; Kuzyakov and Bol, 2006). Although many of these compounds often showed idiosyncratic priming effects, root exudates that generate more alkalinity during their decomposition or contain more N have been shown to cause greater priming (Rukshana et al., 2012; Drake et al., 2013).

Third, contrasting rhizosphere priming effects under low nutrient availability may occur because priming also depends on soil properties such as total C content and texture (Zhang et al., 2013), mineralogy (Rasmussen et al., 2007), pH (Blagodatskaya and Kuzyakov, 2008; Luo et al., 2011), and heavy metal concentration (Ohm et al., 2011). Here we propose that the contrasting effects of rhizosphere priming under low nutrient availability can also be related to the relative availability of N and P in the soil.

N AND P CYCLING AND THEIR ROLE IN RHIZOSPHERE PRIMING

As discussed above, the supply of N to plants and microbes in soils predominantly occurs through oxidation of organic matter whereby N is mineralized. Phosphorus can also be released from SOM, but in soils with low organic P, inorganic sources are an important source for P supply (Walker and Syers, 1976). For instance, in calcareous soils much of the soil P is contained in calcium phosphates and the supply of P is regulated by precipitation/dissolution equilibria with P in soil solution (Lajtha and Bloomer, 1988; Tunesi et al., 1999). Similarly, in many acidic soils, P is bound to Al and Fe oxides, and the supply of P to plants is controlled by adsorption/desorption processes (Sanyal and Datta, 1991). Furthermore, much of the organic P is present in soil as monoesters and diesters (Doolette and Smernik, 2011). The P in these bonds can be released by hydrolysis with the help of phosphatase enzymes (without causing CO2 production, Nannipieri et al., 2011), rather than through oxidation of organic matter (causing CO2 production). Therefore, the supply of N and P to plants is decoupled in many soil types (McGill and Cole, 1981).

Terrestrial ecosystems are frequently limited by P (Elser et al., 2007; Harpole et al., 2011). Microbes in particular have a high P requirement relative to N, where microbial N:P ratios are often lower than the plant or SOM N:P ratios from the same system (Cleveland and Liptzin, 2007). Microbial activity and growth can be limited by P, which has mostly been observed in highly weathered tropical soils (Cleveland et al., 2002; Ehlers et al., 2010), but also in a calcareous (Raiesi and Ghollarata, 2006), peat (Amador and Jones, 1993), and boreal forest soils (Giesler et al., 2002).

Whether the input of C compounds via rhizodeposition results in altered SOM decomposition may depend on whether microbial activity is N or P limited. In soils where microbes are more limited by N than by P, root exudates could be utilized to mine for N through enhanced SOM decomposition. On the other hand, in soils where microbes are more limited by P than by N, root exudates are not needed by microbes for releasing N from SOM, but instead, could be used to mobilize P from inorganic or organic sources. Root exudates could be utilized by microbes to produce phosphatase extracellular enzymes releasing P through hydrolysis (Dakora and Phillips, 2002). Increased levels of microbial biomass and phosphatase extracellular enzymes have been observed in the rhizosphere (Chen et al., 2002), but it is unclear to what degree phosphatase extracellular enzymes are produced by plants or microbes (George et al., 2011). Root exudates can also directly increase P mobilization by increasing desorption and solubilisation from mineral surfaces through ligand exchange and dissolution (Dakora and Phillips, 2002; George et al., 2011). We hypothesise that microbial N limitation results in rhizosphere priming, while microbial P limitation does not (Figure 2). After discussing the effects of rhizosphere priming on nutrient availability, we will illustrate this hypothesis with examples of rhizosphere priming effects that were observed under elevated atmospheric CO2 concentration.
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FIGURE 2. Diagram illustrating how the availability of nitrogen and phosphorus in the soil can influence rhizosphere priming. When nitrogen availability is low, microbes utilize rhizodeposition to mine for nitrogen locked in organic matter thereby increasing rhizosphere priming and release of nitrogen (through oxidation of SOM) and phosphorus [mostly through hydrolysis of P-esters in SOM, (A)]. When phosphorus availability is low, rhizodeposition is utilized to mobilize phosphorus from inorganic and organic sources (through dissolution/desorption and hydrolysis, respectively) thereby increasing the release of phosphorus without affecting rhizosphere priming (B).



RHIZOSPHERE PRIMING EFFECTS ON NUTRIENT AVAILABILITY

While some research has been done on how rhizosphere priming is affected by nutrient availability, particularly N availability, considerably less is known regarding the consequences of rhizosphere priming for nutrient cycling and plant nutrient uptake. From an evolutionary perspective it could be argued that the loss of expensive energy-rich carbon compounds into the soil through root exudation should result in some benefit to the plant. Does the stimulation of SOM decomposition through rhizosphere priming result in increased nutrient availability to plants or does it only result in increased microbial nutrient immobilization? There are only a limited number of studies that have tried to tackle this question.

Positive priming effects should be associated with net N mineralization, but Cheng (2009) observed that the amount of net mineral N released from the accelerated SOM decomposition associated with the rhizosphere priming effect was much lower than the expected amount based on the C:N ratio of the SOM. This suggests that much of the N associated with the increase in SOM decomposition remained in the microbial biomass or was returned to the organic soil pool. On the other hand, a range of positive rhizosphere priming effects were observed among six different soil type-plant species combinations that also resulted in substantial increases in net N mineralization (Dijkstra et al., 2009). Except for one soil-plant combination, rhizosphere priming effects were positively related to gross N mineralization and plant N uptake, suggesting that rhizosphere priming not only enhanced microbial mining for N, but also enhanced the release of N for plant uptake. An increase in net N mineralization with root exudation could also occur because of microbial grazing by protozoa (Clarholm, 1985) creating a microbial loop. According to this microbial loop hypothesis, increased microbial growth in response to root exudation causes increased microbial immobilization of N, which in return is released for plant uptake after grazing by protozoa or nematodes.

However, there appears to be a fine balance between how rhizosphere priming affects microbial mineralization and immobilization. Microbial immobilization increased more than gross N mineralization with increased root exudation of three species of tree seedlings so that net N mineralization was reduced at high rates of root exudation (Bengtson et al., 2012). In modeling and field experiments Drake et al. (2013), simulated exudates and showed that adding C alone enhanced SOM decomposition, but adding C and N together stimulated SOM decomposition and N mineralization significantly more than C alone. These results suggest that both quantity and quality of root exudation have important consequences for the release of N through rhizosphere priming.

RHIZOSPHERE PRIMING UNDER ELEVATED ATMOSPHERIC [CO2]

Atmospheric CO2 concentrations have increased by more than 35% during the last 150 years and will continue to rise in the future (Forster et al., 2007), causing large impacts on C cycling in terrestrial ecosystems (Heimann and Reichstein, 2008). The immediate plant response to an increase in atmospheric CO2 is often an increase in photosynthesis and net primary production (Amthor, 1995). Several studies have indicated that elevated CO2 also increases rhizodeposition (Darrah, 1996; Pendall et al., 2004; Fransson and Johansson, 2010), and could potentially increase rhizosphere priming. Indeed, increased loss of soil C or mineral-associated organic matter under elevated CO2 has been associated with greater rhizosphere priming (Carney et al., 2007; Hofmockel et al., 2011b).

An increase in SOM decomposition caused by rhizosphere priming under elevated CO2 may also affect N cycling, and this has important ramifications for long-term responses of terrestrial ecosystems to elevated CO2. Plant growth in most terrestrial ecosystems is N limited (Vitousek and Howarth, 1991). It has been suggested that without external input of N, elevated CO2 will reduce N availability to plants in the long-term and that therefore plant growth responses to elevated CO2 cannot be sustained (Luo et al., 2004). A crucial component of this concept of Progressive N Limitation (PNL) is the expectation that N availability is reduced under elevated CO2 because of increased plant N uptake and immobilization in long-lived plant biomass, and because of increased microbial N immobilization associated with increased C inputs into the soil. Indeed, elevated CO2 often reduces N availability in the soil (Díaz et al., 1993; Gill et al., 2002; Reich et al., 2006). Tree growth in a temperate forest increased during the first 6 years in response to elevated CO2, but this effect disappeared after 11 years (Norby et al., 2010). It was suggested that a decline in soil N availability constrained the plant growth responses to elevated CO2 in the long-term thereby providing support for the PNL concept.

However, PNL has not always been observed (Luo et al., 2006) and rhizosphere priming may be one of the mechanisms responsible for the lack of PNL. Tree growth in a temperate forest in North Carolina was still higher after 10 years of elevated CO2 (McCarthy et al., 2010). Moreover, plant N uptake remained higher under elevated CO2, which appears to have caused the sustained increase in tree growth in response to elevated CO2 in this study (Drake et al., 2011). While some of this extra N may have been taken up from deeper soil layers (Finzi et al., 2006), it was also shown that elevated CO2 enhanced root exudation and N release from SOM decomposition through rhizosphere priming (Phillips et al., 2011, 2012) Increased rhizosphere priming and plant N uptake under elevated CO2 has also been observed in several other studies (Martín-Olmedo et al., 2002; de Graaff et al., 2009; Hofmockel et al., 2011a). These results suggest that enhanced rhizosphere priming could delay or at least alleviate PNL under elevated CO2.

CONTRASTING ELEVATED CO2 EFFECTS ON N CYCLING IN SEMIARID GRASSLANDS

Sustained increases in N cycling and plant N uptake under elevated CO2 were also observed in a semiarid grassland in Colorado, USA (King et al., 2004; Dijkstra et al., 2008). Enhanced N cycling and microbial mining for N under elevated CO2 was illustrated with a 15N tracer study. In this field experiment 15N (as 15NH4 15NO3) was added as a tracer to the soil and followed into aboveground plant biomass collected in plots exposed to ambient and elevated CO2 using open top chambers, up to 5 years after the pulse addition (OTC experiment). The 15N label in plant tissue, expressed as a fraction of total aboveground plant tissue N, decreased with time (Dijkstra et al., 2008) (Figure 3A). The decrease of the 15N label was explained by ongoing mineralization of unlabeled N in the soil that progressively diluted the 15N label in the available N pool to plants (Dijkstra, 2009). This dilution of the 15N label in the plant was faster under elevated CO2, suggesting that mineralization of unlabeled N from SOM was enhanced under elevated CO2. Rhizodeposition was also greater under elevated CO2 in this system (Pendall et al., 2004). These combined results suggest that elevated CO2 may have increased rhizosphere priming through microbial mining for N and subsequent release of N for plant uptake.
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FIGURE 3. Labeled N fractions (expressed per total amount of N) in aboveground biomass over time in the OTC (A) and PHACE (B) experiment. A 15N label was added to the soil in the Spring of year 1 and aboveground biomass was sampled at peak biomass in July in the following 5 years. For each year, CO2 treatment effects were tested with ANOVA (ns: not significant, *P < 0.05).



We conducted a similar experiment in the Prairie Heating And CO2 Enrichment (PHACE) experiment in Wyoming, USA (Dijkstra et al., 2010a; Morgan et al., 2011). The northern mixed prairie vegetation of the PHACE experiment is similar to that of the shortgrass steppe of the OTC experiment in Colorado with Bouteloua gracilis (a warm season C4 grass), Pascopyrum smithii and Hesperostipa comata (two cool-season C3 grasses) being the dominant species comprising 80% or more of the aboveground biomass at both sites, although net primary productivity is greater at PHACE than at OTC. Free Air CO2 Enrichment technology was used in the PHACE experiment to increase the CO2 concentration to 600 ppm, which is lower than the elevated CO2 treatment in the OTC experiment (720 ppm). Furthermore, a warming treatment (1.5/3°C above ambient during the day/night) using infrared heaters was included in the PHACE experiment in a full factorial design.

As in the OTC experiment, we added a 15N tracer to the plots and followed the 15N label into aboveground biomass during the following years. The 15N label was added by spraying a K15NO3 solution (99 atom% 15N) onto the plots in 2007. As in the OTC experiment the 15N label, expressed as a fraction of the total plant N, decreased with time due to dilution of the label with non-labeled N from mineralization in the soil. However, in contrast to the OTC experiment, the decrease of the 15N label in aboveground biomass was not enhanced under elevated CO2 (Figure 3B). These results suggest that elevated CO2 did not enhance microbial mining and release of unlabeled N in the PHACE experiment.

DOES RHIZOSPHERE PRIMING UNDER ELEVATED CO2 DEPEND ON RELATIVE AVAILABILITY OF N AND P?

Why did these similar semiarid grasslands respond differently to elevated CO2 in terms of its effect on N cycling? A possible explanation is that in the PHACE experiment elevated CO2 did not increase rhizosphere priming of SOM. However, elevated CO2 resulted in larger labile soil C pools, although not in all years (Carrillo et al., 2011). Further, elevated CO2 increased rates of heterotrophic respiration in the PHACE experiment (Pendall et al., 2013). These results suggest that elevated CO2 may have enhanced rhizosphere priming of native soil organic C. However, it is also possible that elevated CO2 enhanced input and cycling of the new and relatively labile soil C only without affecting decomposition of the native soil C pool (e.g., Hungate et al., 1997) (Figure 4). If elevated CO2 increased the cycling of new C without affecting decomposition of native soil organic C, this would not result in enhanced dilution of the 15N in the plant (Dijkstra, 2009). Only an increase in the decomposition of native soil organic C (due to rhizosphere priming) would result in enhanced dilution of the 15N label in the plant. Interestingly, (Allard et al., 2006) also found no enhanced plant N uptake under elevated CO2 despite enhanced C cycling.
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FIGURE 4. Diagram illustrating the role of rhizodeposition for carbon cycling under ambient (A) and elevated CO2 (B,C). An increase in rhizodeposition under elevated CO2 can enhance the decomposition of young plant detritus only without affecting the decomposition of humified SOM and without affecting the release of non-labeled nitrogen (B), or can enhance the decomposition of plant detritus and humified SOM (rhizosphere priming effect or RPE) thereby increasing release of non-labeled nitrogen (C).



Why then would greater inputs of labile C under elevated CO2 result in enhanced rhizosphere priming of native soil organic C in the OTC experiment, but only result in enhanced cycling of labile C in the PHACE experiment? We postulate that these contrasting effects of elevated CO2 on soil C cycling may have occurred because of differences in the availability and cycling of N and P between the two sites.

As explained above, under conditions of low N availability, root exudates could be used by microbes to improve N supply by enhancing the decomposition of recalcitrant SOM that is relatively rich in N (microbial mining hypothesis), possibly with an extra supply of N-degrading enzymes (Drake et al., 2013). However, as described above, root exudates could also be used for the production of phosphatase extracellular enzymes hydrolyzing organic P (by plants and microbes) and to increase mobilization of P (Dakora and Phillips, 2002; George et al., 2011) without affecting SOM decomposition.

In the PHACE experiment we observed that the availability and plant uptake of P compared to that of N increased under elevated CO2 (Dijkstra et al., 2012). The PHACE experiment was conducted on a calcareous soil high in insoluble calcium phosphates (41% of total soil P was in inorganic form, Dijkstra et al., 2012) that are not directly available to plants. The fixation of P as calcium phosphates may have caused low P availability possibly limiting microbial activity and plant growth. An increase in root exudation under elevated CO2 in this system may have increased P dissolution and mobilization without affecting net N release from native SOM. We have limited data on the availability of P compared to N in the soil of the OTC experiment. While soil P availability was similarly low at both sites (between 4 and 11 mg P kg−1 soil in the OTC experiment and between 4 and 7 mg P kg−1 soil in the PHACE experiment using 0.5 M NaHCO3 extractions), a semiarid grassland similar to the grassland used in the OTC experiment strongly responded to N fertilization (Lauenroth et al., 1978). This suggests that plants and microbes may have been more limited by N than by P in the OTC experiment.

We propose that contrasting effects of elevated CO2 on 15N dilution in plant biomass in the OTC and PHACE experiments were due to differences in N and P availability to microbial activity and plant growth. In the N limited semiarid grassland, where the OTC experiment was conducted (Lauenroth et al., 1978), increased root exudation under elevated CO2 resulted in a greater rhizosphere priming thereby enhancing SOM decomposition and mineralization of N, and possibly P. The enhanced N mineralization from native SOM then resulted in enhanced dilution of the 15N label in the plant (Figure 2). On the other hand, in the PHACE experiment where P availability was low (Dijkstra et al., 2012) and that may have limited microbial activity and plant growth more than N, the increase in root exudation under elevated CO2 may have increased the dissolution/desorption and mobilization of P, more so than enhancing decomposition of native SOM. As a result, the dilution of the 15N label in aboveground plant biomass with time was unaffected by elevated CO2. Others have also suggested that enhanced rhizodeposition under elevated CO2 may be utilized for mobilizing P, rather than for enhancing SOM decomposition (Cardon, 1996; Lloyd et al., 2001).

CONCLUSION

Several studies have suggested that elevated CO2 can enhance SOM decomposition through increased rhizosphere priming effects (Cheng, 1999; Paterson et al., 2008; Phillips et al., 2011). An increase in rhizosphere priming has important implications for long-term C sequestration in soils under elevated CO2 and how this feedbacks to the global climate. However, the magnitude and direction of the rhizosphere priming effect may strongly depend on the relative availability of N and P in the soil (Bradford et al., 2008; Milcu et al., 2011; Sullivan and Hart, 2013). Although rhizosphere priming is influenced by several factors, we argue that the relative availability of N and P has to be considered in understanding how perturbations such as climate change affect rhizosphere priming and soil C sequestration.
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Terrestrial microbial decomposer communities thrive on a wide range of organic matter types that rarely ever meet their elemental demands. In this review we synthesize the current state-of-the-art of microbial adaptations to resource stoichiometry, in order to gain a deeper understanding of the interactions between heterotrophic microbial communities and their chemical environment. The stoichiometric imbalance between microbial communities and their organic substrates generally decreases from wood to leaf litter and further to topsoil and subsoil organic matter. Microbial communities can respond to these imbalances in four ways: first, they adapt their biomass composition toward their resource in a non-homeostatic behavior. Such changes are, however, only moderate, and occur mainly because of changes in microbial community structure and less so due to cellular storage of elements in excess. Second, microbial communities can mobilize resources that meet their elemental demand by producing specific extracellular enzymes, which, in turn, is restricted by the C and N requirement for enzyme production itself. Third, microbes can regulate their element use efficiencies (ratio of element invested in growth over total element uptake), such that they release elements in excess depending on their demand (e.g., respiration and N mineralization). Fourth, diazotrophic bacteria and saprotrophic fungi may trigger the input of external N and P to decomposer communities. Theoretical considerations show that adjustments in element use efficiencies may be the most important mechanism by which microbes regulate their biomass stoichiometry. This review summarizes different views on how microbes cope with imbalanced supply of C, N and P, thereby providing a framework for integrating and linking microbial adaptation to resource imbalances to ecosystem scale fluxes across scales and ecosystems.
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INTRODUCTION

Soil microbial communities are key players in global biogeochemical cycles, regulating core ecosystem processes such as organic matter decomposition, soil C sequestration and nutrient recycling. Microbial decomposers release extracellular enzymes (EEs), which deconstruct plant macromolecules and ultimately liberate soluble substrates for microbial uptake (Schimel and Bennett, 2004). In turn, microbes use these substrates to fuel biomass production and EE synthesis (Moorhead et al., 2012). The amount of inorganic nutrients released into the ecosystem by mineralization depends on the relative C to the nutrient demand of the microorganisms, as well as the nutrient content of organic matter.

Microorganisms can be linked to these ecosystem processes through the theory of ecological stoichiometry, which has emerged as a powerful tool for studying the functioning of both aquatic and terrestrial ecosystems (Sterner and Elser, 2002). Soil is spatially and temporally heterogeneous, comprising chemically diverse compounds as well as harboring a vast diversity of microbes. Ecological stoichiometry uses elemental ratios and is thus a simplification of natural complexity, which can explain ecological dynamics simply by acknowledging chemical constraints on the metabolic and physiologic functions of organisms. Stoichiometric invariance (homeostasis) of organisms is a central concept in ecological stoichiometry to predict nutrient retention and recycling, as well as biomass production, from subcellular to ecosystem scales (Sterner and Elser, 2002). Stoichiometric homeostasis is defined as the degree to which organisms maintain a constant chemical composition despite variations in the chemical composition and availability of their resources (Sterner and Elser, 2002). Strictly homeostatic organisms have invariable C:N:P ratios, where changes in resource stoichiometry have no influence on their stoichiometry, whereas non-homeostatic organisms vary their elemental composition in response to changes in resource composition.

On a global scale, the stoichiometry of soil microbial biomass has been shown to be more constrained in range and variance compared to its resource, which implies that microbes are largely homeostatic in terms of their biomass C:N:P (Cleveland and Liptzin, 2007). Homeostatic regulation of microbial biomass composition constitutes the basis for the consumer-driven nutrient recycling theory (CNR; Sterner, 1990; Elser and Urabe, 1999; Sterner and Elser, 2002), according to which the elemental ratios of consumers and their resources determine the ratio of C:nutrient released through differential recycling of C and nutrients (N or P). This is of special interest in terrestrial ecosystems because microbial decomposers recycle C and N mainly as carbon dioxide and ammonium, respectively, contributing to soil respiration and soil N mineralization. Thus, the constraints on microbial growth and activity by the stoichiometric imbalance between microbial communities and their resource play a pivotal role in shaping ecosystem processes (Manzoni et al., 2010; Mooshammer et al., 2012), with the regulation of microbial homeostasis being an underlying, determining factor.

The key questions regarding stoichiometric imbalances, i.e., how soil microbes regulate their C:N:P homeostasis and how this in turn affects the processing of organic matter, are still insufficiently understood. The aim of this review is to synthesize the current knowledge on the mechanisms that allow terrestrial microbial communities to thrive in a stoichiometrically imbalanced world. First, we review the spatial and temporal variability of resource stoichiometry and its effect on microbial biomass stoichiometry. Second, we present a mechanistic framework of how soil microbial communities cope with resource imbalances (Figure 1), including (i) plasticity of microbial biomass C:N:P, (ii) production of EEs as C and nutrient acquisition strategy, (iii) adjustments in microbial element use efficiencies, and (iv) input of external nutrients by N-fixing prokaryotes or by saprotrophic fungi.
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FIGURE 1. Simplified schematic representation of important C:N components and fluxes during organic matter breakdown by litter or soil microbial communities. The differences in C:N:P stoichiometry between (A) soil organic matter and (B) plant litter result in distinct elemental limitations for the respective microbial communities, with different implications for element mineralization fluxes. Mechanisms for microbial adaptation to these resource imbalances are indicated: input of external nutrients by N-fixing prokaryotes or by saprotrophic fungi, adjustment in the production of extracellular enzymes as C and nutrient acquisition strategy, non-homeostatic behavior of microbial communities and adjustment of microbial element use efficiencies. Given are global average molar C:N ratios (Yuan and Chen, 2009; Xu et al., 2013). The scheme is also applicable for P, by substitution of C:N ratios by C:P (plant litter, 3,055:1; SOM, 287:1; microbial biomass, 42:1; Table 1) as well as NUE by phosphorus use efficiency (PUE). Abbreviations: SOM, soil organic matter; CUE, carbon use efficiency; NUE, nitrogen use efficiency.



STOICHIOMETRIC IMBALANCES BETWEEN RESOURCES AND SOIL MICROBIAL COMMUNITIES

For soil microbes the most important resources are plant necromass (wood, plant, and root litter), exudates and soil organic matter (SOM). Decomposable plant products (detritus, necromass, root exudates) exhibit much wider and more variable C:N:P ratios than microbes [see data compiled in Table 1 and (Sistla and Schimel, 2012); all C:N:P ratios in this publication refer to molar ratios]. For instance, leaf litter C:N:P is globally constrained with a molar ratio of 3,007:45:1 (McGroddy et al., 2004), or 3,055:43:1, based on a larger dataset (Yuan and Chen, 2009). Leaf litter C:N:P, however, varies between ecosystems and biomes (McGroddy et al., 2004), and even more between plant species, life forms (e.g., grasses, forbs, shrubs, deciduous or evergreen trees) and broader phylogenetic groups (i.e., angiosperms, gymnosperms; Yuan and Chen, 2009). Therefore, in diverse multispecies plant communities, one can expect a large variability of C:N:P of leaf litter inputs. Root litter also has wide C:N:P ratios, with 4,184:43:1, although it remains unclear if systematic differences between species, ecosystems and biomes exist due to limited available data (Yuan et al., 2011). Nevertheless, molar C:N:P ratios of living fine root biomass clearly differ between biomes and decline exponentially with latitude, similar to those of leaf litter (Yuan et al., 2011). Woody debris has even wider C:N:P ratios than root litter due to very low N and P concentrations, with C:N:P ratios of boles and other coarse woody debris of 14,103:40:1 (Table 1; Harmon et al., 1986; Martinelli et al., 2000; Weedon et al., 2009). Wood of gymnosperms typically has wider C:N:P ratios (15,980:28:1) than that of angiosperms (6,122:28:1; Weedon et al., 2009), and tropical wood has a higher N:P ratio (93:1) than wood from temperate and boreal plants (27:1).

TABLE 1. Globally averaged element ratios in potential resources and in soil microbial biomass, and stoichiometric imbalances between resources and microbes calculated as the ratio of C:Nresource (or C:P, N:P) over C:Nmicrobes (or C:P, N:P).
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Adding to this complexity, the availability and type of plant necromass varies seasonally (e.g., Bardgett et al., 2005). For instance, in temperate forests leaf litter fall occurs as a short pulse of a few weeks in autumn. In temperate ecosystems root turnover increases in late autumn and consequently root necromass becomes available for microbial decomposition in topsoil and subsoil (Drake et al., 2011). Root exudation also affects the availability of organic C relative to N and P. Root exudation peaks during the plant growing season (Phillips et al., 2011), changing the stoichiometry of available resources in the rhizosphere. Root exudates are thought to consist mainly of sugars and organic acids, with a minor contribution of amino acids (Marschner, 1995). Consequently, the C:N ratio of root exudates has been assumed to range between 50 and 100 (Drake et al., 2013). Although little empirical evidence exists, it is safe to suggest that C:N ratios of root exudates are much wider than those of SOM and microbial biomass. No data are currently available for root exudate P fluxes, but P concentration in exudates is presumably low. Our current knowledge of root exudate composition is notably limited and empirical data on exudate C:N:P fluxes are urgently needed to better define its effect on decomposition processes in soil.

Soil organic matter, which is the result of microbial decomposition of plant necromass, is another major resource available for heterotrophic microorganisms. Microbial residues play an important role in the formation of SOM, as plant resources are converted to microbial biomass during decomposition, comprising a large proportion of SOM (e.g., Simpson et al., 2007; Miltner et al., 2009). Consequently, resource C:N:P ratios decline and the stoichiometric variability decreases with SOM processing. For instance, the C:N ratios of deeper soil horizons, which have been processed for longer, converge toward the C:N ratios of microbial biomass. Therefore, soils have narrower molar C:N:P ratios than plant litter, with a global soil average of 287:17:1 (Xu et al., 2013). Similar to other resources, SOM shows significant differences in C:N:P between ecosystem types and biomes (Xu et al., 2013). A meta-analysis of ~2400 soil profiles collected in China further showed that soil C:N, C:P, and N:P ratios decrease with soil depth (Tian et al., 2010a). Soil C:N ratios are significantly higher in organic soils than in mineral soils, increasing linearly with soil organic carbon (SOC) content (Table 2, dataset of Xu et al., 2013). Based on this relationship, a C:N ratio of 13.6 is predicted for soils with a SOC content of 1%, whereas a C:N ratio of 39.2 is predicted for high SOC soil (i.e., 50% SOC). Along the same line, soil C:P ratios are predicted to be 156 and 1,610 for low and high SOC soils, and soil N:P ratios to be 10.3 and 55.4, respectively (Table 2). Significant differences in soil C:N:P along the SOM decomposition continuum therefore become evident, despite soils being stoichiometrically more constrained than plant detritus. As a result of the spatio-temporal variability in the availability and type of plant detritus and SOM, terrestrial microbial communities must cope with large spatio-temporal variability in resource C:N:P ratios.

TABLE 2. Relationships between soil organic carbon (SOC) content, soil C:N:P and microbial biomass C:N:P.
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The range of biomass C, N, and P concentrations in soil microbial communities spans several orders of magnitude, although the linear and isometric relationships between these elements suggest a fixed, or at least a highly constrained, microbial C:N:P ratio (Cleveland and Liptzin, 2007; Hartman and Richardson, 2013). A meta-analysis of microbial biomass C:N:P showed remarkably constant molar ratios around 60:7:1 (Cleveland and Liptzin, 2007), and more recently, an area-weighted global soil microbial biomass C:N:P of 42:6:1 was reported based on a fourfold larger dataset (Xu et al., 2013). Although similarities in microbial elemental ratios among sites across large scales have been stressed by several authors, there is also evidence for some stoichiometric flexibility of microbial communities (Li et al., 2012; Fanin et al., 2013; Hartman and Richardson, 2013). Significant differences in microbial biomass elemental ratios were found between different ecosystems, e.g., forests and grasslands (Cleveland and Liptzin, 2007), and also between major biomes, as shown by wide microbial biomass C:N:P ratios in natural wetlands and tundra, in contrast to the narrow C:N:P ratios in boreal forests, croplands, pastures and deserts (Xu et al., 2013). Microbial C:N ranged between 4.5 and 12.5 (95% confidence boundaries for major biomes), microbial C:P between 24 and 275, and microbial N:P between 3.5 and 10.6 (excluding wetlands, Xu et al., 2013). In another meta-analysis, Hartman and Richardson (2013) also reported significant variations in microbial N:P ratios among sites with different vegetation and land use types, across soils and litter layers, and suggested that these differences might be linked to variation in size-dependent scaling relationships of biomass C:N and C:P (i.e., slight increases in the proportions of N and P with increasing soil microbial biomass C pools).

Biome- and ecosystem-level differences in microbial C:N:P ratios may be explained by co-variation with resource stoichiometry, or by soil type, soil pH, soil C content and/or latitude (mean annual temperature). Xu et al. (2013) found significant negative correlations between latitude and microbial C:N, N:P, and C:P, although low correlation coefficients indicate a weak effect of mean annual temperature on microbial stoichiometry. Soil pH was not found to affect microbial C:N:P ratios (Cleveland and Liptzin, 2007; Hartman and Richardson, 2013; Xu et al., 2013). Interestingly a re-analysis of the existing global dataset of Xu et al. (2013), presented in Table 2, shows that microbial biomass C:N and C:P, but not N:P, are positively correlated with SOC content. This points to indirect control of SOC content on microbial stoichiometry, i.e., soil C:N and C:P ratios increase with SOC content, and microbial C:N and C:P as well. Moreover, this pattern indicates that in soil with high SOC content and high C:N (C:P), N or P may become limiting while C availability is high, thereby increasing microbial biomass C:N:P. On a global scale, microbial C:N:P ratios were not (Cleveland and Liptzin, 2007; Hartman and Richardson, 2013), or only weakly, positively related to the respective soil element ratios (Xu et al., 2013; Table 2), indicating a large degree of stoichiometric homeostasis of soil microbial communities. Xu et al. (2013) reported a positive relationship between resource C:N and microbial biomass C:N (Table 2), though the relationship between resource C:N and microbial C:N is strongly dampened in relation to the variability in resource elemental ratios. For example, a resource C:N ratio of 10 would predict a microbial biomass C:N of 8.1, but a 10-fold higher resource C:N of 100 would only lead to a 1.3-fold increase in microbial biomass C:N to 10.9.

As a consequence of the relatively low variation in microbial biomass C:N:P, large C:N:P imbalances arise between different types of decomposable organic matter and decomposer communities (Table 1). We estimated the average global C:N imbalance – calculated as resource C:N divided by microbial biomass C:N – ranging from 2 (SOM) to values between 10 and 14 (leaf litter, dead roots), and up to 50 (wood). The C:P imbalances are higher than the C:N imbalances, ranging from 7 (SOM), to 73 (litter), 100 (root litter) and 336 (wood). Smallest imbalances are found for N:P, ranging from 3 in SOM to 7 in plant detritus (leaf litter, dead roots, and wood). These patterns in resource stoichiometry raise the question of how soil microbial communities cope with such large elemental imbalances.

ADAPTATIVE MECHANISMS OF SOIL MICROBIAL COMMUNITIES TO STOICHIOMETRIC IMBALANCES

There are four main mechanisms for microbial decomposers to cope with elemental imbalances and thrive on substrates that do not meet their elemental demand for growth (Figure 1): First, microbes can adjust their biomass C:N:P ratios to meet the elemental composition of their substrates; second, they change the elemental composition of their immediate substrates by producing EEs that preferentially deconstruct polymers that meet their demand for C and nutrients; third, after substrate uptake, they mineralize and excrete the elements in excess of their demand by regulating their element use efficiencies; and fourth, diazotrophic bacteria and saprotrophic fungi may trigger the input of external N and P to decomposer communities. Below, we review these four mechanisms in more detail:

(1) Non-homeostatic behavior of microbes reduces the stoichiometric imbalance to their resource. As demonstrated above, small adjustments of microbial biomass C:N:P ratios to resource C:N:P do indeed occur, and may help as an adaptive mechanism of microbial communities to stoichiometric imbalances. Adjustment of microbial biomass C:N:P to resource C:N:P ratios can occur due to two main mechanisms: first, microbial storage of elements in excess, leading to a convergence between the biomass and resource stoichiometries, and second, shifts in microbial community structure and concomitant shifts in biomass stoichiometry. Whereas the first mechanism would be a physiological adjustment of the stoichiometry of microorganisms, requiring that microbes are non-homeostatic, the latter is not a true adjustment, as a community change may have very different reasons.

Despite the lack of information regarding changes in microbial C, N, or P storage, analyses of cultured organisms have shown that P storage in polyphosphates by bacteria and fungi is related to increased P availability (Kornberg, 1995; Achbergerova and Nahalka, 2011), and C storage, for example, in lipids (triacylglycerols, TAG, and poly-β-hydroxyalkanoates, PHA) and glucans (such as glycogen), can increase with C availability (Wilkinson, 1963; Lee, 1996; Wilson et al., 2010). However, glucan and PHA storage usually does not exceed a few percent (up to a maximum of 20%) of biomass. Unlike C and P, N has no specific storage pool beside small, intermittent accumulation of essential amino acids, and no significant N storage in microbes has been reported to date (e.g., Banham and Whatley, 1991). It rather seems that N is either directly incorporated into the biomass, or mineralized and excreted. Therefore, C:N ratios are not expected to change markedly due to storage of excess C or N. Under P-limited conditions, microbes are thought to be relatively homeostatic in regard to C:P and N:P ratios (Makino et al., 2003). However, it has recently been shown in decomposition experiments with tropical leaf litter (at low P availability) that microbial N:P ratios followed that of the soluble litter fraction (Fanin et al., 2013). When P is available in excess, microbes can become strongly non-homeostatic (Scott et al., 2012). In such case, luxury P consumption and cellular P storage in the form of polyphosphates has been reported (Kornberg, 1995). For example, accumulated polyphosphate can comprise up to 10–20% of yeast cells’ dry mass, thereby strongly affecting their C:N:P stoichiometry. However, whether P supply in excess of microbial demand really exists in natural terrestrial ecosystems remains unclear.

On the other hand, the stoichiometric plasticity of microbial communities may be generated by shifts in the dominance of strains of distinct stoichiometry. Bacteria in general exhibit lower C:N ratios than fungi (Strickland and Rousk, 2010), and fast-growing microbes (copiotrophs, r-strategists) have been suggested to exhibit lower biomass C:N:P ratios (higher nutrient requirements) than slow-growing ones (oligotrophs, K-strategists; Elser et al., 2003; Fierer et al., 2007). Therefore, changes in fungal: bacterial ratios and shifts in the dominance of r- or K-strategists are expected to result in concomitant shifts in microbial biomass C:N:P ratios. Moreover, fast- and slow-growing microorganisms do not only exhibit distinct biomass stoichiometries, but also the requirement for stoichiometric homeostasis might vary with their growth rates, with tight requirements for fast-growing and relaxed requirements for slow-growing microorganisms (Egli, 1995; Fierer et al., 2007). Recently, Fanin et al. (2013) showed that a non-homeostatic behavior of microbial biomass was due to shifts in the community composition rather than due to stoichiometric flexibility of the same community. It is well known that fungal: bacterial ratios decrease from litter and organic soils toward mineral soils (Maassen et al., 2006; Moore et al., 2010; Lee et al., 2013). For example, since both fungal: bacterial ratios and the C:N ratio of SOM decrease with soil depth, a positive correlation of microbial biomass C:N with resource C:N is expected. However, it remains unclear whether such associations between microbial biomass stoichiometry and community composition reflect a causal effect, and to what extent, or are merely coincidental due to adaptation to resource chemistry. Assessing the effect of microbial community composition on overall microbial biomass stoichiometry will therefore require more direct approaches, such as in situ measurements of single-cell C:N:P ratios in soils by techniques such as X-ray microanalysis or NanoSIMS coupled with phylogenetic classification at broad scale (bacteria, fungi) or fine scale (fluorescence in situ hybridization; Hall et al., 2011).

(2) Microbes adjust their EE production, to maximize the mobilization of substrates rich in the limiting element. Microbial regulation of EE production is complex, including constitutive secretion of low levels of EE (most likely to detect suitable substrates), induction of EE synthesis in response to increasing availability of complex substrates, and feedback inhibition of EE activity by their products (Wallenstein and Weintraub, 2008; Burns et al., 2013). Many EEs in soils become stabilized through association with clay minerals, humic acids and particulate organic matter, often leading to lower activities and greater residence times in soils, but such immobilized enzymes may also serve as a first sensor communicating changes in substrate availability to microbes (Burns et al., 2013). Another factor that complicates the EE response of microbes lies in the fact that enzyme production itself requires an investment of N and C, which can further increase elemental limitation (Schimel and Weintraub, 2003). This may be especially true for N, as the C:N ratio of proteins is usually much lower than microbial biomass C:N. Thus, under strong N limitation, excretion of EE to mobilize N-containing substrates may not be an adequate strategy for microbes to regulate their N homeostasis, unless the benefit of enzyme production (i.e., N released from litter or SOM through EE) outweighs the costs involved (Schimel and Weintraub, 2003). Given that EE production involves no direct P investment we do not expect similar patterns for P acquiring enzymes.

On a global scale, the stoichiometry of EE was shown to be strongly constrained, with a mean C:N:P ratio near 1:1:1 using log-transformed potential activities of hydrolytic C, N, and P acquiring enzymes (Sinsabaugh et al., 2008, 2009). However, significant variations in the stoichiometry of soil EE were found at the ecosystem scale (Sinsabaugh et al., 2008). In terms of microbial C:N:P homeostasis, we would indeed expect that EE activities are not stoichiometrically invariant to resource elemental ratios, because according to resource allocation theory microbes invest abundant elements into EE production mining for scarce elements (Allison et al., 2011). There is evidence that increasing availability of N stimulates C mobilizing enzymes (Allison and Vitousek, 2005; Geisseler and Horwath, 2009) and causes enhanced mobilization of P by enhancing phosphatase activity, i.e., an effective investment of N to mine for P in order to keep elemental balance (Olander and Vitousek, 2000; Marklein and Houlton, 2012; Mooshammer et al., 2012). In contrast, P availability did not affect N acquiring enzymes (Olander and Vitousek, 2000). In some cases, the input of labile C, which can induce N limitation in microbes, did enhance the activity of N acquiring enzymes although in other cases it did not (Allison and Vitousek, 2005; Geisseler and Horwath, 2009; Hernandez and Hobbie, 2010), which possibly depends on the overall N limitation of the microbial community.

Input of labile C was also shown to make N accessible for microbes by increased production of oxidative enzymes, resulting in enhanced SOM decomposition (“rhizosphere priming effect” or “nitrogen mining”) (Craine et al., 2007; Blagodatskaya and Kuzyakov, 2008; Sinsabaugh, 2010). In contrast to this release of N through oxidation of SOM, much of the organic P in soils is present in monoesters and diesters, which is released by hydrolysis through the activity of phosphatases (McGill and Cole, 1981; Vitousek and Howarth, 1991). Therefore, rhizosphere priming may not occur in systems that are P limited, as rhizodeposition may be utilized to mobilize P from organic and inorganic sources (through dissolution/desorption and hydrolysis, respectively), rather than for decomposition of SOM (Dijkstra et al., 2013). Overall, the available data indicate that the regulation of hydrolytic and oxidative EEs can bring nutrient and C supply closer to microbial element demand, although the general validity and relative role of this mechanism must yet be demonstrated.

If microbes indeed reduce the elemental imbalance between bulk substrate (soil or litter) and their biomass composition through the release of EE, we would expect that the C:N:P ratio of dissolved organic matter (DOM) is closer to the stoichiometry of microbial biomass than the bulk resource. However, C:N ratios of DOM (DOC:DON) in soil water and leachates are often higher than C:N ratios of SOM and are only weakly, or not significantly, related across sites (Neff et al., 2000; Wu et al., 2010; Haney et al., 2012). Soil microbial activity was nonetheless more strongly related to water-soluble organic C:N than to soil C:N in arable fields (Haney et al., 2012), which highlights that water-soluble C:N represents a more sensitive measure of the soil substrate driving microbial activity. Moreover, the bioavailability of DOM, or extractable organic matter, can be reduced (i.e., the interaction between microorganisms and DOM is restricted) by physical (e.g., inaccessibility of DOM) and chemical (e.g., DOM sorption to solid surfaces) restrictions (Marschner and Kalbitz, 2003), thus causing great differences in DOM availability between soils and soil microhabitats. For example, DOM bioavailability was found to range between 10 and 20% in organic soils (Kiikkila et al., 2005), and reached 80 to 90% in agricultural (mineral) soils (Tian et al., 2010b). Bulk measurements of C:N:P in DOM therefore also do not represent the immediate source of elements for microbes.

The composition of DOM is not only a result of the input, but is also affected by uptake through the soil microbial community, which is a virtually unexplored field given the methodological difficulties to assess the immediate substrates for microbial uptake. An inverse approach that may hold promise to dissect the elemental composition of the resource used in situ by soil microbes is to infer microbial C:N:P uptake from measured C:N:P ratios of mineralization fluxes, microbial biomass and bulk soil. However, this approach relies strongly on knowledge about microbial element use efficiencies (Murphy et al., 2003; Herrmann and Witter, 2008), and these are hardly ever measured for N and P (see below). An alternative approach is to determine the pools, and gross production and consumption rates of major low-molecular weight compounds that serve as the immediate substrates for heterotrophic soil microbes, including sugars, organic acids, amino acids, amino sugars, and organic phosphates, and thereby estimate the C:N:P ratios of substrates taken up by soil microbial communities.

(3) Microbes excrete elements that are present in excess in their resource compared to their biomass composition by adjusting their element use efficiencies. If microbes cannot change the elemental composition of their immediate substrates or adjust their biomass composition accordingly, they could take up whatever substrate is available and release elements in excess of their requirement, while keeping those in short supply for growth. Microbes are able to achieve this balance by regulating their element use efficiencies, such as the carbon use efficiency (CUE, sometimes also called growth yield or gross growth efficiency). Microbial CUE is defined as the ratio of C invested in growth (new biomass production) over total C taken up (Del Giorgio and Cole, 1998; Manzoni et al., 2012).

The considerable differences in C:N:P stoichiometry between plant detritus (litter) and SOM result in distinct elemental limitations for the respective microbial communities (Table 1, Figure 1). Progressively lower C:N and C:P ratios from litter to topsoil, and further to subsoil, correspond also to a decreasing C availability in relation to N and P (increasing C limitation). In order to cope with such differences in resource elemental composition, microbes are expected to adjust their element use efficiencies accordingly. For example, assuming strict homeostasis and negligible adjustment of EE, when microbes with a biomass C:N of 7 (global average, Table 1) decompose plant litter with a relatively high C:N ratio of 70, they must release 63 units of C as CO2 per unit of N invested in growth, yielding a low CUE of about 0.1. By contrast, if SOM with a C:N close to that of the microbial biomass would be decomposed (e.g., SOM C:N of 12 and biomass C:N of 7.2), CUE would converge toward the theoretical maximum of about 0.6 (Sinsabaugh et al., 2013). CUE cannot reach the maximum of 1, given that a significant amount of C taken up is required to produce energy for growth, maintenance and enzyme production (Schimel and Weintraub, 2003; Manzoni et al., 2012; Sinsabaugh et al., 2013). In this situation, when C becomes limiting and CUE cannot be further increased, microbes need to lower their nitrogen use efficiency (NUE), i.e., excrete N in excess (Manzoni and Porporato, 2009). This transition from net nutrient immobilization to net nutrient mineralization (critical C:N ratio) corresponds to the threshold elemental ratio (TER), which defines the transition of an ecological system from being controlled by a limiting nutrient (N or P) to being controlled by energy (C; e.g., Urabe and Watanabe, 1992; Anderson and Hessen, 1995; Frost et al., 2006). Thus, a certain nutrient becomes limiting for growth, when resource C:nutrient ratios are greater than TER.

Whereas the stoichiometric regulation of CUE has been recently reviewed in detail (Manzoni et al., 2012; Sinsabaugh et al., 2013), very little is known about regulation of microbial NUE, and even less about microbial phosphorus use efficiency (PUE) in soils. From theoretical considerations, we can postulate that, in contrast to CUE, NUE can approach the theoretical maximum of 1 if all organic N taken up is used for growth. In addition, NUE can be regulated independently from CUE, allowing microbial communities to adjust to resources with low C:N, which leads to C limitation and consequently N excess. It remains to be seen, however, if microbial NUE is also regulated at high substrate C:N ratios where microbial N limitation is expected. In such a case, microorganisms could respond to stoichiometrically unbalanced substrates by concurrent fine-tuning of CUE, NUE, and PUE, depending on the limiting element. In conclusion, the regulation of element use efficiencies is likely an important microbial strategy to cope with variations in resource stoichiometry.

Adaptations in microbial element use efficiencies have also a potentially great impact on the elemental ratios of major biogeochemical fluxes (e.g., the ratio of heterotrophic respiration to microbial N mineralization), with broad implications for soil C sequestration and N losses from terrestrial ecosystems. This means that microbial homeostasis achieved through adaptations in microbial element use efficiencies is expected to cause a strong positive relationship between resource C:N:P and mineralization flux C:N:P (CNR theory; Sterner and Elser, 2002), as the limiting elements are retained and incorporated into microbial biomass, and those in excess are excreted. In contrast, both non-homeostatic regulation of microbial biomass stoichiometry and compensatory EE regulation are expected to cause reductions in microbial element imbalances. Thus, if such a mechanism dominates, the ratios of element mineralization fluxes should not, or only slightly, increase with resource C:N:P, except when those mechanisms cannot compensate for the resource imbalance, especially with non-homeostatic regulation of microbial biomass stoichiometry at wide resource C:N:P ratios. However, the relationship between the stoichiometry of resource and mineralization fluxes as predicted by CNR theory has not yet been explicitly tested for terrestrial microbial communities.

There are few reports showing that C:N:P ratios of mineralization fluxes are strongly positively related to resource C:N:P. For instance, in decomposing litter, resource C:N and C:P were strongly negatively correlated with the respective gross N mineralization and gross P mineralization fluxes (but less so with respiration), suggestive of increasing microbial NUE and PUE at high resource C:N and C:P ratios while microbial communities were homeostatic with respect to these element ratios (Mooshammer et al., 2012). Moreover, in forest soils, Achat et al. (2010) demonstrated a similar relationship, with relatively constant microbial biomass C:P, while C:P mineralization fluxes were highly variable and strongly positively related to resource C:P [data recalculated from Achat et al. (2010)]. Both studies therefore point to the importance of regulation of microbial NUE and PUE as an adaptation to stoichiometric imbalances. Concurrent measurements of the C:N:P ratios of resources, microbial biomass, EE activities and mineralization fluxes would therefore allow deeper insights into the mechanisms used by soil microorganisms to adapt to elemental imbalances in their resources, and to constrain the most important mechanisms and their environmental controls. Addressing these questions will require advances in the measurement of CUE, NUE, and PUE in soil microbial communities.

(4) Nitrogen-fixing prokaryotes and saprotrophic fungi increase the N and P availability by inputs from external sources. There are two major pathways for input of N or P to the decomposing material from external sources, (i) N fixation by prokaryotes and (ii) fungal transfer of N or P from nutrient-rich patches. Prokaryotic N fixers (diazotrophs) convert atmospheric N2 to ammonia, a highly energy demanding process that is under strict physiological control (Raymond et al., 2004). Amongst other controls, biological N fixation is stimulated by elevated concentrations of labile organic C and P and feedback inhibited by high concentrations of ammonium and amino acids (Reed et al., 2011). Accordingly N fixation by free-living microbes is distributed heterogeneously, with hotspots of N fixation in habitats with high C and low N availability, i.e., in woody debris, leaf litter and the forest floor, and lowest rates in mineral soils (Hope and Li, 1997; Wei and Kimmins, 1998; Reed et al., 2007; Cusack et al., 2009). Moreover, release of C-rich exudates by roots also causes increased diazotroph abundances in the plant rhizosphere compared to bulk soils (Hamelin et al., 2002; Bürgmann et al., 2005). Through the release of ammonium and amino acids and upon death and lysis of diazotrophs, fixed N becomes available to other decomposers. However, though globally important amounts of N are fixed by free-living diazotrophs (Wang and Houlton, 2009), their importance to lower the C:N imbalance between resources and decomposer communities in litter has yet to be demonstrated. Diazotrophs represent only a small fraction of the decomposer community (Reed et al., 2010; Jung et al., 2012; Ducey et al., 2013) and N fixation rates are therefore orders of magnitude lower than microbial respiration rates in woody debris, leaf litter, forest floor, and mineral soils (Hope and Li, 1997; Hicks et al., 2003). Therefore the community level impact of N subsidy by diazotrophs to meet substrate C:N imbalances can be expected to be small.

Though for P there is no analogous process to N fixation, fungal mycelia may relocate P in addition to N from other sources to supplement bacterial decomposer communities at sites where these elements are scarce. Hyphae of fungal saprophytes have been shown to often extend well beyond the resource that they decompose (Strickland and Rousk, 2010) and have been demonstrated to mediate nutrient import from nutrient-rich patches into nutrient-poor habitats, e.g., from soil into decomposing litter (Osono et al., 2003; Chigineva et al., 2011) or from nutrient-rich to nutrient-poor litter (Schimel and Hättenschwiler, 2007). In addition, they may mediate reciprocal transfer of C and N between soil and litter, relocating C from litter to soil and N from soil to litter (Frey et al., 2003). Fungi thereby can significantly contribute to close the stoichiometric imbalance between resources and decomposer communities.

CONCLUSION

In this review, we demonstrate that terrestrial microbial communities have to cope with a large spatio-temporal variability in resource stoichiometry, which can result in strong imbalances between resource composition and elemental demands by soil microbes. We highlight four major mechanisms that allow microbial communities to adapt to these environmental constraints (Figure 1): (i) plasticity of microbial biomass C:N:P, (ii) compensatory regulation of EE production as C and nutrient acquisition strategy, (iii) adjustments in microbial element use efficiencies and (iv) input of external nutrients by diazotrophic bacteria or saprotrophic fungi. Although the four described mechanisms clearly operate in parallel, their contributions on spatial, temporal and ecosystem scales remain underexplored. The wealth of measurements of microbial biomass C:N:P ratios sets limits to the non-homeostatic behavior of soil microbial communities. Growth of terrestrial decomposer communities on many types of resources with either very wide C:nutrient ratios (e.g., wood) or very low C:nutrient ratios (e.g., deep SOM) cannot be achieved solely through non-homeostatic behavior. Therefore, adaptation of microbial element use efficiencies and compensatory regulation of EE production are expected to contribute significantly to the adaptation of microorganisms to chemically diverse environments, together with external inputs of nutrients mediated by subgroups of the microbial community.
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The biological fixation of atmospheric nitrogen (N) is a major pathway for available N entering ecosystems. In N-limited boreal forests, a significant amount of N2 is fixed by cyanobacteria living in association with mosses, contributing up to 50% to the total N input. In this review, we synthesize reports on the drivers of N2 fixation in feather moss-cyanobacteria associations to gain a deeper understanding of their role for ecosystem-N-cycling. Nitrogen fixation in moss-cyanobacteria associations is inhibited by N inputs and therefore, significant fixation occurs only in low N-deposition areas. While it has been shown that artificial N additions in the laboratory as well as in the field inhibit N2 fixation in moss-cyanobacteria associations, the type, as well as the amounts of N that enters the system, affect N2 fixation differently. Another major driver of N2 fixation is the moisture status of the cyanobacteria-hosting moss, wherein moist conditions promote N2 fixation. Mosses experience large fluctuations in their hydrological status, undergoing significant natural drying and rewetting cycles over the course of only a few hours, especially in summer, which likely compromises the N input to the system via N2 fixation. Perhaps the most central question, however, that remains unanswered is the fate of the fixed N2 in mosses. The cyanobacteria are likely to leak N, but whether this N is transferred to the soil and if so, at which rates and timescales, is unknown. Despite our increasing understanding of the drivers of N2 fixation, the role moss-cyanobacteria associations play in ecosystem-N-cycling remains unresolved. Further, the relationship mosses and cyanobacteria share is unknown to date and warrants further investigation.
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THE N-CYCLE IN BOREAL FORESTS

Nitrogen (N) is the limiting nutrient for productivity in boreal forests (Tamm, 1991) due to limited N introduction and the accumulation of carbon (C)-rich recalcitrant litter and plant material, which leads to rapid immobilization of inorganic N and decreased net N mineralization rates (Keeney, 1980; Scott and Binkley, 1997). Therefore, boreal forest soils are characterized by a tight internal N-cycle where immobilization processes dominate (Giesler et al., 1998; Schimel and Bennett, 2004). Considering that the boreal biome accounts for 17% of the Earth's land surface (DeLuca and Boisvenue, 2012), the ability of this ecosystem to sustain productivity is important to consider for global biogeochemical budgets.

One main source of biological available N is the fixation of atmospheric N2 performed by free-living and symbiotic bacteria (Vitousek et al., 1997; Reed et al., 2011). This conversion of N2 to ammonia (NH3) is the initial step in the N-cycle. Nitrogen-fixing cyanobacteria have been found to colonize a range of moss species in pristine, unpolluted environments (Basilier and Granhall, 1978; DeLuca et al., 2002; Sorensen et al., 2006; Ininbergs et al., 2011), where the N2 fixation of moss-cyanobacteria associations contribute >2 kg N ha−1 yr−1 to the total N input in these systems (DeLuca et al., 2002; Gundale et al., 2011; Sorensen and Michelsen, 2011). These moss-cyanobacteria associations contribute significantly to the N-input in boreal forests (Figure 1) by accumulating N in the moss tissue, which becomes available upon disturbances like drying-rewetting -and fire events (Carleton and Read, 1991; Wilson and Coxson, 1999) as well as via slow mineralization (Hobbie, 1996) and mycorrhizal associations (Kauserud et al., 2008; Davey et al., 2009). Thus, moss-cyanobacteria associations represent a vital feature for maintaining productivity in boreal ecosystems.
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FIGURE 1. A simplified overview of the N-cycle in boreal forests, including N2 fixation in moss carpets as a candidate for filling the N-gap in boreal ecosystems. Boxes and arrows in gray indicate less common or less important pathways and sources of N in the boreal forest.



BOREAL FORESTS, MOSSES, AND CYANOBACTERIA

Boreal forests receive low amounts of background N-deposition (Phil-Karlsson et al., 2009). In addition, boreal forest soils are characterized by low concentrations of inorganic N, low pH and low temperatures (Read, 1991), contributing to the N-limitation in these systems. Mosses likely play a crucial role in boreal forest ecosystems due to their contribution to habitat heterogeneity (Longton, 1988), their influence on hydrology, temperature, and chemistry of boreal forest soils (Cornelissen et al., 2007). For instance, summer soil temperatures below moss carpets are lower compared to sites without moss cover (Bonan, 1991; Startsev et al., 2007), leading to slower decomposition rates below mosses (Prescott et al., 1993). However, mosses release substantial amounts of nutrients [C, N, phosphorus (P)] upon rewetting of dried tissue, funneling plant and microbial-available nutrients into the soil (Carleton and Read, 1991; Wilson and Coxson, 1999). Further, mosses contribute fundamentally to the biomass and productivity in boreal forests, and may exceed tree biomass [e.g., 120 g m−2 yr−1 for feather mosses vs. 102 gm−2 yr−1 for black spruce, (Van Cleve et al., 1983)] (see also Martin and Adamson, 2001; Turetsky, 2003; Lindo and Gonzalez, 2010). For instance, the ubiquitous feather moss Pleurozium schreberi (Brid.) Mitt. accounts for 70–100% of the ground cover in boreal forests (Oechel and Van Cleve, 1986; DeLuca et al., 2002; Zackrisson et al., 2004; Street et al., 2013) (Figure 2A).
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FIGURE 2. (A) A late-succession boreal forest site in Northern Sweden with an open canopy and a moss-dominated understory. Mosses, in particular feather mosses like Pleurozium schreberi and Hylocomium splendens, cover 70–100% of the ground in boreal forests. Photo by K. Rousk. (B) A section of a Pleurozium schreberi-leaf at ×100 magnification under an UV-fluorescence microscope. Coiled chains of Nostoc spp. are seen in bright red. The moss-cyanobacteria association is assumed to be mutualistic, however, no attempts have been made so far to identify the relationship moss and cyanobacteria share. Photo by K. Rousk.



By buffering abiotic factors (e.g., temperature, wind) and exhibiting a high water retention capacity (Dickson, 2000), mosses can provide a stable and favorable habitat for cyanobacterial colonizers, promoting N2 fixation in N-limited ecosystems (DeLuca et al., 2002). The association between mosses and cyanobacteria (Figure 2B) could play a fundamental role for the N-cycle in N-limited boreal forests by contributing >2 kg N ha−1 yr−1 via N2 fixation to the N-pool in mature forest ecosystems (DeLuca et al., 2002). This value is on par with the magnitude of atmospheric N-deposition in the boreal biome, which ranges between 1 and 2 kg N ha−1 yr−1 (e.g., Gundale et al., 2011).

To date, several genera of cyanobacteria (Nostoc, Stigonema, Calothrix, Cylindrospermum) have been identified living epiphytically on feather mosses like P. schreberi and Hylocomium splendens (Hedw.) (Gentili et al., 2005; Ininbergs et al., 2011). Numbers of cyanobacterial cells and N2 fixation rates in feather mosses follow a linear relationship (DeLuca et al., 2007), indicating that cyanobacteria are responsible for N2 fixation, whereas the contribution of methanotrophs to N2 fixation in feather mosses might be negligible (Leppänen et al., 2013).

ABIOTIC CONTROLS OF N2 FIXATION IN MOSS-CYANOBACTERIA ASSOCIATIONS

NITROGEN

Moss biomass (Solga et al., 2005; Nordin et al., 2006) and biomass and activity (nitrogenase enzyme) of cyanobacteria (DeLuca et al., 2007, 2008; Sorensen et al., 2012) are sensitive to N inputs (Table 1), leading to drastic reductions in the abundance of dominant moss species and to significant reductions or total exclusion of N2 fixation in moss-cyanobacteria associations (Zackrisson et al., 2004; DeLuca et al., 2008; Gundale et al., 2011; Ackermann et al., 2012). The amount of N input dictates in which form N enters the ecosystem: either as organic N via the moss layer when N deposition is low (<3 kg N ha−1 yr−1) and N2 fixation is high or as inorganic N when N deposition is higher and bypasses the moss layer. Mosses effectively absorb nutrients and water from atmospheric deposition, making them extremely sensitive to increased nutrient inputs (e.g., Bengtsson et al., 1982). For instance, Ackermann et al. (2012) showed that N2 fixation in moss-cyanobacteria associations along road-derived N-deposition gradients in Northern Sweden was significantly inhibited close to busy roads. While other measured factors (soil-N, -C concentrations, microbial PLFAs, heavy metals in moss tissue) did not change along the road-gradients, N2 fixation increased with increasing distance to the busy roads, suggesting that N2 fixation in feather mosses is a sensitive indicator for N-deposition (Ackermann et al., 2012). Artificial N additions in-situ have been shown to significantly decrease numbers of cyanobacterial cells on moss leaves at levels of only 3 kg N ha−1 yr−1 coinciding with a significant reduction in N2 fixation in moss-cyanobacteria associations (Gundale et al., 2011). However, additions of 10 kg N ha−1 in laboratory experiments did not inhibit N2 fixation in mosses (Ackermann, 2013), suggesting that the mosses likely experience higher N loads in the field than expected. When combining values of atmospheric N-deposition (1–2 kg N ha−1 yr−1) (Phil-Karlsson et al., 2009; Gundale et al., 2011) with values of N throughfall (>8 kg N ha−1 yr−1) (Rousk et al., 2013a) in boreal forests, N input will easily reach values higher than 10 kg N ha−1. Further, mosses collected from a high N-deposition area in Wales (12–15 kg N ha−1 yr−1) were shown to start fixing N2 after a period of N deprivation (Ackermann, 2013).

Table 1. Effects of selected abiotic factors on N2 fixation in different moss species from boreal and arctic environments.
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PHOSPHORUS

In contrast to N additions that would likely only decrease N2 fixation rates, nutrient additions (other than N) to moss carpets have the potential to increase N2 fixation rates. The addition of soluble P to Arctic mosses has been reported to increase N2 fixation rates (Chapin et al., 1991). Studies in boreal forest ecosystems have been conducted both on late succession forest stands that had high rates of N2 fixation and on early succession stands that had low rates of N2 fixation (Zackrisson et al., 2004). Phosphorus additions (0 and 5 kg P ha−1 as NaH2PO4) to field plots resulted in a slight increase in N2 fixation rates in late succession plots just 8 weeks after the original application of P (Zackrisson et al., 2004), but a more prominent effect was recorded 1 year after the original treatment in the late and a significant effect in the early succession site (see Figure 3). Five years after the P additions, the positive effects were less pronounced and again, only significant in the early succession site (Figure 3). Phosphorus additions with and without N additions to plots of H. splendens showed little direct response to P additions of 5 kg P ha−1, but also demonstrated this species to be more tolerant to N deposition and to respond somewhat to P additions in the presence of added N (Zackrisson et al., 2009).


[image: image]

FIGURE 3. Acetylene reduction rates (μmol m−2d−1) in Pleurozium schreberi at one late (open bars) and one early (filled bars) succession forest site in northern Sweden in response to P additions (5 kg P ha−1 yr−1 as NaH2PO4). Shown are acetylene reduction rates measured 1 and 5 years after the P additions. Phosphorus was applied annually to 10 replicate 1.0 m2 plots in four doses over the course of the summer. Distilled water was applied to the control plots. Mean values (n = 10) and +1 SE are given, **represents significant at P < 0.05 and n.s. represents not significant as determined by a One-Way ANOVA. Experimental design, sampling, and data analyses are reported for year-one in Zackrisson et al. (2004).



There have also been reports of P suppression of N2 fixation in Subantarctic epiphytic cyanobacteria (Smith, 1984), however, the findings by Chapin et al. (1991) and Zackrisson et al. (2009) suggest a positive effect of P additions on N2 fixation in mosses. Nevertheless, reported results on the effects of P additions are ambiguous and the outcome of P-fertilizations seems to be dependent on the availability of P and other nutrients. Studies on asymbiotic N2 fixation in tropical rainforests suggest that N2 fixation can be limited by P (Vitousek and Hobbie, 2000; Reed et al., 2013), molybdenum (Mo) (Barron et al., 2009), or by P and Mo in combination (Reed et al., 2013), depending on the availability of P and Mo in the sites studied (Wurzburger et al., 2012).

MOISTURE, TEMPERATURE, AND LIGHT

Besides the availability of N and P, other abiotic factors dramatically affect N2 fixation in moss-cyanobacteria associations. For instance, the hydrological status of the moss seems to be a crucial factor driving N2 fixation. Moisture, as well as frequent rainfall promotes N2 fixation rates in mosses (Gundale et al., 2009, 2012a,b; Jackson et al., 2011; Jean et al., 2012). This is not surprising, given the fact that mosses absorb water over their entire surface from the atmosphere and do not take up water from the soil (Tyler, 1990). Therefore, mosses readily lose water under dry conditions, which could in turn affect the activity of cyanobacterial associates. Moss growth, as well as cyanobacterial activity, peak in early spring after snowmelt (May–June) and in late summer (September), and drop in between (July–August) (Basilier and Granhall, 1978; Zackrisson et al., 2004). This reduction in moss growth and activity in summer could correspond to a period of dormancy in mosses as a result of dry conditions or photoinhibition (Sveinbjörnsson and Oechel, 1992; Zackrisson et al., 2004). In the boreal forest, mosses can be exposed to extreme daily fluctuations in moisture and temperature conditions. Frequently, dry episodes are followed by heavy rainfall over the course of only few hours. Thus, mosses experience natural and intensive recurrent drying and rewetting events. Significant leaching of nutrients from mosses has been found upon rewetting of dried moss (Carleton and Read, 1991; Wilson and Coxson, 1999), resulting in nutrient-rich leachates available for soil biota. Mosses are relatively desiccation-tolerant; they are able to withstand drying until no free water remains in the cells and quickly return to normal metabolism and growth upon rewetting (Proctor, 2001). Also, many fundamental processes like photosynthesis resume quickly after rewetting, with some moss species starting to fix CO2 within minutes upon rewetting (Proctor et al., 2007). However, the moisture condition of the moss could change the nutrient supply and exchange between moss and associated cyanobacteria. Scott (1960) suggested that not only nutrients, but also light and moisture could affect the balance and rates of nutrients exchanged between the symbiotic partners in lichen symbioses, upsetting the relationship between them.

The recovery of nitrogenase activity in free-living cyanobacteria after desiccation is supposed to be slower than the recovery of photosynthesis because de novo protein synthesis is required for N2 fixation (>24 h vs. 4 h for N2 fixation and photosynthesis, respectively) (Hawes et al., 1992). Cyanobacteria can form dormant cells during dry conditions and resuscitate upon rewetting to resume fixing N2 (Kaplan-Levy et al., 2010). However, recovery of N2 fixation in the moss-cyanobacteria association after rewetting of dried moss has been shown to be very slow. It took 5 days for N2 fixation to reach values comparable to moist moss after rewetting of air-dried moss (Ackermann, 2013). In contrast, other processes like photosynthesis have been reported to recover much faster than N2 fixation upon rewetting in free-living cyanobacteria (Hawes et al., 1992; Belnap, 2001). This lag-time between rewetting and N2 fixation activity in cyanobacteria is likely the result of de novo synthesis of proteins for N2 fixation, and the need for differentiation of vegetative cells to heterocysts, in which the reduction of N2 takes place (Belnap, 2001). Thus, N input via N2 fixation could be compromised in summer months when the moss is desiccated. In addition, predicted increases in temperatures and more extreme weather events in the next century (IPCC, 2007) could fundamentally affect the N2 fixation capacity in moss-cyanobacteria associations.

Reports on the temperature relationship of N2 fixation in moss-cyanobacteria associations are varied (Table 1), ranging from temperature optima at 16°C (Basilier and Granhall, 1978) to 22–27°C (Smith, 1984; Gundale et al., 2012a) and depending on light conditions, moss species and the associated species of cyanobacteria (Smith, 1984; Gentili et al., 2005; Gundale et al., 2012a; Jean et al., 2012; Sorensen et al., 2012). The varying reports on the temperature effects on N2 fixation call for further studies.

Nitrogen fixation is a metabolically costly process (Turetsky, 2003; Houlton et al., 2008; Reed et al., 2011). In autotrophic N2-fixers, this high energy demand can be met via the products of photosynthesis (Belnap, 2001), which is dependent on light conditions. The effects of light intensities on N2 fixation in moss-cyanobacteria associations have rarely been studied. There are indications that N2 fixation in mosses decreases at high light intensities (500–900 μmol m−2s−1) (Smith, 1984; Gundale et al., 2012a). However, the effects of light, moisture and temperature on processes like N2 fixation are tightly coupled (Gundale et al., 2012a,b), making the identification of the most influencing driver difficult.

THE ECOLOGY OF MOSS-CYANOBACTERIA ASSOCIATIONS—WHAT RELATION DO THEY SHARE?

The term symbiosis (Symbiotismus) was first introduced in 1877 by Frank, who described it as a case in which two different species (symbionts) live in or on one another, irrespective of the role of the individuals. Cyanobacteria are an ancient, diverse and widespread group found as free-living cells and colonies as well as living in symbiosis and associations with higher plants, lichens and bryophytes (Rai et al., 2000; Adams and Duggan, 2008; Meeks, 2009). Cyanobacteria are facultative autotrophs, they possess the ability to fix C as well as N, which allows the establishment of the cyanobacteria-plant symbioses in ecosystems where these essential nutrients are limiting. In their free-living state, cyanobacteria retain the ability to fix both essential nutrients (C, N). However, when living in association with a plant partner, cyanobacteria commonly discontinue photosynthesis and instead obtain C from their symbiotic partner in exchange for fixed N2 (Meeks and Elhai, 2002; Adams and Duggan, 2008; Meeks, 2009). The plant partner receives N as NH+4 or amino acids from the cyanobacteria and in return provides carbohydrates, shelter and protection (Steinberg and Meeks, 1991). Given that N2 fixation is a highly energy demanding process (Scherer and Zhong, 1991; Turetsky, 2003; Houlton et al., 2008; Reed et al., 2011), living in association with a symbiotic partner could compensate for energy needs. Although direct evidence is lacking, similar mechanisms and principles are assumed to take place in moss-cyanobacteria associations (Rai et al., 2000; Turetsky, 2003): the moss offers protection and carbohydrates while receiving fixed N2 in return. However, in the lichen symbiosis for instance, the balance between the exchange of nutrients seems to be not entirely mutually beneficial, but rather depends on the nutrient demands of the partners (Johansson et al., 2011). Over 50 years ago, Scott (1960) reported that variations in the supply of nutrients, light, and moisture could upset the symbiotic balance between the mycobiont and photobiont in lichen symbioses. The growth of both symbionts is controlled by moisture levels and availability of N and C, resulting in a delicate balance between the partners (Scott, 1960).

In addition to nutrient exchange, mutual protection between the partners could play a role in the moss-cyanobacteria relationship. Although mosses are a characteristic and dominant feature of boreal forests, they are consumed by very few herbivores (Prins, 1982; Eskelinen, 2002) and decomposition of moss litter is very slow [>150 vs. 30 days for mosses vs. vascular plants, respectively; (Hobbie, 1996)]. Mosses produce inhibitory compounds like phenols and moss-specific secondary metabolites (oxylipins) (Matsui, 2006; Croisier et al., 2010). These inhibitory compounds could be related to the recalcitrant nature of moss litter and the resistance of mosses to decomposition and can repress enzyme activity involved in the breakdown process (Triebwasser et al., 2012). Given the low density of easily decomposable plants in boreal ecosystems, the low litter quality of mosses (Prins, 1982; Hobbie, 1996; Lang et al., 2009) seems to be an insufficient explanation for the lack of decomposition of this plentiful plant material. Cyanobacteria are known to produce toxins (e.g., microcystins) (Cox et al., 2005; Adams and Duggan, 2008; Kaasalainen et al., 2012). Microcystins are highly toxic, small, cyclic peptides produced by cyanobacteria in freshwater systems (predominantly strains of the genus Nostoc) that are reported to be responsible for animal poisoning (Sivonen, 2009). Nostoc has been found to also produce the toxin when living in symbioses with lichens (Kaasalainen et al., 2009, 2012). Reindeer thus avoid eating cyanolichens, even during periods of starvation (Rai et al., 2002; Storeheier et al., 2002). Given that Nostoc colonizes mosses as well, it is possible that toxic substances produced by the cyanobacterial colonizer provide protection and would explain the moss' resistance toward decomposition, which would add to the proposed mutualistic relationship between mosses and cyanobacteria. However, the inhibition of soil bacterial growth by mosses colonized by cyanobacteria is reported to be negatively correlated with the numbers of colonizing cyanobacteria (Rousk et al., 2013b). The moss had a higher inhibitory effect on soil bacterial growth when colonized by fewer cyanobacteria. This suggests that the cyanobacteria do not contribute to the moss' resistance toward decomposition. Nevertheless, the N and C-exchange between mosses and cyanobacteria requires further study in order to identify and characterize the relationship they share.

SOIL-N-CYCLING AND N-UTILIZATION PATHWAYS BY MOSSES

Nitrogen is an essential nutrient for plants, animals, and microbes; however, the boreal forest is typically considered to be N-limited in terms of primary productivity (Tamm, 1991). Whilst it has been assumed that this is due to the slow rate of turnover of soil organic matter and therefore the production of NH+4 and NO−3 (Read, 1991), recent evidence suggests that this is only part of the story. There is no doubt that tree needles can decompose relatively slowly in some environments after shedding (e.g., anaerobic soils); however, in mature forests, there is often only a small net accumulation of needle litter at the soil surface considering the high rate of needle shedding, suggesting that turnover is actually relatively rapid (Muukkonen, 2005). Further, much of the N entering soil occurs via fine root turnover (Yuan and Chen, 2012). However, rarely are masses of dead roots observed in the soil profile, suggesting rapid turnover possibly related to intrinsically high N and labile C content (Chertov et al., 2003). Part of the reason for initially thinking that slow rates of organic matter turnover were responsible for N-limitation was the finding that concentrations of NH+4 and NO−3 were often very low in soil solution. This could be partially due to blockage of protease enzymes by high concentrations of polyphenolics in soil solution or a low pH-induced block in nitrification (Butler and Ladd, 1971; Pajuste and Frey, 2003; Triebwasser et al., 2012). However, recent evidence suggests that it may largely reflect rapid rates of removal rather than slow rates of production (Jones and Kielland, 2002, 2012). As soil microorganisms prefer taking up the primary products of protein degradation (peptides, amino acids) this essentially prevents the direct release of NH+4 and thus NO−3 during mineralization (Farrell et al., 2013).

Due to low rates of input and rapid microbial immobilization, in most high latitude or high altitude ecosystems, inorganic N fluxes are found to be insufficient to cover the N demands of plants (e.g., Kielland, 1994). Additionally, soil solution concentrations of organic N concentrations are often found to be higher than inorganic N, especially in soils with low pH and low inorganic N availability (Kielland, 1994, 1995; Nordin et al., 2001; Finzi and Berthrong, 2005). Thus, N demand of plants has to be satisfied by a combination of sources and pathways (Jones et al., 2005). Besides the uptake of mineralized, inorganic N, plants possess the ability to take up organic N in the form of amino acids, urea, polyamines, and small polypeptides (Kielland, 1994; Schimel and Bennett, 2004; Krab et al., 2008; Persson and Näsholm, 2008; Hill et al., 2011) (see Figure 1). For instance, Näsholm et al. (1998) and Persson and Näsholm (2008) showed that many boreal forest and taiga plant species have the ability to take up amino acids from soil pools. This uptake can occur indirectly via mycorrhizae or directly by the roots themselves. However, other studies showed that organic N represents only a minor source for plants to cover their N needs (Hodge et al., 2000), suggesting that the importance of this process is dependent on a range of factors including: plant, soil type, chemical form and concentration of the organic N source, the availability of inorganic N, the activity of the competing microbial biomass or other plants and the time of year. Further, amino acids are removed rapidly from the soil-N pool via microbial activity, resulting in fast turnover rates of amino acids in soils (Jones and Kielland, 2002; Rousk and Jones, 2010), indicating that gross rates of N production are much greater than the typically measured net rates of N mineralization (Inselsbacher and Näsholm, 2012). It should be remembered, however, that almost all studies have investigated the unidirectional uptake of organic N into plants (using 13C-15N tracers) and have largely ignored the counter efflux of amino acids and other N containing solutes (i.e., rhizodeposition; Jones et al., 2009). Therefore, most measured rates of uptake are therefore probably overestimates (Jones et al., 2005).

In addition to vascular plants, mosses have been found to take up amino acids from solution and directly from soil (Ayres et al., 2006; Krab et al., 2008; Hill et al., 2011). Further, it has been suggested that mosses are associated with fungi (Kauserud et al., 2008; Davey et al., 2009), which could enhance the uptake of N from the soil. Mosses, however, are thought to receive most of their N via absorption of N originating from atmospheric deposition, leaching and throughfall (Li and Vitt, 1997; Kotanen, 2002). While bulk atmospheric deposition is dominated by NO−3 and NH+4, it should be noted that canopy throughfall is often dominated by organic forms of N (Pelster et al., 2009). Another source of N for mosses is the relocation and recycling of nutrients along the moss-profile, from dead moss tissue to the growing parts at the apex (Aldous, 2002). Additionally, mosses possess an endogenous N supply due to their association with N2 fixing cyanobacteria (DeLuca et al., 2002; Berg et al., 2013). Thus, mosses are able to gain N via various sources and pathways. However, only few attempts have been made to qualitatively relate N-acquisition processes with N-utilization pathways in mosses. When linking N2 fixation in the feather moss Pleurozium schreberi with uptake of organic and inorganic N from soil by the moss, one study found no correlations (Rousk et al., 2013a). Further, the uptake of N from soil was very low. Thus, the moss seems to be independent of soil-N resources and features an internal N-cycle that acquires N via absorption of atmospheric N and epiphytic N2 fixation, and recycling of N within the moss.

WHERE DOES THE N GO? THE FATE OF THE FIXED N2

Since total N input in boreal forests is low (Tamm, 1991; Gundale et al., 2011), moss-cyanobacteria associations likely represent a major N source in N-limited ecosystems (DeLuca et al., 2002; Gundale et al., 2011). Given the great abundance of moss biomass in boreal forests (Oechel and Van Cleve, 1986) (see also Figure 2A), their N input could be crucial for the overall N-cycle. However, since mosses capture and retain significant amounts of N from throughfall and deposition as well as hosting N2-fixing cyanobacteria, it has been suggested that forest ecosystems are dependent on the release of N from moss carpets (Weber and Van Cleve, 1984; Oechel and Van Cleve, 1986; Carleton and Read, 1991), especially in low-N deposition areas where N2 fixation rates in mosses are high. Thus, the biological N2 fixation in mosses is the main N input into the boreal forest as long as atmospheric N deposition is low (~3 kg N ha−1 yr−1) (Li and Vitt, 1997; Gundale et al., 2011). However, little is known about the fate of the N2 that is fixed by cyanobacteria associated with mosses. To date, there are no published reports that directly describe the transfer of biologically fixed N2 into plants (via mycorrihzae) or into the soil or to what extent that N is available for microorganisms and plants. Most likely, the transfer of fixed N2 to higher plants has to follow a tortuous pathway that involves decomposition of recalcitrant moss tissue (see also Hyodo et al., 2013). Assuming the fixed N2 is transferred to the soil, questions about the amount, extent and rates of the transferred N emerge. Several studies have shown that mosses represent a short-term (<1 year) N-sink due to efficient capturing and retaining of N from the atmosphere (Startsev and Lieffers, 2006; Startsev et al., 2008; Friedrich et al., 2011). However, mosses can turn into a long-term (>1 year) N source after disturbances like drying-rewetting and fire events (Carleton and Read, 1991; Wilson and Coxson, 1999), upon which N is released from cyanobacterial-N-enriched moss tissue and made available for N-cycling in soils.

CONCLUDING REMARKS

Mosses colonized by diazotrophic cyanobacteria contribute significantly to the N pool in pristine, N-limited forests (Figure 1). Besides that, mosses represent an iconic and important feature in boreal forests due to their ability to influence soil hydrology and chemistry; they form extensive carpets and contribute to biomass and productivity in these forests. Further, the associated N2 fixing cyanobacteria could alleviate the pronounced N-limitation in boreal forest ecosystems. It has been shown that N-deposition can inhibit N2 fixation, but also, this fundamental process can recover from increased N loads and resume. Nitrogen fixation is strongly inhibited in dry moss, and recovery is slow, compromising the N input to the system, especially in dry summers. Considering future scenarios predicting changes in these factors (increasing N input and temperatures), the effects on the N-cycle in boreal forest could be dramatic. Mosses uses several pathways to acquire N, however, the most prominent is the absorption of N from throughfall and deposition, which could limit the N input to forests that are characterized by a moss-dominated ground cover. Further, transfer of N from moss to the soil is slow and is only promoted after disturbances, indicating that the moss represents a N sink in the short-term (<1 year). However, mosses colonized by N2-fixing cyanobacteria likely act as a N source in the long term, releasing N upon disturbances like drying-rewetting and fire events. Given the moss' abundance in the boreal biome, models of ecosystem N and C-budgets should incorporate the nutrient fluxes within the moss layer, between the moss and its environment (atmosphere and soil) as well as the factors driving N2 fixation in moss-cyanobacteria associations. Further, more research is needed to explore and identify the relationship mosses and cyanobacteria share (see also Figure 2B).
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Understanding microbial transformations in soils is important for predicting future carbon sequestration and nutrient cycling. This review questions some methods of assessing one key microbial process, the uptake of labile organic compounds. First, soil microbes have a starving-survival life style of dormancy, arrested activity, and low activity. Yet they are very abundant and remain poised to completely take up all substrates that become available. As a result, dilution assays with the addition of labeled substrates cannot be used. When labeled substrates are transformed into 14CO2, the first part of the biphasic release follows metabolic rules and is not affected by the environment. As a consequence, when identical amounts of isotopically substrates are added to soils from different climate zones, the same percentage of the substrate is respired and the same half-life of the respired 14CO2 from the labeled substrate is estimated. Second, when soils are sampled by a variety of methods from taking 10 cm diameter cores to millimeter-scale dialysis chambers, amino acids (and other organic compounds) appear to be released by the severing of fine roots and mycorrhizal networks as well as from pressing or centrifuging treatments. As a result of disturbance as well as of natural root release, concentrations of individual amino acids of ~10 μM are measured. This contrasts with concentrations of a few nanomolar found in aquatic systems and raises questions about possible differences in the bacterial strategy between aquatic and soil ecosystems. The small size of the hyphae (2–10 μm diameter) and of the fine roots (0.2–2 mm diameter), make it very difficult to sample any volume of soil without introducing artifacts. Third, when micromolar amounts of labeled amino acids are added to soil, some of the isotope enters plant roots. This may be an artifact of the high micromolar concentrations applied.
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INTRODUCTION

A major goal of microbial ecology is to connect the processes or functions occurring in aquatic and terrestrial ecosystems with the microbes present in those systems. A major function of heterotrophic bacteria and fungi in nature is to break down large organic molecules, transport low molecular weight (LMW) compounds into microbial cells, and use a portion of the LMW compounds for respiration and growth. There is agreement among authors that the concentration and supply rate of bioavailable organic material determine the growth of heterotrophic microbes (Coleman et al., 2004; Egli, 2010; Inselsbacher and Näsholm, 2012). These heterotrophic microbes and the methods used to study them are the subject of this review. In particular, this review deals with methods of measuring microbial rates of use of LMW compounds in soil and compares these with similar methods developed for aquatic ecosystems. This comparison between terrestrial and aquatic ecosystems is based on the premise that metabolic and stoichiometric constraints on microbial metabolism are very similar across ecosystems (Sinsabaugh et al., 2013). Three types of commonly used soil methods appear to produce doubtful results and are described in Section “Observations and Concerns.”

AQUATIC MICROBES: MEASURES IN THE PLANKTON

For some questions, planktonic systems are easier to study than soil systems; they contain fewer microbes and lack the structure caused by roots and soil particles. The ideal method for measuring heterotrophic processing of LMW compounds in natural systems is to measure the concentration, uptake rate, and respiration rate of the compounds of interest. Uptake of LMW compounds accounts for the majority of carbon used by heterotrophic bacteria. For example, Kirchman (2003) reported that the flux of free amino acids or of glucose alone can support most or all of the bacterial growth. With high pressure liquid chromatography, individual LMW compounds such as sugars and amino acids can be measured to concentrations as low as a few nanomoles per liter. Uptake and respiration rates in aquatic systems are easily measured by adding 14C- or 13C-labeled compounds to samples from nature and incubating for a few hours. Subsequently, the quantity incorporated into microbes caught on filters (as fine as 0.2 μm pore size) and released as CO2 is measured. Turnover times of individual LMW compounds may be calculated as the concentration divided by the rate of uptake; when actual incorporation into protein is measured, the bacterial growth rate may be estimated (Fuhrman and Azam, 1982; Kirchman, 2012).

Bacterial abundance is close to 106 ml-1 in the plankton of lakes, estuaries, and oceans. Growth rates vary greatly but likely average around 0.2 day-1(Pomeroy et al., 2007); in oligotrophic waters rates are very slow, less than 0.01 day-1, while in rich estuaries they may be as high as 1 day-1 (Crump et al., 2013). Concentrations of sugars and amino acids are very low, with individual free amino acids ranging from <1 to 20 nM and the total concentrations of amino acids usually <100 nM (Fuhrman, 1987; Kirchman, 2012); the concentration of glucose and other free neutral sugars is <5 nM (Kirchman, 2000). Microbes are adapted to the extremely low concentrations of amino acids and sugars. In fact, bacteria in aquatic systems likely control the concentration of LMW compounds (Nissen et al., 1984). The turnover time of minutes to hours is rapid enough to result in high fluxes. In a eutrophic estuary in southeastern United States, turnover times of amino acids were as low as 0.7 h at summer temperatures and 206 h at winter temperatures (Crawford et al., 1974).

SOIL BACTERIA

Bacterial abundance is close to 109 per gram or several magnitudes greater in soils than in plankton (Whitman et al., 1998). When the total respiration of unmodified soil is used to calculate microbial growth, generation times are estimated at 120–180 days (Coleman et al., 2004); these authors attributed the slow rate to the extreme limitations of available carbon compounds. Faster turnover times are estimated from the microbial incorporation of labeled leucine or thymidine to estimate bacterial growth. With these methods, generation times ranging mostly from 2 to 13 days have been found (Bååth, 1998; Kirchman, 2000; Rousk and Bååth, 2011). Thus, bacteria are abundant and active in soils. Yet, in contrast to aquatic microbes these organisms apparently do not hold the concentrations of LMW compounds at a very low level. For example, concentrations of free amino acids found in soils is high and rather constant. Total free amino acids in 40 soils from around the globe had a mean concentration of 23 ± 5 μM (SE) or nearly 1000 times the concentration in natural waters (Jones et al., 2009).

It should be noted that fungi are also abundant in soils but rare in the plankton and anaerobic salt marsh soils. In terrestrial soils, fungal biomass can be close to that of bacterial biomass (Hobbie and Hobbie, 2012) and fungal turnover is tens to several hundred days (Rousk and Bååth, 2011). In this review, measures of microbial uptake, respiration, and growth are considered to include both bacteria and fungi.

OBSERVATIONS AND CONCERNS

The methods that we are concerned about fall into three categories. Each is first described in this section along with the concerns for the quality of the method. In the next sections, the explanations for the concerns and of the characteristics of microbes in nature are discussed:

(1) There is a very rapid microbial uptake of any and all added LMW compounds in experiments. The concern is the fact that starving bacteria in soil exist at low levels of activity yet can take up any added and readily available substrate; this rapid removal is a result of the high numbers of bacteria and does not represent the natural occurring rates.

(2) High concentrations of LMW compounds are measured in soils while extremely low concentrations are present in planktonic systems. Given the presumed ability of planktonic bacteria to draw down available concentrations to nanomolar concentrations, why then do soil bacteria exist in a medium where the concentration of LMW compounds are at micromolar levels? The seeming disparity in concentrations is probably caused in part by mixing of the soil or severe disturbance of fine roots and mycorrhizal networks during soil preparation that release LMW compounds previously unavailable to microbes.

(3) High rates of release of labeled CO2 are measured in experiments in which labeled LMW compounds are added. These rates are interpreted to be equivalent to respiration of LMW compounds in nature and the release is used to estimate a half-life of these compounds in the soil, which is usually a few hours. However, once the added substrate is taken up by microbes, then the release rate is controlled by the internal metabolic pathways and not by external environmental conditions. More realistic turnover times, measured in days, are estimated from the 14C held in microbial biomass and not released in the first burst of high respiration.

THE STARVING-SURVIVAL LIFESTYLE

In his 1997 book, titled Bacteria in Oligotrophic Environments: Starvation-Survival Lifestyles, Richard Morita reviewed the marine and terrestrial literature on microbial ecology and concluded that most of the biosphere is oligotrophic – and that this should be considered the normal state of most environments. He exempted rich coastal regions of the oceans, eutrophic lakes, and the rhizosphere (see also a discussion of the same theme in Fundamentals of Soil Ecology; Coleman et al., 2004). Furthermore, he also believed that the microbial response to oligotrophy, a starvation-survival lifestyle, is the normal physiological state of microorganisms in nature (Morita, 1988, 1997). At any moment, some microbes are active, some are in a state of arrested activity, and some are in a dormant state. Even when in a low activity phase, microbes maintain the biochemical machinery necessary to use any exogenous substrate. A similar concept concludes that the soil microbial community is largely inactive (Kuzyakov et al., 2009).

A major aspect of the starving-survival lifestyle is that large numbers of microbes with low activity are poised to respond quickly to added substrate (White, 1995). This aspect of the survival lifestyle is very important to consider when the response (such as CO2 release) of large numbers of activated soil microbes is measured. This response is less important for measurements in aquatic systems where there are many-fold fewer microbes. Soil microbes are physiologically adapted to respond rapidly. When soil was held in the laboratory for many months (Brookes et al., 1983; De Nobili et al., 2001) microbes maintained ATP and an adenylate charge ratio (AEC) of 0.8, typical of exponentially growing microbes in vitro. The AEC is defined as the quantity (ATP + 0.5 ADP)/(ATP + ADP + AMP). The rapidity of the respiration response of soil microbes, just a few minutes, to very high micromolar amounts of added glucose and glycine is illustrated in Figure 1 (Jones and Murphy, 2007).


[image: image]

FIGURE 1. Soil respiration after addition of glucose, glycine, or water. 50 mM glucose (top), 50 mM glycine (middle), or rainwater (bottom) added to grassland soil at time 0. The basal respiration value of 209 μmol CO2 kg-1 h-1 has been subtracted from all treatments. From Jones and Murphy (2007) with permission.



After an amino acid or a sugar is taken up by the microbial cell, the subsequent release of 14 CO2 is controlled by the metabolic pathways within the cell (details in Hobbie and Hobbie, 2012). Because the fundamental pathway leading to respiration of a given amino acid is generally the same for most microbes, the percentage of substrate carbon converted into CO2 for a given amino acid is the same for many microbial communities and is likely a function of the length of the catabolic pathway (Hobbie and Crawford, 1969). For example, the proportion of amino acid that was respired after addition to a freshwater pond and an estuary for glutamic acid and aspartic acid were always 50–60% while those of basic amino acids, such as leucine at 14% and lysine at 12–14%, were low (Hobbie and Crawford, 1969). These percentages for the individual amino acid taken up into microbial cells were confirmed in a eutrophic lake (Wright, 1974). It is now known that these percentages are the same for microbes in productive freshwaters and estuaries but the percentage of leucine respired increased up to 82% in ultraoligotrophic ocean waters (Alonso-Sàez et al., 2007). Data from the few soil respiration measures are very similar to the aquatic values (Rousk et al., 2011; Hobbie and Hobbie, 2012). It is important to note that in aquatic systems the percent respired is of the amount of the isotope taken up into the cell while in soil all the added substrate is taken up by microbes so the percent respired is of the amount added in the experiment. Thus 45% and 20% of added glutamic acid and lysine, respectively, were respired in a Spanish farm soil (Vinolas et al., 2001) and 50% of added aspartic acid was respired in tundra soils in Alaska (Nordin et al., 2004). In a careful comparison of 40 soils from around the world (polar, tropic, and temperate zones, cultivated, grassland, and forest soils), a mix of 15 amino acids added to soil produced the respiration of exactly the same percentage of amino acid carbon (of that added) in all the soils (Jones et al., 2009).

A similar conclusion to the above is given, in somewhat different words, in a description of the biphasic pattern of 14CO2 evolution in mineralization studies (Oburger and Jones, 2009). They describe a rapid mineralization phase (phase 1) that is largely independent of the experimental conditions (our metabolic control). A subsequent second phase (phase 2) had a much longer release time for substrate and was significantly affected by incubation conditions. There is a question, however, about what organic compound the 14C is in during the long release period.

LMW COMPOUNDS IN OCEANS, LAKES, AND SOILS: CONCENTRATIONS AND SOURCES

SUGARS, ACETATE, AND AMINO ACIDS IN AQUATIC AND TERRESTRIAL ECOSYSTEMS

The concentrations of sugars, such as glucose and other free neutral sugars, is extremely low in planktonic aquatic systems. In general, these systems contained <5 nM for individual sugars (Kirchman, 2000) while 2–15 nM of glucose were measured in surface waters of the Gulf of Mexico (Skoog et al., 1999). Somewhat higher concentrations, 20–60 nM, have been found in the equatorial Pacific (Rich et al., 1996).

Sugar concentrations in soils appear to be much higher than in aquatic systems, although the variety of methods used makes exact comparisons difficult. For example, 54 μM glucose was reported in an agricultural soil in North Wales, with sugars extracted by centrifugation of soil samples at 4000 g (Hill et al., 2008). Sugars extracted from soil of temperate forest plantations with 0.25 M sulfuric acid for 16 h averaged 244 mg kg-1 soil (equivalent to 4.5 mM, assuming 0.3 g water g-1 soil; Johnson and Pregitzer, 2007), whereas concentrations from water leachates of only 2.4 μM sugars (~30% glucose) were reported from an agricultural soil (Fischer et al., 2007).

A similar picture is found for dissolved free amino acids (Tables 1 and 2); the concentration in the upper waters of aquatic systems is a few nanomolar while soil water concentrations are in the micromolar range. As seen in Table 1, the concentration is higher in the more eutrophic waters (coastal, estuarine) than in open ocean waters.

TABLE 1. Concentrations of dissolved amino acids measured in lakes, estuaries, and oceans.
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TABLE 2. Total dissolved amino acid concentration measured in soil water or soil water extracts or KCl extract.
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If, as widely believed, the microbes in soil are carbon and energy limited (Coleman et al., 2004), how can the micromolar concentrations of LMW compounds remain so high and not be removed? Are aquatic and soil microbes so fundamentally different that one group can live at concentrations of LMW compounds that are four orders of magnitude less than the other? One possibility is that the measured concentrations are correct and that the microbes have adapted to a life of plenty by developing transport systems with a relatively high Km and that there is no competition among microbial species. A second possibility is that the diffusion of LMW compounds is very slow in soils and the amount of substrate that reaches the cells is low relative to bulk concentrations. A third possibility is that substrates are released from micropores, from severing of fine roots or the networks of mycorrhizal hyphae, or from release from loose attachment with soil particles when the sample of soil is sieved or mixed. Different ways of extracting organic substrates from soil give different concentrations; for example, Darrouzet-Nardi and Weintraub (personal communication) found that samples from arctic soils extracted with water contained five times more labile N substrates than samples collected with a lysimeter.

In fact, there is evidence for a rapid microbial response to sampling, presumably to the LMW compounds newly made available to microbes. One bit of evidence is the burst of unusually high microbial respiration when cores are first collected (G. Shaver, personal communication). Also, when grassland soil is extracted with distilled water or with K2SO4 and 14C-labeled amino acids and sugars are added to the solution, the organic compounds are quickly lost from solution with a maximum rate of 90% loss after 15 min (Rousk and Jones, 2010).

ARE LMW COMPOUNDS PRODUCED FROM DESTRUCTION OF FINE ROOTS AND FUNGAL NETWORKS?

Aquatic sediments are useful for investigating this question because they are anaerobic and therefore lack mycorrhizal fungi. In beds of the salt marsh grass, Spartina alterniflora, dissolved organic carbon (DOC) concentrations in the anaerobic sediments are sampled by pounding in a coretube (e.g., 6.4 cm diameter), extruding the core, and extracting the water from the core by squeezing or centrifugation. A marsh in Massachusetts yielded DOC concentrations of 4–6 mM (Howes et al., 1985). Because of its importance in the anaerobic pathway of decomposition, acetate was chosen for detailed study; water extracted from a 6.4 cm diameter core by squeezing or centrifugation had acetate concentrations greater than 100 μM (Hines et al., 1994). In contrast, non-destructive collection methods found less than 10 μM acetate. These non-destructive methods either used an in situ Teflon sipper deployed several days before the first sampling (Hines et al., 1989) or collected water from an extruded core using a syringe and needle. In an experiment to test if the roots were the source of the acetate, all sediment was first washed from a large core and then the remaining roots were cored and destructively sampled; 75% of the acetate found in intact cores was recovered (Hines et al., 1994). Thus, in this case the roots were certainly the source of the acetate found in the core.

We now consider the evidence for production of LMW compounds from vegetated soils when bacteria, mycorrhizal fungi, and fine roots are all present. All these organisms are potential sources of the organic compounds found in soil water; it was estimated by one group that free amino acids have a concentration of 10 mM within roots (Jones and Darrah, 1994; Farrar et al., 2003; Jones et al., 2005a). Another estimate (Marschner, 1995) was that phloem sap has an amino acid concentration of 50–200 mM. In recent efforts to avoid the disruption to roots and microbes of coring or of other destructive collection and preparation manipulations, a microdialysis chamber sampled nitrogen (N) compounds (ammonium, nitrate, and amino acids) at a depth of 1 cm in the soil solution of a Swedish pine forest. This chamber, made from a semi-permeable membrane 10 mm long and 0.5 mm in diameter, received a continuous flow of deionized water at 5 μl min-1 for 30 min (Inselsbacher et al., 2011; Inselsbacher and Näsholm, 2012). After water extraction of the soil by standard methods, concentrations of free N were dominated by ammonium, up to 79% of the free N, while amino acids and nitrate made up 11 and 10%, respectively (Table 2). In the diffusive flux of N into the dialysis chamber, amino acids were 80% of the free N while ammonium and nitrate each contributed 10%. The authors stated that this approach measures the potential N supply rates in a system where N compounds are continually removed from solution. They suggest that this technique should give a more accurate representation of soil N supply than traditional soil sampling measures of concentration.

One potential problem with the microdialysis method as presented is that disruption of fine roots or fungal hyphae during insertion of the dialysis probe could release amino acids. However, this does not seem to be the case because E. Inselsbacher (personal communication) has a report in preparation showing that samples collected at a number of periods after the insertion of the dialysis probe into the soil show no changes in the time course of concentration.

Another type of evidence that the fungi and fine roots may be a source of the amino acids sampled during microdialysis comes from the compositional profile of amino acids sampled in ectomycorrhizal fungi and in the pine forest soils. The following data come from an experiment in which individual Pinus sylvestris seedlings were inoculated with four different taxa of ectomycorrhizal fungus (Finlay et al., 1988). Fungal hyphae subsequently grew from the root tip across a barrier into peat to which 15N-labeled ammonium was added. Labeled free amino acid pools stemming from the hyphal uptake of the label were then measured in the hyphae, the mycorrhizal root tip, the roots, and needles. Labeled nitrogen was found in all four free amino acid pools principally as glutamine/glutamic acid but significant amounts of asparagine/aspartic acid were also found (Finlay et al., 1988). When microdialysis and tension lysimeters were used to sample homogenized boreal forest soils where ectomycorrhizal fungi of pine trees were certainly abundant, the most abundant amino acid was also glutamine followed by valine, alanine, and glutamic acid (Inselsbacher et al., 2011). When the soil amino acids were sampled across a successional sequence of boreal forest plants (willow, alder, balsam poplar, white spruce, and black spruce), the amino acid pool was dominated by glutamic acid, glutamine, aspartic acid, asparagines, alanine, and histidine in every case (Werdin-Pfisterer et al., 2009). Glutamine was also the dominant amino acid in the xylem pool of ectomycorrhizal plants (Pfautsch et al., 2009). We suggest that it is possible that the microdialysis methods as well as other methods of sampling amino acids in soils, such as tension lysimeters, are measuring mostly amino acids released from fine roots and mycorrhizal hyphae. This question about the source of the amino acids in the soil water should be extensively tested.

Finally, what are implications for soil studies generally of the possibility that the breakage of fine roots and mycorrhizal networks add large amounts of LMW compounds to soils during sampling and handling? Certainly the possibility of handling error is not considered in descriptions of methods. An example is the method of studying gross N-cycling rates of aggregates in a non-rhizosphere system (Muruganandam et al., 2010) described in a chapter in Methods in Enzymology (Myrold et al., 2011). After the soil was collected it was air dried for days and then sieved. The 15N-labeled ammonium or nitrate was added, the soil rehydrated to 60% of water holding capacity, and the soil incubated for a week. An isotope ratio mass spectrometer was used for analysis and the net rates of change calculated from the isotope pool dilution. No mention was made about any potential errors introduced during sampling of the soil or of the effect of increased microbial activity from labile organic compounds added during sampling and preparation.

TURNOVER OF LMW COMPOUNDS

AQUATIC METHODS: ISOTOPE DILUTION MEASURES OF UPTAKE VELOCITY WORKS WHEN CONCENTRATION OF THE ADDED SUBSTRATE IS NEAR NATURAL LEVEL

In planktonic systems, the turnover of organic compounds is defined as the substrate concentration (S) divided by the uptake velocity (v). This may be measured by a short-term incubation of the sample with an array of different concentrations of a labeled substrate. The incubation must take place while uptake of the bacterioplankton is directly proportional to time (as shown in Figure 2A). The uptake velocity is sometimes increased by including the carbon respired during the experiment. When the concentration of substrate added (A) is close to the concentration S, the uptake follows Michaelis–Menten kinetics and the experiment can be analyzed as a dilution bioassay (Figure 2B). When the uptake velocity, v, is measured at various concentrations of A, each result can be plotted as a turnover time for that amount (A) of added substrate plus an unknown natural level of substrate (S). The extrapolation to zero added substrate (the Y intercept) is then the turnover at the natural level of substrate (Wright and Hobbie, 1966). In ultraoligotrophic ocean waters picomolar (pM) concentrations of leucine were added for uptake studies (Zubkov et al., 2008). The kinetic analysis of water from the Atlantic Ocean incubated for 30 min (Figure 2) shows that leucine was present in very low concentrations (0.1–0.2 nM and that the turnover time, the intercept on the Y axis, was around 5 h. See also Hobbie and Hobbie (2012) for a detailed explanation of the derivation of the equations.
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FIGURE 2. Leucine uptake kinetics in Atlantic Ocean. (A) Incorporation into bacteria of 3H-leucine at 6 nM concentrations. (B) The relationships between added amino acid concentrations and their corresponding turnover times. The error bars show single standard errors. The Y-axis intercept of the regression line is an estimate of turnover time at maximum bioavailable ambient concentration of amino acids. From Zubkov et al. (2008) with permission.



SOILS METHODS: ISOTOPE DILUTION FAILS WHEN ALL ADDED SUBSTRATE IS IMMEDIATELY TAKEN UP

The methodology devised to examine the turnover of LMW compounds in soil is quite different from the dilution analysis that works in the plankton community. The necessity for the different methodology is shown in Figure 3A. In soil there are large numbers of low-activity microbes poised to respond quickly to added substrates. Because of this, uptake is immediate and complete for all of the added substrates, both amino acids and sugars; respiration of substrates to 14CO2 also begins immediately which, incidentally, is proof that microbes are involved and not inorganic processes. Figure 3B shows that the rate of uptake into microbes is not affected by the concentration of the added substrate, at least at concentrations below 1 mM. Isotope dilution with different quantities of added glucose or amino acid does not work when all the substrate is immediately taken up. A modification that does work is to add additional water, to use homogenization, and centrifugation to extract bacteria from the soil matrix before adding the labeled leucine, and to measure incorporation of leucine into cellular protein (Bååth, 1994, 1998; Rousk and Bååth, 2011).
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FIGURE 3. (A) Amount of 14C-amino acids remaining in soil sample after various periods of incubation. A mix of eleven labeled amino acids added and 14CO2 released also measured. From Jones et al. (2004) with permission. (B) Amount of 14C-glucose remaining in soil solution after various periods and for various concentrations in final solution. From Hill et al. (2008) with permission.



SOILS METHODS: 14CO2PRODUCTION FROM ADDED SUBSTRATE MEASURES WITHIN-CELL PROCESSES ONLY AND NOT ENVIRONMENTAL EFFECTS

A different way of estimating the turnover or mineralization in soil is to measure the rate of 14CO2 production after the substrate is taken up (e.g., Figure 4 for labeled glycine). This popular method makes use of concentrations of LMW labeled compounds added to produce concentrations in the micromolar range. The result of the measurements is estimations (Hill et al., 2008) of the half-life of the total amount of 14CO2 formed from the labeled substrate; in this paper labeled glucose was added to produce a series of concentrations from 1 to 10,000 μM. The range of the calculated half-life range was 8–11 min and the assumption was made by the authors that this is equivalent to 10–1000 turnovers of the soil glucose per day. Several papers have pointed out that the 14CO2is released in two phases (Hill et al., 2008; Oburger and Jones, 2009; Glanville et al., 2012), that is, an initial rapid phase of evolution (phase 1) followed by a slower phase (phase 2).


[image: image]

FIGURE 4. 14C-labeled glycine transformed to14CO2 over time. The 14C-glycine at four concentrations (μM to mM) was added to a grassland soil (eutric cambisol) and transformation to 14CO2 measured over time. From Jones et al. (2005b) with permission.



What actually is being measured in this method? The method neither measures the actual rate of respiration nor the turnover rate of substrate in soil. It does measure the time at which half of the total respired substrate has been respired; for example, if 60% of applied glucose is ultimately respired, the time at which 30% of the glucose has been respired is estimated. It thus measures the half-life for microbial respiration of the labeled substrate. Then the assumption is made that this equals the half-life of the amino acid or sugar in the soil. The actual turnover time in the unmodified soil is not measured; we suggest that it is the turnover time for labeled substrate inside the cell that is measured. In nature, many different environmental variables would change the actual turnover time such as number of microbes, their activity, and the concentration of amino acids or sugars.

What are the characteristic of soil microbes that cause difficulty with this method of estimating substrate turnover? The first characteristic is that the microbes under energy and carbon limitation are poised to immediately take up the LMW compounds when they become available. In fact, the microbial physiology changes so that many substrates are taken up (the mixed substrate growth described by Egli, 2010). When labeled LMW compounds are added to soil, they are all immediately taken up by microbes no matter what the concentration added (from nanomolar to high micromolar levels; Figure 3A).

SOIL METHODS: A GIVEN SUBSTRATE HAS THE SAME TURNOVER TIME IRRESPECTIVE OF THE ENVIRONMENT

The second characteristic, that applies to the first phase of release, is that the release rate of 14CO2 is controlled by the biochemical efficiency of pathways within the cell (see earlier discussion in the section “The Starving-Survival Lifestyle”) and not by events in the external environment. If the release rate of 14CO2 is controlled by fundamental metabolic pathways common to all heterotrophic microbes and not by the activity of the microbial community of an individual soil, then soil samples treated with the same amount of labeled amino acid will always produce similar estimates of the half-time for mineralization. This was the exact finding for 40 soils collected worldwide (Jones et al., 2009); the mean global concentration of total amino acid was 23 ± 5 μM and the half-life was 1.8 ± 0.1 h. In addition, for all 40 soils an average of 71% of the substrate (a single addition of 15 amino acids totaling 20 μM) was retained in the microbial cells and 29% was respired. Zoe Cardon and John Stark (personal communication) point out that this is exactly the summed percentage of 15 amino acids taken up and then respired in an aquatic study (Hobbie and Crawford, 1969) where each amino acid was added individually to sub-samples of a rich pond. The key factor is that microbes in both aquatic and soil systems processed the added labeled amino acids by the same fundamental biochemical pathways such as that leading to the citric acid cycle for respiration. We suggest that results from ponds and soils are so similar because the same biochemical pathways dominate microbial processing across these two environments. A similar result was found for mineralization of amino acids and sugars across a soil pH gradient; the mineralization process was the same across the gradient while the microbial communities differed dramatically (Rousk et al., 2011).

SOILS METHODS: LONG-TERM SLOW RELEASE OF 14CO2 FROM ADDED SUBSTRATE MEASURES BREAKDOWN OF MICROBIALLY CREATED COMPOUNDS, NOT TURNOVER OF ORIGINAL SUBSTRATE IN NATURE

A different approach to measuring the turnover of LMW compounds in soil is to add low amounts of labeled compounds and to follow the release of 14CO2 for 7 days (Glanville et al., 2012). In this experiment, 31 different labeled compounds were added individually to small chambers (6.1 cm2) formed by pushing plastic cylinders ~2 cm into the soil of grassland in North Wales. The label (<10 nM) was added in 0.5 ml of water gently placed on the top of the soil. The 14CO2 was collected in a NaOH trap inside the chamber. The total substrate half-life was estimated as ranging from 1 to 40 days with most substrates from 5 to 30 days. This range, which is the sum of that for phase 1 and phase 2, is much longer than estimates of several hours obtained when high (μM) concentrations of labeled substrate were added and only the phase 1 half-lives reported. There is, however, a conceptual problem with phase 2. That is, exactly what compound is being followed when all the isotope is in microbial biomass? Does the release of 14CO2 reflect a rate of use of the original (added) compound? Yet, the general method of low concentrations and long incubations has potential for giving a more detailed understanding of how microbes process individual LMW compounds in the soil. One unanswered question that comes from our discussion of possible causes of high concentrations of LMW compounds in soil samples is about the possible effects of disrupting hyphal networks and fine roots. As a result of this disruption, measured concentrations of LMW compounds might increase thereby affecting calculations of turnover rates.

IS THERE AN IMPORTANT TRANSFER OF DISSOLVED ORGANIC NITROGEN COMPOUNDS FROM AQUATIC AND SOIL ENVIRONMENTS INTO INVERTEBRATES AND PLANTS?

In this review, we have argued that microbes quickly assimilate all available substrates and hold the concentration of amino acids and sugars at very low concentrations. Although the argument is backed by chemical measurement in planktonic aquatic systems, where measured amounts are in the nanomolar range, measured concentrations in soil waters appear to be much higher, in the micromolar range. We argue that the high concentrations were not available to microbes and came from the destruction of soil structure, perhaps the mycorrhizal hyphal network or fine roots, during sample preparation (Hobbie and Hobbie, 2012).

In the literature, the present understanding is that LMW compounds are present in micromolar concentrations in the soil. What happens in experiments when these high concentrations of labeled amino acids or sugars are added and when plants or animals are present? Fundamental information on the topic comes from studies in aquatic systems and with aquatic organisms. For example, the kinetics of the uptake of glucose in freshwaters was investigated (Figure 5) with a bacterial culture (Km of 27 nM) and an algal culture of Chlamydomonas sp. (Km of 27 μM) over a range of low concentrations (Wright and Hobbie, 1966). The bacterial culture was freshly isolated; the algae grew either in the light or on high concentrations of glucose in the dark (Bennett and Hobbie, 1972). In the experiment in Figure 5, at low concentrations (<1 μM), the bacterial uptake rises to Vmax as the transport systems become saturated. Over the range 0.3 to 11 μM glucose (0.05–2 mg l-1) algal uptake increased linearly. This linear increase over the entire range of expected glucose concentrations indicates that a diffusion-like process is driving the uptake. Therefore, if the labeled glucose is added at only one relatively high concentration, which is typical of most soil measurements made, there is no recognition of the importance of concentration added and algal uptake is believed to outcompete bacterial uptake. However, the ecological question is not whether LMW compounds enter the cell but rather whether the contribution of sugars and amino acids is important to the energy and growth requirement of these cells? The value of studying uptake at a number of concentrations of the added substrate is obvious.
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FIGURE 5. Laboratory study of Michaelis–Menten kinetics from the incorporation of glucose at a variety of concentrations by a lake bacteria culture (low Km, low Vmax) and an algal culture (Chlamydomonas sp., high Km, high Vmax). Km of bacteria is 27 nM; Km of algae is 27,000 nM. Note that uptake of algae resembles diffusion. Modified from Wright and Hobbie (1966).



Research on the uptake of organic substance into marine invertebrates (Gomme, 2001) has gone through several cycles since it began in the 1870s. Over time, methods have finally improved enough that it is recognized that inshore waters hold a total of 0.1–1 μM free amino acids and that a net uptake of amino acids and glucose by the integument of soft-bodied marine invertebrates does occur at concentrations of ~1 μM (Stephens, 1988). Influx across epidermal membranes was found to be saturable and occurred by means of several substrate-specific pathways (Gomme, 2001). Today, energy budget studies have concluded that dissolved organic matter in the coastal ocean is at least a supplementary energy source for marine invertebrates. However, we note that this conclusion holds only for coastal regions with the highest measured concentrations of amino acids (Table 1).

The evidence presented about the fate of LMW compounds in aquatic systems shows that sugars and amino acids commonly pass through cell membranes and enter eukaryotes both via diffusion and by transport systems. What is the evidence for effect of concentrations of LMW compounds on uptake into plant roots? The only published study we know of is that for glycine uptake in maize plants (Jones et al., 2005b; Figure 6). Uptake was very low until the glycine concentration exceeded 10 μM. In a similar study, Campbell (2010) grew cucumber plants on sterile sand and Hoagland’s solution and tested the uptake of 14C-leucine into roots at 0.1, 1, 10, 100, and 150 μM. Incorporation was very low until leucine concentrations of 100 and 150 μM were reached. Significant uptake was also measured for uptake of labeled amino acids into tomato roots at concentrations of 10–20 μM (Ge et al., 2009). It is likely that labeled amino acids will enter the roots of many species of plants when uptake is measured at tens and hundreds of micromolar concentrations of substrate.
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FIGURE 6. Uptake of 14C-glycine at five concentrations from rhizosphere by maize plants. Plant values are means ± SEM (n = 5). From Jones et al. (2005b) with permission.



We are left with uncertainty about uptake rates at the concentrations of amino acids and sugars that are actually available to plant roots. One problem in this type of experiment has already been described because the soil microbes may take up all the added substrate. For example, in a 24 h experiment, labeled amino acids at 100 μM were added to a microcosm with both microbes and wheat roots present; only 6% of the label ended up in the plant roots and microbes removed the rest (Owen and Jones, 2001). In a direct injection of 15N-glycine into an arctic soil, after 1 day up to 80% of the 15N was found in microbes and 2% in tree roots (Sorensen et al., 2008). The percent in the tree roots was unchanged a year later. Virtually the same results were found when 15N-glycine was added to a deciduous forest soil; after 45 min only 0.07% of the added 15N was in fine roots and 46% in microbial biomass (McFarland et al., 2002). The percentage in fine roots increased steadily with time, reaching 1.6% after 2 weeks of incubation.

Experimental additions of isotopically labeled amino acids at the same high concentrations that amino acids are chemically measured in the soil have led to the conclusion that plants take up significant amounts of amino acids from soil (Neff et al., 2003). Yet, the ecological significance of organic N uptake for plant N nutrition is still a matter of discussion (Näsholm et al., 2009). As we have discussed, one overlooked topic in almost all publications considering the importance of direct plant uptake of organic N is the ability of soil microbes to remove LMW compounds from soil solution. The typical experiment with a single relatively high concentration of added amino acid and no time course of transfer leaves many questions about rapidity of the removal and of the actual concentrations available to the roots. Once the question about the actual uptake rate is solved, then the larger question can be approached: is the organic nitrogen entering roots from the soil pool an important part of the total nitrogen budget of the plant?

CONCLUSION

(1) Microbes in natural ecosystems, such as lakes, oceans, and soils, have a starving-survival life style of dormancy, and low activity yet are able to quickly respond to added substrate. While bacteria in planktonic systems keep sugars and amino acids at the nanomolar level, in soil the concentrations of these compounds are measured at the micromolar level. Another difference among ecosystems is that soils have several orders of magnitude more bacteria per unit of volume than do aquatic systems. Fungal hyphae are also abundant in soils and not in the plankton. This disparity of LMW compound concentration and of biomass leads to the conclusion that the high concentrations of LMW compounds in soil are not available to microbes.

(2) The high concentrations of LMW compounds in soil are most likely caused by sampling-induced release of LMW compounds from disturbed soil structures and from damaged roots and mycorrhizal hyphae. The small size of the hyphae and of the fine roots make it very difficult to sample any volume of soil without introducing artifacts.

(3) Kinetic analysis of uptake and turnover of LMW compounds is carried out by isotope dilution in planktonic systems. In soils, however, all added substrate is immediately taken up so dilution analysis is not possible. Instead the biphasic rate of production of 14CO2 over time has been used to estimate the half-lives of the labeled compounds. Most of the labeled compound is rapidly respired (phase 1) and the percent respired and the rate follows metabolic rules that apply to most microbes. Thus the phase 1 results are independent of the environment and cannot be used to measure half-lives of compounds. In contrast, the longer-term and slow phase 2 release is affected by the environment and could be useful in understanding cycling of individual LMW compounds.

(4) It is possible that the effect of the increased concentrations of LMW compounds caused by sampling disturbance is not confined to carbon cycling methods. Are measures of the rates of in situ nitrogen turnover also too high?

(5) Dissolved organic compounds move into cells of plants, fungi, and larval animals by diffusion as well as by various transport mechanisms. If the experimental concentrations of labeled amino acids or sugars greatly exceed natural concentrations, then measured rates of dissolved organic compound use will be higher than the natural rates. Therefore, the effects of different concentrations of substrates used in experiments must be measured. The importance of dissolved organic matter in the carbon and nitrogen budgets of algae, fungi, plants, and even larval animals is still under discussion.

(6) Field experiments where labeled amino acids and sugars are added to soils and the transport of the isotope into trees is measured must also include time-course measures of the rates of uptake into both bacteria and fungi. It is probable that the added substrate or the label passed through microbes before entering trees.
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Mycorrhizal associations are ubiquitous and form a substantial component of the microbial biomass in forest ecosystems and fluxes of C to these belowground organisms account for a substantial portion of carbon assimilated by forest vegetation. Climate change has been predicted to alter belowground plant-allocated C which may cause compositional shifts in soil microbial communities, and it has been hypothesized that this community change will influence C mitigation in forest ecosystems. Some 10,000 species of ectomycorrhizal fungi are currently recognized, some of which are host specific and will only associate with a single tree species, for example, Suillus grevillei with larch. Mycorrhizae are a strong sink for plant C, differences in mycorrhizal anatomy, particularly the presence and extent of emanating hyphae, can affect the amount of plant C allocated to these assemblages. Mycorrhizal morphology affects not only spatial distribution of C in forests, but also differences in the longevity of these diverse structures may have important consequences for C sequestration in soil. Mycorrhizal growth form has been used to group fungi into distinctive functional groups that vary qualitatively and spatially in their foraging and nutrient acquiring potential. Through new genomic techniques we are beginning to understand the mechanisms involved in the specificity and selection of ectomycorrhizal associations though much less is known about arbuscular mycorrhizal associations. In this review we examine evidence for tree species- mycorrhizal specificity, and the mechanisms involved (e.g., signal compounds). We also explore what is known about the effects of these associations and interactions with other soil organisms on the quality and quantity of C flow into the mycorrhizosphere (the area under the influence of mycorrhizal root tips), including spatial and seasonal variations. The enormity of the mycorrhizosphere biome in forests and its potential to sequester substantial C belowground highlights the vital importance of increasing our knowledge of the dynamics of the different mycorrhizal functional groups in diverse forests.
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INTRODUCTION

Soil organic matter (SOM) is the largest carbon (C) pool in terrestrial ecosystems (Falkowski et al., 2000; Fontaine et al., 2003), greater than terrestrial biomass C and atmospheric C combined (Jobbágy and Jackson, 2000). Carbon enters the SOM pool via litter (leaves, coarse and fine roots), brash (branches and coarse woody debris) and root exudates. The proportion of recently photosynthesized C allocated to leaves, storage, metabolism and root exudates has important consequences for soil C storage and varies depending on the environment, plant type, age of the plant, microbial symbionts and nutrient availability (Litton et al., 2007; Epron et al., 2012). Belowground C allocation is notoriously difficult to measure and varies depending on the spatial heterogeneity of belowground structures, the assemblage of microorganisms in the rhizosphere and environmental conditions (Subke et al., 2009; Kuzyakov and Gavrichkova, 2010; Mencuccini and Holtta, 2010; Warren et al., 2012). Recent studies have challenged our understanding of the mechanisms of C sequestration in soil. Clemmensen et al. (2013) showed that 50–70% of C stored in soil is derived from roots or root-associated microorganisms and that humus accumulation in boreal forests is regulated mainly by C allocation to roots and associated mycelium rather than decomposition of litter by saprophytes. Consequently, studies are beginning to focus on quantifying not only C allocation belowground, but also the spatial and temporal distribution of this C and how it is influenced by root-associated mycorrhizae (Litton and Giardina, 2008; Chapin et al., 2009; Warren et al., 2012).

Ninety percent of vascular plants form symbiotic relationships with mycorrhizal fungi (Wang and Qui, 2006; Smith and Read, 2008). Mycorrhizae can be generalized into two groups, endomycorrhizae, where hyphae penetrate root cells, and ectomycorrhizae, which do not penetrate. There are several types of endomycorrhizae including ericoid, arbutoid, monotropoid, orchid and, by far the most prevalent, arbuscular (occurring in approximately 85% of plant species) (Smith and Read, 2008). Arbuscular mycorrhizae (AM) are generally Glomeromycota, and form vesicles or arbuscules after invaginating the cell membranes of root cells. Ectomycorrhizae (ECM) are typically Basidiomycetes, Ascomycetes and Zygomycetes, occuring in 10% of plant species (mostly trees and woody plants). Ectomycorrhizae create a hyphal mantle covering the root tip and form a Hartig net within the root cortex, surrounding the root cells. Although saprotrophic fungi and bacteria are the primary decomposers in the soil, plant acquisition of released nutrients, such as N and P, is achieved through their symbiotic relationships with mycorrhizae (Read and Perez-Moreno, 2003; Lindahl et al., 2007; Talbot et al., 2008).

Mycorrhizae are involved in a number of important soil processes including: weathering of mineral nutrients (Landeweert et al., 2001; Finlay and Rosling, 2006; Wallander, 2006), C cycling, mediating plant responses to stress (Finlay, 2008), and interacting with soil bacteria (both negatively e.g., pathogens and positively e.g., mycorrhization helper bacteria) (Johansson et al., 2004; Frey-Klett et al., 2007). Ectomycorrhizae have broad enzymatic capabilities; they can decompose labile and recalcitrant SOM, and some can mineralize organic N (Chalot and Brun, 1998). This allows the mycorrhizae to transfer large amounts of N directly to their host plants (Hobbie and Hobbie, 2006). Arbuscular mycorrhizal fungal enzymatic capabilities are not thought to be as extensive as ECM; AM can only transfer small amounts of N to their hosts when soil-N levels are high (Tobar et al., 1994; Hodge et al., 2000; Govindarajulu et al., 2005; Reynolds et al., 2005). Arbuscular mycorrhizae mainly access inorganic N sources (Fellbaum et al., 2012), though organic N uptake by AM has been demonstrated in boreal forests (Whiteside et al., 2012). However, AM can transfer large amounts of P to their plant hosts (Smith and Read, 2008), either by hydrolysation of organic P from hyphal tips and subsequent transfer to the tree via arbuscules, or by uptake, conversion and transport of inorganic phosphorus along hyphae. Although some plant species can form symbiotic relationships with both AM and ECM, the dominance or presence of one over the other will alter tree-nutrient availability.

There are 10,000 ECM fungal species that are known to be associated with as many as 8,000 different plant species (Taylor and Alexander, 2005). Tree species select mycorrhizae and free-living microorganisms through exudation of distinct chemical signals into the rhizosphere (the area surrounding the root that is directly influenced by root exudates, Figure 1) (Pires et al., 2012; Shi et al., 2012). Specific exudates will trigger the expression of mycorrhization genes, which are associated with the initiation of hyphal growth toward the plant root rhizosphere (Martin et al., 2007; Podila et al., 2009). In addition, there is increasing evidence that tree-species-rhizosphere community differences are the result of the trees “selecting” for specific microbes through root exudates (Prescott and Grayston, 2013). Plants release several types of root exudates including: mucilage that maintains a constant moisture environment, metal chelators that mobilize iron and zinc, and various forms of C comprising of carbohydrates, amino acids, low-molecular-weight aliphatic- and aromatic-acids, fatty acids, enzymes and hormones (Grayston et al., 1997; Table 1). The composition and quantity of root exudates will vary depending on tree species (Tuason and Arocena, 2009), and will also be modified within a given tree species depending on which mycorrhizal species colonize the tree roots (van Hees et al., 2005). Different ECM can increase root exudation of organic acid (van Hees et al., 2003, 2005; Johansson et al., 2009) and can change organic acid composition compared to non-mycorrhizal trees (Klugh and Cumming, 2003; van Hees et al., 2005). The variation in C allocated to ECM- and AM-roots, and subsequently ECM and AM root exudates is due, in part, to hyphal exudation from the mycorrhizae and mycorrhizal morphology. These hyphal exudates create an area of greater microbial biomass and activity, termed the mycorrhizosphere (area surrounding the mycorrhizal root tip) or hyphosphere (Figure 1) (Jones et al., 2004; Frey-Klett et al., 2007; Finlay, 2008; Nazir et al., 2010). Although bacteria and archaea are omnipresent in the rhizosphere and mycorrhizosphere, their role in ecosystem processes is only beginning to be understood.
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FIGURE 1. Schematic view of root-mycorrhizal zones of influence and the various mycorrhizal growth forms. Rhizoplane describes the area adjacent to the root where the soil particles adhere. The Rhizosphere is the area of soil around the root that is influenced by root-exuded labile C. The hyphosphere is the area of soil around mycorrhizal hyphae that is influenced by hyphal-exuded labile carbon and enzyme production. The mycorrhizosphere is the area of soil influenced by root and mycorrhizal communities combined.



Table 1. Organic compounds and enzymes found in root exudates (Dakora and Phillips, 2002; Rasmann and Agrawal, 2008).
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This review focuses on describing host-specificity of soil microorganisms and fauna in the mycorrhizosphere of trees, the signals involved in establishing these interactions, and their impact on soil C flow and sequestration. We concentrate on interactions within the mycorrhizosphere, as this is the active site of root exudation, nutrient cycling, and plant nutrient uptake. The spatial enormity of the mycorrhizosphere biome in forests hints at its potential to sequester substantial amounts of C belowground. An understanding of the controls on C allocation belowground, and the movement of that C throughout the soil environment is a vital knowledge gap.

THE MYCORRHIZOSPHERE BIOME

TREE-MYCORRHIZAL SPECIFICITY

Many temperate forest tree species have ECM associations (including: pine, spruce, larch, hemlock, true firs, Douglas-fir, aspen, birch); some species have AM associations (e.g., cedar, maple, ash) and some have both (e.g., alder, poplar). Some tree species, such as Douglas fir (which associated with more than 2000 known ECM, Molina and Trappe, 1982) have high fungal receptivity, whereas other tree species such as alder (which only associate with 50 known ECM, Pritsch et al., 1997) have narrow fungal receptivity. It has been estimated that ECM mycelia can account for up to 80% of the fungal community and 30% of the total microbial biomass in forest soils (Högberg and Högberg, 2002; Wallander, 2006).

The presence and abundance of specific plant species can influence soil microbial community composition and function (Kourtev et al., 2002; Edwards and Zak, 2010; Eisenhauer et al., 2010), which can, in turn, impact soil C cycling and sequestration as mycorrhizal species differ in growth strategies and C demand. There is evidence of specificity in many plant-microbe interactions, suggesting both strong selective pressure and competition within the rhizosphere microbiome (Podila et al., 2009). There are many species of ECM fungi (Smith and Read, 2008) and though many ECM (e.g., Lactarius) have a broad host range some (e.g., Suillus) have only narrow host range (Bruns et al., 2002; Kennedy et al., 2003). The signaling specificity by host tree species to engage ECM fungi has been well studied (Molina and Trappe, 1982; Ishida et al., 2007; Tedersoo et al., 2008). For example, distinct chemical signals (e.g., small-secreted proteins and hydrophobins) may enable trees such as Populus to recruit advantageous ectomycorrhizal fungi from the broad soil microbial community (Podila et al., 2009). Whole-genome sequencing is now enabling us to have a much greater understanding of the suite of important genes and signals involved in ECM symbiotic associations (Martin et al., 2008, 2010). However, we are only just beginning to understand the factors involved in specificity and selection in AM associations (Brachmann and Parniske, 2006; Bonfante and Genre, 2010).

MYCORRHIZAL MORPHOLOGY

Variations in extrametrical mycelium (EMM) hyphal pattern production and in mycorrhizae type may have consequences for C flow and carbon sequestration. ECM fungal taxa vary in the growth patterns of their EMM as a result of their multifarious foraging strategies (Agerer, 2001); the dominance of one morphological type over the other may have consequences for the spatial distribution of recent photosynthates belowground. Agerer (2001) describes the following ECM anatomies: contact explorers, convoy explorers, long-distance explorers, medium distance explorers and short-distance explorers (Figure 1). Contact explorers are EMM with a smooth mantle and few emanating hyphae (diffuse hyphal cords), the tips of which are often in close contact with dead leaves. Examples of contact explorers are Lactarius and Russula species that produce exudates throughout their hyphae. Convoy explorers are EMM that grow within rhizomorphs (aggregated parallel hyphal cords that can conduct nutrients over long distances) or mantles and produce haustoria in cortical cells of roots. Long-distance exploring EMM are smooth with highly differentiated rhizomorphs. For example, Boletales species are long distance hydrophilic hyphal explorers, and only exude compounds from their tips. Medium distance explorers have some rhizomorph formation and form 3 subtypes: fringe, mat, and smooth. Fringe subtype hyphae fan out from hairy rhizomorphs, which ramify and interconnect (e.g., Dermocybe cinnamomeolutea). Mat subtype hyphae have a limited range of exploration and rhizomorphs do not differentiate (e.g., Hysterangium stoloniferum). Smooth subtype hyphae have internally undifferentiated rhizomorphs with a central core of thick hyphae, with smooth mantles, and a few emanating hyphae (e.g., Thelephora terrestris) (Agerer, 2001). Short-distance explorers have a voluminous envelope of emanating hyphae without rhizomorph formation (e.g., Quercirhiza squamosal) (Agerer, 2001).

Hyphae have the ability to move carbon both horizontally, over long distances, extending well beyond the roots of trees and vertically, down the soil profile. Most ECM are found in the F and H soil layer (area of highly decomposed leaves beneath surface of forest floor, Figure 2), but also can be found in the mineral soil, whereas other ECM prefer decaying wood (Amaranthus and Perry, 1989; Tedersoo et al., 2003). Some ECM are able to mobilize minerals from rocks in soil (Landeweert et al., 2001), whereas others access nutrients from coarse woody debris (Amaranthus et al., 1994). Some ECM fungi also have saprophytic growth capabilities e.g., Tomentella sp. (Kõljalg et al., 2000). It is hypothesized that these ECM may switch to a saprophytic lifestyle when photosynthate C becomes scarce e.g., during winter (Courty et al., 2008).
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FIGURE 2. Diagram of soil profiles with depth and the relative proportion of collembola/protozoa, bacteria and fungi at each of these depths. L, characterized by the accumulation of organic matter; F: characterized by the accumulation of partially decomposed organic matter; H: characterized by the accumulation of decomposed organic matter where the original structure is indescernable. A: mineral horizon characterized by eluviation of materials in solution, or accumulation of organic matter, or both. B: mineral horizon characterized by enrichment of clay, organic matter, and iron and aluminium oxides or by in situ weathering. C: mineral horizon characterized by little or no alteration through the soil-forming processes, usually represents the parent material.



Arbuscular mycorrhizae do not form rhizomorphs and are considered to have five distinct hyphal architecture types (Figure 1). These include: infection networks, produced by spores and root fragments; germ tubes (only 20–30 mm long); hyphal bridges that connect runner-type hyphae and form patches of dense hyphal networks close to the root zone (Friese and Allen, 1991; Dodd et al., 2000); runner-types that expand rapidly through the soil or along roots (Mosse, 1962), seeking out new segments of roots to infect (Friese and Allen, 1991); and absorptive hyphal networks that explore the soil matrix for nutrients (Friese and Allen, 1991). Absorptive hyphal networks can extend 4–7 centimeters into the soil. Each network can have up to 8 branching orders, with each branch extending approximately 5 millimeters (Allen, 2007). Bago et al. (1998) described a 6th architectural form, where absorptive hyphae can form from runner hyphae, extending the potential range of nutrient absorption well beyond 4–7 centimeters. However, ECM EMM can extend even further from the roots as a result of rhizomorph formation. ECM rhizomorphs live, on average, 11 months, but have been observed to live for up to 7 years (Treseder et al., 2005). In contrast, AM hyphae only live on average 5–6 days (Staddon et al., 2003), suggesting the ECM dominated forests have greater C storage potential. The following section describes tree-rhizosphere C flow in greater detail.

QUANTIFICATION AND CHARACTERISTICS OF MYCORRHIZOSPHERE C FLOW

TREE-RHIZOSPHERE C FLOW

Differences in root-associated fungi (both the presence/absence and type of fungal association) may be responsible for the large variation (10 X) in root exudation rates (Phillips et al., 2008, 2011). Exudation rates from root tips and hyphal tips tend to be greatest in the fine roots and in mycorrhizae that are allocated more C (Phillips et al., 2008, 2011). Carbon allocation to ECM hyphae will vary depending on ECM taxa (Bidartondo et al., 2001) and stage of colonization. For example, more C is allocated belowground during early stages of colonization (Cairney et al., 1989; Cairney and Alexander, 1992). Movement of recent photosynthates within EMM is not uniform, and will vary depending on the fungal species and their life stage (Cairney, 2012). Sun et al. (1999) demonstrated that ECM hyphal tips were active sites of exudation and re-adsorption of compounds, with little exudation along rhizomorphs. In addition, Leake et al. (2001) showed that more C was allocated to frontal tips of hyphae that occupied a hotspot of organic matter in soil. Infected ECM root tips may receive 42 times more carbon than uninfected root tips on the same plant (Cairney et al., 1989; Wu et al., 2002). Therefore there will be much patchiness in root exudate distribution in the forest floor, depending on root distribution and hyphal distribution.

Several techniques- including tree-girdling and stable-isotope labeling- have the potential to accurately measure the amount of C allocated belowground as well as the impact of root-exuded C on the microbial community. Tree girdling has demonstrated that labile C drives soil respiration (Högberg et al., 2001). Tree girdling stops the flow of photosynthates to tree roots, altering the availability and quality of C sources available to soil microbes in the rhizosphere (Subke et al., 2004; Högberg et al., 2007). However, how girdling affects the soil microbial community, particularly the bacterial community, is not consistent. Tree girdling caused significant decreases in the activity and biomass of the soil microbial community in boreal and temperate forests (Scott-Denton et al., 2006; Weintraub et al., 2007); this was mainly due to loss of ECM (45% decrease in ECM biomass relative to non-girdled plots) (Högberg and Högberg, 2002; Yarwood et al., 2009; Pena et al., 2010). The response of bacterial abundance and biomass to girdling has been marginal in boreal forests (Högberg et al., 2007; Yarwood et al., 2009) and in sub-tropical evergreen broadleaf forests (Li et al., 2009). Koranada et al. (2011) observed (using PLFA) a significant reduction in fungal biomass and Gram-positive bacterial biomass in girdled beech forests. As Gram-positive bacteria were less affected by exudates, Koranada et al. (2011) hypothesized that other effects of girdling treatments on rhizospheric conditions, such as alterations in oxygen supply, pH and redox potential (a result of the reduced root respiration or uptake of nutrients by plants) may have decreased Gram-positive bacterial populations. Other studies have shown no effect of girdling on microbial biomass or soil respiration; however in some of these studies trees re-sprouted (e.g., Eucalyptus), (Wu et al., 2011; Chen et al., 2012), and in other studies carbohydrates were still available in roots after girdling (Binkley et al., 2006). The increased availability of root carbohydrates may lead to a positive priming effects on SOM decomposition, increasing microbial community biomass and activity in the short-term (Subke et al., 2004; Scott-Denton et al., 2006). The variability of tree-girdling results may be the result of variation in tree-mycorrhizal species associations, or may be due to priming effects. Consequently developing non-destructive techniques may provide more insight into C-flow in forest ecosystems.

Natural-abundance stable-isotope ratios have recently been used to non-destructively investigate the flux of C from trees to the soil microbial community. In a second-growth coastal western hemlock forests in B.C. eighty-year-old Douglas-fir and western hemlock trees supplied C to the mycorrhizal symbionts for a distance up to ten meters (Churchland et al., 2013). Similarly, labeling of young trees with 13C-enriched CO2 has also been used to assess spatial and temporal C flux belowground. Epron et al. (2011) showed that there was rapid transfer of recent photosynthates to the mycorrhizosphere of beech (0.5–1 day), oak (0.5–1 day) and pine (1–2 days), and that the patterns of carbon allocation belowground varied seasonally in pine and beech, according to the phenology of the species. Similarly, Esperschütz et al. (2009) demonstrated using 13CO2 pulse-labeling and PLFA analysis, that the C in beech root exudates is first utilized by Gram-negative bacteria and mycorrhizal fungi. Stem-injection-labelling of mature trees has shown that C exudation from 22-year-old Sitka spruce in the field is rapid (24 h) and that these exudates are utilized first by fungi. The extent of influence of these trees exudates can be up to 20 m away from the base, and may, in part, be due to transport through EMM (Churchland et al., 2012). Although these techniques are too coarse to measure carbon movement in a single hypha, they show that C can move great distances away from the tree base and are utilized by the fungi and bacteria in the rhizosphere.

ROOT EXUDATES

Characterizing root exudation is challenging, but new techniques hold potential for breakthroughs. Most studies characterizing exudates released by different tree species have been microcosm studies conducted on seedlings in the laboratory under controlled conditions, either in hydroponic or sand systems, which do not scale up to mature trees and forests (Grayston et al., 1997). Hydroponic systems lack the physical substrates important for root growth; this affects exudation and can lead to re-uptake of exudates by plant roots. Studies in sand or soil systems are limited because of adsorption of exudates or degradation by the microbial community (Grayston et al., 1997, and references therein). There have been a few studies of tree root exudation in the field, mainly on young seedlings using either excavated root tips (which are surface-sterilized and placed in sterile tubes in the field) or soil extraction techniques. This latter approach has similar problems to the microcosms mentioned above (Phillips et al., 2008). In addition, it is difficult to extrapolate exudation rates from seedlings to mature trees, as a smaller portion (though, in total, a much greater amount) of recently-photosynthesized C is being allocated to the roots. Recently Shi et al. (2012) demonstrated an anion exchange membrane system that improved root exudate collection in situ from two-year-old radiata pine trees growing in large-scale biotrons. Because these anion exchange membranes rapidly adsorb root exudates there is little chance for consumption by microbes present in the biotron soil. This technique may result in a better understanding of root exudation from mature trees and forest stands.

The amount of C allocated to roots, root exudates, mycorrhizae and other rhizosphere microorganisms can change under different nutrient regimes and increase in the presence of specific microorganisms (Grayston et al., 1997). Ectomycorrhizal fungi influence both the quantity of C allocated to their roots, and the chemical composition of those exudates (van Schöll et al., 2006; Rineau and Garbaye, 2010). For example, ECM trees will allocate a third more C to their roots than non ECM trees (Durall et al., 1994; Rygiewicz and Anderson, 1994; Qu et al., 2004), likely because EMM have a large C demand (Rygiewicz and Anderson, 1994; Cairney and Burke, 1996; Cairney, 2012). Laboratory studies have shown that up to 29% of plant-assimilated C can be allocated to EMM (Rygiewicz and Anderson, 1994; Ek, 1997; Bidartondo et al., 2001). Environmental conditions also influence the degree to which tree roots are colonized, and likely mediate fluxes of labile C in forest soils (Meier et al., 2013). For instance, loblolly pine mass-specific exudation rates can vary by over three orders of magnitude under varying CO2 concentrations (Phillips et al., 2008, 2011). Plants have been observed to allocate more C to their roots and mycorrhizal symbionts under nutrient poor conditions (Zak et al., 1993; Franklin et al., 2012). In systems that are not N-limited, or in systems where N has been added, fungal biomass can decrease up to 45%, mainly due to decreased C allocation from trees to the mycorrhizal fungi (Högberg et al., 2007).

Root exudates represent semi-continuous input of labile C into soil, though exudation rates vary in time and space (Hinsinger et al., 2005), between deciduous and conifer species, over seasons (Collignon et al., 2011) and in different climates (Lin et al., 1999; Jones et al., 2004). Reviews on rhizodeposition from plants acknowledge the scant information on the character of exudates from trees (Grayston et al., 1997; Kuzyakov and Domanski, 2000; Neumann and Romheld, 2001; Jones et al., 2004). Plants are able to influence not only the quantity but also the composition of C exuded by their roots. This is thought to play a role in tree-microbe signaling and specificity in the rhizosphere. Production of enzymes, low-molecular-weight organic-acids (LMWOA), and other compounds support rhizosphere microbial communities (Bais et al., 2006). Root exudates also enhance nutrient availability by mobilizing poorly-soluble mineral-nutrients (Jones and Darrah, 1994; Marschner et al., 2011) and supplying labile-C substrates that increase rhizosphere microorganism activity and turnover (Phillips et al., 2012), ultimately influencing the decomposition of SOM (Rosling et al., 2004a,b). Most of the knowledge about the character of root exudates and how they may vary between tree species is on LMWOA and with ECM fungi (Cairney, 2012). In one of the few studies on carbohydrate characterization, Liebeke et al. (2009) used a gas-chromatograph-mass-spectrometer to reveal differences in the sugar content of soil extracts from different forest soils, demonstrating that oak soil contained mannitol and trehalose that was not present in beech soil. They hypothesized that the variation in sugar concentrations was responsible for differences in the bacterial communities under these tree species. There is increasing evidence that trees can actively restrict carbohydrate flow to their fungal partners. This is done through control of sucrose export and hydrolysis if the fungal partner does not deliver sufficient mineral nutrients (see review by Nehls et al., 2010).

PLANT-MYCORRHIZAE SIGNALING MOLECULES

Several root exudates and hyphal exudates have the potential to induce mycorrhizal infection and change the microbial community structure of the rhizosphere. Secreted proteins, specifically a class of secreted proteins called effectors, have recently been established as plant-mycorrhizal signaling molecules (Lowe and Howlett, 2012). Effector proteins facilitate infection by suppressing immunity and/or inducing defense responses in plants (DeWit et al., 2009). For example, Laccaria bicolor was found to secrete the effector Mycorrhizal-Induced Small Secreted Protein 7 (MISSP7) during root colonization, in response to diffusible signals exuded from plant roots (Plett et al., 2011). Secretion and uptake of MISSP7 by the plant (via PI-3-P mediated endocytosis) affected cell wall chemistry, ultimately allowing hyphal penetration of the root apoplast. MISSP7 is the most upregulated protein during mycorrhization, and without it symbiosis does not occur (Plett et al., 2011). Following this discovery another effector protein, SP7, was uncovered (Maffei et al., 2012). Secreted by the AM fungi Gigaspora intraradices, SP7 interacts with a plant pathogenesis related transcription factor. SP7 was found to play a role in managing the formation of symbiosis with plant roots through the suppression of the plant immune system (Kloppholz et al., 2011). Plants have also been found to increase production of strigolactones under nutrient poor conditions (Maffei et al., 2012). Strigolactones have been found to induce fungal spore germination (Maffei et al., 2012) and hyphal branching (Bonfante and Requena, 2011), suggesting that plants might be signaling nearby mycorrhizae to promote infection. Much less is known about AM signaling, although recently it has been shown that AM fungi also produce active diffusible signals, similar to Nod factors released by rhizobia. These signals are needed for mycorrhizal formation (Bonfante and Requena, 2011). Similarly plant secreted effectors have also been found, which influence interactions between plant roots and free-living microorganisms (Hogenhout et al., 2009).

MODIFICATIONS BY ECM/AM ON EXUDATES AND SIGNALS

Mycorrhizae modify the amount and composition of root exudates (van Schöll et al., 2006; Johansson et al., 2008, 2009), affecting exudation into the mycorrhizosphere and hyphosphere (Sun et al., 1999; Ahonen-Jonnarth et al., 2000; Jones et al., 2004; Johansson et al., 2008, 2009). The tips of growing ECM hyphae have been found to exude sugars, polyols, amino acids, peptides, proteins, hydroxamate siderophores, various LMWOA and pigments (growing front; Table 1) (Sun et al., 1999; Ahonen-Jonnarth et al., 2000; Jones et al., 2004; Johansson et al., 2008, 2009). Different ECM taxa vary the amount and composition of compounds exuded (Lapeyrie et al., 1987; Griffiths et al., 1994; van Schöll et al., 2006; Johansson et al., 2009; Tuason and Arocena, 2009). In general, the presence of ECM increases organic acid exudation (Johansson et al., 2008, 2009) and/or changes the type of organic acid exuded (van Schöll et al., 2006; Table 2). For example, van Hees et al. (2006a) found that Hebeloma crustuliniforme (ECM), when in symbiosis with Pinus sylvestris, exuded oxalate and ferricrocin and, to a lesser extent, malonate and acetate which were absent from non-mycorrhizal Scots pine soil.

Table 2. Modification of low molecular weight organic acid (LMWOA) exudates from trees by different ectomycorrhizal (ECM) and arbuscular mycorrhizal (AM) fungi.
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There is some evidence that hyphal exudates result in specific hyphosphere bacteria communities (Table 3; See Nazir et al., 2010 for list of bacterial-AM fungal relationships). It has been suggested that organic acids contribute to microbial selection in the mycorrhizosphere (de Boer et al., 2005). Differences in LMWOA ECM hyphal exudation are thought to be partially responsible for selecting specific microbial communities (Martin et al., 2008; Tuason and Arocena, 2009). Similarly, Toljander et al. (2007) found increased γ-proteobacteria abundance when extracted AM mycelial exudates were present, including formate, acetate, α and β glucose, and oligosaccharides. Trehalose has been reported to select specific bacterial communities in the mycorrhizosphere of several tree species including, Douglas-fir, Corsican pine and oak (Frey et al., 1997; Rangel-Castro et al., 2002; Izumi et al., 2006a,b; Uroz et al., 2007). Frey et al. (1997) suggested that the release of trehalose by the ECM fungus Laccaria bicolor exerts a nutrient-mediated selection on the surrounding bacteria. Specifically, trehalose has been found to have growth-promoting effects on the mycorrhization-helper bacteria (MHB), Pseudomonas monteilii, when inoculated with the ECM fungus Pisolithus albus in a plate-assay (Duponnois and Kisa, 2006). Trehalose released by the mycelium of Laccaria bicolor was shown to be a chemoattractant for Pseudomonas fluorescens BBc6R8 (Frey-Klett et al., 2007). At present it is not clear how hyphosphere microbial communities will impact a mycorrhizal's ability to acquire nutrients, but it is clear that exudation specificity has the potential to select for species-specific microbial communities.

Table 3. Examples of mycorrhization helper bacteria, with significant effects on ECM formation.
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SPATIAL AND SEASONAL VARIATION IN RHIZOSPHERE C FLOW

Rhizosphere C flow varies spatially down the soil profile and horizontally with changes in root and hyphal distribution. Carbon flow also fluctuates seasonally and differs between coniferous and deciduous trees. In forest soil there is soil microbial community-composition stratification with depth due to a decrease in root biomass, root exudates, available C and a shift in SOM composition (Grayston et al., 1997; Berg et al., 1998; Fritze et al., 2000; Leckie et al., 2004; Lejon et al., 2005). Fungi are typically found in upper soil layers (Litter>Formulating >Humified, Figure 2) (Gardes and Bruns, 1993; Hirose et al., 2004). In contrast, actinomycete abundance has been shown to increase with depth (Fritze et al., 2000) while Gram–negative bacterial distribution is linked to root distribution (Soderberg et al., 2004). However, soil respiration rates and microbial activity are related to proximity to trees and tree roots (Churchland et al., 2013). In a free-air carbon-dioxide-enrichment (FACE) study, Phillips et al. (2008) showed that exudation rates could be predicted by the number of roots and mycorrhizal fine root tips (Pritchard et al., 2008b). This suggests that recent tree-carbon can be transported over large distances via roots and hyphae, supporting microbial communities meters away from the tree base.

There are different seasonal and physiological effects on rhizosphere C flow for deciduous and evergreen tree species. In a meta-analysis of C-allocation dynamics in trees Epron et al. (2012) showed that broadleaf trees exhibit, on average, 10 times higher rates of C transfer than coniferous species, although this varies depending on season. In spring (before bud break) and fall (during leaf senescence), broadleaves allocate a greater proportion of C to their roots (Epron et al., 2012). A number of studies have documented seasonal trends in soil microbial communities and activities in a variety of ecosystems (Allison and Treseder, 2008; Björk et al., 2008; Cruz-Martinez et al., 2009), including the coniferous forests of the Pacific Northwest (Brant et al., 2006; Moore-Kucera and Dick, 2008) and deciduous forests of Europe (Hibbard et al., 2005; Rasche et al., 2011). Studies specifically examining ECM fungi have found that their community structure, as well as enzymatic and metabolic capabilities, exhibit considerable temporal variation over a single year (Buée et al., 2005; Courty et al., 2007, 2008). This is likely related to differences in belowground C flow (Collignon et al., 2011). Burke et al. (2011) showed ECM, but not AM varied over a growing season in a mixed deciduous forest in Pennsylvania and that ECM and AM were associated with different enzyme activities involved in nutrient cycling. Specifically, AM fungi were associated with leucine aminopeptidase and urease, both enzymes involved in N acquisition. Arbuscular mycorrhizae were not traditionally considered able to supply their host with significant amounts of N (Smith and Read, 2008), though there is recent evidence that AM fungi can access both inorganic N (Fellbaum et al., 2012) and organic N (Whiteside et al., 2012) sources in forests. ECM were associated with most measured enzymes involved in C and N acquisition, but only during the late summer (Burke et al., 2011). This indicates that mycorrhizal ability to breakdown recalcitrant C and provide their host with N may vary seasonally.

EFFECTS OF MYCORRHIZOSPHERE C FLOW ON OTHER ORGANISMS

FREE-LIVING FUNGI, BACTERIA AND ARCHAEA

It is clear that variation in the quality and quantity of C released in root and hyphal exudates produced by different tree species can result in different rhizosphere and hyphosphere microbial communities and this varies between tree species associated with ECM and AM (Garbaye, 1991; Broeckling et al., 2008; Prescott and Grayston, 2013). Phillips and Fahey (2006) collected rhizosphere soil, bulk soil, and fine roots from the upper four centimeters of 12 monospecific tree species plots (six AM and six ECM tree species) planted on a common soil. The rhizosphere of AM trees and ECM trees were 10–12 and 25–30% more active (as measured by respired CO2) than bulk soil, demonstrating that ECM trees have a greater rhizosphere effect than AM trees. The magnitude of rhizosphere effects was negatively correlated with the degree of mycorrhizal colonization in AM tree species and with fine root biomass in ECM tree species. This suggests that different factors influence rhizosphere effects in tree species forming AM vs. ECM associations (Phillips and Fahey, 2006). Hyphal exudates from ECM tips support a diverse population of bacteria, archaea and fungi (Frey-Klett et al., 2007; Tedersoo et al., 2009; Bomberg et al., 2011). High throughput sequencing methods developed over recent years are enabling us to obtain much greater phylogenetic resolution to our studies of mycorrhizosphere microbial communities. For example, Kluber et al. (2010) used DNA sequencing to identify the rhizomorphic ECM mat-forming taxa (Hysterangium, Piloderma, Suillus and Russula species) in the forest floor and the hydrophobic mat-forming taxa (Gomphus and Ramaria species) in the mineral soil in a Douglas-fir forest. The two ECM mat forms had enhanced enzyme activities, specifically chitinase, phosphatase and phenol oxidase compared to non-mat forms in adjacent locations (Kluber et al., 2010). It was not established if the enhanced enzyme activity in the mats was the result of the ECM themselves or the distinctive bacteria and fungi in their mycorrhizosphere (Kluber et al., 2011). Bomberg and Timonen (2007, 2009) demonstrated (using PCR-DGGE of archaeal 16S rRNA genes) that there were specific archaeal communities in the ectomycorrhizosphere of several common boreal forest trees and that the type of ECM had the most influence on archaeal diversity. Bomberg et al. (2011) found no evidence of archaea in bulk humus samples lacking tree roots or ECM, indicating archaea are dependent on plant-derived C for growth. Similarly, Pires et al. (2012) used pyrosequencing and PCR-DGGE to reveal differences in archaeal richness between two mangrove species. Uroz et al. (2012) revealed (pyrosequencing 16S rRNA) that Alpha-, Beta-, and Gammaproteobacteria were significantly higher in the ectomycorrhizosphere of oak than in bulk soil and the bacterial communities found in the ectomycorrhizosphere of Xerocomus pruinatus and Scleroderma citrinum on oak were similar at the genus level, but different at the OTU level, demonstrating the specificity of the ectomycorrhizosphere. In the future, further refinements to molecular techniques, enhanced bioinformatic analysis and development of novel methods to culture and study these newly revealed organisms should enable links between these organisms and their functions to be elucidated. To date most of our knowledge on the role of associated microorganisms in the ectomycorrhizosphere has been based on studies of culturable organisms. The spectrum of plant-microbe relationships in the rhizosphere can range from mutualistic to pathogenic (Bais et al., 2006). Plant-growth-promoting rhizobacteria (PGPR)—which are found in the rhizosphere and mycorrhizosphere—benefit plants by creating biofilms that protect the root against pathogens (Akhtar and Siddiqui, 2009). These rhizosphere bacteria induce systemic acquired resistance (preparing the plant for attack; Pieterse et al., 2003) and enhance plant growth (Adesemoye et al., 2008; Yang et al., 2009). Several very good reviews have been written on PGPR (Vessey, 2003; Lugtenberg and Kamilova, 2009). There is some evidence of synergistic interactions between PGPR and mycorrhizal fungi, which may benefit the plants as a result of greater nutrient acquisition, inhibition of plant pathogens and greater mycorrhization (Artursson et al., 2006). Uroz et al. (2007) demonstrated positive interactions between ECM and bacteria that result in increased weathering of mineral nutrients, ultimately increasing nutrient uptake by the plant. AM have also been found to alter the structure of mycorrhizosphere microbial communities (Rillig and Mummey, 2006; Toljander et al., 2007; Welc et al., 2012). Isolation and identification of rhizobacteria found in the mycorrhizosphere around AM hyphae have shown bacteria with antagonistic properties toward soil-borne pathogens (Lioussanne et al., 2010), and antifungal properties (although they do not affect the AM symbiosis; Dwivedi et al., 2009). The N2 fixing ability of some AM plants improves when mycorrhizae are present vs. when they are absent (Kucey and Paul, 1982; Fitter and Garbaye, 1994).

Greater mycorrhization effects have been attributed to one specific group of PGPR, the so-called mycorrhization-helper bacteria (MHB) (Garbaye, 1994). Three life-stages in mycorrhizal fungi have been recognized, the free-living saprotrophic, the pre-infection stage and the symbiotic, mycorrhization stage (Deveau et al., 2007; Courty et al., 2008). During the pre-infection “free-living stage,” mycorrhizal fungi can interact with specific bacteria (e.g., Pseudomonas species) that are thought to enhance mycorrhizal establishment (Garbaye, 1994; Pivato et al., 2009). These mycorrhization-helper bacteria (MHB) can increase mycorrhization of a plant 1.2–17.5 times (Frey-Klett et al., 2007). Mycorrhization-helper bacteria are not plant-specific, but may be fungal-specific (Garbaye, 1994; Pivato et al., 2009). For example, Pseudomonas fluorescens BBc6R8 promotes survival of ECM Laccaria bicolour S238N when in its free-living stage, increasing radial fungal growth, hyphal density and branching angle. Mycorrhization-helper bacteria also change mycelial physiology from the free-living saprotrophic state to a “pre-symbiotic” stage (Deveau et al., 2007). During mycorrhization, a proliferation of bacteria can improve the receptivity of roots (Aspray et al., 2006), accelerate germination of fungal propagules in soil (Garbaye, 1994), and increase production of compounds such as auxofurans (Tylka et al., 1991) which have been shown to affect fungal metabolism and gene expression (Riedlinger et al., 2006). Mycorrhization-helper bacterial strains identified thus far include: Gram-negative Proteobacteria, Gram-positive Firmicutes and Gram-positive Actinomycetes (Frey-Klett et al., 2007) (Table 3). How MHB encourage mycorrhization is only beginning to be unraveled. Most MHB increase fungal colonization of the roots via: stimulating mycelia extension and branching (Garbaye, 1994; Poole et al., 2001; Schrey et al., 2005), increasing root-fungus contacts/colonization, and influencing soil environmental conditions (Frey-Klett et al., 2007). Mycorrhization-helper bacteria have been observed to stimulate spore germination of Glomus mosseae and Glomus clarum (AM) (Mosse, 1962; Xavier and Germida, 2003, respectively). In the case of Glomus clarum there may have been a complex bacterial consortium producing antagonistic volatiles (Tylka et al., 1991). The release of a number of different compounds, including gasses (Duponnois and Kisa, 2006) and secondary metabolites (e.g., auxofuran)(Keller et al., 2006; Riedlinger et al., 2006) by MHB have been shown to increase mycelial growth. Mycorrhization-helper bacteria are thought to reduce plant and mycorrhizal stress by detoxifying soil (e.g., Polyphenolic substances produced by Paxillus involutus are toxic to the fungus, but can be broken down by MHB; Duponnois and Garbaye, 1990). The potential for MHB to increase and support mycorrhizal infection has been demonstrated only under laboratory conditions. However, as in the case of PGPR, little is known about the effect these bacteria have on mycorrhization in situ.

TREE-MYCORRHIZAL-MICROBIAL AND FAUNAL INTERACTIONS

The term rhizosphere fauna has typically been used to refer to agricultural pests, specifically root herbivores (Bonkowski et al., 2009). However, rhizosphere fauna encompass a broad range of feeding types, including those that feed on bacteria, mycelium, and other fauna. Soil fauna influence the composition and activity of microbial populations by: directly grazing on bacteria and fungal hyphae, transporting fungal and microbial cells in their gut (thus facilitating microbial dispersion) and changing physical and chemical conditions of the soil (i.e., worm casts) (Oades, 2003). Several fungivorous collembola species have the capacity to influence development of Basidiomycete mycelia (Tordoff et al., 2008; Crowther et al., 2011b), and the extent of that influence is directly dependent on collembola density (Hanlon and Anderson, 1979; Kaneko et al., 1998). Setälä (1995) compared control soil (no fauna) and faunal-inoculated soil in Scots pine and silver birch microcosms. In all cases the presence of soil fauna reduced ECM abundance, reduced microbial biomass and increased shoot production. Faunal community impacts on decomposer fungi have also been shown to be density dependent, although there is evidence that the faunal community composition may have a greater impact on the microbial community. Crowther and A'Bear (2012) found that grazing pressures exerted by low-density woodlouse populations on saprotrophic fungi surpassed grazing pressures exerted by high density millipedes or high density collembola populations, ultimately limiting mycelial development. Grazing of mycelium not only influences microbial populations, but also has direct impacts on nutrient cycling because it increases enzyme release into the mycorrhizosphere (Crowther et al., 2011a), particularly in the presence of macrofauna (Crowther et al., 2011b). This increase will, in turn, affect soil nutrient availability (both N and P) and SOM turnover.

Mycophagous soil fauna grazing on AM and ECM in forests will affect C flow into the mycorrhizosphere by disrupting the movement of C along rhizomorphs and runner-type hyphae (Setälä, 1995; Coleman et al., 2004). Once removed from its C source, the growing hyphal front will stop releasing exudates, stop growing and potentially die off or convert to a saprotrophic life stage. The amount of hyphal grazing varies with mycorrhizal species, as soil fauna have been shown to be selective in their feeding preferences (Klironomos and Kendrick, 1996; Crowther and A'Bear, 2012). Klironomos and Kendrick (1996) showed that mites and collembola preferentially graze fungi growing on litter. However, when offered only AM growing on maple, they consume the fine hyphae most distant from the root. Cesarz et al. (2013) demonstrated that ECM vs. AM mycorrhizal-tree identity had a major influence on belowground nematode communities. Ash, which forms AM symbiosis, had greater populations of bacterial-feeding nematodes and lesser populations of fungal-feeding nematodes. In contrast beech, which forms EM symbiosis, had enhanced fungal-feeding nematode populations. Grazing on hyphal mycorrhizal networks can also significantly influence plant-C allocation belowground, and may influence C sequestration (Johnson et al., 2005).

CONSEQUENCES OF THE MYCORRHIZOSPHERE ON SOIL C

Differences in tree-mycorrhizal symbiosis types may impact C-cycling and C sequestration because of differences in C allocation and longevity of these structures in soil. ECM trees with extensive mycelia have two to three times more C flux to the soil than AM trees (Finlay and Söderström, 1992; Phillips and Fahey, 2005; Pumpanen et al., 2009). This may be due to ECM roots being “more leaky,” possibly due to higher exudation rates (Phillips and Fahey, 2006). Pumpanen et al. (2009) demonstrated that roots and ECM growth account for 13–21% of recently assimilated C, whereas 9–26% of recently assimilated C is respired from the roots and rhizosphere. The turnover times of ECM and AM are also dramatically different; the turnover times of EMM and mycorrhizal fine roots are in the order of months to years (Cairney, 2012) and AM days to weeks (Langley and Hungate, 2003). The slower turnover of ECM is thought to be due to the chitin content of this fungal tissue, although in AM fungi the production of the glycoprotein glomalin can decrease AM hyphal turn over times significantly. Glomalin binds the soil matrix forming a soil aggregate within which AM hyphae are trapped and are slow to decompose, having an estimated residence time of 6–42 years (Rillig, 2004). These soil aggregates represent more the 5% of total soil C, significantly contributing to long term soil C sequestration (Wright and Upadhyaya, 1998; Rillig et al., 2001). However, the grazing of AM fungi is also higher than ECM because of the thin walls of AM fungi, which reduces residence times of this C in soil (Klironomos and Kendrick, 1996). Cheng et al. (2012) recently suggested that AM fungi diminish rather than enhance soil C pools in the short-term, as a result of accelerated decomposition of litter, when sites are exposed to elevated CO2. Although ECM production of proteolytic and lignolytic enzymes enables increased degradation of SOM (releasing more C) relative to AM (Read, 1992; Chalot and Brun, 1998), the recent study by Clemmensen et al. (2013) has suggested that accumulation and preservation of root and root-associated fungal residues is responsible for up to two-thirds of the C sequestered in boreal forests. This suggests that ECM dominated soils are more likely to sequester soil C, at least in the short term. However, long-term effects (decadal) may be qualitatively different from short-term effects; specifically there may be a long-term gain in recalcitrant compounds (Verbruggen et al., 2012).

ECM differ in nutrient uptake and transfer rates, altering the net primary production (NPP) of trees and may ultimately influence ecosystem C-cycling and C sequestration (Burgess et al., 1993). The ability of ECM to promote tree NPP varies depending on the extent of root colonization, the type of hyphae (Colpaert et al., 1992; Thomson et al., 1994) and the ability of the hyphae to acquire and transfer nutrients to the tree (Agerer, 2001). ECM fungi also have broad enzymatic capabilities (Chalot and Brun, 1998) that allow them to decompose labile and recalcitrant components of SOM, access organic sources of N, and transfer large amounts of N to host plants (Hobbie and Hobbie, 2006). AM fungi can also acquire substantial N from SOM (Hodge et al., 2010; Whiteside et al., 2012), although they do not have as broad an N-based enzymatic capability and appear to transfer only a small fraction of their host plants demand for N (Hodge and Fitter, 2010). This is particularly evident in dry soil conditions when N transport by roots is restricted, but soil N levels are still high (Tobar et al., 1994; Govindarajulu et al., 2005). There is some evidence that AM hyphae hydrolyze organic C at their root tips (Koide and Kabir, 2000), but there is limited evidence of AM derived phosphatases in the mycorrhizosphere along the hyphae (Joner et al., 2000). Belowground C allocation in AM-fungal-dominated ecosystems may not return sufficient N (or P) to offset the C investment by the tree, limiting the increase in NPP associated with greater atmospheric CO2 concentrations (Drake et al., 2011). Turnover of SOM has been shown to be faster in forest stands with AM mycorrhizal associations compared to ECM (Vesterdal et al., 2012). Phillips et al. (2013) proposed that forests dominated by AM and ECM associated trees vary in their C cycling and nutrient acquisition and may respond to global changes in predictable ways. They have proposed a new framework for predicting these variations in biogeochemical processes between forests [the Mycorrhizal-Associated Nutrient Economy model (MANE)] using forest inventory analysis maintained by the US Forest Service and previously described mycorrhizal designations (Brundrett et al., 1990; Wang and Qui, 2006). AM-dominated forest stands will have an inorganic nutrient economy resulting from elevated rates of C, N, and P mineralization and high quality litter. In contrast, ECM-dominated forest stands will have an organic nutrient economy as a result of slow rates of C, N, and P turnover and a lower quality litter. Thus further supports the hypothesis that ECM dominant forests will sequester more C.

ECM have the potential to act as a strong C sink, acquiring large amounts of C from their plant hosts (Smith and Read, 2008). The ECM then move the plant C to their hyphal tips, generating new biomass and exuding various compounds for nutrient acquisition. This movement of C can be a significant transport of plant C beyond the rhizosphere (Norton et al., 1990; Erland et al., 1991; Finlay and Söderström, 1992), and the recalcitrant chitinous cell wall of the mycelium will remain in the soil for months (Setälä et al., 1999; Treseder and Allen, 2000). The life-span of ECM root tips may be anywhere from 3 to 22 months (Orlov, 1960; Majdi et al., 2001), and may increase with soil depth (Pritchard et al., 2008a; McCormack et al., 2010). The consequences of C movement throughout the soil via hyphae is only beginning to be understood. Carbon will be transported out of the rhizosphere, moving as little as a few centimeters to as much as tens of meters (Gryta et al., 1997; Dunham et al., 2003; Murata et al., 2005; Churchland et al., 2012). However, long-distance, continuous, transport of C in hyphae is likely small as EMM are often fragmented, due to foraging by soil fauna (Dahlberg and Stenlid, 1995) and there are impermeable cell walls that form physiologically separated regions along hyphae (Olsson, 1999). However, C movement along hyphae would be very difficult to measure, and the potential impacts of the movement on C sequestration is large. Depending on forest type, climate and measurement methods, estimates of fungal biomass in ECM root tips can range from 20–10,000 kg/ha (Fogel and Hunt, 1979; Vogt et al., 1982; Dahlberg et al., 1997; Satomura et al., 2003; Sims et al., 2007; Helmisaari et al., 2009; Okada et al., 2011). The majority of this biomass is found in the forest floor and organic soil layers (Bååth et al., 2004; Wallander et al., 2004; Göransson et al., 2006), and constitute up to 1/3 of the total microbial biomass in forests (Swedish conifer forest; Högberg and Högberg, 2002). A recent study by Clemmensen et al. (2013) determined that 50–70% of stored C belowground was derived from root and root-associated microorganisms. Using 14C bomb-carbon modeling Clemmensen et al. (2013) found preservation of fungal residues in late-successional forests and in particular root-associated fungi, not saprotrophs, are the important regulators of ecosystem C dynamics. The sheer volume of tree C allocated belowground, and the ability of this C to move throughout the soil profile and soil ecosystem, shows how important it is to determine accurate C models of forests and other mycorrhizal-dominated soil ecosystems.

CONCLUSIONS

Carbon allocation to mycorrhizal hyphae enhances the degree to which tree C can impact soil microbial communities and soil C cycling. Different mycorrhizal morphotypes will vary the spatial distribution of this C considerably, although the vast, delicate nature of mycorrhizal hyphae makes this a difficult area of study. The greater C allocation to mycorrhizal roots, coupled with slower turnover times of mycorrhizal roots compared to non-mycorrhizal roots, hints at the potential of mycorrhizal associations to increase C sequestration in soil. However, differences between ECM and AM may impact soil C sequestration. ECM roots have longer turnover times than AM, and, due to their chitinous cell walls, are less likely to be grazed by fauna. Recent improvements in stable-isotope labeling and probing methods have resulted in a better understanding of the quantity and quality of C exuded belowground and spatial and temporal dynamics of C flow in forest soil. In addition whole-genome sequencing is showing us the large suite of important genes and signals involved in symbiotic associations. These new techniques should enable great strides to be made on our understanding of the role of different mycorrhizal functional groups in forest C cycling. We suggest the next step in developing this understanding would be tracing the flow C throughout the different hyphal morphotypes and measuring turnover times of this C to establish how ECM and AM distribute C in forest soil. This could be done through a combination of stable-isotope labeling and probing techniques conducted in large-scale controlled conditions, such as a biotron, coupled with nanosims technology to increase sensitivity and isotopic detection at high spatial resolution. We may then be able to determine the consequences of these variations for C-cycling and C sequestration.
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Organism Group Kendall's tau rank ‘Spearman rank Egger's

comelation comelation regression
Microbes Al microbe studies © ~0.084 9 -0.099 Intercept: —5.62
P.0.249 P:0.360 P:0.136
All abiotic © -0038 o ~0.037 Intercept: ~5.99
P.0618 P.O746 Pi0124
Alliotic © -0512 o ~0.655 Intercept: ~5.71
P:0.076 P:0.078 P:0.029
Fungi Allfungi studies ©-0314 p:-0416 Intercept: ~7.23
P:0.008 P:0.013 P:0377
Al abiotic © -0.425 p: ~0.560 Intercept: ~5.61
P:0.001 P:0.001 P:0.230
Allbiotic na na na
Bacteria Al bacteria studies ©0.033 9:0.062 Intercept: ~2.67
P0855 P0812 P0.537
All abiotic ©0.082 0:0.144 Intercept: —4.00
P 0,669 P 0.608 P0.446
Allbiotic na na. na

Tests could not be performed on biotic studies within fungi and bacteria because not enough studies were present. Boldface type indicates significance at P < 0.05.
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Study Disturbance Disturbance Biome Time since Biomass. R IR

type agent disturbance (Y)  method
MICROBES
8aéth etal. 1995 Fire PF 8F 250 PLFA 065
Bércenas-Moreno et al 2011 Fire WE " 267 cF 038
DAscoli etal, 2005 Fire PF ws 0.02 SR 129
Dannenmann etal., 2011 Fire WE ws 050 cF 075
Dangi et al, 2010 Fire PF ws 3.00 PLEA 069
De Marco etal, 2005 Fire PF ws 40 cF 143
Dumontet et ., 1996 Fire WE " 008 cF 075
Fioretto et al, 2005 Fire PE ws 002 AP 025
Fenn etal, 1993 Fire WE ws 001 SR 106
Fonturbel et al., 2012 Fire PF ws 001 SF 066
Fritze et al., 1993 Fire PF BF 001 cF 078
Fritze et al., 1994 Fire PF BF 200 cF 039
Gomoryova etal, 2008 Fire PF ws 001 cF 108
Goberna et al, 2012 Fire WE " 09 Micro 059
Grady and Hart, 2006 Fire WE " 700 CcF 038
Hamman et al, 2007 Fire WE " 100 PRLA 084
Kera and Bolat, 2009 Fire WE " 017 cF 098
Leduc and Rothstein, 2007 Fire WE " 450 cF 061
Litton et al, 2003 Fire WE T 13.00 cF o04a
Mabuhay et al 2006 Fire WE " 001 cF 004
Palese et al, 2004 Fire PE ws 100 3 037
Pietikainen and Fiitze, 1995 Fire PF BF 1.00 cF 031
Prieto-Feméndez et a., 1998 Fire WE T 001 cF 004
Rutiglano et al 2007 Fire PF ws 002 cF 150
Smith et al, 2008 Fire WE BF 050 cF 025
Swaallow et al., 2009 Fire PF BF 183 cF 051
Waldrop and Harden, 2008 Fire WE BF 500 cF 043
Arunachalam et al, 1996 Harvest cc " 108 cF 019
8aéth etal. 1995 Harvest cc 8F 317 PLFA 072
Barbhuiya et al, 2004 Harvest cc L 700 cF 037
Barbhuiya et al, 2004 Harvest PH L 800 cF 058
Barg and Edmonds, 1999 Harvest cc " 350 cF 107
Barg and Edmonds, 1999 Harvest PH " 350 cF 113
Bracley et ., 2001 Harvest cc " 400 SR 067
Bracley et l,, 2001 Harvest PH " 400 SR 070
Busse et al., 2006 Harvest cc " 6.00 SR 047
Chang etal, 1995 Harvest cc " 300 3 063
Chatterjee et al. 2008 Harvest cc " 15,00 PLFA 083
Edmonds et al, 2000 Harvest cc " 350 cF 119
Entry etal., 1986 Harvest cc " 200 cF 102
Forge and Simard, 2000 Harvest cc " 200 cF 051
Grady and Hart, 2006 Harvest PH " 8.00 cF 064
Hannam et al, 2006 Harvest cc BF 450 PLFA 088
Hannam et al 2006 Harvest PH 8F 450 PLFA 089
Hassett and Zek, 2005 Harvest cc 8F 10.00 PLEA 077
Hazlett et al, 2007 Harvest cc &F 200 CcF 082
Holmes and Zak, 1999 Harvest cc 8 100 CcF 131
Houston etal, 1998 Harvest cc BF 800 SIR o7
Lapointe et al, 2005 Harvest cc BF 150 SIR 094
Leduc and Rothstein, 2007 Harvest cc i 450 CcF 069
Lindo and Visser, 2003 Harvest cc BF 250 SIR 073
Maassen et al, 2006 Harvest PH " 500 SIR 156
MooreKucera and Dick, 2008 Harvest cc " 800 PLFA 066
Perez-Btallon et al., 2001 Harvest cc T 100 cF 099
Pietikainen and Fiitze, 1995 Harvest cc BF 300 cF 073
Saynes etal, 2012 Harvest PH T 100 cF 063
Siira-Pietiéinen et al., 2001 Harvest cc BF 017 SIR 097
SiiraPietikéinen et al, 2001 Harvest PH BF 017 SIR 080
Smith et al, 2008 Harvest cc 3 050 cF 082
Ten etal, 2008 Harvest PH BF 2 CcF 121
Tylor etal, 1999 Harvest cc " 321 Count 088
Wight and Coleman, 2002 Harvest cc i 025 CcF 097
Znaoetal, 2011 Harvest cc L 033 PLFA 112
Zuetal, 2009 Harvest cc i 800 CcF 110
Gomoryova etal, 2008 Stom wr " 096 Micro 054
Tsai etal, 2007 Storm v T oo CcF 024
Wright and Coleman, 2002 Storm HU i 025 CcF 104
Bogorodskaya et al, 2009 Insect oM BF 013 SIR 141
Le Mellec and Michalzik, 2008 Insect PL T 008 CcF 103
Xiong et al., 2011 Insect P8 L 200 cF 060
Xiong et ., 2011 Insect P8 " 400 cF 067
Cromack et al., 1991 Pathogen W " 200 cF 054
Mabuhay and Nakagoshi, 2012 Pathogen PWD " 200 CcF 155
FUNGL
8a4th etal. 1995 Fire PF BF 250 PLFA 037 -099
Bércenas-Moreno et al., 2011 Fire wE i 267 PLFA 033 110
Capogna et al, 2009 Fire PF ws 023 Count 042 087
DAscoli etal, 2005 Fire PF ws 002 Microse 060 -051
Dangi et al, 2010 Fire PF ws 300 PLFA 03 108
Esquilin etal, 2007 Fire B L 002 Microsc 08 012
Fritze et al., 1994 Fire PR BF 200 Ergosterol 042 087
Hamman et al., 2007 Fire wE L3 100 PLFA 053 064
Kera and Bolat, 2009 Fire WE L3 017 Count 062 047
Mabuhay et al. 2006 Fire WE i3 oot Count 003 347
Pietiksinen and Fritze, 1995 Fire PF BF 100 Ergosterol 030 —121
Rutigliano et al, 2007 Fire PF ws 002 Microse 061 -050
Waldrop and Harden, 2008 Fire WE BF 500 aPCR 040 093
Baath et al., 1995 Harvest cc BF 317 PLFA 041 -089
Barbhuiya et al, 2004 Harvest cc T 700 Count 045 079
Barhuiya et al, 2004 Harvest PH T 800 Count 045 079
Carter etal, 2002 Harvest cc T 050 Count 100 0.00
Chatterjee et al. 2008 Harvest cc L 1500 PLFA 047 07
Forge and Simard, 2000 Harvest cc L 200 Microse 047 07
Hannam et al., 2006 Harvest cc BF 450 PLFA 0gs 013
Hannam et al., 2006 Harvest PH BF 450 PLFA 100 0.00
Hassett and Zek, 2005 Harvest cc BF 1000 PLFA 085 -016
Heresmaa et al. 2008 Harvest cc o 075 Count 102 002
Maassen et al, 2006 Harvest PH T 5.00 PLFA 16 047
Moore-Kucera and Dick, 2008 Harvest cc i 800 PLFA 049 070
Pietikainen and Fiitze, 1995 Harvest cc 8F 300 Ergosterol 068 -039
Stadler et al, 2006 Insect HWA T 008 Count 119 017

Badth ot al, 1995 Fire PF 8F 250 PLFA 073
Bércenas-Morenoctal, 2011 Fire we " 267 PLFA 043
Esquiin etal, 2007 Fire B i 002 Microse 077
Hemman et al, 2007 Fire W i 100 PLFA 084
Kara and Bolat, 2009 Fire we ) 017 Count 573
Ba5th ot ol 1995 Harvest cc 8F 317 PLEA 076
Barbhuiya ot al 2004 Harvest cc i 200 Count 057
Barbhuiya ot al. 2004 Horvest PH i 800 Count 063
Carter ot al, 2002 Harvest cc " 050 Count 100
Chattriee ot al, 2008 Harvest cc i 16,00 PLFA 084
Forge and Simard, 2000 Harvest cc i 200 Microse 098
Masssen etal, 2006 Harvest PH T 500 PLFA 152
Moore-Kucera and Dick, 2008 Harvest cc " 800 PLEA 066
Stadler et al., 2006 Insect HWA \ 008 Count 110
GRAMINEGATIVEBACTERIA
Dangi et al, 2010 Firo PF ws 300 PLFA 069 037
Chatterice ot al, 2008 Harvest cc T 16.00 PLFA 0% 004
Hassett and Zak, 2005 Harvest cc 8F 10,00 PLFA 100 o1
Moore-Kucera and Dick, 2008 Harvest cc " 800 PLFA 099 000
Mabuhay and Nakagoshi, 2012 Pathogen PWD T 200 Count 04 077
GRAMIPOSITIVEBACTERIA
Dengi etal. 2010 Fire PF ws 300 PLEA 086 015
Chatterjee et al 2008 Harvest cc " 16,00 PLEA 062 047
Hassett and Zak, 2005 Harvest cc 8F 10,00 PLFA 100 000
Moore-Kucera and Dick, 2008 Harvest cc " 800 PLFA 110 010
Mabuhay and Nakagosh, 2012 Pathogen PWD T 2,00 Count 035 104
ACTINOMYCETES
Bércenas-Morenoetal, 2011 Fire W i 267 PLFA 284 104
Dangi et al, 2010 Fire PF ws 300 PLEA 066 042
Carter etal, 2002 Horvest cc " 050 Count 100 000
Chatteriee ot al, 2008 Harvest cc T 16,00 PLFA 088 013
Hannam et al. 2006 Harvest cc 8F 450 PLFA 106 0.06
Hennam et a., 2006 Harvest PH BF 450 PLFA 100 000
Hessett and Zak, 2005 Harvest cc 8F 10,00 PLFA ose 00
Masssen et al. 2006 Harvest PH T 500 PLFA 17 015
Moore-Kucera and Dick, 2008 Harvest cc T 800 PLFA m on
Mabuhay and Nekagoshi, 2012 Pathogen PWD " 200 Count 029 123
PF prescribed fire; S8, slash bum; WE wildfie; CC, clear cut: PH, partial harvest; HU, huricane; W, wind thiow; TY, typhoon; GM, gypsy moth; HWA, hemlock

wooly adelgid; P, pine beetle; PL, pine lappet; PV, Phellinus weiri infection; PWD, pine wilt disease; BF boreal forest; TF temperate forest; T tropical forest;
WS, woodland/shrubland, CF. chioroform fumigation; Count, dilution plate count; Micro, microwave iradiation; Microsc, microscopy; PLFA, phospholipid fatty acid;
GPCR, quentitative PCR; SIR, substrate-induced respiration.
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Gene number  Glc Gle/TS Fruc Fruc/TS MeOH MeOH/TS TS

No of proteins detected 2725 2790 2820 2829 2420 2333 2175

Snov_4188

XoxF Snov_1035 ++++ ++++ + 4+ + 4+t ++kdt bbbt b+t
FAE1 Snov,oua ot e+ ot s 4+ ++ +

FAE2 Snov_1050 B e T T e o = o e o o S e
GFAT Snov_1125 ++ (-H l+)

GFA2 Snov_1340

FDH1 Snov_3504 +4+ R = = T ++ FEEEE 4+
FDH2 Snov_3851 +++ ++ ++ + B +++++ nd

+, indicate expression levels, with the number of crosses indicating the band in which the protein was detected; +++++, top 10% of proteins; ++++, 10-30%;
44+, 30-50%; ++, 50-70%; +, 70-90%; (+), 90-100%; n.d., not detected. Shading indicates that the protein was in the top 2% of proteins that were detected in
the sample.
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4+, 30-50%; ++, 50-70%; +, 70-90%; (+), 90~100%; n.d., not detected. Shading indicates that the protein was in the top 2% of proteins that were detected
in the sample.
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ciews 0024379 -0.45926
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iC171w6 0067054 -0.13123
n.methyl.C170 0.250714 13939
170 0.266306 -0.05702
Ci70oyco 0.205752 -0.30061
X10.methyl.C170 0194742 16161
c18.0 0.266156 0049383
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Axis 1 explained 43% of variation, axis 2 explained 14% of variation. PLFAS
marked green, red, and yellow are representative of Gram-positive, Gram-
negative, and fungi, respectively.
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v

References
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Gundale et al, 20122
Gundale et al, 20122
Sorensen et al, 2012
Sorensen et al, 2012

Zackrisson etal., 2004
Gundale et al, 2011

Sorensen et al, 2012
Sorensen et al, 2012

Smith, 1984
Gundale et al,, 2009
Gundale et al., 20120
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P Phosphorus; N, Nitrogen; Teps, 0ptimum temperature; Trax, maximum temperature; positive, +; negative, —; or no effects are given.
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Early Mid Late Overall
Field Lab Field Lab Field Lab Field Lab
0-50days 0-3¢days 50-337days 34-161days  337days-end 161-376
days
k (day="' ) k (day™' ) k (day="' ) k(day~' ) R? k(day~') R?

Dogwood 0.0012a  0.0068b  0.0026d 0.0017 d 0.0020 0.0007 g 00023h 097 0.0016i 0.85
Maple 000102  0.0048¢  0.0020 e 0.0019d 0.0006 0.0007 g 0.0011 g 091 0.0015i 0.89
Oak 0.0011a  0.0049¢c  0.0016e 0.0023 d 0.0006 0.0010g 00009g 088 0.0018i 0.92
Mix 0.0005a  0.0047¢c  0.0018e 0.0022 d 0.0007 0.0007 g 0.0010g 093 0.0016i 0.89

Decay coefficients for each decay stage in the field and lab were compared among the different litter types with 1-way ANOVAs and differences between litter types
were compared with Tukey's post-hoc tests, when necessary. Lowercase letters designate significant differences between litter types within each decay stage and
study. 2 values represent the variance explained by the regression model and all P values are <0.05.
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Gene copies

Upt03.4 x 102 mi!
34x10°-42x 107 g (wet)
Upto~8.5x 10* g~' (dry)
25x10° g~ (wet)
23x10°-9.3x 10° g~' (dry)
7105293 10° g~ (wet)
3107 g (wet)
*4.6x10°-1.1x 107 g (wet)

1qPCR: quantitative polymerase chain reaction.
2GH18: family 18 glycoside hydrolase.

*Values derived from digitalized figures using the Engauge Digitizer Program (http/digitizer. sourceforge.netindex. php?c

System

Freshwater
Freshwater sediment
Freshwater sediment
Soil

Soil

Soil

Soil

Soil

Method

TgPCR on ZGH18 genes
GPCR on GH18 genes.
GPCR on GH18 genes.
GPCR on GH18 genes.
GPCR on GH18 genes.
GPCR on GH18 genes.
GPCR on GH18 genes.
GPCR on GH18 genes

References.

Kollner etal, 2012

Xiao et al., 2005
Koliner etal, 2012

Xiao et al., 2005
Gschwendtner et al., 2010
Brankatschi et al., 2011
Kielak et al, 2013

Cretoiu et al., 2012
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Enzyme activities System Method References

5.4 10°5 ~3.1 x 102 nmol d~! mi~! Freshwater TMURNAG, in situ T, 100 uM Viba et al, 1992

131075 -1.3x 10-¢ nmol d~" mi-! Freshwater MURNAG, in situ T, 50uM Beier etal, 2012

*2.8 102-3.4 x 102 nmol ¢~ g~ (wet) Wetland sediment 2pNP-NAG, 25°C, SmM Jackson and Vallaire, 2009

*4.2x 107" = 1.4 x 102 nmol d=" mi~" (wet) Wietland sediment MUFNAG, respective annual mean T, Kang et al., 2005
400uM

*1.7x100-92x 10° pg d-' g~" (dry) Saltmarsh sediment PNP-NAG, 30°C, 5mM Duarte et al, 2008

*2.4 % 109~ 7.1 x 107 nmol = g~ (dry) Soil PNPNAG, 25°C, 2mM Rietl and Jackson, 2012

Not detectable Freshwater 3MURDC, 4°C, 50pM Kollner et al, 2012

Up 10 5.4 x 10" nmol d~" mi~" Freshwater MUFRDC, in situ T, 50 M Beier etal., 2012

4.2x 1072 = 2.1 x 107" nmol d~" g~ (dry) Freshwater sediment MUFDC, 4°C, 50xM Kollner et al., 2012

25x 10" 7.5 x 102 nmol d~' g~ (dry) Sail MUFDC, 37°C, 60uM Uenoetal., 1991

Up t05.4 x 10% nmol d~" g~ (dry) Soil AMUFTC, 37°C, 250M Ueno etal, 1991

6.4 x 10°-6.3 x 10° ngd~' g~ (dry) Brackish sediment DN 15°C, 0.6mg mi~! Hillman et al., 1989

If possible, values given in different unts in the original publications were transformed into a single unit isted values 6o not provide a complete overview on ail
measurements performed but display examples, values from experimental manipulations measured along with controls from natural habitats were excluded from
the table).

{MURNAG: p-Nvacetykhexosaminidase/Chitinase hyciolyss rates estimated based on the fluorogenic substiate anaiog N-acetykD-glucosaminide

2pNPNAG: Neacetyhexosaminidase/chitinase hydrolysis rates estimated basedt on the fluorogenic substrate analog pNP-N-acetylglucosaminide

SMUFDC: p-N-acotythexosaminidase/hitinase hydfolysis rates estimated based on the fluorogenic substrate analog methylumbellierytdiacetytchitobioside
SMUFTC: p-N-acetyhexosaminidase/chitinase hyciolysis rates estimated based on the fluorogenic substrate analog methylumbeliferyldiacetylchitotroside
SDNP: N-acetythexosaminidase/chitinase hycholysis rates estimated based on the fluorogenic substrate analog 3 4-dinitrophenytetra-N-acetyl chitotetraoside
*Vauas derived from digitalized figwes using the Engauge Digitizer Program Mitp:ftigitizecsourcelorge.netinder php
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A+l 501+ 143 178+47 84£18 973181 219460 537
A+ M 800:+204 30884 164+38 1537 £511 301457 93£16
AtH 6874315 2644125 1445 1234 +443 2494125 93£52
DL 365435 13743 88:£16 7994124 156429 9229
D+M 549254 2104104 114420 9984344 204+76 8521
D+H 273£13 98£2 5646 543+36 1911 429
WL 506+ 54 200431 13337 1227 4176 212£32 72£10
WM 5494109 228459 182454 1736 +612 391£133 10640
WH 699372 2764168 165+99 1673+851 310171 60+44
Jn09  A+U 206£27 82£19 589 41663 1M7£22 96£54
D+U 3a1£4a 15039 130458 647701 264+78 154463
WU 264417 10110 77413 474446 118418 74431
AsL 174431 6613 38£6 26271 6818 95456
A+M 223+29 9911 66:£12 411£30 8710 7621
A+H 234432 95£13 45£9 371448 106435 69428
DL 291+48 125432 86425 496499 180+51 168+52
D+M 232451 7816 6£7 307428 Mg 121247
D+H 261459 95:£26 74424 368483 155424 130454
WL 5264252 10416 51425 410:£108 9348 79424
WM 217440 88420 58414 400432 100420 1M47
W4H 364 £ 102 166444 122436 639+ 140 20373 166437

Treatment abbreviations are noted by precipitation and temperature manipulations, A, ambient precipitation; D, drought; W, 150% ambient precipitation; U,
unwarmed: L, low warming; M, medium warming; H, high warming. *n = 1.
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Axis 1 Axis 2 Axis 3 Axis 4 Total inertia

Aerobic bacteria

Hurmic fraction of DOC 0.4333 ~0.5639 0.1017 02183
Waterextractable K+ ~0.5885 04775 00733 ~0.4250
C:N of total extractable DOM 0.8605 02133 0.1655 01512
€O, production potential ~06078 04418 -0.0571 -0.2436
Anaerobic bacteria

Total lipids ~06394 -0.7246 0.0001 ~02104
Polysaccharide: aromatic. 0.8849 ~0.0364 03875 0.0508
Waterextractable K+ 0.8947 01083 -0.2826

C:N of total extractable DOM ~04202 07629 04151

Arch

Polysaccharide: aromatic ~0.1363 0.4924 0.1029 02084
Microbial biomass C -04522 04385 0.1435 0337
Total extractable organic N -05246 03478 01323 02877
C:N of total extractable DON 0.6648 -0.0204 -03333 0.4097

Aerobic bacteria

Eigenvalues 0226 0.163 0102 0.082 1.195
OTUs-peat property correlations 0.966 0953 0956 0949

Cumulative percentage variance of:

OTU data 189 326 411 79

OTU-environment relation 311 535 675 787
Sum of all unconstrained eigenvalues 1.195
Sum of all canonical eigenvalues 0727
Anaerobic bacteria
Eigenvalues 0303 0208 0107 0.061 181
OTUs-peat property correlations 0.926 0955 0827 0.691
Cumulative percentage variance of:

OTU data 167 282 u2 76

OTU-environment relation 381 643 778 8.5
Sum of all unconstrained eigenvalues 181
Sum of all canonical eigenvalues 0795
Arch
Eigenvalues 0548 0484 0445 0403 5.004
OTUs-peat property correlations 0923 0865 0944 0857
Cumulative percentage variance of:

OTU data 107 202 29 369

OTU-environment relation 22 40 573 0729

Sum of all unconstrained eigenvalues 5.094
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Enzyme name

p-glucosidase
Cellobiohydrolase
Xylosidase

Acid phosphomonoesterase
N-acetyl glucosaminidase
Leucine-amino peptidase

Abbreviation

8G
c8
XL
PHOS
NAG
LAP

Nutrient cycle

zzvoo0o0

Enzyme function

Hydrolysis of terminal p-D-glucosyl residues
Hydrolysis of p-D-glucosy! linkages.

Hydrolysis of p-D-xylose residues

Hydrolysis of phosphate monoester
Hydrolysis of chitin N-acetyk#-D-glucosaminide
Hydrolysis of N-terminus amino acid leucine
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Aerobic CO; production

Bacterial richness

Bacterial evenness

Simpson's index

Anaerobic CO production

CHa production

Bacterial richness

Bacterial evenness

Simpson's index

Archaeal richness

Archaeal evenness

Simpson's index
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Sites were natural (NAT), actively mined (MIN), mined and then abandoned (ABD), and restored trenches at block-cut minesites that had new peat accunulation
(RST). Fluxes aremg CO; g™ peat day™" and g CHs g™ peat day™". Operational taxonomic units were defined as unique T-Fs from TRFLP analysis of bacterial
and archaeal 165 1DNA amplified from peat incubated under oxic (bacterial) and anoxic (bacterial and archasa) conditions. Standard deviations of 3 replicates are in
parentheses, and different superscripted letters denote significant differences between sites at P < 0.05.
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Fraction of cells

55%
0.1%

31%
07-15%
0.2-58%
13%

Not detectable
up1019%
42-38.9%
7%

6-7%

8%

System

Brackish water
Marine water
Freshwater
Brackish water
Marine water
Hypersaline water
Freshwater
Freshwater
Freshwater
Freshwater
Freshwater
Freshwater

43% of DNA synthesizing bacteria Marine water

Method

Chitinase genes in metagenomes (fraction of chitinolytic cells)
Chitinase genes in metagenomes (fraction of chitinolytic cells)
Chitinase genes in metagenomes (fraction of chitinolytic cells)
Chitinase genes in metagenomes (fraction of chitinolytic cells)
Chitinase genes in metagenomes (fraction of chitinolytic cells)
Chitinase genes in metagenomes (fraction of chitinolytic cells)
TELF® 97 (fraction of chitinolytically active cels)

ELF® 97 (fraction of chitinolytically active cells)

ZMAR-FISH (fraction of GlcNAC incorporating cells)

MAR-FISH (fraction of (GIcNAC); incorporeting cels)

MAR-FISH (fraction of GIcNAG incorporating cells)

MAR-FISH (fraction of GIcNAG incorporating cells)
Streptozotocin sensitivity (fraction of GIcNAG incorporating cels)

TELF® 97: ELF® 97 chitinase-N-acetylglucosaminidase substrat.
2N\AR-FISH: microautoradiography—fluorescence in situ hybridization.

References

Cottrell et al, 1999
Cottrell et al,, 1999
Beier etal, 2011

Beier etal., 2011
Beier et al, 2011

Beier etal., 2011

Beier and Bertilsson, 2011
Beier etal., 2012
Nedoma et al., 1994
Beier and Bertilsson, 2011
Beier and Bertilsson, 2011
Eckert etal., 2013
Riemann and Azam, 2002
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Richness Evenness Simpson’s diversity

0.459 0549 0667
Polysaccharide: aromatic 0373 (P =0.08) 0532 0686

von Post humification index ~0875(P=007) ~0.484

Microbial C 0419

Microbial N 0428

N:P of total extractable DOM ~0514
ANAEROBICBACTERIA
Extractable lpids 0534 0.434 0.486

Humic fraction of DOC 057 0542 0619

von Post humification index 0.368 (P = 0.08)

Microbial C:N ~0475 0540 ~0.398 (P =0.06)
C:N of total extractable DOM 0621 0618

Microbial N:P 0478 ~0518

ARCHAEA
Extractable lpids 0618 0598 0520

Humic fraction of DOC 0508 0.431 (P =0.06)

von Post humification index 0509 0.483 0481

C:N of total extractable DOM 0585 ~0512

Microbial N:P 0582 ~0.468

Na* -0570 -0516 ~0396 (P=008)
Moisture 0560 0541 0475

Operational taxonomic s were defined as unique TAFs from FRFLP analysis of bacterial and archacal 16 rANA genes ampliied from peat incubated under
aerobic (bacteria) and anaerobic (bacterial and archaeal) conditions. Only values with P < 0.10 are included n the table, and unless specified, alreltionships are
significant (P < 0.05).
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Chitin hydrolysis rates.

0.00043-0.0005% '
27%d!
30% ¢~
<1% 4~
81%d-!

05-44%d~
0.1-4.5% d~'
12-16% d-'
22-27% ¢~

0.0002 - 0.005% d-"
26-28% d-

2.8% d'

1% 4=
*0.6-1.1% d~'

System

Marine water
Freshwater
Freshwater
Brackish water
Brackish water

Freshwatersediment interface

Brackish watersediment
interface

Freshwater sediment
Freshwater sediment—sand
Marine sediment

Brackish sediment

Brackish sediment

Brackish sediment
Soil

Method

114C, 1°C, synthesized chitin
1€, 15°C, crab shells

14C, 25°C, crab shells

¢, in situ T, purified fungal chitin
In situ—weight loss on squid
pen—yearly mean

In situ—weight loss on purified
chitin—different seasons

In situ—weight loss on squid
pen—yearly mean

14€, 15°C, crab shells

14, 25°C, crab shells

14¢, 1°C, synthesized chitin

In situ—weight loss on squid
pen—yearly mean

In situ—weight loss on squid
pen—yearly mean

Weight loss on squid pen

In situ—weight loss on crab shell chitin

If possible, values given in different units i the original publications were transformed into a single unit

114C: degradation rates estimated based on 'C labeled tracer compounds.
*Values derived from digitalized figures using the Engauge Digitizer Program (http:/digitizer. sourceforge.netindex.php2c

References.

Herwig etal., 1988
Boyer, 1994

Boyer, 1994

Kirchman and White, 1999
Gooday et al., 1991

Warnes and Rux, 1982
Gooday etal., 1991
Boyer, 1994

Boyer, 1994

Herwig etal., 1988
Gooday etal., 1991

Gooday etal, 1991

Hillman et al., 1989
Metcalfe et al,, 2002
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Chitin mineralization  System
(% of hydrolyzed chitin)

93% Freshwater
8% Freshwater
30% Brackish
water
55-72% Freshwater
sediment
50-75% Freshwater
sediment

Method

T1ac, 25°C,
crab shells
1c,15°C,
crab shells
14¢, purified
fungal chitin
e, 25°C,
crab shells
e, 15°C,
crab shells

References.

Boyer, 1994
Boyer, 1994
Kirchman and
White, 1999
Boyer, 1994

Boyer, 1994

114C: chitin mineralization estimated based on ¥C labeled tracer compounds.
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Clgg™'s

Vegetated 0.119 (0.001)
Bare 0.097 (0.002)
P 0.001
F 70.49

Standard error of the mean (SEM) in parentheses (n

N (g g~" soil)

0.0094 (0.0002)
0.0070 (0.0002)
0.001
63.78

CN

12.70(0.33)
13.57 (0.26)
0.109
424

Soil pH

4.81(0.03)
4.77 (0.01)
0.22
0.17

Moisture (%)

54.00 (0.58)
53.67 (1.67)
0.86
0.04

3). Significant differences calculated using One-Way ANOVA.

Microbial biomass
(PLFA g g=" dry soil)

102.40 (9.11)
67.47 (1.91)
0.008
2327
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Contribution
55 3.185
13 2.645
12 2.008
227 1.799
99 1.682
53 1343
78 1.089
76 1071
10 0.9677
ALl 0.9456
97 0.9057
229 0.8751
77 0.8027
396 0.6228

Cumulative %

8.767
16.05
21.82
2677
31.41
351

38.1

41.05
437
46.32
4881
51.22
53.43
55.14

Vegetated soil abundance

0.0798
0.133
0.00455
0.0632
0.00867
0.0595
0.0334
0.031
on
0.00647
0.0033
0.0477
0.0189
0.0332

Bare soil abundance

0.143
0.08
0.0457
0.0275
0.0422
0.0828
0.0123
0.0104
0.0986
0.0163
0.0213
0.0314
0.00328
0.0258

D

Acidobacteria
Alpheproteobacteria
Alphaproteobacteria
Acidobacteria
Unclassified
Acidobacteria
Alphaproteobacteria
Alphaproteobacteria
Alphaproteobacteria
Alphaproteobacteria
Unclassified
Acidobacteria
Alphaproteobacteria
Alphaproteobacteria

Mean relative abundances of dominant TRFs contributing to approximately 55% of the total dissimilarity (n = 39). Results from SIMPER analysis are listed in order
of decreasing importance. Numbers highlighted in bold indicate whether a particular TRF was more abundant in the vegetated or bare soil. The identities of TAFs
are based on 16S rRNA gene clone libraries from a previous study (Thomson et al., 2010).
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Ecosystem/Biome H20 Content Precipitation Position on slope pH

Boreal forest low > high' high > low?  low > high?® high > lowlow > high® ND®

Boreal SteppefTundra  NR low > high” low > high® high > low®

Temperate forest fow > high®®ND™! low > high'2ND2 high > low™low > high' high > low®low > high'”
Temperate grassland low > high'® Tow > high'® high > lowZ?ND?! NR

Tropical forest low > high?? low > high? high > low?  highfflat > low?® low > high?®  high > low?”
Shrubland/Desert high > low?® low > high??ND¥® NR high > low?®"

High and low refer to the variables in the column headers.
does not include agricultural systems except tree plantations; NR indicates that there were no studies located reporting on the indicated effect in that ecosys-
tem/biome; ND indicates those studies that found no difference in CHy flux with different values for that variable.

"Adamsen and king, 1993; Borken and Beese, 2006, ZAmbus and Christensen, 1995; van Huissteden et al, 2008, 3Bowling et al,, 2009; Koide et al,, 2010, 4Borken
et al. 2003, SSjogersten and Wookey, 2002; Borken et al., 2003, 8McNamara et al,, 2008, 7West et al., 1999; Mariko et al., 2007, 8Sjogersten and Wookey, 2002,
#Menyailo et al, 2008, °Castro et al, 1994, 1995; Klemedtsson and Klemedtsson, 1997: Prieme et al, 1997; Butterbach-Bahl and Papen, 2002; McLain et al, 2002;
Borken et al., 2006; Rosenkranz et . 2006; Aronson et al., 2012, ™ Prieme et al, 1997; Groffman et al., 2006, *?Castro et al 1994; Bradford et al, 2000; Blankinship
et al, 2010a; Xu and Luo, 2012, ™Borken et al, 2006, ™ Castro et al, 1995; Hart, 2006, "®Yavitt et al, 1990, "®Bom et al., 1990; Brumme and Borken, 1999, 7Sitaula
et al, 1995; Prieme et al, 1997 Kolb et al., 2005, ™®Neff et al., 1994; van den Polvan Dasselaar et al, 1998, '®Blankinship et al. 2010b, 2°Mosier et al., 1991; Torm
and Harte, 1996 Mosier et al, 1997a,b, 2! Brady and Weil, 1999; Chen et al, 2011 22Keller et al,, 1990; Jauhiainen et al, 2005; Teh et al., 2005; Konda et al., 2010,
3\Werner et al,, 2006, 24Davidson et al,, 2004, 25Delmas et al, 1992; Singh et al, 1997; Verchot et al, 2000; Wolf et al, 2012, 28Silver et al, 1999, 27King and
Nanba, 2008, 2Angel and Conrad, 2009, 2 Anderson and Poth, 1998; Galbally et al., 2010; Hou et al., 2012, 3®Blankinship et al., 2010a, 3! Angel and Conrad, 2009.
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System studied Amino acid Notes

concentration (. M)

40 soils worldwide? 23 +5 OPA fluorometry
Boreal forest, 42-106 Upper organic layers OPA
SwedenP fluorometry
5-20 Lower layers OPA
fluorometry
Boreal forest, 133 Water extraction,
Sweden®
Agricultural land, 0.1-12.7 Small tension lysimeters,
Sweden? 2-9 c¢m depth
Temperate 23-58 Total for 15 different amino
grassland, Wales® acids,
Monthly for 6 mo by HPLC
Pine forest, 35 Leachate of O horizon, by
California’ HPLC
Temperate forest, 301 Organic horizon
u.ss
59.9 Mineral horizon

OPA, ortho-phthaldialdehyde.

@ Polar, temperate, tropical, agriculture, non-agriculture (Jones etal., 2009).

bvan Hees etal. (2008).

Clnselsbacher and Nasholm (2012). 0.3 g water assumed per g soil.

dJdmtgérd etal. (2010).

€ Jones etal. (2005b).

fyu etal. (2002).

9Maple, ash, oak, beech, hemlock. Soil extracted with KCI immediately after
collection, and amino acids assessed by ninhydrin method. For calculation of
concentration, 0.3 g water assumed per g soil and published bulk density used
(Gallet-Budynek etal., 2009).
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Site Compound Emission rate

(rgm=2h=")
Miedheat®
aCopaene 030008
aBourbonene 001 £001
trans-Caryophyliene 0.08 +0.02
y-curcumene 0.09+0.03
Aromadendrene 0.07 +£0.02
Humulene 0224005
Vlencene 0104004
#Selinene 194+057
a-Selinene 0.81+0.28
$-Cadinene 0.02+0.01
Selina-3,7(11)-diene: 0.14 +0.06
Unidentified SQT 0.01+0.01
Unidentiied SQT 0042001
Unidentiied SQT 0104005
Total sesquiterpenes 394+ 1.05
2-Methyifuran 1.63+0.40
Methoxy-phenyl-oxime 0.39+0.14
Styrene 0.21+0.07
Methyl 2-ethylhexanoate 2364037
Benzenepropanol 0.04 +0.02
Unidentified compound 1.76+0.43
Total other compounds 639+ 1.10
Total BVOCs 10.33+ 1.39
Deschampsia
cis-Ocimene 005005
Total monoterpenes 0.05 +0.05
Methoxy-pheny-oxime 0554027
Phenol 0.09+0.09
3-Hexenyl acetate 2.35+1.50
Methyl 2-ethylhexanoate 0.1840.07
3-methylheptylacetate 0.02 +0.02
Total other compounds 319+ 149
Total BVOCs 3244148

*The mixed heath was dominated by evergreen and deciduous dwarf shrubs
(see text for deals).
SQT sesquiterpene.
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Location Amino acid Notes

concentration (nM)

Ocean?® 0.1-50 Individual amino acids
Coastal Ocean 1-15 Individual amino acids
(New York Bight)P

Estuary (North 300-500 12 amino acids

Carolina)®

Productive lakesd ~ 78-277¢ Total for five sampling days

aWilliams (2000).

b Fuhrman and Ferguson (1986).
CCrawford etal. (1974).
dJ@rgensen (1987).

©1200 and 1500 nM found once.





OPS/images/fmicb-04-00146/math_1.gif
mg MBC100g sl =40.04y +0.37





OPS/images/fmicb-04-00224/fmicb-04-00224-t002.jpg
Mixed heath mesocosms Deschampsia mesocosms

Octene 1,3 Octadiene
1,3 Octadiene 1,3,5-Octatriene
2Octen-1-ol 20cten-1-ol
2-Octanone 2Octanone
3-Octanol Myrcene

Pentyl propanate 2-methylenebornane
wans-Caryophyllene 3-Octanol
ycurcumene Pentyl propanate
Aromadendrene Geosmin

a-Elemene Unidentified MT
-Selinene

a-Selinene

a-Guaiene

Selina-3,7(11)diene

Unidentified SQT

The emission of the listed compounds increased at least by one order of mag-
nitude directly after cutting. See Tables S2, S3 in Supplementary Material for
emission rates.

SQT sesquiterpene; MT, monoterpene.
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NH}-N (1g g~' SOM)
NO;-N (ng g~" SOM)
DOC (mg g~' SOM)
DON (kg g~' SOM)
Cumic (mg g™' SOM)
Nuic g g~' SOM)

Control

3606

081+0.16°
16+03°
125+23°
58407
442457

Mixed heath mesocosms.

Root

32403
0.6140.10%®
1440120
10+£9% 0
5103
397418

Soil

18201
0.27+0.08°
09£0.1°
65540
53102
430428

Control

316
8023
26+03°
565+ 62
6411
569+ 183

Deschampsia mesocosms.

Root

13741
260+ 67

25+0.°
843£92°
58207
548+ 119

¢

10354
1594134
41040
1256 + 58°
59+06
570+30

The mesocosms had intact vegetation (control, had cut aboveground vegetation (root mesocosms) or all vegetation removed (soil mesocosms). Soil was analysed
after the last gas exchange measurements,

The values are mean & SE.

The different letters (3, b, c) indicate statistically significantly differences betwoen the mesocosms types within a location at 95% significance level (Tukey's

HSD test).
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Season Sample

Spring Pla
Plo
Ta
o
Sia
so

Summer Plla
Pl
Tila
il
slla
siib

Ns®

162
176
504
479
1455
1035

493
319
598
516
763
586

nNO®

58
39
39
32
33
2

50
50
3
3
3
a1

89% Similarity cutoff
Chaol AcE
128 188
65 15
58 8
56 60
60 61
51 148
% 182
7 a71
m 130
50 %
% 97
% 9

Shannon

36
26
25
23
24
2

33
32
25
27
27
29

Nob

33
2
22
20
21
20

36
2
2
22
20
2

79% S

Chaot

r
23
31
3
30
31

13
61
a4
31
56
37

ilarity cutoff
ACE

65
2
39
a1
2
33

163
m
72
a1
a1
68

Shannon

28
2

19
17
18
6

27
23
21
21
21
23

The diversity indices were calculated at 89 and 79% similarity cutoffs using normlized sequence numbers. The sample names are as described in Figure 1.
NS®, number of sequences; NOP, number of OTUs.
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Season Sample

Spring Pla
Pl
Tl
T
sla
sib

Summer Plla
Pilb
Tila
il
sila
siib

The diversity indices were caiculated at 90 and 80% similarity cutoffs using normalized sequence numbers. Sample names are as described i Figure 1.

nNs®

414
704
778
706
971
701

523
675
740
686
704
890

Nob

187
310
204
307
165
303

2
285
an

279
265
140

NS®, number of sequences; NO®, Number of OTUS.

90% Similarity cutoff
Chaot ACE
a 600
1096 2137
1277 2605
1000 2179
331 460
1558 3092
591 989
979 2650
883 1349
882 1923
1015 2283
324 368

Shannon

a7
54
53
53
47
53

53
53
55
53
52
a6

No®

144
202
203
215
138
214

193
191
209
184
185
116

80% Similarity cutoff

Chaol

306
56
530
493
199
584

302
66
483
55
407
163

AcE

356
846
847
2
215
1073

463
1093
680
705
570
164

Shannon

43
48
48
48
45
49

49
47
49
47
46
43
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Primer

Mias
morArev
DSRp2060F
Ds4Rdeg
27t

5361

338

5361
Arch340F
Arch1000R

Sequence (5' - 3')*

GGTGGTGTMGGDTTCACMCARTA
CGTTCATBGCGTAGTTVGGRTAGT
CAACATCGTYCAYACCCAGGG
GTGTARCAGTTDCCRCA
AGAGTTGATYMTGGCTCAG
GTATTACCGCGGCKGCTG
ACTCCTACGGGAGGCAGC
GTATTACCGCGGCKGCTG
CCCTAYGGGGYGCASCAG
GAGARGWRGTGCATGGCC

Target

morA gene

dsrB gene

Bacterial 165 DNA (for pyrosequencing)

Bacterial 165 rDNA (for GPCR)

Archaeal 165 DNA

eM, A/C: D, AG/T: R, A/G: B, C/G/T: V, A/C/G; Y. C/T: K, G/T: S, G/C: W, A/T.

Taloc)

55

53

52

52

57

References

Steinberg and Regan, 2008

Dar et al., 2006; Geets et al., 2006

Giovannoni et al., 1988

Giovannoni, 1991

Gantner etal,, 2011
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Sample PH Temperature (°C)  Conductivity (mS)  Sulfate (mg kg =) TC(% of dry soil) TN (% of dry soil)

Spring  Summer Spring  Summer Spring  Summer Spring Summer  Spring Summer  Spring Summer

Pa 6101 7.1£01 154+09 27.9+0.1 ND 78+£06 2424 2722 21 2 014 014
Pb 59£0.1 71401 148402 28101 75£12 7302 2247 2754 24 2 021 o014
Ta 6202 7.14£0.1 159404 275402 ND 82x1.1 2873 331 27 25 019 018
o 59£0.1 73404 163403 281401 66£05 77405 2453 2547 31 26 022 018
sa 58+02 69401 155404 278402 ND 94407 2634 3318 33 35 025 023
sb 62+02 74404 135+£04 279401 82:08 7.4+03 3266 325 35 33 024 022

In the sample names, ‘2" and '’ represent the replicate sampling locations.
Values given for pH, temperature and conductivity are the means = standard deviations of 5 replicate measurements, but sulfate was measured once (from the
mixed samples) in the lab. ND, not determined.
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Relationship Equation n R R P Estimate

1% SOC 50% SOC

Soil C:N vs. SOC (%) Soil C:N = 13.1 + 0.523 x SOC 2135 0.577 0.333 <0.001 13.6 39.2
Soil C:P vs. SOC (%) Soil C:P =126 +29.7 x SOC 528 0.650 0.423 <0.001 156 1611
Soil N:P vs. SOC (%) Soil N:P = 9.42 + 0.920 x SOC 506 0.505 0.255 <0.001 103 55.4
Mic C:N vs. SOC (%) Mic C:N = 8.13 + 0.041 x SOC 1108 0.076 0.005 0.012 8.2 10.2
Mic C:P vs. SOC (%) Mic C:P =64.2 + 0.730 x SOC 561 0.088 0.008 0.037 64.9 100.7
Mic N:P vs. SOC (%) Mic N:P =716 + 0.067 x SOC 440 0.084 0.007 0.079 72 105
Mic C:N vs. soil C:N Mic C:N = 781 + 0.031 x soil C:N 1023 0.063 0.004 0.044 78 9.4
Mic C:N vs. soil C:N (log-log) 0.121 0.014 <0.001

Mic C:P vs. soil C:P Mic C:P = 66.5 + 0.015 x soil C:P 405 0.078 0.006 0.118 66.5 673
Mic C:P vs. soil C:P (log-log) 0.000 0.000 0.992

Mic N:P vs. soil N:P Mic N:P = 6.81 + 0.046 x soil N:P 294 0.102 0.010 0.081 6.9 9.1
Mic N:P vs. soil N:P (log-log) —0.097 0.009 0.091

The respective equations are used to estimate element ratios for low-C soils (1% soil organic carbon, SOC) and high-C soils (50% SOC). Data from Xu etal. (2013).
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Organic material

Molar C:N:P

C:N imbalance

C:Pimbalance  N:P imbalance

Reference

Wood

Dead roots
Leaf litter
Soil organic matter

Soil microbes

14,103 (£2,898):40 (£13):1

4,184 (+£991):43 (+4):1
3,065 (£181):43 (£1):1
287 (£25):17 (£1):1
42 (£4):6 (£0.4):1

50

336 7
100 7
73 7
7 3

Harmon etal. (1986), Martinelli etal. (2000),
Weedon etal. (2009)

Yuan etal. (2011)

Yuan and Chen (2009)

Xu etal. (2013)

Xu etal. (2013)
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Teespecies  ECMorAM  Mycomhizal ECM/AM effect on Methodology References
symbiont LMWOA exudation
(vs. non ECM/AM
roots)
Scots pine ECM Paxillus involutus toxalic acid, formic  @-monthold inoculated seediings  van Hees et al, 2005
acid were planted in steriized soi
collected from an E-horizon, and
Suilus granulatus 1 citric acid placed in climate controlled
Norway spruce  ECM Paxillus involutus + malonic acid e
column and indentified using
capillary zone electrophoresis
Scots pine ECM Suilus variegatus  foxalic acid 9-12-weekold inoculated Ahonen-Jonnarth
seedings were grown in petri etal., 2000
Rhizopogon roseolus 1 oxalic acid dishes containing glass beads
. with a growth solution. LMWOA
Paxillus involutus toxalic acid, malonic
b were analyzed using HPLC
analysis
Scots Pine EcM Sullus variegates  foxalic acid 16:week-old inoculated seediings  Johansson et al
{under elevated Sullusbovinus were grown in petri dishes 2009
cOy) Paxillsinvolutus containing peat-vermicuiite
Rhizopogon roseolus substrate with a growth solution.
LMWOA were analyzed using
Hebelomavelutipes taittic, fumaric, for HPLC analysis
Piodermabyssinum  malonic acid
Scots pine ECM Hebeloma Jmalonic acid 21week-old inoculated seedlings  van Schl et al, 2006
fongicaudum were grown on glass beads or
sand with a growth solution
Paxillus involutus toxalic LMWOA were indentified using
Piloderma croceum capillary zone electrophoresus
White spruce  ECM Not dentified + malonic, oxalic, Sol collected in situ around trees  Tuason and Arocena,
gluconic, succinic, that were 20-35cm diameterat 2009
protocatechuc acid breast height, LMWOA were
indentified using capillary zone
Subalpine fir EcM Not identified + malonic, oxalic, electiophoresis
glutaric, isocitric acid
Norway spruce  ECM Paxillus involutus + Malate, citric @month-old inoculated seediings  van Hees et al, 2003
were planted in a soiksand
column system. LMWOA were
collected using suction from soil
column and analyzed using
capillary zone electrophoresus
Scots pine EcM Hebeloma toxalic, citric, propionic  16-week-old inoculated seediings  van Hees et . 2006
crustuliniforme acid were grown in a sand culture
system. LMWOA were collected
via suction from soil column and
analyzed using capillary zone
electrophoresis. van Hees et al.
toxalic acid, ferrocrocin  16-week-old inoculated seedlings 20060
‘were grown in aseptic
mult-compartment dishes
containing sterile nutrient agar
with stock nutrient solution.
LMWOA were analyzed using
capillary zone electrophoresis
Norway spruce  ECM Laccaria bicolor toxalic acid 8weekold inoculated seediings  Eldhuset ot al., 2007
were grown in glass bead
mesocosms with growth
medium. LMWOA were analyzed
using HPLC analysis
Japanesered  ECM Pisolithus tinctorius {itrc acid 4-monthvold inoculated seediings  Tahara et al, 2005
pine were grown in periite n pots
LMWOA were analyzed using an
electroconductivity detection
method
Socots pine ECM Amantia muscaria 1LMWOA exudation,  4-week-old Fransson and
Hebeloma velutipes  individual OA's varied  Inoculated seedlings were grown Johansson, 2010.
Piloderma fallax depending on N in petri ishes containing
Suilus variegatus  addition and elevated  vermicuite and a growth medium
o, LMWOA were analyzed using
capillary zone electrophoresis
Scots pine EcM Hebeloma velutipes, ~ {LMWOA exudation,  16-week-old inoculated seediings  Johansson et |
Pinvolutus, especially oxalicacid  were grown n petri dishes 2008
Piloderma byssinur, containing peat:vermiculate and
R roseolus, growth medium. LMWOA were
S. bovinus analyzed using capillary zone
S. variegatus electrophoresis
Tulip poplar AM Acaulospora = Smonth-old seedlings were Kiugh and Curmming,
morrowiae . grown in fungal inoculated sand. 2007
Glomus + malate, citic acid Roots were washed for organic
claroideumG. clarum - acid profiles. LMWOA were
Paraglomus : indentified using ion
brasilianum chromatography

1, increase; -, no change;

. decrease; n/a, information not available.
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Fungi Bacteria MHB effect Host plant References
Laccaria laccata Agrobacterium  mycorrhizal colonization 6-month-old pine and birch Leyval and
radlobacter seedlings grown on Berthelin, 1993
sand-mica-rock substrate
Suillus grevillei Pseudomonas + Fungal growth Fungi and bacteria were cultured  Varese et al,, 1996

fluorescens strain 70
Pseudomonas putida
strain 42

from sporocarps found in
Eurpoean larch forest

Geopora species

Lactarius rufus,
Laccaria bicolor or
Suillus luteus

Suillus granulatus

Sphingomonas sp. 23L.

Paenibacillus sp. EJP73,
Burkholderia sp. EJP67,
Paenibacillus sp. EJP73

Ralstonia basilensis,

1 fungal inoculation, and tree
growth

Altered oot branching
+L. bicolor mycorthiza formation

Increased hyphal growth

Willow tree cuttings potted in 1 kg
of fly ash, bacterial inoculant was
added

Scots pine seedlings grown in
vermiculite-peat moss.

microcosms

‘T-week-old Japanese black pine

Hrynkiewicz et al.,
2009

Aspray et al., 2006

Kataoka et al.,

Cenococoum Bacillus subtilis was planted in autoclaved soil 2009
geophilum before inoculated with fungi

Laccaria bicolor Pseudomonas Promotes presymbiotic Pre-symbiotic, grown on Deveau etal.,
238N fluorescens BBCRS fungal-survival and increases Pachlewski medium 2007

Amantia muscaria
Suillus bovinus

Laccria laccata

Laccaria fraterna
Laccaria laccata

Streptomycetes nov. sp.
505

Streptomyces annulatus
1003 (AcH 1003)

Pseudomonas species,

Bacillus species

Bacillus species
Pseudomonas species

radial growth, hyphal apex
density and branching angle

1.2-17 fold increase in
second-order root mycorrhizal
rate

1 mycorrhizal colonization

+ mycorrhizal colonization

4-weeks-old Norway spruce and
Scots pine seedlings were grown
on autoclaved peatmoss and
periite before inoculation

Douglas-fir seeds were sown in
inoculated vermiculite-peat moss
polythene cells

Eucalyptus seeds were sown in
'sphagnum peat-perlite before
inoculation

Schrey et al,, 2005

Duponnois and

Garbaye, 1991

Dunstan et al.,
1998

Lacterius rufus

Paenibacillus species
Burkholderia species

 mycorrhizal colonization

Sterile Scots pine seediings
grown on agar petri dishes were
used for inoculation once roots
were 4.5-6cm long

Poole et al., 2001

Pisolithus alba

Pseudomonas monteilii
Pseudomonas
resinovorans

+ mycorrhizal colonization

Soapbush seedlings were planted
in autoclaved soapbush soil
before inoculation

Founoune et al.,
2002a

Pisolithus species

Pseudomonas species

+ mycorrhizal colonization

Soapbush seediings were planted
in autoclaved soapbush soil
before inoculation

Founoune et al.,
2002b

Rhizopogon luteolus

Unidentified

 mycorrhizal colonization

Radiata pine seedlings were
grown on autoclaved soil before
inoculation

Garbaye and
Bowen, 1989

Scleroderma species

Pseudomonas monteilii

 mycorrhizal colonization

Acacia seedlings were grown on

Duponnois and

Pisolithus species strain HR13 steriized sand before inoculation Plenchette, 2003
Suillus luteus Bacillus species 1 root growth and mycorrhizal 2-week-old Scots pine seedlings Bending et al.,
colonization were grown on inoculated 2002

peat-vermiculate petri dishes
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Amino acids Organic acids ~ Fatty a Sugar Sterols Growth factors Enzymes Inorganic lons  Phytochemical
and Vitamins and Gases compounds

acalanine Acetic Linoleic Arabinose Compesterol  Biotin thiamine  Adenine Acid/alkaline HCO; Aldehyde

p-alenine Aconitic Linolenic Deoxyribose Cholesterol Choline Cytidine Amylase OH- Alkaloid

y-aminobutyrue  Aldonic Oleic Fructose Sitosterol Niacin Guainin Invertase H Cardenolide

acid Ascorcic Palmitic Galactose Stigmasterol  Panthothenic Uridine Peroxidase co, Cyanic

a-aminoadipic Acid  Benzoic Stearic Glucose Pantothenate Photophatase Hy Glucoside

Arginine Butyric Maltose Pyridoxine Phenolase Furanocoumarin

Asparagine Caffeic Mannose Riboflavin Polygalacturonase Glcosinolate

Aspartic Citric Mucilage p-amino benzoic Protease Glycoalkaloid

Citrulline Erythronic Oligosacchirides acid Hydroxamic acid

Cystathionine Ferulic Raffinose N-methyl nicotinic Iridoid glycoside

Cysteine Formic Rhamnose acid Phytoecdysteroid

Cystinemugineic ~ Fumaric Ribose Pyrrolizdine

Deoxymugineic  Glutaric Sucrose alakoid

3-epihydroxy Glycolic Xylose Polyphenol

Glutamate Glyoxilic Resin

Glycine Lactic Tannin

Histidine Malic Terpenoid

Homoserine Malonic Triterpene

Isoleucine Oxalic

Leucine Piscidic

Lysine Propionic

Methionine Pyruvic

Mugineic Succinic

Ornithine Syringic

Pheylalalnine Tartaric

Praline Tetronic

Proline Valeric

Serine Vanillic

Theronine p-coumaric

Tryptophan Oxalacetic

Tyrosine 3

Valine hydroxybenzoic
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Variable Standard error P
Intercept 208.1 4275 001
Length —77.84 11.62 001

AP -1.35 032 00
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Factor Units. Day Loam Sand Maple 0Oak

Microbiota g C-g sail~! 0 14374984 27+27.9 107.0+ 1162 5954635
3 356121754 315.1£2489 334242246 337.0+207.7
1 2086757 M4BL1076%  1563£1029 164.8:4106.1
Microbiota mgCoC! ) 2942081 1812222 345010 1314150
3 73322340 25494273 165141057 16314996
|4 438069 9514685 664465 7254642
€Oy efflux g C-gsoil~' ¢! 1 1007046895 2561£1006* 701046742 562145616
3 232704646 1671643317 2207844582 1727044162
1 6773£667" 30774996 56951668 518241606
€O, efflux mg C:g C-1d™" 1 2072141 2034077 226114 1.84£1.09
3 4804096 135442754 10354540 7864401
1 1412015 3324079" 2344100 2304124
€O, efflux 9 Cg Biomass C'-d~" 1 07130521 403344370 0661£0328"  4.085+4340°
3 07130291 0.534:£0.102 0.7250.263 05220142
4 03280049 0.494+0.280 0.439:£0.255 038340173
£C0; efflux mg Cg soil”! 1 5143510 1304049 3574345 2884286
3 22.987.10 17.214560 23.19:£5.95" 17.25:46.74
4 7303£11.00 45954685 66BIEISAT 534041519
Total C mgC 0 24900 0640 2490 0640
3 2477£0006* 063040005 1552509448 156540943
1 244120010 0.608:0.007 1.603::0.934 1.53040.939"
Litter C 9C 0 0440 0.440 0440 0440
3 0427£00065 04300005  0.427£0006*  0430+0.005*
1 039120010 04080007 0394£0010* 04050011
AP activity nmolg soil~" -1 0 6136819 15204683 349622335 4161428425
3 841052011 16814995 4186£3329'  5805E4T2"
1 737.9:+262. 10034233 384630495 4653442966
NAG activity nmol.g soil~"h~" 0 27685298 406£103* 1529 115.8 164.6:4:139.2
3 337.0£56.1%" 12154806 25421123 2043+1413*
1 5438+2034*  3203+1280%  5104£2382°  361.642484%
8G activity nmolg soil~" " 0 165.8:£359" 809:+31.4% 145045450 10174486+
3 86.8£236" 3324203+ 72743410 473£31.2
m 818.1£4366%  4964%1421% 74833528 580543605
AP acivity wmol.g Biomass™"h~" 0 693.19£1947.32 682634103533 694914194665  680.91+1036.57
3 29414800 0924093* 168160 219150
4 4374357 288:+4.40 2744239 4504504
NAG activity ymol.g Biomass~"h~" 0 33952495451 14343419926 33042495455 14354419916
3 1232075 083+1.00 12021.085 08240695
1 3132185 9.23415.005 604809 61941337
BG activity mol.g Biomass™"h~" ) 25826572729 23878434957 26021472652  236.83+351.05
3 033028 0244031 0384037 0194015
14 4853465 13.84:420435 9921661 856141369
PO} g Pgsoil~! ) 7.9347.85% 7741853 2007420715 166219.905
3 035:£045* 5234493 453453 105317+
1 0112007 2444235 2074228 048136
NO*- g Ngsoil! 0 163.56416.13"  13.76:£0.96" 88.40:+81.16 £88.91:£8040
3 14467419.06%  4.03£2.92 735647185 751427435
" 9492£2836°  0.974101% 471945014 487045381
NHE g Nog soil! 0 20724803 2604085 10.874858" 16.4615.92+*
3 21.8341028" 010tace)*s 8311162 1362+14.23
1 181£029% 0264015 0.96:4084* 11120800
Vector length Unitiess 0 0.66540166"  2058£0515"  1.59640896'* 112640685
3 028040069"  0.459£0250"  0464£0246%  0.27540.067*"
14 2886+4.931° 56042004  4358+2548"  4.080£5067*
Vector angle Degrees 0 65544300 734045089 67.93+4.66 7102660
3 676444117 526742163 505041885  69.82+7.19%
4 504941463 1991£9.06" 3164£2005% 432521210

Means < standard deviations for variables for each soil and iter type by day. Asterisks following means indicate significant differences between soil or litter types
by day.

P<005.

“*P< 001

$P<0.10,

*Values without standard deviations were for single observations.
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Parameter Day0 Day3 Day 14

BG 5.98:£878ab 0.19+0.13a 54444130
NAG 4154920 0724043 34122260
AP 16.054:28.83b 1.53+1.22a 25121.86
Vector length 1350.862 0365:0.142 36742160
Vectorangle 70294579 60.44:£17.26a  36.12:20.63b
Biomass. 23841512 16.41+£9.79 6.95+5.35

Different letters following means within rows indicate significant differences
between days.
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