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Editorial on the Research Topic
 Invertebrate Neuroscience: Contributions From Model and Non-model Species



What is an animal model? Traditionally, models are used to investigate how humans develop, how our tissues and cells function, and how diseases take hold and progress. However, beyond these medical applications, many fields of biology, from evolution to neuroscience, also use model organisms to both identify foundational principles that unify species and to explore the extensive morphological and functional diversity among species. Although some vertebrates are powerful models due to their relevance to human physiology, they are of slow grow, expensive to breed and keep, and sometimes difficult to work with for in vivo experiments. On the other hand, invertebrates' forms, behaviors, sensory capabilities, and body organization are wonderfully diverse and unique, and yet these species also show surprising commonalities with other members of the animal tree of life. Neuroscientists are amazed that tiny brains can produce sophisticated behaviors with a limited number of neurons, that a butterfly can travel thousands of kilometers to rest for the winter, that even a tiny fly sleeps and wakes with a rhythm and that bees can communicate with a dance. This issue combines insights from traditional models such as Drosophila melanogaster and Apis Mellifera and organisms such as the crab Neholice and the cricket Gryllus bimaculatus to provide a glimpse into the power of invertebrate diversity to address fundamental and emerging questions in behavioral and comparative neuroscience.

The most widely used invertebrate model system in laboratory studies is Drosophila melanogaster, largely due to its unparalleled genetic tools that allow tissue or even cell specific manipulations of gene expression and neuronal activity, as well as a remarkably large collection of mutant and transgenic lines. D. melanogaster is used in a wide range of areas and applications in neuroscience, from molecular neuroscience to neurodevelopmental disorders and learning and memory studies. In this issue, several articles explore the utility of D. melanogaster in the context of human brain function and disease. McMullen et al. investigate the mechanism of sugar transport into the brain through the blood-brain barrier, a structure that protects the brain from harmful substances while allowing adequate nutrients to enter. The authors identify two previously unknown glucose transporters and perform functional analyses to demonstrate their critical role in survival. These findings are broadly relevant because of the extensive similarities between insect and mammalian brain nutrient transport. Carvajal-Oliveros and Campusano draw an even more direct link between D. melanogaster and human disease as they discuss the role of serotonin in neurodevelopmental disorders such as schizophrenia, autism, and attentional deficits; they describe the potential use of D. melanogaster to search for novel chemicals that could alleviate these diseases. A final area that highlights the links between D. melanogaster and human health is the neurobiology of addiction, reviewed in this issue by Chvilicek et al. The authors discuss recent progress in our understanding of the role of small-molecule neurotransmitters in alcohol response. They choose seven specific molecules that show functional conservation between mammals and other animal models, highlighting the use of D. melanogaster as a model for alcohol abuse.

Beyond human-oriented behavioral neuroscience, D. melanogaster research has significantly deepened our understanding of how genes and neuronal circuits control sexually dimorphic, innate behaviors such as courtship and aggression. Ryvkin et al. describe the transcriptome of neurons that express the fly homolog of the neuropeptide Y receptor (known as the neuropeptide F receptor), which plays a role in male courtship and social group interactions. The ultimate goal of this work is to understand how cell type specific gene expression shapes male behaviors. Sato and Yamamoto examine how changes in pheromone signaling and the sensory circuits underlying pheromone detection contribute to mate choice and reproductive isolation across Drosophila species. They focus on gustatory and non-volatile signals, as this type of chemosensory communication is key for species and sex recognition in Drosophila. Dietary restriction is a common environmental input that induces behavioral variation in animal species. Legros et al. show that D. melanogaster males raised on sugary diets attack rivals more frequently to establish dominance, employing fewer threat displays. Drosophila, and invertebrate species more generally, provide opportunities to examine both rapid and persistent environmental effects on behavior (Westwick and Rittschof).

Genetically tractable model systems such as Drosophila have proven extremely valuable for studying the underlying neuronal circuitry and the genetic architecture of complex behaviors under laboratory conditions. However, genetic models also have limitations, such as the lack of an ethological or ecological context. Pandolfi et al. compare genetic model systems and discuss their advantages and limitations for studying aggression. The authors discuss behavioral patterns and strategies observed in species such as Homarus americanus (lobsters) and Gryllus bimaculatus (crickets) for the study of aggressive behavior. The authors highlight a more general bias in the study of aggression, a focus on males, despite the importance of female aggressive behavior. Similarly, though D. melanogaster and Apis mellifera (honey bees) are very powerful models for the study of circadian rhythms, Beer and Helfrich-Förster argue that there are some aspects of chronobiology for which they are insufficient, such as investigating the role of the clock in photoperiodism and diapause. These authors advocate for the development of genetic tools in non-classical models, for example organism that exhibit a real photoperiodic diapause (such as the fruit fly Drosophila triauraria or the silkworm Bombyx mori), to enable studies of the diversity of biological clocks in insects, especially with respect to the timing of seasonal activity.

Several other contributors highlight interesting ways in which diverse invertebrate species, particularly insects, have the potential to contribute to outstanding questions in behavioral neuroscience. Though their biology can be strikingly different from vertebrates, contributors illustrate how these unique species can be leveraged to investigate questions that are broadly relevant. For example, Cámera et al. use the visually guided escape response in the crab Neohelice granulata to examine how distinct neurons act in concert to regulate a single behavior. They introduce a novel extracellular multi-electrode recording methodology that allows them to functionally distinguish previously described neurons, but also to identify novel neurons that do not fit in the known patterns, such as units sensitive to optic flow with directional preference. Muratore and Traniello explore the promise of using ants, specifically fungus-growing ants, to map the relationship between cognitive demand and brain structural evolution. Some species in this group contain several types of highly morphologically and behaviorally distinct sterile workers which show limited behavioral flexibility. Other related species exhibit less elaborate specialization with broad and flexible individual behavioral repertoires. Thus, it is possible through comparative study to examine the types of brain structural features that accompany behavioral specialization, and conversely, the features that are required to maintain cognitive flexibility. Westwick and Rittschof explore the potential for insects to contribute to our understanding of the link between early-life experience, neurobiology, and adult behavior. They highlight both the simple and complex environmental cues that give rise to adult behavioral variation in insects, and the diverse ways in which environmentally induced neurobiological changes are shared across insects and vertebrates. It could be debated to what extent unique insect systems are considered true “models;” however, it is clear that there is opportunity to use insects to study long-standing questions in behavioral neuroscience, some of which are less tractable in vertebrates.

In addition to their use as models and as the subjects of unique comparative studies, invertebrates present opportunities to tie behavioral neuroscience to broader scientific aims, for example conservation biology. Monarch butterfly seasonal migration presents a behavioral phenotype that is both unusual and generally relevant: monarchs are icons of pollinator conservation in the United States, and individuals are subject to unique challenges as they navigate over thousands of miles of mixed habitat. However, long-distance migration is a phenotype that is observed in diverse species including vertebrates. Guerra examines how monarchs integrate sensory cues from the environment to guide their long-distance navigation, a common challenge for migrating species, highlighting ways in which insights from the monarch may apply more broadly to animal migration and navigation. As with the monarch, the extent to which an invertebrate serves as a model for behavioral neuroscience is up to the willingness of the researcher to extend a comparative lens across a broad phylogenetic space.

The use of model and non-model invertebrates bring tremendous opportunity to explore behavioral neuroscience in a variety of laboratory and ecologically relevant contexts. The broad range of topics described in this issue, from the use of Drosophila for biomedical research to the fungus-growing ants to study changes in the brain associated to specific behaviors are examples of this.
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A major challenge in current neuroscience is to understand the concerted functioning of distinct neurons involved in a particular behavior. This goal first requires achieving an adequate characterization of the behavior as well as an identification of the key neuronal elements associated with that action. Such conditions have been considerably attained for the escape response to visual stimuli in the crab Neohelice. During the last two decades a combination of in vivo intracellular recordings and staining with behavioral experiments and modeling, led us to postulate that a microcircuit formed by four classes of identified lobula giant (LG) neurons operates as a decision-making node for several important visually-guided components of the crab’s escape behavior. However, these studies were done by recording LG neurons individually. To investigate the combined operations performed by the group of LG neurons, we began to use multielectrode recordings. Here we describe the methodology and show results of simultaneously recorded activity from different lobula elements. The different LG classes can be distinguished by their differential responses to particular visual stimuli. By comparing the response profiles of extracellular recorded units with intracellular recorded responses to the same stimuli, two of the four LG classes could be faithfully recognized. Additionally, we recorded units with stimulus preferences different from those exhibited by the LG neurons. Among these, we found units sensitive to optic flow with marked directional preference. Units classified within a single group according to their response profiles exhibited similar spike waveforms and similar auto-correlograms, but which, on the other hand, differed from those of groups with different response profiles. Additionally, cross-correlograms revealed excitatory as well as inhibitory relationships between recognizable units. Thus, the extracellular multielectrode methodology allowed us to stably record from previously identified neurons as well as from undescribed elements of the brain of the crab. Moreover, simultaneous multiunit recording allowed beginning to disclose the connections between central elements of the visual circuits. This work provides an entry point into studying the neural networks underlying the control of visually guided behaviors in the crab brain.

Keywords: simultaneous extracellular recording, tetrodes, motion detection, avoidance, crustacean, insect, giant neurons


INTRODUCTION

To fulfill its biological function the escape response to an impending threat needs to be executed quickly. This implies that sensory information about danger stimuli must be transformed into avoidance actions with the shortest delay, a purpose that is favorably achieved by large neurons capable of conveying information in terms of action potentials (Herberholz and Marquart, 2012). The origin of the action potential is thought to be related to the high speed of conduction required to effectively evade predator attacks (Monk and Paulin, 2014).

Electrophysiology remains the dominant methodology to investigate neuronal activity in the range of high temporal resolution (milliseconds) that characterizes the transfer of information within the nervous system. Electrophysiological measurements can be achieved by intracellular or extracellular recordings. Intracellular recording with sharp electrodes or whole-cell patch provides very detailed data on neurons (i.e., sub-threshold activity) and allows one to make a morphological identification of the recorded neuron. However, it is usually limited to one cell at a time, requires movement restriction, and can be sustained for a relatively short time. On the other hand, the extracellular recording is more easily performed and can be maintained for hours, but only brings information about action potential activity, without direct knowledge of which neuron originated the recorded spike firing. Therefore, these two techniques bring about complementary information.

In part due to the presence of very large neurons involved in avoidance responses, invertebrates have been suitable models to investigate the neuronal physiology using intracellular recordings (e.g., Kandel, 1976; Edwards et al., 1999; Fotowat and Gabbiani, 2011). In these models, the study of neuronal circuit activity has been mostly satisfied by pooling single-cell data from different individuals. This introduces two types of variability, inter-individual and trial-to-trial variability. Therefore, to analyze information encoded in the activity of neuronal populations it is more appropriate to record the activity of several neurons at the same time in the same individual. With multi-channel electrodes and spike sorting fairly large populations of neurons can be analyzed simultaneously (Gray et al., 1995; Buzsáki, 2004; Brill et al., 2013; Rossant et al., 2016). Indeed, research on invertebrates considering groups or populations of neurons instead of single neurons has increasingly gained attention during the last years (Clemens et al., 2011; Brill et al., 2013; Campbell et al., 2013; Guo and Ritzmann, 2013; Saha et al., 2013; Duer et al., 2015).

The crab Neohelice granulata has been extensively used as a model animal in different fields of biology, from ecology to neurobiology (Spivak, 2010). It is a highly visual semiterrestrial crab that inhabits densely populated mudflat environments. In nature, the crab is regularly engaged in social interactions that include burrow defense, courtship, chasing after smaller individuals and being chased by larger ones (Fathala and Maldonado, 2011; Sal Moyano et al., 2016; Tomsic et al., 2017; Gancedo et al., 2020), all activities that are guided by sight. The crab also uses vision to detect and avoid aerial predators (Magani et al., 2016). Accordingly, vision plays a leading role in the behavior of this animal.

Neurobiological studies on Neohelice mainly focused on the crab’s escape response to visual threats and encompassed different aspects such as visuomotor transformation, response modulation, and learning and memory. The studies were performed with a variety of methodologies that include behavioral analyses, neuroanatomy, pharmacology, molecular biology, electrophysiology, and calcium imaging (for reviews see Tomsic and Romano, 2013; Tomsic, 2016; Tomsic et al., 2017). An important step in the establishment of the crab as an invertebrate model for studying the neural control of behavior has been the identification and characterization of a group of giant neurons from the lobula (3rd optic neuropil of arthropods), which were shown to be key elements for visually-elicited avoidance behaviors. The achievements had been possible due to the unique experimental advantages offered by this crab to perform stable intracellular recordings from brain neurons in the practically intact and awake animal (e.g., Berón de Astrada and Tomsic, 2002; Scarano et al., 2018). Four different classes of lobula giant (LG) neurons had been studied. The different classes exhibit commonalities and differences. Morphologically, they all have wide dendritic trees that extend across tangential layers of the lobula, from where they collect visual information provided by the columnar elements of the retinotopic mosaic (Sztarker et al., 2005; Berón de Astrada et al., 2013) and their axons project through the protocerebral track toward the midbrain (Berón de Astrada and Tomsic, 2002; Medan et al., 2007). A common physiological signature to all LG neurons is their response plasticity on repeated motion stimulation. Such plasticity has been shown to underlie part of the short- and long-term memory traces induced by visual training (Tomsic et al., 2003; Sztarker and Tomsic, 2011). LG neurons also share the ability to integrate binocular information (Sztarker and Tomsic, 2004; Scarano et al., 2018) and three classes integrate visual with mechanosensory information from the animal’s legs (Berón de Astrada and Tomsic, 2002; Medan et al., 2007). Beyond these commonalities, the four LG classes show substantial differences. Two classes have dendritic trees extended across a single tangential layer of the lobula and, therefore, had been named Monostratified Lobula Giants type 1 and type 2 (MLG1 and MLG2, respectively), whereas the other two classes have dendritic trees extended over two tangential layers and, hence, were named Bistratified Lobula Giants type 1 and type 2 (BLG1 and BLG2). MLG1s form an ensemble of 16 elements distributed across the lateromedial axis of the lobula, mapping the 360° of azimuthal space. These elements are thought to convey information about objects position and object motion dynamics in terms of population code and activity code, respectively (Oliva and Tomsic, 2014; Medan et al., 2015). Contrasting, MLG2 is likely a unique element, with a receptive field covering the entire visual space (Medan et al., 2007). This neuron has been shown to play a central role in regulating the animal’s speed of run according to the visual dynamic of approaching stimuli (Oliva and Tomsic, 2016). The BLG1 class is composed of a discrete number of elements (Medan et al., 2007; Scarano et al., 2018), which might participate in encoding information regarding stimulus elevation (Tomsic, 2016). The BLG2 is a very large neuron, likely a single element, with an extensive receptive visual field (Medan et al., 2007). Contrasting with the three previous classes, which responses to looming stimuli consist of a firing rate increase that follows the dynamic of image expansion, the BLG2 neuron strongly responds at the very beginning of looming stimulation and inactivates with further image expansions. The time course of the BLG2 activity to looming stimuli approximately coincides with transient freezing observed in the animal before initiating the escape (Oliva, personal communication), suggesting a role of this neuron in that behavioral component (Tomsic et al., 2017).

Considering their complex morphology, multisensory integration, plasticity properties, and the correspondence observed between their activity and the behavioral responses under different circumstances, the group of the LG neurons is thought to operate as a decision-making node for several important aspects of the visually-guided avoidance behavior. Yet, the connectivity among the different LG neurons is still unknown. Here, we began to bridge this gap by performing multielectrode recordings of neurons from the lobula neuropil of the crab.



MATERIALS AND METHODS


Animals

The animals were adult male Neohelice granulata crabs 2.7–3.0 cm across the carapace, weighing approximately 17 g, collected in the rías (narrow coastal inlets) of San Clemente del Tuyú, Argentina. The crabs were maintained individually in glass jars filled to 2 cm depth with artificial seawater prepared using hw-Marinex (Winex, Hamburg, Germany), salinity 10–14%, at a pH of 7.4–7.6 and maintained within a range of 22–24°C. The holding and experimental rooms were kept on a 12 h light/dark cycle (lights on 7:00 AM to 7:00 PM) and the experiments were run between 8:00 AM and 7:00 PM, two to seven days after the animals’ arrival to the laboratory.



Visual Stimuli

This study represents our first approach to using multielectrode recording in the crab. For this reason, we included in our experiments stimuli that proved to be effective both for identifying different lobula neurons (Medan et al., 2015; Tomsic et al., 2017; Scarano et al., 2018, 2020) and for eliciting a variety of behavioral responses in this animal, such as escape response (Oliva and Tomsic, 2012; Scarano and Tomsic, 2014), predatory response (Gancedo et al., 2020) and optomotor response (Barnatan et al., 2019). Computer-generated visual stimuli were projected on a computer screen (Samsung S20C300L) placed at a distance of 20 cm, covering the frontolateral right side of the animal. The screen was housed inside a Faraday cage with opaque covers to prevent outside visual stimuli from reaching the animal. Visual stimuli were of three different types: (a) black squares of three different sizes that moved at three different heights; (b) a grating pattern; and (c) a looming stimulus. The first two types moved rightward or leftward over a white background, covering a translation distance of 37 cm (spanning a visual arc of 85° from the crab point of view), at a speed of 18 cm/s (corresponding to a retinal speed at the center of the screen of near 52°/s). According to their size, square stimuli were named small, medium, and large (1.5 × 1.5 cm, 3 × 3 cm, and 6 × 6 cm, subtending angles at the center of the screen of approximately 6, 12, and 17 square degrees respectively). These stimuli moved at the level of the horizon and 17° above and below the horizon. The grating consisted of a pattern of black and white vertical bars of 6 × 24.5 cm (the retinal subtended angle at the center of the screen 17 × 63°) extended over the whole screen. The remaining stimulus was a looming stimulus, a 2D representation of a black square object approaching the crab at constant velocity with an l/v ratio of 120 ms (expanding from 4° to 60° in 3.36 s). Stimulation consisted of four consecutive rounds of stimuli presentations, each round encompassing the 21 different stimuli (including size and direction variations) delivered in random order. The time between stimuli presentations was no less than 45 s. Visual stimuli were generated using Matlab custom-built software. To assess the timing of the stimuli on the neuronal recordings we used an Arduino, which sent a TTL pulse at the start and the end of the stimulus to the electrophysiological interface board.



Animal Preparation

The crab was firmly held in an adjustable clamp which allowed free movements of the walking legs but reduced movements of the chelae (Berón de Astrada and Tomsic, 2002). The eyestalks were cemented to the carapace at an angle of approximately 50° from the horizontal line, which corresponds to their normal seeing position (Scarano et al., 2018). A small hole on the medial side of the eyestalk cuticle was drilled to introduce the electrode at the level of the lobula (Figures 1A–D). After this, the clamp with the crab was mounted inside the recording setup using magnetic holding devices. The multielectrode was then positioned and advanced through the opening in the cuticle. All the recordings were taken from the right eyestalk.
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FIGURE 1. Multielectrode recording procedure and data processing. (A) The dorsal part of a crab as viewed from behind with the electrode entering the right eyestalk from its medial side. (B) Closer view of the eyestalk with the recording electrode (RE) passing through a small hole cut in the cuticle. (C) Detail of the custom-made 8-channel multielectrode, consisting of a pair of tetrodes (four twisted 12 μm tungsten wires each) with their tips separated 50–100 μm and the thicker (50 μm) reference wire 500 μm from the tip. (D) Scheme of the eyestalk with the retinotopic neuropils (La: lamina, Me: medulla, Lo: lobula), the lateral protocerebrum (LPc), and the multielectrode targeting the lobula. (E) Confocal image showing the spot in the lobula left by the dye at the tip of the electrode. (F) Fragment of a recording showing electrical signals obtained in four different channels, with the two upper and two lower traces corresponding to different tetrodes. Signals highlighted in blue and orange identify spikes of two different units. (G) Superimposed spikes of each unit were obtained in the four channels. (H) Scatter plot of the first two principal components analyses of the waveforms from tetrodes one and two, where cluster membership is indicated by color. (I) Mean ± SEM waveforms of the two units from the spikes recorded during 10 min preceding and following the experiment (upper and lower traces, respectively). (J) Interspike interval histograms for all spikes of the two sorted units.





Multielectrode Construction and Recording Devices

We used a custom-made eight-channel multielectrode. It consisted of a pair of tetrodes (four twisted 12 μm tungsten wires each) and a reference (single 50 μm tungsten wire). First, both tetrodes and the reference were slid into a metal capillary which was fixed on a small plexiglass plate controlled by a micromanipulator. Then, the tetrode tips were cut at a 45-degree angle with carbide scissors to improve tissue penetration and the two bundles were glued together using methacrylate, with their tips separated by 50–100 μm. The reference was also glued to the tetrodes approximately 500 μm from their tips, helping to straighten the ensemble (Figure 1C). Each electrode impedance at 1 kHz was adjusted to approximately 150 KΩ using gold electroplating. The plexiglass plate contained the plugs for connecting every independent wire, which in turn were connected to the amplifier (Intan RHD2132 16-channel amplifier board). An interface board (RHD2000 USB interface board) allowed to simultaneously acquire neuronal data and the timing of visual stimuli (TTL pulses indicated the start and end of each visual stimulus). Data were acquired at 30 kHz and recorded on a PC using Intan software (RHD2000 Evaluation System Software).



Experimental Protocol

Once the multielectrode was inside the eyestalk, it was gently moved forward until clear spike signals to noise ratio were obtained. Then, a rapid preliminary test was performed by presenting a moving stimulus to detect evident neural responses. If satisfactory responses were not observed, the electrode was advanced until a clear-cut response to motion stimulation was achieved. After some practice, we were able to get suitable responses quite easily. However, at this stage, observable responses usually contained the activity of different neuronal units, which could only be separated and distinguished after processing the data off-line. Once the electrode was in a position from which we decided to perform the experiment, we put down the curtain at the front of the Faraday cage and waited for 10 min to start recording. Our experimental protocol included continuous recording during the full sequence of visual motion stimuli presented four times (as described above), plus 10 min of basal activity at both ends of the recording session. These periods of basal activity were used to assure that the signals remained the same across the entire recording.

To confirm that the multielectrode was actually targeting the lobula, in a few experiments we dipped the tips of the electrodes into a concentrated solution of Dil (1,1′-dioctadecyl-3,3,3′,3′-tetramethylindocarbocyanine perchlorate) before approaching the tissue. After the recordings, we dissected and prepared the optic ganglia to be observed with the confocal microscope.



Data Processing

There are three main steps involved in spike sorting: spike detection, feature extraction, and spike clustering based on combinations of extracted features (Takekawa et al., 2010). Data were first high pass filtered (a median-based filter with a window half-length of 90 samples), then the spikes (Figure 1E) were detected using a voltage threshold of 6 SD, and finally, a principal component analysis (PCA) was performed to each waveform. The waveform time window was set from −0.8 ms before to 1.2 ms after either positive or negative peak amplitude (Figure 1F). All these steps were done using NDManager (Hazan et al., 2006). Automated clustering was performed with the program KlustaKwik (version 1.51) and then imported into Klusters (Hazan et al., 2006) for further classification and refinement.

Because spike sorting is sensitive to misclassification (Harris et al., 2000; Joshua et al., 2007; Quiroga et al., 2007), we considered a series of visual tests on the output of automated spike sorting routines that address whether a single cluster of waveforms is self-consistent with a single neuron (Hill et al., 2011). These were as follows.


   (a)  Inspect the waveforms: for every sorted unit, the spike shapes were superimposed to make false-positive sorting visible. We cleaned false data manually.

   (b)  Inspect for stationary: for each unit, if the spontaneous activity shifted noticeably during the experiment, data after the shift were excluded from the analysis. We also checked that the mean waveform obtained during a baseline period in the beginning and the end of the experiment was unchanged.

   (c)  Distribution of interspike intervals (ISIs): very short ISIs (<1–2 ms) are unlikely to occur in a single unit because of its refractory period, so an ISI histogram with a substantial number of occurrences at small ISIs suggests that multiple neurons may be included within a cluster.



After completion of these analyses, clusters were considered to represent spikes of individual neurons.



Analysis of Responses to Visual Stimuli and Classification of Units

Following the identification of the spikes corresponding to individual neurons, the responses to visual stimuli presentations were analyzed. Peri event time histograms (PETH) were computed for each neuron with a bin size of 10 ms. To calculate the instantaneous firing rate, every single raster built on the spike times was smoothed using a Gaussian kernel with a width of 100 ms (10 bins). PETH was constructed with four trials for each stimulus type. In this way, we obtained the response profiles of each unit for all the stimuli.



Further Analyses

In addition to the response profile to visual stimulation, several features of the extracellularly recorded units were examined. These included spontaneous firing rate, bursting pattern, spike duration, spike asymmetry, the amplitude ratio of the negative and positive peaks and recovery time, as well as features of the auto-correlogram such as the time from peak to peak. Possible interactions between simultaneously recorded units were analyzed using cross-correlograms. Excitatory connections were associated with short-latency and -duration sharp peaks in the cross-correlogram, while short-latency troughs were considered to be due to inhibition (Csicsvari et al., 1998).




RESULTS


General Description

We recorded the neural activity of 93 units from the lobula in 27 animals. The number of reliably identified units per experiment varied between 1 and 8. Figure 1 shows the method of recording and the general procedure of spike sorting and clustering illustrated on data from a particular experiment. Figure 1F shows a recording example where the spike activity of two different units can be observed. The two upper and lower traces correspond to channels of different tetrodes. Note that the blue marked spikes are larger in the two upper channels than in the lower ones, whereas for the orange marked spikes the relation is inverted. This becomes clearer when the waveforms of several individual spikes are superimposed (Figure 1G). PCA performed over the entire recording time across all eight channels allowed to distinguish two signal clusters in this particular recording (Figure 1H). This result was supported by a series of visual tests that we applied to further address whether a single cluster of waveforms is self-consistent with a single neuron (see “Materials and Methods” section). Figure 1I shows the mean ± SEM waveforms of spikes obtained during the first and last 10 min of the experiment (upper and lower traces, respectively) for both units. Despite the samples were taken more than one hour apart, the waveform of each neuron remained unchanged. Also, the distribution of interspike intervals (ISIs) depicted in Figure 1J confirms that none of the units reflect refractory period violations (i.e., ISI < 1–2 ms).



Distinct Units Exhibit Differential Response Preferences for Visual Stimuli

Once the spikes of distinct units had been sorted and clustered, we analyzed the responses of each unit to the presentation of the visual stimuli. A first analysis, based on the ratio between the firing rates measured over a 2 s time window immediately before and after the initiation of motion stimulation for all the stimuli, showed that 86% of the recorded units responded with an increase of their firing rate, 4% with a reduction and 10% showed no change. An equivalent result was observed when the different stimuli were analyzed separately.

Responses to square stimuli of different sizes and elevations differed in intensity (being the most effective the large square moving at the level of the horizon), but not in their profiles. Therefore, our description concentrates on the size and elevation that elicited the strongest response. Figure 2 illustrates the responses of three different units to the large square stimulus (blue) and the looming stimulus (red). Raster plots reflect the responses recorded across four trials and the traces are the mean ± SEM. Each unit exhibits a different response profile. Unit 1 shows a moderate increase of firing rate to the moving square that ends when the stimulus stops moving, whilst it shows a progressive increase of firing rate to the looming stimulus that nearly matches the image growing and suddenly suppresses with the end of the expansion. Unit 2 shows a response to the square lead by a prominent peak of firing rate followed by a steady-state that extends beyond the stimulus end, whereas the response to looming consists of an early substantial increase of firing that progressively decays with the image expansion and is followed by a marked rebound at the end of the expansion. Unit 3 shows no appreciable response to either the square or the looming stimulus. These results demonstrate the feasibility of disclosing and classifying units based on their response preference for distinct visual stimuli, an issue that we further elaborate throughout the next sections.
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FIGURE 2. Contrasting responses of different units to visual presentations of a looming (red) or a moving square (blue) stimulus. (A–C) Responses of three different units recorded from different crabs. For each unit, the raster plot depicts the temporal course of elicited spikes (response) to four presentations of each stimulus type. The traces correspond to the mean ± SEM firing frequency. The blue rectangle over the X-axis represents the motion duration of the square stimulus. The red curve represents the angular size of the looming stimulus, which remained stationary until time zero when it started to expand. Further details are in the text.





Identification of LG Neurons

The multielectrode extracellular technique prevents the morphological identification of the recorded neurons. Consequently, in most studies, whether they are carried out in vertebrate or in invertebrate animals, the identity of recorded neurons is essentially unknown. The best approximation for neuronal identification resides on previous knowledge of neurons housed in the area from where the extracellular recording is taken, namely in the possibility of establishing correspondences between patterns of activity recorded extracellularly with those seen in neurons that had been characterized intracellularly. Yet, even in invertebrates, the strategy of identifying neurons by comparing extracellular data with intracellular data proved not to be easy (Bhavsar et al., 2015). We were confident that this could be achieved in the crab because the lobula is an easily targeting neuropil that contains several classes of morphologically identified and physiologically characterized neurons of exceptionally large size, the LG neurons. Results shown in Figures 3, 4 substantiate our assumption. Figure 3 allows comparing the response profile to a looming stimulus obtained by intracellular recording from neurons MLG2 and BLG2 with similar responses from units obtained by extracellular recording. The characterizations performed by intracellular recording followed by cell staining have shown that these two neurons arborize across the whole lobula as well as in several regions of the lateral protocerebrum (Figures 3A,F), and their physiological receptive fields cover the entire visual field of the animal (Medan et al., 2007). However, the response of these two cells to looming stimuli was very different. On one hand, the MLG2 neuron increases the firing rate according to the dynamic of image expansion (Oliva et al., 2007; Oliva and Tomsic, 2016). This is illustrated in the intracellularly recorded trace of Figure 3B. A remarkably similar profile of spiking activity was found in some extracellular recorded units, as the one shown in Figure 3C. The correspondence between the activity of intracellularly and extracellularly recorded elements becomes more evident and reliable when the mean response from several units with similar responses recorded from different animals are compared (intracellular n = 37, extracellular n = 5, Figures 3D,E, respectively). The BLG2 neuron, on the other hand, has been shown to respond to looming stimuli with an early substantial increase of firing rate, followed by a steady-state or even a gradual suppression during the rapid phase of stimulus expansion and a transient rebound of high-frequency firing just after the end of the expansion. This can be observed in the intracellular recorded response of Figure 3G. Again, we found a similar response profile in some of the extracellular recorded units, like the one shown in Figure 3H. The resemblance between the response of intracellularly recorded BLG2 neurons and the response of some extracellularly recorded units can be appreciated by comparing the mean response profiles of neurons obtained from different individuals (intracellular n = 13, extracellular n = 8, Figures 3I,J, respectively).
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FIGURE 3. Intracellular and extracellular recorded responses to a looming stimulus of Monostratified Lobula Giant type 2 neuron (MLG2) and of Bistratified Lobula Giant 2 neuron (BLG2). (A–E) Data on MLG2. (F–J) Data on BLG2. (A,F) Morphology of the two neuronal types. (B,G) Examples of intracellular recorded responses. (C,H) Examples of extracellular recorded responses. For each unit, the raster plot shows responses to four presentations of the looming stimulus and the traces are the mean ± SEM. (D,I) Mean ± SEM of intracellularly recorded responses (as those shown in panels B,G) obtained from different animals. In panels (D,I) the number of averaged animals (one mean response per animal) is 37 and 13, respectively. (E,J) Mean ± SEM of extracellularly recorded responses (as those shown in panels C,H) obtained from different animals. In panels (E,J) the number of animals (one mean response per animal) is five and eight, respectively. The arrowhead at time zero marks the beginning of stimulus expansion, which is represented by the curved profile of the gray form. The vertical dotted line denotes the end of the expansion. The cell morphologies shown in panels (A,F) are from Medan et al. (2007). Data shown in panels (B,D) have been modified from Oliva and Tomsic (2016). Data in panels (G,I) have been modified from Oliva (2010).
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FIGURE 4. Intracellular and extracellular recorded responses of Lobula Complex Directional Cells (LCDC) to visual presentations of a single moving object or a grating pattern. Responses to the rightward and leftward motion were recorded for both stimulus types. (A) Responses from a single intracellularly recorded neuron. (B) Responses from extracellular recorded units. Upper panels: responses of a single unit. Raster plots show responses to four presentations of the stimulus and the traces are the mean ± SEM. Lower panels: Mean ± SEM obtained from five animals (one mean response per animal). Gray horizontal rectangles stand for the time of stimulus motion. Note the differences in the scale times among panels. Data in panel (A) have been modified from Scarano et al. (2020). See the text for further details.



In addition to the response profiles to visual stimulation just described, our knowledge on the activity of LG neurons acquired by intracellular recordings allows comparing other features of the extracellularly recorded units. For example, the MLG2 has been shown to exhibit a spontaneous activity made of individual spikes, whereas the BLG2 was shown to display spontaneous activity characterized by bursts of spikes (tables 1 and 2 in Medan et al., 2007). In the raster plot of Figure 3C, the spontaneous activity preceding the start of the looming contains isolated spikes. On the other hand, the raster plot of Figure 3H shows a spontaneous activity made of bursts. We then analyzed the firing pattern of all our MLG2 and BLG2 classified units, by calculating the percentage of total spikes that occurred as bursts of three or more spikes with an interspike interval of less than 15 ms (Longden et al., 2017). The mean ± SEM percentage for the MLG2 units (n = 5) was 3.3 ± 1, 4 and for the BLG2 units (n = 8) was 15.7 ± 2.7, a difference that was statistically significant (p < 0.01, Student’s t-test). Therefore the pattern of bursting activity provides further confidence for our classification of these extracellularly recorded units as MLG2 and BLG2 neurons.



Identification of Directional Sensitive Neurons

The four LG classes of neurons have scarce or null motion directional preferences (Medan et al., 2007). Recently, we have described a novel group of large neurons of the crab that exhibit a remarkable directional preference for visual stimuli moving along the horizontal plane. Because of their arborizations in the lobula and the lobula plate, we called these cells lobula complex directional cells (LCDC; Scarano et al., 2020). The LCDC response to a moving square is characterized by a clear increase of spike discharge in one direction, the so-called preferred direction, and a hyperpolarization with suppression of spontaneous spikes in the opposite direction called the null direction. Some LCDC neurons have been shown to present sustained responses to optic flow in the preferred as well as in the null direction (Scarano et al., 2020). Figure 4A shows the intracellularly recorded response of an LCDC to a single object and a grating pattern moved in opposite directions. In our extracellular recordings, we have identified units that responded as LCDC neurons. The performance of one such unit is illustrated in Figure 4B (upper row), where the responses to the four trials (raster plot) recorded for each stimulus condition and the averaged response from these trials (trace) are depicted. Figure 4B (lower row) shows the mean responses from five recorded units, which responses were similar to those of the unit depicted in the upper panels. The results show the remarkable directional sensitivity of these units, consisting of a sustained increase in the firing rate to one motion direction as well as a sustained suppression of the spontaneous spike activity in the opposite direction. The equivalence between these response profiles and those obtained with intracellular recordings from LCDC neurons strengthens our initial confidence in the feasibility to recognize in extracellular recordings some of the previously identified elements of the crab’s lobula neuropil.



Additional Commonalities Within Groups of Identified Units

The identification of extracellularly recorded units as MLG2, BLG2, or LCDC neurons just described was based on the recognition of particular patterns of activity in response to presentations of specific visual stimuli. To further investigate the reliability of this criterion for picking out elements of a particular neuronal class, we analyzed the consistency of the waveforms and the auto-correlograms among the units of each particular group (Figures 5A,B, respectively). Contrasting with the analysis of the response profiles during the presentation of visual stimuli, which comprised just a small fraction (4%) of the entire recording time, the mean waveform and the auto-correlogram take into consideration all the spikes sorted for each unit during the whole duration of the recording. Figure 5A (left column) shows the mean waveform of each unit, for all those units that were identified by their responses as MLG2, BLG2, or LCDC. A cursory inspection allows seeing that within each group the waveforms have rather similar shapes (with one exception in the BLG2 group) and that the shapes differ among the groups. In particular, BLG2 units exhibit a conspicuous positive phase that is barely observable in MLG2 and LCDC units. The differences become more evident when the mean waveforms of the groups (obtained from the individual means) are compared (Figure 5A, right column). A comparison of simple features of the mean waveforms, such as the relative magnitude of the positive phase (red vertical line), reveals statistical differences between groups tagged with different letters (BLG2 vs. MLG2, p < 0.01; BLG2 vs. LCDC, p < 0.01; MLG2 vs. LCDC, p > 0.5, one way ANOVA followed by Tukey’s test).
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FIGURE 5. Waveforms and auto-correlograms of BLG2, MLG2, and LCDC neurons. (A) Waveforms of individual units (left panels) and Mean ± SEM waveforms (right panels) of the three identified neuronal classes. The red vertical line indicates the mean size of the waveform positive phase. Different letters denote a significant difference. (B) Auto-correlograms of individual units (left panels) and Mean ± SEM (right panels). The red horizontal line indicates the mean time between the peeks of the spike count. Different letters denote a significant difference. Further details are in the text.



Figure 5B (left column) shows the auto-correlograms of all those units classified as MLG2, BLG2, or LCDC. The auto-correlograms of units within each group are qualitatively more similar between them than to those of units from the other groups. Figure 5B (right column) shows the mean ± SEM of the auto-correlograms of the three cell classes. A simple comparison of the time that separates the peeks of higher probability (red horizontal line) shows statistical differences among all groups (BLG2 vs. MLG2, p < 0.01; BLG2 vs. LCDC, p < 0.05; MLG2 vs. LCDC, p < 0.01, one way ANOVA followed by Tukey’s test).

The coherence found in the waveforms and in the auto-correlograms among the units that had been classified by their responses to visual stimulation as belonging to a specific class provides strong support to the use of those responses as a solid criterion for recognizing specific neuronal classes within the lobula of the crab. Moreover, the results show that a proper recognition of a unit as an MLG2, BLG2 or LCDC, should satisfy the three criteria identified here, namely: (i) a particular response profile to visual stimuli; (ii) a predictable waveform shape; and (iii) an expected outline in the auto-correlogram.



Functional Connections Between Units

The simultaneous recording of activity from different units performed with multi electrodes offers the possibility of disclosing functional relationships between them. These interactions are typically visualized through cross-correlation analyses (Barthó et al., 2004). We analyzed cross-correlograms built with the spikes recorded during the whole duration of the experiment, thus comprising periods of spontaneous activity as well as of evoked activity (stimuli presentations). We also examined the cross-correlograms built exclusively with the spikes generated during the stimulation periods but, because the sum of these periods represents only about 4% of the entire recording time, the numbers of events were insufficient for the analyses. Cross-correlograms (and auto-correlograms) built on the total recorded spikes and those built on the periods of spontaneous activity looked very similar.

Of the 155 cell pairs analyzed in our experiments, we found that near 15% showed apparent interactions. Figure 6 illustrates three different types of interactions found in our recordings. For the cross-correlograms (gray panels) the reference event (time 0) is the spike of the corresponding unit which auto-correlogram is shown in light blue. Figure 6A shows the auto-correlograms of a BLG2 cell and a non-identified cell 1 with the corresponding cross-correlogram. The cross-correlogram contains a clear and narrow short-latency peak (<5 ms), indicating that the BLG2 presynaptic neuron was an excitatory cell. Figure 6B shows the auto-correlograms of a non-identified cell 2 and a BLG2 cell. The cross-correlogram of these cells exhibits a short-latency suppression (<10 ms), indicating that the non-identified presynaptic neuron was inhibitory on the BLG2 neuron. Finally, Figure 6C presents the auto-correlograms corresponding to an MLG2 and a BLG2. In this case, the cross-correlogram shows both a short-latency sustained peak and a delayed trough, suggesting that the elements of the pair were mutually connected. The MLG2 was excitatory on the BLG2, whereas the BLG2 exerted an indirect (delayed) inhibition on the MLG2. The short-latency and long-lasting peak and the delayed inhibition can be better appreciated on the extended timescale shown in the figure inset.
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FIGURE 6. Interaction between a pair of units recorded simultaneously. Examples of interactions revealed by cross-correlogram analyses of three pairs of units. The left and middle panels are the auto-correlograms of the units corresponding to the cross-correlograms shown on the right panels. (A) Short-latency monosynaptic excitatory interaction of the BLG2 cell on a non-identified unit 1 (NI1; blue arrow). Note the large, sharp peak at near 4 ms in the cross-correlogram. The reference event (time 0) is the spike of the BLG2. (B) Short-latency monosynaptic inhibitory interaction of a non-identified unit 2 (NI2) on the BLG2 neuron (red circle-ended line). Note the strong and immediate suppression of target spikes. The reference event is the spike of the NI2 neuron. (C) Complex reciprocal interactions between the MLG2 and BLG2 neurons (blue arrow and red circle-ended line). Reference event: the spike of the MLG2 unit. In the inset, data are shown over an extending period. Note the long-lasting excitation of the BLG2 and the delayed suppression of the MLG2 spikes. Further explanations are in the text.



The inhibitory effect of the BLG2 on the MLG2 is in agreement with what is observed in the response profiles to the looming stimulus of these neurons (Figure 3), i.e., the time of higher firing frequency of the BLG2 at the beginning and the end of the stimulus expansion coincides with the time of lower spike frequency of the MLG2, which finds its maximal rate when the BLG2 has its trough. Following similar reasoning, it would be expected that the cross-correlogram had revealed an inhibitory effect of MLG2 on the BLG2, but this was not the case. Far more experiments are needed to unravel the complex functional connections existing in the microcircuit formed by the large neurons of the lobula.




DISCUSSION

The crab Neohelice is a well established invertebrate model for investigating the neurobiology of visually guided behaviors, including learning and memory processes. Over the last two decades a great deal of knowledge about different lobula giant neurons that play central roles in the crab’s escape behavior from visual threats has been acquired (Tomsic et al., 2017). The characterization of these LG neurons has been made by in vivo intracellular recording and staining. The present account describes results obtained by multielectrode extracellular recording for the first time. This study aimed to seek out the possibility of identifying LG neurons from the extracellular recorded units based on the similarity of responses to those recorded intracellularly with a variety of visual stimuli. The results show that the expectation was fulfilled. Moreover, by simultaneously recording from multiples units we proved the feasibility of disclosing the interactions between them.


Characteristics of the Multielectrode Extracellular Recording in the Crab

Extracellular recording is the oldest and most common method for recording electrical activity across populations of neurons in awake behaving animals, from invertebrates to human primates. Yet simple criteria for acceptable data, particularly concerning claims of single-unit responses, are largely missing. Such criteria are critical since interpretations of spike trains that are based on inadequately sorted units can lead to erroneous claims on neural coding (Hill et al., 2011). Because this is our first study using this methodology, we adopted conservative spike sorting criteria (see “Materials and Methods” section). This reduced the number of potentially analyzable units per experiment but increased our confidence by relying on units whose signals were most conspicuous. On average, we have considered for analyses 3.4 units per experiment (range 1–8, median 4), which is comparable to the average of 2.7 units (56 units from 21 preparations) recorded from the central complex of the cockroach using a similar pair of 12 μm wire-bundle tetrodes (Guo and Ritzmann, 2013).

Crabs offer the singular advantage of allowing to perform stable intracellular recording in the practically intact animal, which following the experiment remains perfectly healthy (e.g., Tomsic et al., 2003). This holds for multielectrode recording. The stability of these recordings is illustrated in Figure 1I, which shows that the unit’s waveforms remained unchanged throughout the experiment, even though the electrode was not affixed to the carapace of the crab and that the animal sporadically moved its legs. The recording stability obtained under such conditions seems to warranty the feasibility of recordings from the freely moving animal. The chances for this are also supported by the fact that after the recording all the animals used in this study remained healthy.



Extracellular Recognition of Previously Identified Neurons

Intracellular recording and staining allow to unequivocally establish fundamental aspects of the cell physiology together with the cell’s exact location and morphology. Therefore, the possibility of associating extracellularly recorded units with intracellularly well-characterized elements is of paramount importance. Yet, extracellular multichannel recordings in arthropods have mostly been made from unidentified cells, and attempts to recognize specific neurons based on matching the responses to particular stimuli with those previously obtained from intracellular recordings have largely failed (e.g., Bhavsar et al., 2015). By recording with the duo-tetrode from the lobula we were able to confidently identify two of the four types of LG neurons that have been described so far (e.g., Medan et al., 2007), as well as the recently described directional giant neurons (Scarano et al., 2020). Among the four classes of LG neurons, the MLG2 and BLG2 recognized in the present study are the largest lobula neurons, whose arborizations profusely extend all over the neuropil (Medan et al., 2007). Similarly, the so-called lobula complex directional cells (LCDC) present extensive arborizations within the lobula (Scarano et al., 2020). These characteristics most certainly facilitated recording from these elements. The classification of recorded units as MLG2, BLG2, or LCDC was based on the similarity between the patterns of responses (temporal course and intensity of firing frequency) obtained extracellularly with those previously obtained intracellularly to identical visual stimuli. Remarkably, the classifications made by this criterion rendered groups of units that could be distinguished by criteria different from the one originally used to separate them. The units gathered as BLG2 have a waveform that allows to distinguish them from units grouped as MLG2 and LCDC. Likewise, an analysis of the auto-correlograms allows us to separate the units of the three groups. The similarity in the waveforms and the auto-correlograms found among units that were ascribed to each one of the three groups based solely on their response profile, and the differences between the units of the separated groups, provide strong validation on our criteria of spike sorting and of neuronal identification.

The highest firing rates reached with extracellular recordings were a bit lower than those obtained with intracellular recordings (Figure 4). This may be because looming stimuli are known to induce high frequency firing with similar latency in different LG neurons, especially towards the end of image expansion (Tomsic et al., 2017). Hence, regularly occurring overlapping spikes of different neurons may be interpreted as separate waveforms of a particular neuron. Also, false-negative errors may include misclassification because of a reduction in amplitude and an increase in width for the trailing spikes of a burst. Consequently, at high firing frequency, the spike waveforms of an individual unit become irregular and may not be recognized by the software to be included in the cell cluster (Bhavsar et al., 2015).

The two previously characterized LG classes named MLG1 and BLG1 have been elusive in our experiments. Several reasons may account for their lack. First, both classes are composed of several units whose anatomical and physiological receptive fields are considerably smaller compared to those of the MLG2 and BLG2 classes, which are thought to be represented by one single element per lobula (Medan et al., 2007). In our experiments, the stimulation area was restricted to the screen location, which encompassed a small portion (less than 25%) of the horizontal visual space seen by the crab’s eye. This, in combination with the receptive field size of MLG1 and BLG1, could have made these neurons less likely to be activated. Another reason would be related to a low level of spontaneous activity, in particular for MLG1 neurons. Because the reliability of clusters formation depends on the number of detected spikes, neurons with high spontaneous activity are better isolated than neurons that are only activated by the presence of stimuli. In our experiments, the sum of time corresponding to the presentations of all the stimuli comprised less than 4% of the entire duration of the recording. Therefore, for neurons like MLG1s that barely show activity in absence of stimulation, the effectiveness of building reliable clusters is compromised. This being said, we have recorded two units whose response profiles resemble that of MLG1 neurons, but their endorsement is pending until more similar units will be recorded.



Unidentified Recorded Units

Although the present study is focused on the identification of neurons previously characterized by intracellular recordings, a brief discussion on the unidentified units is warranted. Most of the recorded units exhibited response profiles distinct to those that characterize the particular classes of LG neurons or the LCDCs. This is not surprising given that the neurons so far characterized likely represent a fraction of the large tangential elements present in the lobula. Indeed, while attempting to record intracellularly from LG neurons, we often impale neurons that display differential sensitivities for particular visual stimuli. We have not systematically studied these neurons yet. However, comparable response preferences could be observed in some of our extracellularly recorded units. For example, a unit responded with excitation to the large moving square and with inhibition to the small square; another unit responded with similar excitation to all square sizes followed by marked post-stimulus suppression of the spontaneous activity; a unit displayed a stronger response to the grating pattern when it was presented motionless than when it moved; several units responded with transient excitations at the beginning and the end of the square translatory motion. A thorough description of these types of units is pending on further studies.



Functional Neuronal Interactions

Transformation, transmission, and storage of information in the brain are achieved by the cooperative action of neuronal ensembles. The study of population activity of neurons in the crab has been satisfied so far by artificially combining data obtained through intracellular recordings from different individuals (Tomsic et al., 2003; Sztarker and Tomsic, 2011; Oliva and Tomsic, 2014, 2016; Medan et al., 2015). There have been double intracellular recordings performed to study combined responses of different neurons (Scarano et al., 2018), but the success rates for simultaneous recordings in the living crab is usually quite low. Population neural responses have also been studied in the crab by using massive staining and optical recording (Berón de Astrada et al., 2013), however, this methodology does not allow revealing the identity of individual units. Besides, while optical recording methods provide the advantage of spatial information, their temporal resolution does not meet the requirement for assessing the information encoded in the high firing frequency used by neurons (Brill et al., 2013). Thus, simultaneous access to single neurons in the same preparation at high temporal resolution can only be achieved through extracellular multichannel recording. By analyzing the temporal relationship of activity between simultaneously recorded units using cross-correlograms, it is possible to infer different kinds of neuronal interactions (e.g., Barthó et al., 2004; Hill et al., 2011). Nevertheless, the number of detectable interactions is usually low (e.g., Barthó et al., 2004). We recorded different types of interactions. For instance, a likely monosynaptic (short-latency, sharp peak) excitatory synaptic connections of BLG2 on an unidentified unit (Figure 6A), a likely mono or disynaptic (<10 ms delay) inhibitory connection of an unidentified unit on the BLG2 (Figure 6B), and a reciprocal interaction involving more complex functional relations between the MLG2 and the BLG2 neurons (Figure 6C). The connection between this pair entails a short-latency and long-lasting excitatory effect of the MLG2 on the BLG2 and an indirect (>10 ms delay) inhibitory effect of the BLG2 on the MLG2. An inhibitory connection of the BLG2 on the MLG2, such as the one observed here, has been anticipated by the analyses of the temporal course of response of these neurons to a variety of looming stimuli. Moreover, the interaction has been proposed to be part of the neural mechanism underlying the decision of switching from a freezing response to an escape response (Oliva, 2010). When a crab faces an approaching object, its first strategy is to freeze, but if the object continues to approach the crab runs away. The BLG2 neuron strongly responds to a looming stimulus at the very beginning of its expansion, when the freezing occurs (Tomsic et al., 2017). Thus, the activity of the BLG2 may lead to freezing while contributing to inhibit the MLG2. If the stimulus further approaches the activity of the BLG2 decays, releasing the MLG2 that starts firing and the crab begins to run away (Oliva, 2010). Once the escape has been launched, the response of the MLG2 neuron faithfully encodes the angular velocity of looming stimuli, and thus conveys the information used by the animal to continuously adjust its running speed (Oliva and Tomsic, 2016).



Toward Simultaneous Multiunit Recording in the Freely Moving Crab

Field and laboratory studies have demonstrated that the crab’s avoidance behavior is not a stereotyped reflex reaction, but a complex repertoire of strategies that includes freezing, escaping, and confronting. The decision on which strategy should be implemented is based on risk assessment, for which the animal takes into account the stimulus as well as the contextual situation, such as the availability of a near shelter (Hemmi and Tomsic, 2012). When running away from a visual threat the crab continuously adjusts its direction and speed of escape according to changes in the incoming visual information (Oliva and Tomsic, 2016; Medan et al., 2015). Besides, the escape response to a specific stimulus can be rapidly adapted by learning (Tomsic and Maldonado, 2013). By recording intracellularly from immobilized animals we have shown that some of these behavioral attributes are reflected by the activity of the LG neurons (e.g., Sztarker and Tomsic, 2011; Oliva and Tomsic, 2014, 2016; Medan et al., 2015), which lead us to propose that these neurons form a microcircuit that acts as a decision-making node (Tomsic, 2016). The correspondence of the activity of particular LG neurons with a distinct component of the escape response was established by the remarkable matching found between the temporal course of the neuronal and the behavioral responses to a variety of visual stimuli measured separately in different individuals. However, the neural control of elaborated behaviors can hardly be understood by the analysis of single-neuron physiology. Simultaneously recording the individual activity of the foremost neurons of the circuit involved in the avoidance responses of the crab will considerably improve our knowledge on the neural interactions and computations underlying the organization of these behaviors. This goal became more realistic after having confirmed, as we did here, that the identity of LG neurons can be faithfully recognized from extracellular recorded units.

The stability of our recordings in combination with the suitable size and robustness of the crab gives us confidence in the feasibility of recording from the freely moving animal. Besides, the readiness of the crab to behave in the laboratory, where stimulation conditions are well controlled and responses are easy to measure, offers excellent opportunities for evaluating the conjoin activity of lobula neurons in the behaving animal.
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The fruit fly Drosophila melanogaster is an established model organism in chronobiology, because genetic manipulation and breeding in the laboratory are easy. The circadian clock neuroanatomy in D. melanogaster is one of the best-known clock networks in insects and basic circadian behavior has been characterized in detail in this insect. Another model in chronobiology is the honey bee Apis mellifera, of which diurnal foraging behavior has been described already in the early twentieth century. A. mellifera hallmarks the research on the interplay between the clock and sociality and complex behaviors like sun compass navigation and time-place-learning. Nevertheless, there are aspects of clock structure and function, like for example the role of the clock in photoperiodism and diapause, which can be only insufficiently investigated in these two models. Unlike high-latitude flies such as Chymomyza costata or D. ezoana, cosmopolitan D. melanogaster flies do not display a photoperiodic diapause. Similarly, A. mellifera bees do not go into “real” diapause, but most solitary bee species exhibit an obligatory diapause. Furthermore, sociality evolved in different Hymenoptera independently, wherefore it might be misleading to study the social clock only in one social insect. Consequently, additional research on non-model insects is required to understand the circadian clock in Diptera and Hymenoptera. In this review, we introduce the two chronobiology model insects D. melanogaster and A. mellifera, compare them with other insects and show their advantages and limitations as general models for insect circadian clocks.

Keywords: Drosophila melanogaster, Apis mellifera, circadian clock, complex behavior, diapause, sociality


INTRODUCTION: THE HISTORY OF INSECT MODELS IN CHRONOBIOLOGY

Chronobiology is a field of biology that examines cyclic phenomena in living organisms and their adaptation to solar- and lunar-related rhythms. These cycles are known as biological rhythms and the best known are daily, annual and lunar rhythms. Daily rhythms are controlled by the circadian clock, which has a period of about (circa) a day (dian), but is synchronized to a period of 24 h by the environmental rhythms (= Zeitgeber) on earth. Chronobiologists also say that the circadian clock entrains to the 24 h Zeitgeber. The circadian clock is ubiquitous in living organisms of our planet. Circadian clocks help individual insects and other organisms to anticipate the 24 h environmental cycles and insect populations to synchronize crucial steps in their life (such as eclosion from the pupal case or mating) at the optimal time of the day. In addition, they enable individual insects to measure time, which is important for a time memory. They also provide an internal time reference for insects that orient themselves via a sun compass, which is necessary to compensate for the sun's predictable daily motion. Furthermore, the circadian clock is needed to measure day length and to prepare in time for the coming season (e.g., to reproduce or to hibernate). Since insects live at different latitudes (from the equator to the poles), at different habitats (conditions of the surrounding environment) and have developed different life styles (e.g., solitary or social), several adaptations of the circadian clock evolved that are just beginning to be investigated.

Different insect models help to elucidate various aspects of circadian clock function. Nevertheless, many concepts in chronobiology, like the interplay of daily and annual time keeping in photoperiodism and hibernation (in insects called diapause) or the influence of inter-individual behavior and social insect communities on the clock, are still not well-understood.

The honey bee was one of the first insect models in chronobiology. Reports of daily foraging behavior in the beginning of the twentieth century inspired research on the biological relevance of clock regulated behavior (Kleber, 1935; Galizia et al., 2011). Studies on the role of the clock in complex behaviors like sun-compass orientation of the honey bee followed (Frisch and Lindauer, 1954; Medugorac and Lindauer, 1967; Lehmann et al., 2011; Cheeseman et al., 2012) and are still an intensely studied topic, since many other insects of different orders, for example the monarch butterfly, desert locusts and the desert ant Cataglyphis, use sun- or sky-compass orientation (e.g., Fent and Wehner, 1985; Merlin et al., 2009, 2012; Homberg et al., 2011; Homberg, 2015).

On the search for the location of the circadian clock in the insect brain, first evidence of a circadian pacemaker (= master clock) in the lateral brain was given by surgical removal and transplantation of the optic lobes in cockroaches (Nishiitsutsuji-Uwo and Pittendrigh, 1968; Page, 1982). Later, more specific tissue transplantation studies identified the accessory medulla, a small neuropil in the optic lobe, as the master clock in cockroaches (Reischig and Stengl, 2003). In comparative studies, master clocks in the lateral and/or dorsal brain could be identified in many different species, for example flies, bugs, bees and some moth species (Siwicki et al., 1988; Nässel et al., 1993; Helfrich-Förster et al., 1998; Wise et al., 2002; Závodská et al., 2003; Vafopoulou et al., 2009; Ikeno et al., 2014; Kobelková et al., 2015; Fuchikawa et al., 2017).

With the isolation of the first clock gene mutants in Drosophila melanogaster the molecular basis of the circadian clock was unraveled and subsequently the first functional studies were introduced to insect chronobiology (Konopka and Benzer, 1971). Systematic genetic manipulations of the clock system led to a detailed knowledge about the insect clock in this fly [reviewed in (Hall, 2003)] and therefore the best description of basic concepts of the insect circadian clock so far is found in Drosophila.

Lately, new arising methods for genetic manipulation offer the possibility to study circadian clock components and function in detail also in many other insects. RNA interference has been successfully applied in different insects (Moriyama et al., 2008; Lee et al., 2009; for example: Ikeno et al., 2010; Takekata et al., 2012; Kotwica-Rolinska et al., 2017) and genome editing via CRISPR (Clustered Regularly Interspaced Short Palindromic Repeats)—Cas (CRISPR associated protein) may provide clock gene manipulation suitable for further insects (Kotwica-Rolinska et al., 2019).



THE MOLECULAR CLOCK—THE CENTRAL NEGATIVE FEEDBACK LOOP

In 2017, the Nobel Prize in Physiology/Medicine was awarded to Jeffrey Hall, Michael Young, and Michael Rosbash for their work that led to the understanding of the molecular basis of circadian rhythms in D. melanogaster, a work that was pioneered by Konopka and Benzer in the 70ties of the last century by the isolation of the period mutants (Konopka and Benzer, 1971). The period gene (per) was the first clock gene that was ever isolated and it turned out to be highly conserved in the animal kingdom (Table 1). Similarly conserved are the general mechanisms of molecular rhythm generation that involve several other clock genes and proteins that interact in transcriptional/translational feedback loops. Nevertheless, a few features are unique to D. melanogaster, or better to say to higher flies (Brachycera) (Sandrelli et al., 2008; Tomioka and Matsumoto, 2015; Chahad-Ehlers, 2017; Bertolini et al., 2018). For example, the second discovered fly clock gene, timeless1 (tim1 or dtim) has a unique function in the first transcriptional/translational feedback loop of higher flies, where its protein product TIM1 dimerizes with PER (the protein product of the period gene) and the dimer enters the nucleus (Sehgal et al., 1994; Myers et al., 1996; Saez and Young, 1996) (see Figure 1). In other animals, for example the honey bee, tim1 is substituted by a cryptochrome (cry) gene that codes for a specific light-insensitive form of CRY2 also called mammalian type CRY (mCRY) (Yuan et al., 2007). Another cry gene [Drosophila cry (dcry) or insect type cry1 (cry1)] codes for a light-sensitive CRY1 and usually forms no dimers with PER (Emery et al., 1998), although PER-CRY1 interactions have been found in vitro (Rosato et al., 2001; Schlichting et al., 2018). In the fruit fly, CRY1 interacts with TIM1 (insect type TIM1) after it has been activated by light and leads to the degradation of TIM1 in the proteasome (Ceriani et al., 1999; Naidoo, 1999), a feature that makes flies very sensitive to light (see below). TIM1 and CRY1 are also present in for example mosquitoes, aphids, crickets, butter flies and moths (Iwai et al., 2006; Gentile et al., 2009; Cortés et al., 2010; Danbara et al., 2010; Kobelková et al., 2015; Rodriguez-Sanchez et al., 2015; Shaikevich et al., 2016; Barberà et al., 2017). However, in these insects they exist in addition to CRY2 (insect CRY2 or mammalian type CRY) and it is not completely clear, whether and how TIM1 interacts with PER. Tim1 knock-down studies in crickets gave evidence that indeed tim1 seems not essential for the central feedback mechanism in crickets, because the knock-down did not destroy rhythmic behavior in the animals (Danbara et al., 2010). Following knock-down studies revealed that circadian behavior of crickets is maintained when either cry2 or tim are rhythmically expressed and that there appear to exist two interconnected negative feedback loops, in which cry1 and cry2 apart from per and tim1 are important to maintain clock function (Tokuoka et al., 2017) (see Figure 1). Unlike in Drosophila, CRY1 does not act as a blue light photoreceptor and light entrainment in the cricket relies purely on photoreception via the compound eyes (Komada et al., 2015; Kutaragi et al., 2018). In other species that lack cry1 (i.e., beetles and cockroaches), tim1 may play a different role in the circadian rhythm generation (Werckenthin et al., 2012, 2020; Li C-J et al., 2018), which stresses the complexity in evolution of divers sets of clock genes in different insects. Recently, a model which includes two different pacemakers with different clock gene sets was proposed for the cockroach to explain per, cry2, and tim1 function in parallel (Werckenthin et al., 2020) (see Figure 1). The cockroach clock may work with three regulatory loops, because knock-down of neither per, nor tim1 nor cry2 alone was successful to induce arrhythmic behavior in the animals (Werckenthin et al., 2020). Interestingly, Hymenoptera are so far the only insect group that lack both, cry1 and tim1 (only cry2 and tim2 are present; see also section “The relevance of Zeitgebers differs between flies and bees”), and they display a clock gene set that is more similar to the mammalian clock (Rubin et al., 2006; Sandrelli et al., 2008). In the following, we will describe the principal transcriptional/translational feedback loops that lead to circadian oscillations with a focus on Diptera and Hymenoptera (see for more insight: Hardin, 2011; Brown et al., 2012; Özkaya and Rosato, 2012; Hardin and Panda, 2013; Helfrich-Förster, 2017; Top and Young, 2018).


Table 1. Different sets of clock components in insects.
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FIGURE 1. Scheme of four different models for the central negative feedback loop(s). Models based on different clock gene sets have been described for (A) Drosophila and other Brachycera, (B) the cricket Gryllus bimaculatus, (C) the cockroach Rhyoparobia maderae and (D) the honey bee Apis mellifera and other Hymenoptera. Different sets of clock proteins (left side of the schemes) build different combinations of dimers, which regulate the cyclic expression of clock gene mRNAs, which in turn provide the basis of clock protein production. In all four systems, the rhythms are generated by a negative feedback of some clock proteins on their transcriptional activators CLK/CYC, but there are differences in the composition of these clock proteins and their properties. In Brachycera, CRY1 acts as a blue-light receptor and can bind TIM1 (A), causing degradation of TIM1 in a light dependent manner. In contrast, the cricket relies purely on photoreception in the compound eye and CRY1 acts together with different isoforms of CRY2 (CRY2c and CRY2f) as part of a second central negative feedback loop (B). In all models, except for the Brachycera model, cyc was expressed rhythmically and Clk constitutively. Nonetheless, cyc knock-down studies showed, that Clk expression cycles in the absence of CYC, which implies that Clk expression is rhythmically regulated in crickets and rhythms are masked in the natural state (Uryu et al., 2013). It is highly likely that more than four different insect clock models for the central negative feedback loop exist, because in sand flies for example, both Clk and cyc are rhythmically expressed (Meireles-Filho et al., 2006a,b; Meireles-Filho and Kyriacou, 2013).


The clock genes per and tim1/cry2 and their respective protein products participate in a first negative feedback loop, in which the proteins inhibit the transcription of their own genes. This involves two further clock genes, cycle (cyc), and Clock (Clk), and their respective products CYC and CLK. CLK and CYC form heterodimers and bind to E-box regulatory elements in the promoters of per and tim1/cry2, activating their transcription. Consequently, per and tim1/cry2 mRNA levels rise and are translated in the cytoplasm, where their products PER and TIM1/CRY2 are subjected to posttranslational modification, dimerize, and after a while enter the nucleus as a complex. In the nucleus, PER-TIM1 or PER-CRY2 complexes bind to CLK-CYC and repress their transcriptional activity. Doing so, they negatively regulate their own expression with a time delay. This delay is provoked by the posttranslational modifications of PER and TIM1/CRY2 and it is essential for provoking stable circadian oscillations. Subsequent PER and TIM1/CRY2 destabilization and degradation stops the repression on CLK-CYC activity, and a new transcriptional-translational cycle restarts.

The basic negative feedback mechanism is very similar in all animals (although gene sets differ), but again there are unique features in higher flies. While CYC (also called BMAL1 in mammals) is the component that binds to the E-boxes and activates transcription of per and tim1/cry2 in the great majority of animals (including bees), CLK is the relevant transcriptional activator in higher flies (Bae et al., 1998; Chang et al., 2003; Rubin et al., 2006; Yuan et al., 2007; Sandrelli et al., 2008; Tomioka and Matsumoto, 2015; Chahad-Ehlers, 2017) (see Figure 1). Most interestingly, the transcription of the clock factor that possesses the transactivation domain is controlled in a rhythmic manner through a second feedback loop, while the one without transactivation domain is not rhythmically controlled. However, cyclic Clk expression has been observed for example in sandflies and in jewel wasps and crickets under certain conditions, although cyc encodes the transactivation domain (Meireles-Filho and Kyriacou, 2013; Uryu et al., 2013; Dalla Benetta et al., 2019) (see below).



THE MOLECULAR CLOCK—FURTHER FEEDBACK LOOPS

There is a second feedback loop that leads to a circadian oscillation in the abundance of CLK in flies and of CYC (BMAL1) in the other animals (Cyran et al., 2003; Meireles-Filho et al., 2006a; Rubin et al., 2006; Sandrelli et al., 2008; Bertolini et al., 2018). This second feedback loop is so far best described in D. melanogaster. It involves the clock genes, cycle (cyc), Clock (Clk), vrille (vri), and PAR domain protein 1 (pdp1), and their respective products. Vri and pdp1 carry E-box regulatory elements in their promoters, therefore their expression is also activated by the active CLK-CYC complex. VRI accumulates earlier than PDP1 and it represses the expression of Clk, acting at the level of VP-boxes (Emery and Reppert, 2004) present in its promoter region. PDP1 accumulates later than VRI and finally promotes Clk expression. The synergistic activity of VRI and PDP1 generates circadian transcription of clk. However, different functions of the genes pdp1 and vri of this second feedback loop are still largely undiscovered, because null-mutation studies are limited by the fact that the null-mutants exhibit developmental lethality. Besides their role in development of the fly, pdp1 and vri were proposed to regulate output function of the clock downstream of the central oscillator, because changes in levels of PDP1 and the loss of vri in clock cells (tim- and pdf-expressing cells) caused arrhythmic behavior but did not affect core clock function (Benito et al., 2007; Gunawardhana and Hardin, 2017). The inhibition of the activity of a specific isoform of PDP1 (PDP1ε) and missing vri expression in clock cells furthermore displayed a role in regulation of clock neuron morphology and neuropeptide accumulation (Lim et al., 2007a; Gunawardhana and Hardin, 2017). In contrast, Zheng et al. (2009) confirmed Clk activation by PDP1ε and suggested that pdp1 functions in both, core clock and behavioral output pathways.

As already mentioned, in Hymenoptera, cyc and not Clk appears to be rhythmically controlled, but exact mechanisms remain to be elucidated (Rubin et al., 2006; Ingram et al., 2012; Sadd et al., 2015). For example, in the jewel wasp, Nasonia vitripennis, a rhythmic control of Clk expression was found additionally to that of cyc in one study (Dalla Benetta et al., 2019) and only in cyc in another study (Davies and Tauber, 2016). Since Clk expression was only cycling in a Nasonia strain from Northern regions and only under long day conditions, but cycling was lacking in Southern species, Dalla Benetta et al. (2019) concluded that this may be due to an adaptation mechanism in the clock to photoperiods at higher latitudes. Overall expression levels of Clk and cyc were lower in northern Nasonia species (Dalla Benetta et al., 2019). Interestingly, there are parallels to the cyc knock-down studies in crickets, which also showed cycling in Clk expression when cyc levels are diminished (Uryu et al., 2013). This may point to a general mechanism of the circadian clock that promotes rhythmic Clk expression in case of low CYC levels.

With cry1 and tim1 lacking in the Hymenoptera clock, it may be that another transcription regulator, clockwork orange (cwo), plays a rather important role for core clock function, which is not yet understood (Ingram et al., 2012; Rodriguez-Zas et al., 2012). In Drosophila, cwo participates in a third feedback loop that influences CLK-CYC mediated transcription and regulates the amplitude of circadian oscillations in other clock genes (Kadener et al., 2007; Lim et al., 2007b; Matsumoto et al., 2007; Richier et al., 2008). The CWO protein promotes the PER-dependent removal of CLK-CYC complexes from E-boxes, which may be achieved by a binding competition between CWO and CLK-CYC-PER on E-boxes (Zhou et al., 2016). A CWO protein domain that is highly conserved amongst insects but different in the mammalian CWO orthologs DEC1 and DEC2 indicates that cwo function may be similar in all insect clocks (Ingram et al., 2012).

There may be more clock regulation factors in the fruit fly, which are still unknown. For example, only recently, a function in circadian clock regulation was postulated for the nuclear receptors ecdysone induced protein 75 (E75) and Unfulfilled (UNF), which may be conserved among different animals (Kumar et al., 2014; Jaumouillé et al., 2015).

The great advantage of D. melanogaster as a model in chronobiology is its well-described molecular mechanisms of the circadian clock and these mechanisms start to emerge also in other Diptera (Codd et al., 2007; Gentile et al., 2009; Rund et al., 2011; Meireles-Filho and Kyriacou, 2013; Kyriacou, 2014a; Gesto et al., 2015; Meuti et al., 2015; Kaiser et al., 2016; Bazalova and Dolezel, 2017; Bertolini et al., 2018; Noreen et al., 2018; Rivas et al., 2018). On the other hand, it is not possible to transfer all clock functions to other insect models as we illustrated above. Therefore, studies on various different insect clocks are needed to elucidate the role of the clock in complex behaviors, as we find it in other insects such as Hymenopteran species. In the following section, we will focus on the neuronal network of D. melanogaster and A. mellifera and show basic similarities and differences in these insect clock networks.



THE CIRCADIAN CLOCK NETWORK OF FRUIT FLIES AND HONEY BEES

In D. melanogaster, the central clock is located in dorsal and lateral neurons that express the core clock genes and form an extensive neuropeptidergic network in the brain (Figure 2). In addition, the clock ticks in many glia cells (Zerr et al., 1990). The clock neurons are traditionally divided into seven groups–three dorsal ones (DN1−3) in the dorsal brain, three lateral ones (LNd, l-LNv, and s-LNv) in the anterior lateral brain, and one additional lateral group in the posterior brain that is called LPN [reviewed in Helfrich-Förster et al. (2007a), Hermann-Luibl and Helfrich-Förster (2015), Helfrich-Förster (2017), Schubert et al. (2018)]. The clock neurons have two main projection targets: (1) the accessory medulla (aMe), a small neuropil situated between the central brain and the optic lobes and that had been identified as pacemaker center in many insect species and (2) the dorsal brain that houses the hormonal center (pars intercerebralis (PI) of insects and also has connections to most brain areas. The clock neurons form a well-defined fiber network in these two brain areas, putatively allowing considerable crosstalk between them. The aMe is not only invaded by the clock neurons but also by aminergic, glutaminergic, acetylcholinergic, and Glycin- and GABA-ergic inputs from non-clock neurons [reviewed in Helfrich-Förster (2017), Top and Young (2018)]. This emphasizes the role of the aMe in intercellular communication—both among clock neurons and between extrinsic cells and clock neurons. Furthermore, the aMe appears to get light information from the eyes and from the Hofbauer-Buchner eyelets (H-B eyelets), small extra retinal eyelets that are located beneath the compound eyes and are remnants of the larval stemmata [reviewed in Helfrich-Förster (2020)]. The aMe can be regarded as a hub to channel retinal and extra retinal inputs to the central circadian clock entraining it to the periodic environmental cycles (Li M-T et al., 2018). In the dorsal brain, the clock neurons' fibers terminate close to regions that have been shown to be involved in the control of locomotion, sleep, and metabolism, such as the PI, the mushroom bodies, and the central complex (see below under “Behavior controlled by the circadian clock of fruit flies and honey bees”).
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FIGURE 2. Schematic representation of the PER and PDF expressing neurons in the fruit fly (left) and honey bee brain (right). The two brains differ in overall size, but especially in the size of the mushroom bodies of which the Calyces (CA) and the vertical lobes (VL) are highlighted. The vertical lobe is also called α-lobe in Drosophila. While the honey bee has two large calyces per brain hemisphere, the fruit fly has only one rather small one. In Drosophila, the only PDF-fibers that run into the dorsal brain, terminate anterior, and slightly dorsally of the CA. In the honey bee, the PDF fibers terminate anterior and ventrally of the CAs and they run into many more central brain areas than in Drosophila. PER is not only present in the lateral (LN) and dorsal neurons, but also in the photoreceptor cells of the compound eyes and ocelli and in numerous glia cells that are only indicated in the lamina (LA) and the distal medulla (ME) in Drosophila and in few other brain regions in the honey bee. Note that the nuclei of the photoreceptor cells are only shown in the dorsal half of the compound eye in Drosophila. The honey bee scheme is modified from Beer et al. (2018). For details see text.


One of the best conserved and most important neuropeptides in the insect circadian clock is the Pigment-Dispersing Factor (PDF) (Renn et al., 1999; Helfrich-Förster et al., 2000; Helfrich-Förster, 2014; Ikeno et al., 2014; Shafer and Yao, 2014; Wei et al., 2014; Beer et al., 2018). In D. melanogaster, PDF is expressed in four small ventro-lateral neurons (s-LNv) and in four large ventro-lateral neurons (l-LNv), which have different roles in the clock network. While the l-LNv are dispensable for rhythmic activity, they signal to the s-LNv (Klose et al., 2016; Schlichting et al., 2016; Menegazzi et al., 2017) and they are part of the light-input pathway to the clock (Helfrich-Förster, 2020).

The s-LNv are major pacemaker neurons that are essential for robust rhythmic activity under constant darkness. Although the s-LNv projections that terminate in the dorsolateral protocerebrum anteriorly of the mushroom body calyces look relatively simple, they appear to signal to different neuropils and downstream neurons via paracrine secretion of PDF. The s-LNv terminals broaden and PDF accumulates in them in the morning (Park et al., 2000; Fernández et al., 2008) suggesting that it is also released at this time into the dorsolateral brain. PDF-receptors are for example on the ellipsoid body of the central complex (Pírez et al., 2013), which is a higher coordination center in the insect brain responsible for motor control and orientation and recently the ellipsoid body has been established as important output circuit downstream of the circadian clock neurons (Liang et al., 2019) (see also below).

However, PDF is not only a putative output factor of the clock but also the most important communication factor within the clock (Lin et al., 2004; Yoshii et al., 2009a; Helfrich-Förster, 2014; Shafer and Yao, 2014). The PDF receptor is expressed on many clock neurons, including the PDF-positive s-LNv (Shafer et al., 2008; Im and Taghert, 2010; Choi et al., 2012; Klose et al., 2016). PDF is able to couple the molecular oscillations of individual clock neurons by speeding them up or slowing them down (Lin et al., 2004; Yoshii et al., 2009a). Thus, PDF is the most powerful neuropeptide in the clock network, leading to the hypothesis that the PDF neurons are dominant circadian pacemakers governing the other clock neurons by setting phase and period of their molecular clocks and shaping the activity pattern of the flies (Stoleru et al., 2005; Guo et al., 2014; Chatterjee et al., 2018).

In comparison to the fly, the honey bee brain possesses many more clock neurons (~400 compared to 150 in the fly brain), which are nevertheless clustered similarly like in the fly brain (Fuchikawa et al., 2017; Beer et al., 2018) (Figure 2). There are two rather dorsally located clusters, the DN (dorsal neurons) and the DLN (dorsolateral neurons), and two clusters (LN1, LN2) in the lateral brain between the protocerebrum and the optic lobe. The cell bodies of the LN2 neurons (~15 per hemisphere) are very closely located to the LN1, but are a little bit bigger and produce PDF (Fuchikawa et al., 2017; Beer et al., 2018). Like in Drosophila, the PDF neurons seem to take on a communication function between different clock cells and brain regions for control of downstream behavior, because injections of artificial PDF peptide have been successful to shift the locomotion rhythms in bees (Beer et al., 2018). The PDF neurons build a highly complex network of arborizations widespread throughout the honey bee brain. Like in other Hymenoptera, classification of PDF neurons in the honey bee into different functional groups, has not been possible so far (Bloch et al., 2003; Weiss et al., 2009; Sumiyoshi et al., 2011; Fuchikawa et al., 2017; Beer et al., 2018; Kay et al., 2018). Nevertheless, a functional subdivision of neurons projecting into different brain areas, like it is the case in Drosophila or cockroaches (Reischig et al., 2004; Helfrich-Förster et al., 2007b), is highly likely. Similar to other insects, the PDF neurons in the honey bee brain project into an highly dense fiber hub in the lateral brain close to the optic lobe (Homberg et al., 1991; Helfrich-Förster et al., 1998; Závodská et al., 2003). This “communication center” of the circadian clock may be analog to the aMe in Drosophila and other insects, with a small difference in location: it seems rather less associated with the Medulla than with the Lobula (Beer et al., 2018). This was suggested to be related to the fact that Hymenoptera have no stemmata, which are the precursor of the HB-eyelet in Drosophila development, and the developing honey bee clock may be consequently less associated with photic inputs (Beer et al., 2018).

Additionally to the clock neurons, numerous glia cells expressing PER (which were similarly observed in Drosophila (Siwicki et al., 1988; Helfrich-Förster, 1995) in various brain areas are closely connected via the PDF neuronal network (Fuchikawa et al., 2017; Beer et al., 2018). This fact and evidence from different per expression studies in nursing and foraging bees indicates a crucial role of glia cells in the circadian plasticity of the honey bee clock as we will explain later [see section “Behavior controlled by the circadian clock of fruit flies and honey bees” and review (Beer and Bloch, 2020)].



THE RELEVANCE OF ZEITGEBERS DIFFERS BETWEEN FLIES AND BEES

Circadian clocks have to be synchronized to the 24-h day of the earth by Zeitgebers. The most reliable Zeitgebers are the daily light-dark (LD) and temperature cycles, but also social interactions, periodic vibration signals and the availability of food can serve as Zeitgeber. For most adult insects, light is the most important Zeitgeber, which is followed by temperature and social interactions, while the impact of food is only studied in some insects (see below).

The effectiveness of Zeitgebers is very different for developing insects that receive no light input at all, because they nest in cavities or mature underground, such as onion flies (Watari and Tanaka, 2010; Miyazaki et al., 2016), tsetse flies (Ždárek and Denlinger, 1995) and solitary bees (Tweedy and Stephen, 1970; Yocum et al., 2016; Bennett et al., 2018; Beer et al., 2019). For these insects the daily temperature cycle is the most important Zeitgeber for emerging rhythmically from their pupal case and at least solitary bees do not entrain to LD cycles when they are present (Tweedy and Stephen, 1970; Beer et al., 2019). Even fruit flies, which can perceive light through their pupal case and which are nicely entrainable by LD cycles in the lab are very sensitive to temperature cycles (Zimmerman et al., 1968), and under natural conditions, the daily phase of eclosion and the robustness of rhythmicity depends strongly on the environmental temperature conditions (Ruf et al., 2019). This indicates that temperature cycles may be generally more important for entraining the endogenous clock of developing insects than they are for entraining the clock of adult insects. During development the sensitivity to light-dark cycles appears to increase (Watari, 2005; Beer et al., 2019). In some flies, this switch to light sensitivity of the clock may occur earlier than in onion flies or solitary bees [see discussion in Beer et al. (2019)].

Furthermore, although adult insects are all very sensitive to LD cycles, for social insects, such as honey bees, social Zeitgebers can be more important than light (Beer et al., 2016; Fuchikawa et al., 2016). Thereby, different members of a colony can serve as social Zeitgebers: a group of foraging/forager-aged bees or even the single queen was shown to determine the colony rhythm in honey bees (Moritz and Sakofski, 1991; Frisch and Koeniger, 1994; Beer et al., 2016; Fuchikawa et al., 2016). Laboratory experiments with small groups of worker bees showed that the relative number of bees is important for social synchronization and that individual bees preferably adapt the rhythm of larger groups (Moritz and Kryger, 1994). The cues by which social synchronization is mediated between individual honey bees is so far unknown. It appears that pheromones, micro-climate and vibration signals could play a role, while direct tactile and visual contact between con-specifics could be excluded (Eban-Rothschild et al., 2012; Beer et al., 2016; Fuchikawa et al., 2016). Similar factors appear to influence the rhythms of flies. Although, flies are not classified as social, they form groups, interact with each other, adjusting their interactive behavior to group size (Rooke et al., 2020) and their clocks can be entrained by pheromones (Levine et al., 2002; Krupp et al., 2008) and vibrations (Simoni et al., 2014). Clearly, in flies, social synchronization has not the same significance as it has in bees, but studying it might help to unravel the underlying mechanisms.

In the following, we will give an overview about the effectiveness of light and temperature cycles as Zeitgebers in adult flies and bees (Figure 3). For a detailed insight into light-input pathways to the circadian clock of adult insects with an emphasis on the fruit fly the reader is referred to a recent review (Helfrich-Förster, 2020).
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FIGURE 3. Input and Output of the circadian clock in D. melanogaster (left) and A. mellifera (right). Relevance of input signals to the clocks differs between species, so that light appears to be most important for the fly clock, but social signals out rule light signals in entraining the bee clock. Many output behaviors are common among different insects (e.g., locomotion, sleep, mating, metabolism, and foraging), but others are limited to or more pronounced in some species (e.g., eclosion in Drosophila and time-place-memory, sun compass orientation or task-related plasticity in circadian behavior in Apis). Although D. melanogaster does not exhibit pronounced diapause, basic mechanisms in clock regulation involved in dormancy appear to be shared between this fly and diapausing fly species. Similarly, A. mellifera does not go into diapause, but it may be that the honey bee exhibits some residual photoperiodic function in initiating dormancy behavior, because solitary bees display pronounced diapause.


Adult fruit flies entrain to LD and temperature cycles [reviewed in Helfrich-Förster (2017)]. When both Zeitgebers are combined in a natural-like way with the highest temperature occurring after noon, locomotion rhythms are very precise and the molecular clock cycles with high amplitude in all clock neurons (Currie et al., 2009; Yoshii et al., 2009b). When LD and temperature cycles are completely out of phase with each other, wild-type flies entrain to the LD cycles, while mutants without CRY1 entrain to the temperature cycles, suggesting that light is the predominant Zeitgeber and light entrainment is mediated via CRY1 (Yoshii et al., 2010). However, this conclusion is slightly premature. When the two Zeitgeber cycles are <4 h out of phase, the temperature cycles strongly influence the phase of the activity rhythms, meaning that light and temperature interact in the entrainment of wild-type flies and that light only dominates when the two Zeitgebers are too much out of phase (Harper et al., 2016). That the compound eyes and not only CRY1 contribute to light entrainment under conflicting Zeitgeber cycles was shown by Busza et al. (2007). The compound eyes together with CRY1 actively suppress temperature input to the clock neurons in wild-type flies and by this way make sure that the flies are not too sensitive to sudden temperature fluctuations that can easily happen in nature (Busza et al., 2007; Gentile et al., 2013). Most interestingly, different clock neurons are responsible for mediating light- and temperature entrainment in fruit flies: the Dorsal Neurons are more important for temperature entrainment than the Lateral Neurons, which mediate predominantly light entrainment [reviewed in Helfrich-Förster (2017), Yadlapalli et al. (2018), Lamaze and Stanewsky (2020)].

The light-input pathway to the circadian clock in honey bees is less well-studied. Honey bees miss in comparison to the fruit fly the blue light receptor CRY1 and the HB-eyelet. Similar to CRY1-missing Drosophila mutants, the honey bee clock may be less susceptible to light than other environmental cues (and at least for social cues this theory seems to hold true). With tim1 absent in the molecular clock of honey bees, the light input pathway in bees may utilize another mechanism. Tim2 (timeout) was identified as part of a photo-entrainment mechanism in Drosophila (Benna et al., 2010), which only plays an residual role in photoreception compared to tim1 in Drosophila. The relevance of the mammalian ortholog of tim2 for the circadian system is highly debated until today (Gotter et al., 2000; Barnes, 2003; Gotter, 2006). However, with cry1 missing, a tim2 mediated photoreception in the compound eyes may be the major photo-entrainment pathway in Hymenoptera (Benna et al., 2010). Furthermore, a vertebrate-like opsin called pteropsin, may be part of the light-input pathway to the clock in honey bees besides the compound eyes and the ocelli (Velarde et al., 2005). The expression pattern of pteropsin strongly resembles the location of PER expressing clock cells (Fuchikawa et al., 2017; Beer et al., 2018).



BEHAVIOR CONTROLLED BY THE CIRCADIAN CLOCK OF FRUIT FLIES AND HONEY BEES

Basic circadian clock output behavior is similar between fruit flies and honey bees. However, honey bees have an extraordinary rich behavioral repertoire and, due to their age- and caste-dependent differences in behavior, they are perfect models to study circadian clock development and plasticity as well as socially regulated clock output. Therefore, we will first review the general rhythmic behavior of flies and bees and then concentrate on honey bee behavior.



OUTPUT RHYTHMS IN FLIES AND BEES

The best studied daily rhythms in flies and bees are those of locomotion and of sleeping/waking [reviewed for flies by Dubowy and Sehgal (2017), King and Sehgal (2020), and for bees by Moore (2001), Eban-Rothschild and Bloch (2012)]. The honey bee has been found to be a very good model for sleep, because of its detailed description of sleep architecture (Kaiser, 1988; Sauer et al., 2003; Klein et al., 2014), while the fruit fly has been very helpful to unravel the underlying molecular and recently also neuronal mechanism of sleep [reviewed in Helfrich-Förster (2017), Guo et al. (2018)]. In both insects, disturbances of the sleep-wake-rhythm result in reduced learning ability (Hussaini et al., 2009; Toda et al., 2018; Donlea, 2019) and in honey bees additionally in reduced communication ability, which is very similar in humans (Klein et al., 2010), suggesting that sleep is essential to maintain neuronal plasticity, learning and memory in all animals.

The daily rhythm in movement (locomotion), which is best studied in all insects investigated so far, can serve different purposes. Insects may be active for foraging, for seeking mates, for nesting/brood care activity or just because their circadian clock dictates them to be active. In most laboratory systems that record movements of insects, it is impossible to distinguish between these different possibilities. Here, natural studies with honey bee foragers are of great advantage. Indeed, their foraging rhythms are the first behavioral rhythms described in honey bees (Beling, 1929; Wahl, 1933; Kleber, 1935; Frisch and Aschoff, 1987; Moore et al., 1989). These studies showed that honey bees forage throughout the day depending on the available food sources and that they have an excellent memory about time and location of open flowers. When trained in restricted feeding cycles, honey bee foragers can remember up to nine time-points per day (Koltermann, 1971). Although, entrainment via feeding has been deployed in many studies, the link between the clock and time-place-learning in foraging behavior of bees is largely unknown (Pahl et al., 2007; Moore and Doherty, 2009; Mulder et al., 2013). Only recently, it was shown that restricted feeding indeed can phase shift the molecular clock of honey bees (Jain and Brockmann, 2018).

When recorded in isolation and under controlled conditions in the lab, honey bee foragers show activity throughout the day and few activity during the night (Moore and Rankin, 1985). Fruit flies have a completely different activity pattern under such conditions. They exhibit bimodal activity rhythms with activity bouts in the morning and evening and a pronounced siesta in between, and this is true for both sexes (Helfrich-Förster, 2000). Nevertheless, there are differences between the sexes. Mated females show a greatly reduced siesta, probably because they search for places for depositing their eggs. Oviposition occurs rhythmically in female flies starting in the middle of the day and reaching a maximum in the evening (McCabe and Birley, 1998; Sheeba et al., 2001; Manjunatha et al., 2008), which fits to the high activity of isolated mated females during this time. In contrast, isolated males begin activity significantly earlier in the morning than females, which can be explained by a search for female mating partners (Helfrich-Förster, 2000). Indeed, male sex drive behavior has been shown to be controlled by the circadian clock (Fujii et al., 2007, 2017; Fujii and Amrein, 2010) and mating occurs rhythmically with a maximum in the early morning hours (Sakai and Ishida, 2001; Lin et al., 2014). Nevertheless, sex drive is influenced by the presence of females and is not generally restricted to the morning: male flies that are housed together with females become highly active throughout the night and early morning (Fujii et al., 2007). Similar to activity, feeding occurs at slightly different times of the day in male and female flies. While males feed maximally in the early morning, females do so from the middle of the day until the evening (Seay and Thummel, 2011; Xu et al., 2011; Liu et al., 2020; Schäbler et al., 2020). In summary, general activity, mating and feeding occur at different times of the day and additionally show sex differences in timing. Thus, these three rhythms may be controlled by different neuronal pathways from the clock neurons to the effector organs.

Unlike in the honey bee, no studies under real natural conditions have been performed in fruit flies and only few studies have addressed fly behavior under quasi natural conditions (Vanin et al., 2012; Green et al., 2015). Thus, we don't know yet, which activities are performed by fruit flies in nature and when they occur naturally. Nevertheless, many more rhythms are known from fruit flies studied under laboratory conditions, of which some have been also found in honey bees, while others appear absent in honey bees. For example, fruit flies do not only lay their eggs in a rhythmical manner, but they also eclose rhythmically from their pupal case, with a peak of eclosion in the subjective morning (Pittendrigh, 1954; Lin et al., 2014). Similar rhythms in the queen's oviposition or rhythms in emergence of newly eclosed honey bees could not be detected in honey bees (Free et al., 1992; Harano et al., 2007; Johnson et al., 2010). Most probably, such rhythms have no selective advantage in the protected beehive (but they do so in solitary bees, see above). Nevertheless, mating between drones and queens happens in a rhythmic manner as it does in fruit flies. Mating of bees always occurs in the afternoon (Lensky and Demter, 1985), while the exact timing of mating flights can be altered by selective forces (e.g., the presence of sympatric species within the same location). Generally, honey bees strongly avoid an overlap in flight times between sympatric species, either to avoid interspecific hybrids or a reduction in the efficiency of mating (Koeniger and Koeniger, 2000). We expect that such selective forces will also alter the timing of the different rhythms in fruit flies under natural conditions.

As do bees, flies can also remember the time of day, at least to some degree (Chouhan et al., 2015). Chouhan et al. (2015) showed that flies can remember two time points per day, as long as the two are at least 6 h apart. This memory depended on a functional circadian clock and did neither persist in the absence of the PER protein nor in the absence of the neuropeptide PDF. Time memory in honey bees is much more sophisticated than in flies, but it may relay on the same connections of the circadian clock neurons with the centers of memory, the mushroom bodies (see below). Furthermore, in flies and bees, the ability to learn is modulated by the circadian clock and different at different times of day (Sakai et al., 2004; Lehmann et al., 2011). Again, this requires a functional relationship between the clock neurons and the mushroom bodies.



SUN COMPASS ORIENTATION

Honey bees and other insects are famous for their remarkable spatial orientation, which relies on a time-compensated sun-compass (Lindauer, 1960). Because of the earth's rotation the relative position of the sun changes during the day and the bee has to compensate for the past time during flight. In several studies, in which the honey bee clock was phase shifted, it was shown that the circadian clock is essential for sun-compass orientation (Medugorac and Lindauer, 1967; Cheeseman et al., 2012, Cheeseman et al., 2014). Recently, putative input neurons of the clock to the sky compass orientation pathway in the honey bee brain have been identified (Zeller et al., 2015; Beer et al., 2018). Transmedulla neurons of the sky compass pathway originating at the dorsal rim area of the medulla run in close proximity to PDF neurons (Zeller et al., 2015). PDF neurons, on the other hand may communicate with the central complex, which generally controls orientation and navigation in insects (e.g., Pegel et al., 2019).

Also flies can fly straight over long distances, indicating that they can perceive celestial cues and might even be able to compensate for the movements of the sun although this is not yet proven (Giraldo et al., 2018; Mathejczyk and Wernet, 2019; Warren et al., 2019). If true, research on flies may help to decipher the neuronal pathway from polarization vision to the circadian clock and from there to the brain centers controlling orientation such as the central complex. In any case, good interdisciplinary communication between fly and bee researchers will strongly support the successful elucidation of sun-compass orientation mechanisms.



TASK RELATED PLASTICITY OF THE CLOCK IN HONEY BEES

Honey bees have an age-related division of labor displayed by worker bees. At the age of 2–10 days bees assume brood care (nursing) functions in the colony, later they take over other duties such as storing and processing food or guarding the hive and around 3 weeks of age they begin to forage pollen or nectar and are now called foragers (Free, 1965). This division of labor is associated with pronounced changes in rhythmic behavior (Crailsheim et al., 1996; Moore et al., 1998; Bloch and Robinson, 2001). Typically, young bees tend the brood without a rhythm in locomotion, which is supposed to be beneficial for optimizing brood care and colony growth. They also display more and less pronounced sleep-bouts scattered over the day (Eban-Rothschild and Bloch, 2008; Klein et al., 2008). Older foraging bees on the other hand, display robust day-night rhythms of activity and sleep. This behavior is highly plastic and bees can start prematurely rhythmic foraging or revert back to nursing without rhythms, all according to the need of the colony (Bloch and Robinson, 2001). The cues establishing arrhythmic behavior in bees are largely unknown, but contact to the brood is essential (Nagari and Bloch, 2012; Nagari et al., 2017a). The plasticity in this behavior is further demonstrated by the fact that nurse bees displayed rhythmic behavior (locomotion) shortly after removing them from the colony (Shemesh et al., 2007, 2010; Eban-Rothschild et al., 2012; Fuchikawa et al., 2016; Nagari et al., 2017b). Moreover, molecular studies were in line with the behavioral experiments and showed attenuation of the circadian rhythm in mRNA levels of the clock genes per, cry2, cyc, and cwo in nurses compared to foragers (Bloch et al., 2001; Shemesh et al., 2007, Shemesh et al., 2010; Rodriguez-Zas et al., 2012). This implies a major reorganization of the circadian clock system. But does the clock of nurse bees actually stop? It was puzzling to see that the clock of nurses drove activity rhythms in the laboratory that were in phase with the ambient day-night rhythm of the colony, they had been removed from. Furthermore, PER protein levels were cycling in brains of behaviorally arrhythmic nurse bees (Fuchikawa et al., 2017). That means that the clock in nurse bees keeps ticking even when they are behaviorally arrhythmic! Still, why is it that mRNA oscillation of clock genes is attenuated in comparison to forager bees? As we have already mentioned, the numerous PER expressing glia cells may play an essential role in the honey bee clock. In Drosophila and mammals, it was demonstrated that non-neuronal cells are part of the circadian clock and contribute to formation of rhythmic behavior (Ng et al., 2011; Jackson et al., 2015; Brancaccio et al., 2017). Similarly, the PER expressing glia cells could be involved in circadian plasticity in honey bees. A differential coupling of clock cells in nurses and foragers may also be possible in the highly complex circadian clock network of honey bees. Future studies may help to elucidate the regulation mechanism of circadian plasticity in honey bees.

Interestingly, also queens display circadian plasticity in their behavior. In the colony, they were observed to be behaviorally arrhythmic while laying eggs (Free et al., 1992; Johnson et al., 2010). However, when isolated in the laboratory, they show rhythms in locomotion in phase with the ambient day-night cycle (Harano et al., 2007).



NEURONAL OUTPUT PATHWAYS FROM THE CLOCK TO DOWNSTREAM NEURONS

Although circadian clock output behaviors have been studied in numerous insects, the output pathways from the circadian clock in the brain to rhythmic behavior have been revealed only lately and in many cases are not well-understood yet. Here, again Drosophila with its manifold genetic tools has been the pioneer model. In the following, we will briefly review the different possible neuronal pathways from the clock to downstream neurons in the brain that may in turn communicate with the body.

Starting with development and eclosion from the pupal case, Selcho et al. (2017) showed that the s-LNv transfer timing information via the neuropeptide sNPF (small neuropeptide F), which is co-produced with PDF, to neurosecretory cells in the dorso-lateral brain that produce the neuropeptide PTTH (Prothoracotropic hormone). PTTH then forwards time information to the prothoracic gland, which secretes the steroid molting hormone, ecdysone. The titer of ecdysone gates subsequent eclosion. The mating rhythm of adult flies appears to be correlated with pheromone release from the oenocyctes and the latter is coupled to the circadian clock in the brain via PDF (Krupp et al., 2013). The precise pathways of this regulation are however not yet known.

Sleep is controlled by the central complex (besides other brain areas) and a connection from the clock neurons to the ellipsoid body of the central complex has been identified by Guo et al. (2018), Lamaze et al. (2018), and Lamaze et al. (2018) [nicely summarized by Hsu and Sehgal (2018)]. These authors show that specific DN1 clock neurons that get input from the s-LNv contact so-called tubercular-bulbar (TuBu) neurons that in turn are connected to ellipsoid body ring neurons that promote sleep. Most importantly, these ellipsoid body ring neurons are different from those involved in spatial orientation (see above). They are also different from ring neurons that have been recently shown to be implicated in the control of the flies' bimodal activity in the morning and evening (Liang et al., 2019). Thus, there are several parallel pathways ending in specific neurons of the ellipsoid body. Liang et al. (2019) demonstrated that other specific ring neurons of the ellipsoid body display spontaneous morning and evening neural activity peaks that coincide with the bouts of locomotion and that get inputs from circadian clock neurons that control morning and evening activity, respectively. This input is indirect and occurs via specific dopaminergic neurons that also arborize in the ellipsoid body. The s-LNv control morning activity and PDF is able to activate the dopaminergic neurons as well as the ellipsoid body ring neurons (Liang et al., 2019). Thus, PDF may be one of the clock factors that signals directly to the ellipsoid body [see Pírez et al. (2013) and above], while the connection from the evening clock neurons to the ellipsoid body neurons is still unknown [for more information on morning and evening clock neurons see Yoshii et al. (2012)]. Nevertheless, activity is controlled also by other parallel pathways that circumvent the ellipsoid body and run via the hormonal center, the PI in the middle dorsal brain [reviewed in King and Sehgal (2020)]. One important humoral pathway runs via six PI neurons that produce Diuretic Hormone 44 (DH44) a homolog of the mammalian stress hormone releasing factor (Cavanaugh et al., 2014). DH44 neurons receive synaptic inputs from the DN1 clock neurons and DH44 is important for strong activity rhythms under constant darkness. However DH44 neurons are most active during mid-day (Bai et al., 2018) making it likely that they promote activity for other reasons. Possibly, they elevate activity for searching food or egg-laying places in females. In addition to the DH44 neurons, there are further neurons in the dorsal brain that are contacted by the clock neurons and contribute to shaping activity (Pírez et al., 2019).

Feeding rhythms per se are controlled by a different set of PI neurons, the four SIFamide positive neurons (Dreyer et al., 2019). The SIFamide neurons are also contacted by the DN1 clock neurons and project to the subesophageal ganglion that is involved in gustatory processing and contains feeding-related motor neurons. Indeed, stimulation of the SIFamide neurons increases food intake (Martelli et al., 2017). Feeding is additionally controlled by leucokinin-positive neurons that are downstream of the s-LNv and other clock neurons (Cavey et al., 2016) and that mediate hunger signals to promote locomotion (Zandawala et al., 2018; Yurgel et al., 2019). Finally, the PI contains 14 Insulin-like-Peptide positive neurons (IPCs) that are contacted by the DN1 and the s-LNv clock neurons and control circadian gene expression in the fat body (Barber et al., 2016) and general metabolism (see next chapter).

In summary, there are multiple output pathways from the circadian clock neurons that all originate in the dorsal brain (reaching from lateral to mid-central brain areas) (Figure 4). In the honey bee, these output pathways have not been elucidated in detail, but one can easily see in the pattern of the PDF arborizations that these neurons alone can easily establish contacts with the relevant brain areas mentioned for Drosophila (Figure 2). It will be most interesting to reveal the arborizations of the other clock neurons of the honey bee, especially with regard to the integration of the honey bee complex behaviors in the clock output network.


[image: Figure 4]
FIGURE 4. Simplified scheme showing the output pathways of the clock neurons in the brain of D. melanogaster. The somata of the clock neurons in the lateral and dorsal brain are depicted in gray with the s-LNv and DN1 highlighted. The clock neurons are connected with each other and most of them have neurites in the accessory medulla (aMe), where they receive major light-input, as well as in the dorsal brain where they connect different neuropeptidergic neurons. The prothoracotrophic hormone (PTTH) positive neurons receive rhythmic signals via sNPF from the s-LNv and control the timing of eclosion by triggering the release of ecdysone from the prothoracotropic glands (shown in the left brain hemisphere). The leukokine (LK) positive neurons receive also rhythmic signals from the s-LNv and perhaps from other lateral neurons and contact via tubercular-bulbar neurons (not shown) the bulb (Bu) where ring neurons of the ellipsoid body (EB) have their dendrites (shown in the right brain hemisphere). The corresponding EB ring neurons contribute to the rhythmic control of activity. In addition, the morning neurons (s-LNv) and evening neurons (not highlighted) signal via PDF (stippled) and unknown pathways (E?) to dopaminergic neurons (not shown) that arborize in the Bu and the EB and contact putatively the same activity promoting ring neurons in the EB in order to stimulate morning and evening activity. Other ring neurons in the EB receive rhythmic signals from the DN1 and control sleep, while still others may get rhythmic input from the clock neurons via still unknown pathways and control orientation. Furthermore, activity, feeding and metabolism are controlled by diuretic hormone 44 (DH44), SIFamide (SIFa), and Insulin-like peptide (ILP) expressing neurons in the pars intercerebralis (PI), which receive rhythmic signals from the clock neurons. Finally, the clock neurons control learning and contribute to time memory via still unknown pathways (?) to the mushroom bodies (MB).




THE ROLE OF THE CLOCK IN PHOTOPERIODISM AND DIAPAUSE NEEDS NEW INSECT MODELS

A central question in chronobiology is how endogenous clocks changed in order to anticipate vastly different cyclical environmental conditions on earth, especially such that exist close to the poles. Organisms like D. melanogaster, and also Homo sapiens, are assumed to have developed in tropical regions that are characterized by regular 24 h cycles in irradiance and temperature that remain the same throughout the seasons. However, in northern and southern hemispheres of the earth photoperiods vary throughout the year causing the well-known seasons of spring, summer, autumn and winter. All organisms including insects have to anticipate these seasons in order to be prepared in advance for the coming spring-summer and autumn-winter. Bünning (1936) hypothesized that the main purpose of the circadian clock is to provide the necessary time reference for measuring day length so that organisms can prepare in time for the winter. A failure in such a preparation will ultimately lead to death. Similarly, a failure to predict the coming warm season will lead to the death of the offspring, since a too early or too late reproduction may result in too low temperatures and/or shortages of food. Small animals, such as insects are especially sensitive to seasonal changes and need to be well-prepared.

One strategy of avoiding adverse conditions is reproductive arrest that is also called dormancy or diapause. Dormancy is a generic term covering any state of developmental arrest, which is adaptive and usually accompanied with metabolic suppression (Koštál, 2006). As soon as the adverse environmental conditions disappear, insects can terminate dormancy. Diapause is a specific subtype of dormancy, which is a more profound, endogenously and centrally mediated interruption that routes the developmental program away from direct morphogenesis into an alternative diapause program of succession of several physiological events. The start of diapause usually precedes the advent of adverse conditions. Since temperature alone is not a reliable predictor, most organism use day length (= photoperiod) as a measure for the coming season and diapause is induced as soon as day length falls beyond a certain threshold, the critical day length (Koštál, 2006). The responses to changing photoperiods are called photoperiodic responses. This is different for the obligatory diapause, which is present in insects that complete only one generation each year (Denlinger et al., 2017). Typical examples are solitary bees or Rhagoletis fruit flies. Such insects do not need a mechanism to measure day length for diapause induction, because they enter diapause at a fixed developmental stage regardless of prevailing environmental cues. However, environmental cues remain essential for regulating the timing of diapause termination, because the mechanism for terminating diapause at the appropriate time dictates the active window of the insect's life.

Tropical insects are not exposed to seasonal differences in photoperiod and don't have to undergo winter diapause. Thus, they have no need to measure day length. This does not mean that they don't undergo dormancy or even diapause, just other cues such as temperature, moisture, and changes in food quality dictate the induction of dormancy (Denlinger, 1986). Our model organisms, the honey bee, Apis mellifera, and the fruit fly, D. melanogaster, stem from tropical regions. Honey bees live additionally in hives and can actively produce heat; both protect them from the coldness of winter. Therefore, both species do not exhibit a photoperiodically induced diapause. Nevertheless, they undergo a state of dormancy in response to low temperatures and shortage of available food that can be enhanced by shortening day length (Kefuss, 1978; Saunders et al., 1989). In contrast to real diapause this state does not include a succession of defined physiological events and it can be terminated at any time when the environmental conditions improve.

Can we, nevertheless, learn something about the mechanisms of dormancy from D. melanogaster? The adult female flies exhibit a reproductive dormancy manifested by reduced metabolic activity and arrested ovarian development, which is stimulated by low temperatures and can be enhanced by short natural photoperiods and food shortage (Nagy et al., 2018, 2019; Ojima et al., 2018). As in other insects, the insulin-like peptide (ILP) producing cells (IPCs) are key regulators of this process, since they produce and release insulin-like peptides that act as diapause-antagonizing hormones. Although, fruit flies have no photoperiodically induced diapause that needs communication with the endogenous clock to determine day length, it was recently shown that the circadian clock neurons communicate with the IPC cells (Nagy et al., 2019). The s-LNv clock neurons activate the IPCs via the neuropeptides Pigment-Dispersing Factor (PDF) and short neuropeptide F (sNPF), which in turn release insulin-like peptides, antagonize dormancy and lead to reproductive growth. This result suggests that the secretion of PDF and sNPF is enhanced under long summer days and by this way keep the flies in the reproductive state. PDF is indeed secreted during the day (Park et al., 2000), but it is still unknown whether its secretion is prolonged or enhanced under long days.

That the clock communicates with the dormancy inducing centers in the central brain of D. melanogaster flies can also be inferred from the fact that some components of the molecular circadian clock affect dormancy incidence. For example, a long isoform of the clock protein TIM (L-TIM) evolved a few 100–1,000 years ago, after D. melanogaster colonized Europe (Sandrelli et al., 2007; Tauber et al., 2007; Zonato et al., 2018); reviewed in Kyriacou (2014b). This long isoform coexists with the original short form (S-TIM), and flies carrying both isoforms (“LS-TIM” flies) gradually invaded Northern Europe and North America (Pegoraro et al., 2017). LS-TIM has a reduced ability to interact with CRY, which makes the flies less light-sensitive and less likely to become arrhythmic under extreme long days. In addition, the “LS-TIM” flies enter dormancy earlier in autumn than the S-TIM flies. Both properties are advantageous for a life in the north. A very recent study supports the role of TIM in dormancy of D. melanogaster (Abrieux et al., 2020). The authors showed that tim null mutants exhibit reduced incidence of reproductive dormancy in simulated winter conditions, while flies overexpressing tim show an increased incidence of reproductive dormancy even under long photoperiods.

What about insects that exhibit a real photoperiodic diapause? Most interestingly, the tim1 or cry1 clock genes plays also a role in the photoperiodic response of such species as for example the Japanese fruit fly Chymomyza costata (Stehlík et al., 2008), the fruit fly Drosophila triauraria (Yamada and Yamamoto, 2011), the silkworm Bombyx mori (Li, 2011), the Asian Tiger mosquito Aedes albopictus (Huang et al., 2015), and the Northern house mosquito Culex pipiens (Meuti et al., 2015). In photoperiodic species that possess no TIM1 and no light-sensitive CRY1 such as the bean bug Riptortus pedestris or the Linden bug Pyrrhocoris apterus other clock genes such as per or Clk are involved in the photoperiodic response (Syrová et al., 2003; Ikeno et al., 2010, 2011a,b).

Analogous to D. melanogaster, a knockdown of the neuropeptide PDF caused female Culex pipiens that were reared under long day conditions to enter a diapause-like state (Meuti et al., 2015). Furthermore, the ablation of the PDF-positive clock neurons in the blow fly Protophormia terraenovae interferes with photoperiodic diapause induction in such a way that the flies could not discriminate long and short days and half of the flies entered diapause at both conditions (Shiga and Numata, 2009). This confirms the importance of PDF as signaling molecule from the circadian clock to the IPC cells.

In most cases, PDF signaling to the IPC cells appears to keep flies in the reproductive state. Most interestingly, several Drosophila species such as D. montana, D. littoralis, D. ezoana, and D. virilis that live in the very north lack PDF in the s-LNv clock neurons that project to the IPC cells (Bahn et al., 2009; Kauranen et al., 2012; Hermann et al., 2013; Menegazzi et al., 2017; Beauchamp et al., 2018); reviewed in Helfrich-Förster et al. (2018). These species have a high incidence of reproductive arrest already under long-day lengths, which is an adaptation to the low temperatures even under summer photoperiods at these clines. For example, D. ezoana enters diapause when day-length falls below 16 h (Vaze and Helfrich-Förster, 2016). The lack of PDF-signaling to the IPCs of these species might facilitate the termination of the reproductive state already at these relatively long days. In addition to lacking PDF in the s-LNv clock neurons, these high-altitude flies lack CRY in other clock neurons: the l-LNv [reviewed in Helfrich-Förster et al. (2018)]. This may enhance the flies' ability to enter dormancy earlier in the seasons as true for the less light-sensitive TIM-LS flies of D. melanogaster.

Nevertheless, not all fly species that are adapted to high altitudes lack PDF and CRY in certain clock neurons. For example, C. costata flies that are distributed in Eastern Siberia, Northern Lapland, Iceland, and from northern Japan to the Artic Cycle (Hackman et al., 1970) possess a D. melanogaster-like PDF network (Bertolini et al., 2019). This shows that the circadian clock of C. costata flies has found other ways to adapt to high-latitudes. PDF may just promote metabolic and reproductive activity, but there is no prove that it is really necessary for photoperiodic information. On the contrary: most photoperiodic species lack PDF signals to the IPC cells and nevertheless undergo diapause at a critical day length. For example, in the aphid Acyrthosipon pisum, which is a classic model for photoperiodism, PDF was even not found at all (Beer, Colizzi and Helfrich-Förster, unpublished). Furthermore, we still lack a detailed pathway leading from photoreception to expression of diapause. Though a functional circadian clock appears essential for the diapause response, it is not at all clear how the circadian clock and the photoperiodic timer are integrated. How are short days distinguished from long days, and how is this critical information stored in the brain to be acted upon at a later stage or even in the following generation?

Although most insects enter dormancy at some point in their life cycle, insects that currently offer the best models for genetic research lack a robust photoperiodic diapause. Further development of genetic tools for non-model species, including both loss and gain-of-function mutations, are urgently needed to advance the exciting field of insect photoperiodism. In addition, laboratory-based experiments can benefit from carefully simulated natural environments under controlled conditions, and whenever possible experiments should also be carried out in the wild. The natural world offers an incredibly rich diversity of biological clocks that can be probed for understanding the timing of seasonal activity.



CONCLUDING REMARKS ON EVOLUTION OF THE CIRCADIAN CLOCK IN INSECTS

As we have elucidated above, the model insects D. melanogaster and A. mellifera, have remarkable advantages in representing different aspects in chronobiology: Their genomes are sequenced, and many components of the circadian clockwork are already identified. They show a variety of circadian output behaviors with species specific relevance and differing sensitivity to various inputs. Interestingly, some basic concepts may be transferable although the chronobiological function substantially differs between species (e.g., sun compass orientation, time-place-learning, emergence, and diapause). Nevertheless, restricting the research to model organisms is insufficient to understand quite a few aspects in insect clock evolution. We may learn best from insect models, when we investigate the circadian clock in parallel in various insects, which display a modification or more pronounced function of the circadian clock, like diapause in northern flies or other insects with pronounced diapause [e.g., aphids (Barberà and Martínez-Torres, 2017; Barberà et al., 2017), bugs (Kotwica-Rolinska et al., 2017), wasps (Reznik, 2011; Paolucci et al., 2019), or butter flies (Denlinger et al., 2017)], or emergence rhythms in solitary bees. This may provide us furthermore with a better insight into circadian clock evolution. Even task related plasticity in the circadian clock is not restricted to honey bees. Ants were also found to perform arrhythmic brood care and have task related plasticity in clock gene expression (Ingram et al., 2009; Fujioka et al., 2017). This indicates, that although sociality evolved several times independently in Hymenoptera (in bees, wasps and ants), there seems to be a common ground plan to the social clock of Hymenoptera [reviewed in Bloch (2009), Bloch (2010), Bloch and Grozinger (2011)].

Studying modifications to the circadian clock in social and non-social Hymenopterans may be the key to understand the concept of social clocks. Especially bees (Anthophila) provide a huge range of differently scaled social lifestyles. We find true social (eusocial) bees (e.g., honey bees), primitively social (e.g., bumble bees), facultatively social and solitary bees (Shell and Rehan, 2018). Primitively social bumble bee queens also display circadian plasticity: when founding a new colony they take care of their first brood without behavioral rhythms, but resume rhythmic activity, when the brood is removed (Eban-Rothschild et al., 2011). Contrary to honey bees, brood care of bumble bee workers is rather related to their body size than their age (Yerushalmi et al., 2006).

Regarding the molecular clock, it appears not enough to compare the clockwork of social Hymenoptera with solitary insects from other orders (like for example D. melanogaster), because the unique composition of the circadian clock gene set in Hymenoptera indicates a regulatory mechanism that is different from the one in other insect orders. Therefore, exploring the clock genes, neuronal network and clock regulated behavior in solitary bees (and bees of different social grades) appears essential in future studies on the Hymenopteran clock.

Finally, we want to mention one further topic: inter-species interactions and co-evolution in chronobiology. Apart from temporal reproductive barriers (see above: species specific mating flights in honey bees), cohabitating insects establish species specific daytime-dependent foraging activity because of competition for food resources (Krell-Westerwalbesloh et al., 2004; Gottlieb et al., 2005; Wcislo and Tierney, 2009; Bloch et al., 2017; Smith et al., 2017). For example, the solitary bee Proxylocopa olivieri forages with a bimodal activity peaking at dusk and dawn and thereby avoids interaction with other bee species like A. mellifera, which shows unimodal foraging during the day (Gottlieb et al., 2005). Or in case of different cohabitating dung beetle guilds, the superior competitors are active during the day, while beetle guilds of lower competitive status display a peak in activity around dusk (Krell-Westerwalbesloh et al., 2004). Such inter-species effects in insect interaction networks, just like species specific clock outputs, clearly can only be sufficiently researched by studying the circadian clock of both, model and non-model insects in chronobiology.
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The awe-inspiring annual migration of monarch butterflies (Danaus plexippus) is an iconic example of long-distance migratory phenomena in which environmental sensory cues help drive successful migration. In this mini-review article, I begin by describing how studies on monarch migration can provide us with generalizable information on how sensory cues can mediate key aspects of animal movement. I describe how environmental sensory cues can trigger the development and progression of the monarch migration, as well as inform sensory-based movement mechanisms in order to travel to and reach their goal destination, despite monarchs being on their maiden voyage. I also describe how sensory cues can trigger season-appropriate changes in migratory direction during the annual cycle. I conclude this mini-review article by discussing how contemporary environmental challenges threaten the persistence of the monarch migration. Environmental challenges such as climate change and shifting land use can significantly alter the sensory environments that monarchs migrate through, as well as degrade or eliminate the sources of sensory cues that are necessary for successful migration.
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INTRODUCTION


Sensory Ecology of Long-Distance Animal Migration

In many animal species, individuals can exhibit locomotory behavior and movement patterns across varying temporal (e.g., from seconds to years) and spatial (e.g., from local natal patches to round-the-world journeys) scales. For many of these phenomena, the movement of individuals is goal-driven, such that individuals are moving to travel to specific locations that contain key resources that are often necessary for survival or that can promote individual fitness. Long-distance migration is an example of goal-oriented animal movement phenomena that typically occurs seasonally, with individuals undergoing journeys that can span thousands of miles. Migration can be an adaptive strategy, as individuals travel to take advantage of seasonally available resources found at different locations, such as specific plant hosts, shelters, feeding areas, or breeding grounds. Also, individuals can migrate to escape predictably deteriorating habitats for locations with more hospitable environmental conditions, and then return to their original habitats once conditions have improved or have returned to normal (Dingle, 2014).

Environmental sensory cues can strongly mediate and modulate the goal-directed migratory movement of individuals. For instance, sensory cues that occur with specific timing and that are correlated with the arrival of deteriorating conditions can trigger the development of phenotypic traits in individuals that facilitate migratory movement, as well as initiate the onset of migration. To travel to and reach their destination during migration, individuals will often use or must rely on sensory cues that they also derive from their environment. These sensory cues can vary in both their form and function. For example, individuals might rely on a single cue that can reliably direct their movement towards their goal when still very far away. Once near their destination, individuals might then use sensory cues as guideposts that trigger other behaviors or sensory processes for finding their goal. These sensory cues might also serve as beacons of the destination itself, thereby allowing migrants to recognize, localize, and stop at their goal (Reppert et al., 2010; Mouritsen, 2018). Finally, sensory cues can inform individuals as to if and when they can remigrate back.



Monarch Butterfly Long-Distance Migration

The annual multigenerational migratory cycle of the monarch butterfly (Danaus plexippus) is an iconic example of long-distance animal movement phenomena. Found in many different parts of the world, perhaps the most famous population of this species consists of the butterflies that live east of the Rocky Mountains in North America. Each fall, millions of monarchs in Eastern North America leave their summer breeding grounds in Southern Canada and the Northern United States and fly southwards to migrate to their overwintering areas in Central Mexico. These overwintering sites consist of a handful of coniferous fir groves (oyamel) high atop the Transvolcanic Mountains in the state of Michoacán upon which butterflies will aggregate and roost during the winter (Urquhart, 1987). Upon the arrival of spring, these same monarchs leave the overwintering sites, flying northwards to return and start repopulating the southern tier of the United States. The offspring of these spring remigrants, i.e., spring populations of butterflies, continue the migratory cycle by flying northwards. The migratory cycle ends with a summer generation of non-migratory butterflies that repopulates the most northern regions of the monarch habitat range. This migratory cycle begins anew when the next generation of monarchs flies southwards in the fall (Reppert et al., 2016). A similar, albeit smaller scale fall migration occurs with the population of monarchs that live west of the Rocky Mountains. Monarchs of the Pacific Northwest and Northern California fly southwards to overwintering sites along the Pacific Coast in California. In contrast to the overwintering fir groves in Mexico, Western monarchs overwinter on evergreen Monterey Pine and Eucalyptus trees (Reppert and de Roode, 2018). In the spring, remigrants leave the overwintering sites, and successive generations fly northwards to repopulate the habitat range. Fall monarchs from the Southwestern United States also migrate, with monarchs reaching overwintering sites in either California or Mexico (Morris et al., 2015). Outside of North America, monarchs in Eastern Australia can also migrate to seasonally appropriate habitats, in the same manner as their counterparts in the Northern Hemisphere (James and James, 2019; Nail et al., 2019). This group of fall migrants will roost on trees (e.g., native prickly paperbark) that are different from those used by monarchs in either Eastern or Western North America (James, 1993; Nail et al., 2019).

In contrast to these regions with populations of monarchs that display directional flight and migrate, other monarchs can be found in several areas around the world in which they are considered non-migratory, e.g., Florida, Hawaii, and New Zealand. These monarchs can be found as year-round residents or will engage in winter breeding (Reppert and de Roode, 2018; Nail et al., 2019). Although monarchs from these populations have been observed to fly only short distances relative to conspecifics that migrate (e.g., monarchs in New Zealand; Wise, 1980), it remains unknown if these individuals also display oriented flight, especially flight in the seasonally appropriate direction, the hallmark trait of migratory monarchs. It is possible that monarchs from these populations display directional flight, but the distances of their flights are simply limited by geographical constraints, e.g., living on a relatively small island in the middle of the ocean. Although it is possible that traits associated with migration, e.g., oriented flight behavior, can be quickly selected out to produce populations of migratory species that are non-migratory, such traits might remain in the population due to evolutionary inertia (Alerstam, 2006) or exist despite large differences in the movement ecology of populations (Scanlan et al., 2018). For instance, translocated nonanadromous Atlantic salmonids with no recent history of migration, can display similar directed responses to local orientation cues as native Pacific salmonids (Scanlan et al., 2018). Monarchs from populations now considered non-migratory might retain and still be capable of using orientation mechanisms like migratory conspecifics in a similar manner. Behavioral studies assaying the flight orientation of putative non-migratory monarchs at these locations, e.g., flight simulator trials (Mouritsen and Frost, 2002), can address this.



Role of Environmental Sensory Cues in Monarch Butterfly Migration

Research using the monarch as a model system has provided useful and generalizable information on animal migration at different mechanistic levels, from the behavioral, neural, molecular, and genetic substrates of this phenomenon (Reppert et al., 2016; Reppert and de Roode, 2018; Merlin et al., 2020). In particular, previous studies have demonstrated the key role of environmental sensory cues for successful migration, with sensory cues playing a vital function at almost all stages of the monarch migratory cycle (Guerra and Reppert, 2015; Figure 1).
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FIGURE 1. Monarch butterflies use sensory cues to facilitate their annual multigenerational migratory cycle. Shown is the Eastern North American population of butterflies that live east of the Rocky Mountains (brown line). In the late summer and early fall, developing monarchs in the upper regions of the monarch habitat range sense environmental cues that induce the monarch migratory syndrome and that initiate the southwards fall migration (orange oval). These fall migrants use various sensory-based compass mechanisms to guide them southwards during their migratory journey (black line) and potentially use cues once close to their destination (blue circle) that allow them to locate and stop at the overwintering sites in Central Mexico (yellow oval). After receiving a cold trigger while overwintering that recalibrates their compass mechanisms for the return journey, these monarchs remigrate northwards during the spring (blue line). Spring monarchs (green oval), the offspring of spring remigrants, continue the migratory cycle by traveling northwards (green line). These spring monarchs potentially use the same navigational mechanisms as fall conspecifics, but that are calibrated by sensory cues during development for northwards flight instead (green oval). Successive generations of monarchs fly northwards until they repopulate the northern breeding grounds of the monarch range (red oval). The migratory cycle ends, once monarchs experience cues that either signal them to stop or that do not trigger oriented flight behavior (red oval). Summer butterflies repopulate the most northern areas of the monarch range (red oval), and once their offspring experience the necessary cues (orange oval), the migratory cycle begins anew. Figure modified from Guerra and Reppert (2015).



Environmental sensory cues are necessary for monarch migration to occur, as the sensing of cues correlated with the arrival of fall, i.e., decreasing photoperiod and cooler and fluctuating temperatures (Goehring and Oberhauser, 2002; Freedman et al., 2018), can help induce the monarch migratory syndrome in individuals. In contrast to summer monarchs that are non-migratory, fly non-directionally, and are reproductively active (Zhu et al., 2009), monarchs that develop in the late summer and early fall can sense cues that induce the development of morphological (e.g., wings that are redder and have more melanization—Hanley et al., 2013; Satterfield and Davis, 2014; more elongated wings—Satterfield and Davis, 2014; larger forewings—Li et al., 2016), biochemical (e.g., lower juvenile hormone titers—Zhu et al., 2009), reproductive (i.e., diapause—Goehring and Oberhauser, 2002), and sensory traits (e.g., time-compensated sun compass use to maintain directional flight—Zhu et al., 2009) that can facilitate long-distance migration. The onset, timing, and pace of the migration appear to also be regulated by environmental sensory cues. For instance, the timing and pace of the fall migration in Eastern North America are associated with migratory monarchs sensing specific celestial cues (i.e., the sun’s position in the sky, specifically the sun angle at solar noon) and environmental parameters (temperature and daylength; Taylor et al., 2019).

Although on their maiden voyage, fall migrants are capable of traveling to their overwintering destinations by using various innate sensory-based orientation mechanisms to guide migratory flight (compass sense—Reppert et al., 2016). Eastern North American fall monarchs can use a time-compensated sun compass, the dominant orientation mechanism of migratory monarchs, to maintain proper southwards flight directionality (Perez et al., 1997; Mouritsen and Frost, 2002; Froy et al., 2003). Monarchs use the sun’s position in the daytime sky as a visual cue to maintain a southwards flight orientation. To correct for the apparent movement of the sun across the sky throughout the day, monarchs use timing information derived from antennal circadian clocks that are entrained to local photoperiodic conditions, to compensate for the sun’s movement (Merlin et al., 2009; Guerra et al., 2012). Interestingly, recent work has shown that even non-migratory monarchs can use such sun visual cues for orientation during flight (Franzke et al., 2020). On overcast days, a time when the sun’s position is occluded, Eastern North American fall migrants can use a magnetic compass as a backup for maintaining southwards directionality. In contrast to the more familiar magnetic compass that distinguishes North from South by measuring the polarity of geomagnetic field lines to compare North vs. South (a “polarity compass”), the monarch magnetic compass utilizes the inclination angle of the geomagnetic field as a cue for directionality (an “inclination compass”). Here, monarchs can sense how geomagnetic field lines intersect the Earth’s surface, with field lines ranging from parallel to the Earth’s surface at the equator (0° inclination angle), to field lines intersecting the Earth’s surface perpendicularly at either pole (90° inclination angle). As the inclination angle of the geomagnetic field predictably covaries with latitude, fall migrants can determine if they are flying either equatorward or polewards (Guerra et al., 2014). In addition to using inclination angle cues for directionality, this can allow migratory animals with a magnetic sense to use these cues as part of a geomagnetic coordinate system that can provide positional or map information during migration (Mouritsen, 2018). To detect magnetic fields, monarchs require exposure to ultraviolet A/B light wavelengths, with the putative magnetosensors located in the antennae (Guerra et al., 2014). Though the flight directionality and compass use of fall migrants in Western North America and Australia have yet to be directly tested, it is highly probable that butterflies in these regions also use the same sensory cues for flight directionality during migration, and employ these compass mechanisms with the same morphological substrates (Merlin et al., 2009; Heinze and Reppert, 2012), neural circuitry (Guerra et al., 2012; Heinze et al., 2013; Shlizerman et al., 2016), and genetic architecture (Zhan et al., 2014).

Compass senses only provide directional information and do not allow monarchs to know where they are relative to their goal. As each generation of fall monarchs is naïve to the location of the overwintering sites, monarchs must possess innate mechanisms that allow them to find and stop at these locations. It remains a great mystery of how monarchs achieve this goal-oriented task each year. A possible mechanism is via a map sense that can provide positional information, with one type involving monarchs using their magnetic sense (Guerra et al., 2014) for identifying the specific geomagnetic signatures of the overwintering sites. The recognition and localization of the overwintering grounds by sensing magnetic cues correlated with these locations (a type of beacon cue) can assist monarchs with finding the appropriate groves of trees upon which they aggregate and overwinter (Mouritsen, 2018). Alternatively, monarchs might instead use beacon cues that indicate the overwintering sites independent of a map sense. Like the use of signals by insects for attracting individuals from far away to form large groups (e.g., aggregate male calling song—Guerra and Mason, 2005; aggregation pheromone—Allison and Cardé, 2016), monarchs might use cues emanating from the overwintering sites, e.g., olfactory cues given off by the trees (Reppert and de Roode, 2018), to form their massive overwintering aggregations. Stopping at the overwintering sites might also be a form of habitat selection, in which monarchs are searching for suitable microclimates for overwintering. For example, the microclimate of monarch overwintering sites differs from that outside the tree groves and provides temperatures that are low enough to keep metabolic costs low for overwintering but are not so cold that they lead to freezing and death (Urquhart and Urquhart, 1976). Monarchs might therefore stop at the overwintering sites, by using temperature as an environmental cue once close. It is also possible that monarchs stop at the general area of the overwintering sites since they simply no longer perceive a specific sensory cue that signals to continue migratory flight, such as the sun’s angle at solar noon, i.e., loss of cue hypothesis (Taylor et al., 2019). Here, monarchs might then home in on beacon cues for locating the overwintering sites. The cues used to stop at their respective overwintering sites by the different migratory populations might be different and reflect local adaptation, as the geographic locations and trees used for aggregation differ between the groups (see above). In contrast, migrants regardless of region might utilize a common mechanism for stopping based on their shared search for appropriate microclimates for overwintering. Indeed, this might be the case for at least North American monarchs, in which overwintering temperature conditions are similar for both Eastern and Western migrants at the overwintering sites (Guerra and Reppert, 2013).

Finally, sensory cues are also important for the completion of the migratory cycle. Shown with Eastern North American monarchs, migrants need to be exposed to cold temperatures as experienced during overwintering in Mexico, to fly with the appropriate return flight directionality (via a recalibrated time-compensated sun compass) for remigration during the spring. Without exposure to such temperatures, monarchs continue to fly with fall flight directionality (Guerra and Reppert, 2013), which can prevent them from remigrating properly. Although still unknown, spring monarchs might use identical compass mechanisms, but with reversed directionality relative to fall monarchs for remigration. Similar to fall monarchs, the remigration directionality of spring monarchs might be induced by sensory cues associated with the season. These cues, however, should display a pattern in spring that is shifted 180° from that in late summer and early fall, such as increasing daylength and warming temperatures. The termination of the migratory cycle with the accompanying loss of directional flight observed in monarchs might also be due to the sensing of environmental cues, e.g., the decrease in the rate of change of increasing daylength that culminates with the summer solstice (Taylor, 2013). Moreover, the longer daylengths and higher temperatures of late spring and summer do not produce butterflies with the migratory syndrome.




DISCUSSION

Although our knowledge on the fundamental role of environmental sensory cues on monarch migration has increased over the past few decades, information on how contemporary changes in the sensory environment of monarchs might affect the migratory cycle remains lacking. This gap in our knowledge on this particular risk to sensory cue usage represents a potential danger to monarchs.


The Effects of Urbanization Threaten Monarch Migration

Major threats to the sensory environment of monarchs are those brought about by human activity (Kelley et al., 2018), such as shifting land usage related to urbanization. For example, human-induced highway noise as experienced by monarch larvae at roadside habitats can be a source of physiological stress (Davis et al., 2018). It is unknown how such physiological stress might affect the development, health, and survivorship of individuals, in particular individuals that will develop into migrants or adult migrants already en route. Urbanization is also a significant source of nighttime light pollution (NLP), such that urban areas with significant levels of NLP can present monarchs that develop and live there, or are just passing through while migrating, with dramatically altered daily light levels and photoperiods (Gaston et al., 2014). As environmental light cues with the appropriate characteristics and proper circadian clock function are important for proper monarch migration, the NLP of urban areas along the migratory routes of monarchs might significantly disrupt the entire migratory cycle. In urban areas, NLP might artificially prolong the subjective daytime hours of monarchs as observed for individuals of other migratory species (Dominoni and Partecke, 2015) or produce constant light conditions with properties (e.g., significant intensity and relevant wavelengths of light) that can significantly disrupt normal circadian clock function. NLP in urbanized areas might significantly alter or obliterate the cue of decreasing photoperiods that induce the migratory syndrome (Goehring and Oberhauser, 2002) and instead lead to the production of non-migratory individuals even during the fall. Constant light conditions due to NLP can disrupt the development of monarchs, e.g., eclosion behavior (Froy et al., 2003), as well as perturb the antennal circadian clock function of adult migrants, preventing correct flight orientation during migration (Merlin et al., 2009). As many initiatives to conserve the monarch are conducted in urban areas (Baker and Potter, 2019), research on how urban NLP affects monarch migration is now needed to prevent or mitigate any unintended consequences of current and future conservation efforts. Fortunately, it is possible to reduce the negative ecological effects of NLP in urban areas, by using better lighting technologies and altering human behavior and lighting strategies at night (Gaston et al., 2012). Urbanization can also lead to human-induced electromagnetic noise, which can disrupt magnetic compass orientation in migratory animals (Engels et al., 2014). As monarchs can also use a magnetic compass for orientation during migration (Guerra et al., 2014), noise in this sensory modality is another type of sensory pollution that can prevent successful migration.



The Loss of Important Sensory Cues

Habitat loss and degradation are also areas of vulnerability for the persistence of the monarch migration. Central to the monarch migratory cycle are the overwintering sites that provide monarchs with a suitable microclimatic overwintering refuge. As migrating monarchs might use beacon cues provided by the overwintering grounds for locating these sites, the current deforestation and degradation of these areas, such as at the overwintering sites in Mexico of Eastern North American migrants (Vidal et al., 2013; Malcolm, 2018), might significantly reduce the strength, quality, or occurrence of cues emanating from these areas that guide monarchs. Also, as the thermal microclimate of the overwintering sites produces a “cold trigger” cue critical for recalibrating the flight directionality of migrants for proper remigration during the spring (Guerra and Reppert, 2013), worldwide challenges such as global warming and overall global climate change might currently attenuate this coldness cue and imperil the future persistence of this critical sensory cue at the overwintering sites. Without this coldness cue, it is possible that the migratory cycle can be broken, since monarchs may not return to the breeding areas of their habitat range. Unfortunately, previous modeling of the persistence of overwintering sites for migratory monarchs, such as the Monarch Butterfly Biosphere Reserve in Central Mexico, suggests that suitable overwintering habitat for monarchs at current sites might completely disappear by the end of this century (Sáenz-Romero et al., 2012). Therefore, research on the sensory ecology of monarch migration should continue to focus on identifying how monarchs locate the overwintering sites and what cues are used to do so. Once these cues are identified, it might be possible to identify, monitor, and protect new locations that provide these same cues and that monarchs find suitable for overwintering. Similarly, artificial and better-protected overwintering areas could be constructed to attract migrating monarchs. As done with other long-distance migratory animals (e.g., studies delineating the sensory-based orientation and navigational mechanisms of marine species such as sea turtles and salmonid fishes; Putman, 2018), by further studying and understanding the sensory capabilities of monarchs and the cues that they use for migration, we will be better equipped to save this wonder of nature, as well as other animal movement phenomena that face similar challenges.
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The main theme of the review is how changes in pheromone biochemistry and the sensory circuits underlying pheromone detection contribute to mate choice and reproductive isolation. The review focuses primarily on gustatory and non-volatile signals in Drosophila. Premating isolation is prevalent among closely related species. In Drosophila, preference for conspecifics against other species in mate choice underlies premating isolation, and such preference relies on contact chemosensory communications between a female and male along with other biological factors. For example, although D. simulans and D. melanogaster are sibling species that yield hybrids, their premating isolation is maintained primarily by the contrasting effects of 7,11-heptacosadiene (7,11-HD), a predominant female pheromone in D. melanogaster, on males of the two species: it attracts D. melanogaster males and repels D. simulans males. The contrasting preference for 7,11-HD in males of these two species is mainly ascribed to opposite effects of 7,11-HD on neural activities in the courtship decision-making neurons in the male brain: 7,11-HD provokes both excitatory and inhibitory inputs in these neurons and differences in the balance between the two counteracting inputs result in the contrasting preference for 7,11-HD, i.e., attraction in D. melanogaster and repulsion in D. simulans. Introduction of two double bonds is a key step in 7,11-HD biosynthesis and is mediated by the desaturase desatF, which is active in D. melanogaster females but transcriptionally inactivated in D. simulans females. Thus, 7,11-HD biosynthesis diversified in females and 7,11-HD perception diversified in males, yet it remains elusive how concordance of the changes in the two sexes was attained in evolution.

Keywords: premating isolation, pheromones, hybrids, hydrocarbon metabolism, gustatory receptors, central integration, fruitless, doublesex


INTRODUCTION

The lack of gene flow or reproductive isolation is a prerequisite for the persistence of any species inhabiting the same place (Coyne and Orr, 2004). Premating as well as postmating isolation play roles in interfering with free gene flow, although neither would work as a perfect barrier against “interspecific hybridization” between populations that recently diverged. There exist cases where two populations of animals can produce fertile offspring and thus are judged to belong to the same species, yet mating between two individuals each from an alternative population barely happens in nature, implying that premating isolation could precede the development of postmating isolation (Shumer et al., 2017). The African and cosmopolitan populations of Drosophila melanogaster undergo such an incipient speciation that was driven by premating isolation (Wu et al., 1995). Conversely, postmating isolation may occur prior to the development of premating isolation (Sweigart, 2010): the interspecific crosses happen at a high rate between D. virilis and D. americana, yet fertilization of eggs after mating hardly occurs in such crosses. In contrast to postmating isolation, premating isolation inevitably requires some cognitive process for discriminating a conspecific candidate partner from individuals of closely related species. If premating isolation takes place under the conditions where interspecies hybrids do not suffer from discernible fertility decrement (as expected to be the case for incipient speciation), assortative mating would likely be favored by sexual selection even when the adaptive (or fitness) advantage is limited. Here questions arise as to how the “perceptual shift” to favor a particular sexual trait in a potential mate develops and what genetic and neural mechanisms underlie this shift. Drosophila flies offer an ideal platform for addressing these evolutionary questions because of the comprehensive resource for genetic and neurobiological analyses in the model species D. melanogaster and because of the rich collection of species in the Drosophila phylogeny exhibiting distinct anatomical and behavioral characteristics (Hales et al., 2015).

This review covers mechanistic aspects of mating behavior, because the mechanistic understanding is critical for deciphering how animal behavior diversified thorough evolution. Homologous circuits that underly homologous behaviors need to be compared across species at the level of single cells, in which genes involved in behavioral divergence exert their specific actions. We review the current understanding of contact chemosensory mechanisms by which flies recognize conspecifics and discuss how species-specificity in pheromone perception and mate preference diversified in evolution.



PHEROMONE PRODUCTION

Cuticular hydrocarbons play roles as major sex pheromones in Drosophila (Jallon, 1984; Yew and Chung, 2017). These compounds are poorly volatile at room temperature and thus likely to be detected by contact chemoreceptors or gustatory receptors (Kohl et al., 2015). In D. melanogaster, 7-tricosene (7-T) is more abundant in males than females and acts as an aphrodisiac for a female, whereas 7,11-heptacosadiene (7,11-HD) and 7,11-non-acosadiene (7,11-ND) are nearly exclusively produced by females and acts as an aphrodisiac for a male (Ferveur, 1997; Bontonou and Wicker-Thomas, 2014; Figure 1A). 7-pentacosene (7-P) is present in both sexes at lower levels also stimulates males to court (Ferveur, 1997; Bontonou and Wicker-Thomas, 2014). Conversely, 5-tricosene (5-T), 7-T and the acetylated long-chain hydrocarbon CH503 (Yew et al., 2009) present in D. melanogaster inhibits males from courting. Other hydrocarbons may be predominant in Drosophila species phylogenetically distant from D. melanogaster (Thompkins et al., 1993; Alves et al., 2010); in D. virilis females for example, 11-P and 9-T are abundant cuticular hydrocarbons (Fan et al., 2013). Aside from hydrocarbons, cis-vaccenyl acetate (cVA) produced by male ejaculatory bulb functions as a potent suppressor of male courtship (Butterworth, 1969; Antony et al., 1985; Guiraudie-Capraz et al., 2007). There is evidence that 7-T and cVA exert the courtship inhibitory effect only when these two compounds coexist (Billeter et al., 2009; Laturney and Billeter, 2016). The major source of hydrocarbon compounds is oenocytes associated with the epidermis (Ferveur, 1997; Bontonou and Wicker-Thomas, 2014), genetic ablation of which allows one to obtain flies that produce almost no hydrocarbon compounds in their cuticles (Billeter et al., 2009). Unexpectedly, such oenocyte-less flies were highly attractive as a mating partner for both females and males, implying the loss of inhibitory compounds that normally prevent indiscriminate courtship (Billeter et al., 2009). Subsequent studies identified palmitoleic acid and non-esterified versions of the fatty acid methyl esters (Dweck et al., 2015; Lin et al., 2016) as non-sex-specific attractants, potentially accounting for the sexual attractiveness found in oenocyte-less flies. The site of synthesis of these fatty acids has not been determined, but fat bodies are a likely production site (Wicker-Thomas et al., 2009; Bontonou and Wicker-Thomas, 2014; Yew and Chung, 2017). Additionally, in cactus-feeding members of the Sophophora subgenus (but not in the subgenus Drosophila), the ejaculatory bulb produce male-specific triacylglycerides (TAG) that bear combinations of branched and linear fatty acyl side chains, which act as repellents for males upon transfer to the female mate during copulation (Chin et al., 2014).
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FIGURE 1. 7,11-HD plays a key role for male mate choice in the D. melanogaster species subgroup. (A) 7,11-HD is a D. melanogaster female-specific pheromone synthesized in oenocytes as mediated by enzymes including DesatF and EloF. (B) DesatF expression is female-specific in D. melanogaster and D. sechellia, whereas it is transcriptionally inactivated in D. simulans and D. mauritiana. (C) Pathways for pheromone synthesis in D. melanogaster and D. simulans. 7-T is a monoene with a double bond at the 7th carbon whereas 7,11-HD is a diene with two double bonds each at the 7th and 11th carbon as the numbers in the compound names indicate.


The oenocyte-less D. melanogaster also provided important insights into the molecular basis for species discrimination in mate choice by males: D. melanogaster females without oenocytes were found to provoke strong courtship even from males of other species in the melanogaster species subgroup (Billeter et al., 2009). Perfuming oenocyte-less D. melanogaster females with female-specific 7,11-HD resumed species specific courtship, i.e., attracting males of D. melanogaster while repelling males of other members of the melanogaster species subgroup (Billeter et al., 2009). In fact, unlike D. melanogaster females, other members of the subgroup including D. simulans (Figure 1A), barely produce 7,11-HD (Jallon and David, 1987). These results indicate that the contrasting preference for 7,11-HD works as an effective barrier between D. melanogaster and other members of the species subgroup that prevents males from engaging in interspecific courtship.

On the other hand, the opposite preference for monoenes, particularly 7-T, constitutes a mating barrier in the partial reproductive isolation between the two strains of D. melanogaster, i.e., African (Zimbabwe: Z) vs. cosmopolitan populations (Grillet et al., 2012). As the amount of 7-T relative to 5-T increases in courting males, cosmopolitan females become more receptive to mating, while African-Z females become less receptive (Grillet et al., 2012). These observations reinforce the view that changes in hydrocarbon compositions may be one of the key events that precede reproductive isolation between two populations under incipient speciation, providing a rationale behind the search for evolutionary changes in hydrocarbon synthesis pathways.

Several genes encoding enzymes critical for introducing a double bond have been well-characterized in D. melanogaster, i.e., desaturase1 (desat1), desat2, desatF (also known as Fad2), Cyp4G1 (Qiu et al., 2012), and Bond (Ng et al., 2015). desat1 is a pleiotropic and indispensable gene transcriptionally regulated by 5 promoters each specifying unique spatiotemporal expression (Bousquet et al., 2012): among these, promoter-RE functions in oenocytes and is key for pheromone synthesis (Billeter et al., 2009), while promoter-RC functions in neurons and is key for female receptivity (Bousquet et al., 2012; see below). desat2 was discovered as a desat1 homolog in the genome of an African D. melanogaster strain, Tai (African-T), encoding desaturase with Δ9 specificity for omega-7 hydrocarbon precursors (in contrast to desat1 with Δ7 specificity for omega-5 hydrocarbon precursors; Dallerac et al., 2000). Remarkably, desat2 expression in African-T is female-specific, whereas desat2 is not expressed at all in the cosmopolitan Canton-special (CS) strain due to a promoter defect. Nucleotide sequence comparisons suggest that the desat2 gene structure in cosmopolitan populations is a descendant of that in the African counterpart (Takahashi et al., 2001). The presence or absence of functional desat2 in the African and cosmopolitan D. melanogaster nicely explains why females of African D. melanogaster preferentially produce 5,9-HD (an omega-7 hydrocarbon) rather than 7,11-HD (an omega-5 hydrocarbon), the latter of which dominates in females of cosmopolitan D. melanogaster instead. In contrast, the different cuticular contents of 5-T and 7-T in males from the two populations have been demonstrated to be an important factor for females in choosing a mate, as discussed above. However, the different 5-T vs. 7-T ratio in African and cosmopolitan males cannot be ascribable to the presence or absence of functional desat2 in the respective genomes, because males do not exhibit desat2 expression in both populations. Thus, the significance of the discovered genomic changes in the desat2 gene in incipient speciation in D. melanogaster populations has not been fully validated.

desatF was identified as the gene that plays a central role in the synthesis of 7,11-HD and other dienes with two double bonds that are predominant in D. melanogaster females (Chertemps et al., 2006): DesatF catalyzes the reaction to introduce the second double bond into fatty acid precursors (Figures 1B,C). It was shown that female-specific desatF expression relies on a female-determinant, Transformer (Tra), and desatF knockdown in females results in a dramatic increase in monoenes (e.g., 7-T) at the expense of dienes (e.g., 7,11-HD). Comprehensive species comparisons of the desatF structure and expression unraveled the exceedingly complex evolutionary changes this gene underwent (Shirangi et al., 2009). Although a conserved desatF sequence is recognizable in the genomes of 18 out of 24 species examined, it is not functional in 9 species: the desatF gene is translationally inactive in 6 species (although desatF in some species retains an intact open reading frame, ORF) and it harbors mutations in the coding sequence in 3 species (Shirangi et al., 2009). The desatF gene in some species underwent multiple transitions, e.g., once transcriptionally inactivated, it was transcriptionally reactivated and ultimately ORF-disrupted (Shirangi et al., 2009). Remarkably, female-specific expression as in D. melanogaster is not conserved across species that carry an active desatF gene: among the species examined, D. sechellia, D. errecta, and D. melanogaster are the only ones that exhibit desatF sexually dimorphic expression. The transitions between the monomorphic and dimorphic expression were found to be associated with the loss and gain of distinct biding sites for the sex-determinant transcription factor Doublesex (Dsx) in the cis-regulatory region of the desatF gene, respectively (Shirangi et al., 2009). In the D. melanogaster species subgroup, a common ancestor presumably had dimorphic expression of desatF and thus expressed 7,11-HD, which was subsequently lost as a result of transcriptional inactivation of desatF in the clade containing D. simulans and D. mauritiana, while dimorphic expression was sustained in the clade to D. melanogaster (Figure 1B). It is thus plausible that reproductive isolation between the two sympatric sibling species D. melanogaster and D. simulans was endowed, in part, by cis element mutations in the desatF gene, which removed 7,11-HD from females of D. simulans, in concordance with changes in the preference for 7,11-HD in males (see below).

Yet another gene of interest is fatty acid elongase F (eloF), which elongates the DesatF products omega-7,11 fatty acids, the precursors of 7,11-HD and 7,11-ND in D. melanogaster females (Chertemps et al., 2007; Figure 1C). eloF is expressed in a female-biased manner in D. melanogaster (Chertemps et al., 2007) and D. sechellia (Combs et al., 2018) and is not expressed at all in D. simulans (Chertemps et al., 2007; Figure 1A). What we see here with eloF is exactly the above-described pattern of desatF expression in these three species. It remains an open question whether this kind of coordinated evolution of eloF and desatF can be generalized into other clades of the Drosophila phylogeny.

cVA is probably the most studied among pheromones in Drosophila, but little is known about its biosynthesis. Unlike major cuticular hydrocarbon pheromones that are produced by oenocytes, cVA is secreted into the lumens of ejaculatory bulb in a male and ejected, together with sperms, into the female genitalia during copulation, reducing the sexual attractiveness of that female for other males (Antony et al., 1985). In addition to such an anti-aphrodisiac effect, cVA enhances aggression among unfamiliar males (Wang and Anderson, 2010; Wang et al., 2011) but reduces aggression among familiar males (Liu et al., 2011), and promotes non-sex-specific aggregation in a context-dependent manner (Bartelt et al., 1985; Wertheim et al., 2002; Lebreton et al., 2014; Cazalé-Debat et al., 2019), and suppresses male courtship toward a virgin female after his exposure to a mated female (Ejima et al., 2007; Keleman et al., 2012). Radioactive tracer labeling of metabolites supported the hypothesis that the male ejaculatory bulb synthesizes cVA from acetate as a starting compound, yet the vaccenyl moiety is of an unknown origin (Guiraudie-Capraz et al., 2007). Notably, in D. buzzatii, radiolabeled acetate similarly incubated with male ejaculatory bulb yields two ketone compounds, i.e., (Z)-10-heptadecen-2-one, an aggregation pheromone, and its antagonist, 2-tridecenone (Skiba and Jackson, 1993). A large number of long-chain acetates, alcohols and ketones have been reported as aggregation pheromones in Drosophila, and the composition of pheromone blends varies widely across species (Symonds and Wertheim, 2005; Lebreton et al., 2017). It remains to be determined whether these aggregation pheromones also play roles as sex pheromones, and if so, how significant they are in reproductive isolation in speciation events.



SEX PHEROMONE RECEPTION

In the previous section, we saw that a single pheromone may exert contrasting reactions in different species. A favored interpretation for this would be that a receptor for the pheromone responds differently in different species. In this section, we review our current understanding of contact chemoreceptors for pheromones in Drosophila and evaluate the above hypothesis.

Electrical recordings of receptor potentials and spiking activities from a receptor cell are the straightforward functional demonstration of ligand-receptor interactions. The female pheromone 7,11-HD was demonstrated to provoke discharges from chemosensory neurons in the foreleg tarsi of D. melanogaster males (Toda et al., 2012; Figure 2A). When a male fly taps the female abdomen with his foreleg during courtship, these chemosensory neurons will be stimulated by cuticular hydrocarbon compounds on the female abdomen. A fraction of the foreleg chemosensory neurons express the neural masculinizing protein Fruitless (FruM), and these fru[+] chemosensory neurons exhibit sex differences in the central projection pattern (Kimura et al., 2019; see below). A subset of such fru[+] chemosensory neurons in foreleg tarsi express ppk23 and related genes that encode Degenerin/Epithelial Na+ channel (Deg/ENaC) family proteins, which have been implicated in 7,11-HD-dependent male courtship based on behavioral phenotypes upon targeted knockdown and Ca2+ neural activity imaging (Liu et al., 2012; Lu et al., 2012; Thistle et al., 2012; Vijayan et al., 2014; see below; Figure 2B).
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FIGURE 2. D. melanogaster males are attracted and D. simulans males are repelled by 7,11-HD. (A) Contrasting responses to 7,11-HD underlie conspecific mate choice. (B) F-cell and M-cell in the male tarsi sense female pheromones (e.g., 7,11-HD) and male pheromones (e.g., 7-T), respectively. The F-cell and M-cell both express ppk23, ppk29 and fru, while ppk25 expression is F-cell specific. (C) Central pathway for 7,11-HD perception in male flies involves ascending excitatory (+) neurons including vAB3 and PPN1, mAL inhibitory (–) interneurons, and courtship triggering P1 excitatory (+) interneurons. (D) mAL-mediated inhibition overwhelms vAB3-mediated excitation in P1 neurons in D. simulans males but not D. melanogaster males, resulting in opposite responses to 7,11-HD in males of these two species. P1 represents a male-specific subset in the pC1 neuron group (circled by a dotted line). Circles, lines, and triangles indicate somata, neurites, and presynaptic terminals of neurons, respectively.


The identity of 7,11-HD responsive cells was further defined by Ca2+ activity imaging: the relevant tarsal sensillum houses a pair of fru[+]/ppk23[+]/ppk29[+] cells, each having a complementary function such that one (the F-cell) responds to the female pheromone 7,11-HD but not the male pheromone 7-tricosense (7-T), while the other (the M-cell) responds to 7-T but not 7,11-HD (Thistle et al., 2012; Figure 2B). Up- and down-regulation of F-cells promote and repress male courtship activities, respectively, and the converse effects are observed when M-cells are similarly manipulated (Lu et al., 2012; Starostina et al., 2012; Thistle et al., 2012; Toda et al., 2012). The F-cells are molecularly distinguishable from the M-cells by their expression of ppk25, which is required specifically for the 7,11-HD responses of these cells (Vijayan et al., 2014; Figure 2B). The F-cells on foreleg tarsi are probably the major sensor for 7,11-HD, although there are other cells that are thought to be additional 7,11-HD sensors (see below). The F-cells and M-cells are present in both sexes, and their sex-specific functions are encoded by sex-specific functions via sexually dimorphic projections (Thistle et al., 2012).

7-T may stimulate additional cells other than the M-cells in the tarsus, including Gr32a-expressing bitter responsive cells (Koganezawa et al., 2010; Wang and Anderson, 2010) that are negative for both ppk23 (Thistle et al., 2012) and fru (Koganezawa et al., 2010) expression; ppk23-positive cells are located predominantly in the ventral sensory hairs, whereas Gr32a-positive cells are located mostly in the dorsal sensory hairs (Ling et al., 2014). Furthermore, Lacaille et al. (2007) showed, using a tungsten electrode inserted into the base of a sensillum, that some bitter-sensitive cells on a labial palp (i.e., mouth) contained sensory neurons responsive to low concentrations of 7-T, a pheromone that inhibits male courtship. Because male flies lick female genitalia during courtship, sensory neurons on the labial palp are likely activated in courting males.

7-T is not the sole ligand for the M-cells: cVA also activates these cells (Thistle et al., 2012). This is rather surprising, because cVA is volatile and known to activate primarily the olfactory receptor neurons expressing Or67d (Ha and Smith, 2006; Kurtovic et al., 2007; Datta et al., 2008; Ruta et al., 2010; Liu et al., 2011) and secondarily those expressing Or65a (Ejima et al., 2007; Liu et al., 2011; Lebreton et al., 2014) in the antenna. In addition to these tarsal sensory cells, a subset of gustatory cells respond to fly cuticle extracts and promote mating activities in both female and male D. melanogaster (Koh et al., 2014; He et al., 2019).

What are the roles of these contact chemosensory cells in sexual isolation among Drosophila species? Fan et al. (2013) showed that RNAi-mediated knockdown or genetic ablation of Gr32a-expressing neurons in D. melanogaster males restores the attractiveness of oenocyte-less D. melanogaster females that were perfumed with cuticular extracts from females of other Drosophila species (i.e., D. simulans, D. yakuba, or D. virilis) or with synthetic 7-T, 9-T and/or 11-P, the treatments that otherwise abrogate the sex appeal of D. melanogaster females (Fan et al., 2013). These results suggest that Gr32a-expressing sensory neurons that are responsive to a broad spectrum of hydrocarbons play a key role in the conspecific preference in D melanogaster males. Subsequently, similar behavioral assays were conducted with Gr32a-knockout D. simulans, which was generated by CRISPR/Cas9-mediated targeted mutagenesis, yielding a contrasting result: Gr32a mutant males of D. simulans displayed no sign of impairment in discriminating conspecifics from other species, exhibiting a strict preference for females of the same species (Seeholzer et al., 2018; Ahmed et al., 2019). The lack of effect of Gr32a knockdown on mating discrimination is intriguing in view of the fact that not only Gr32a expression in tarsal sensory neurons but also the function of Gr32a in bitterness perception were conserved between D. melanogaster and D. simulans (Ahmed et al., 2019). ppk25 knockout in D. simulans, on the other hand, diminished male courtship activities toward conspecific females, as in D. melanogaster (Ahmed et al., 2019). However, the primary stimulant of ppk25-expressing tarsal sensory neurons in D. melanogaster is 7,11-HD, which repels D. simulans males, implying that ppk25-expressing tarsal neurons in D. simulans promote male courtship when activated by a pheromone other than 7,11-HD. Alternatively, the pathway initiated by the ppk25-expressing sensory neurons is not a simple accelerator of male courtship activity; instead, inputs through this pathway may gain either positive or negative valence upon central integration, which varies depending on the species and context (Figures 2C,D). It is an interesting question as to which mechanisms—the peripheral or central mechanisms—are more frequently modified for sexual isolation in incipient speciation.



MOLECULAR IDENTITY OF CONTACT-CHEMICAL PHEROMONE RECEPTORS

It remains an open question as to which proteins function as specific receptors for pheromones. As described above, the reception of major contact-chemosensory pheromones is mediated by cells that express select ppk family members (e.g., ppk23, ppk25, and ppk29) or Gr32a. Gr68a (Bray and Amrein, 2003) and Gr33a (Watanabe et al., 2011) have also been suggested to have roles in mating behavior. More recent works have further shown that a subset of the ionotropic glutamate receptor (IR) family contributes to courtship behavior (Koh et al., 2014; He et al., 2019). Are these proteins by themselves function as receptors for pheromones? Are they required for signal transduction downstream of receptors? Liu et al. (2020) argue that ppk23, ppk25, and ppk29 form a functional receptor for 7,11-HD based on the observation that the otherwise 7,11-HD-unresponsive M-cells acquire sensitivity to this compound when the ppk trio is expressed in the cells. It should be noted that only ppk25 needs to be overexpressed because ppk23 and ppk29 are endogenously expressed in the M-cells. This finding in the M-cells is in line with the aforementioned result in the F-cells that ppk25 knockdown abrogates their sensitivity to 7,11-HD, which resumes upon ppk25 overexpression (Vijayan et al., 2014). Nonetheless, these observations do not exclude the possibility that the ppk proteins are not receptors that bind 7,11-HD but rather are their effector channels for electrogenesis, amplifying signaling downstream of the receptors (Ng et al., 2019). ppk25 overexpression might have enhanced the outputs of the receptors that intrinsically respond to a wide spectrum of agonists so that even small responses that might otherwise be overlooked become detectable by the experimental manipulation.

Gr32a is another candidate receptor for hydrocarbon pheromones, particularly 7-T. Gr32a belongs to the insect chemoreceptor superfamily, which is composed of 68 Grs and 62 Ors, which are 7-pass transmembrane proteins that form ion channels on their own without any involvement of additional cytoplasmic factors (i.e., ionotropic receptors), unlike mammalian chemoreceptors, which are typically 7-pass membrane proteins with inverse topology (in comparison with that of insect receptors) that act via a G-protein mediated transduction cascade (i.e., metabotropic receptors; Sato et al., 2008, 2011). A recent cryogenic electron microscopy (cryoEM) study on an Or—namely, the odorant receptor co-receptor (Orco)—in an insect identified a crevice of 10-Å depth and 20 Å length within the extracellular leaflet, along which several residues known to affect ligand sensitivity lie, and which is thus likely to serve as a binding site for ligands (Butterwick et al., 2018). Following the analogy of Orco, Gr32a may have ligand binding activity. However, Gr32a is widely expressed in contact-chemosensory neurons that respond to a wide spectrum of ligands, particularly those known as bitter tastants, raising the question of how the Gr32a protein confers the ligand specificity on the sensory neurons. A recent exhaustive analysis of ligand-receptor-neuron relationships for gustatory responses in the labial palp defined Gr32a, Gr33a, Gr39a.a, Gr66a, Gr89a, and Gr93a as commonly expressed receptors (CERs) in bitter-sensitive receptors, which are equivalent to Orco in olfactory receptors (Dweck and Carlson, 2020; Figure 3). Typically, two, three, or four fixed members of CERs need to be coexpressed for normal bitter sensitivity: Gr32a, Gr33a, and Gr66a are the triple constituents and Gr33a, Gr39a, Gr66a, and Gr93a are the quadruple constituents essential for responding to caffeine and some other compounds in a subset of bitter-sensitive chemosensory neurons housed in I-a and I-b sensilla, respectively. When one component of the trio or quartet is lost, the neurons may simply become unresponsive to nearly all bitter tastants to which they normally respond or, alternatively, the neurons may acquire a novel ligand selectivity depending on their neuron type, which would suggest competition among multiple Gr species expressed in the same neuron in forming a functional heteromeric receptor for bitter tastants (Dweck and Carlson, 2020). Thus, the response spectrum of a neuron may change dependent on the combination of Gr species coexpressed and the relative abundance of different Grs. These considerations tempted us to suggest that Gr32a may contribute to the reception of 7-T and other pheromones as one of the CERs.
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FIGURE 3. Combination of several GRs expressed in a single neuron determines the response spectrum of the cell. Upper left-side panel: Spatial localization of bitter-responsive I-a (blue) and I-b (red) sensilla on the labellum. Right-side panels: The bitter-responsive neuron (labeled as “B”) of each sensillum expresses a different combination of Gustatory receptors (Grs), five of which are referred to as “Commonly Expressed Receptors” (CERs; in dotted rectangles) and are expressed in every bitter-responsive neuron on the labellum. Expression of Gr32a, Gr33a, and Gr39a.a together confers a berberine sensitivity on the I-a sensillum, whereas expression of Gr33a, Gr39a.a, Gr66a, and Gr93a together confers a caffeine sensitivity on the I-b sensillum. However, the latter four Grs are unable to confer a caffeine sensitivity on the I-a sensillum, because Gr32a, Gr59b, and Gr89a are coexpressed in this sensillum.


Then, the question remains as to how the response spectrum of a contact-chemosensory neuron is specified. The I-a and I-b sensilla are morphologically similar, but each respond to mutually exclusive sets of bitter compounds in D. melanogaster: for instance, caffeine elicits responses from I-b but not I-a, whereas berberine elicits responses from I-a but not I-b. However, the I-a sensillum acquires the entire response spectrum of I-b and thus becomes responsive to caffeine when the non-CER Gr59c is lost or when one CER, either Gr32a or Gr89a, is lost (Dweck and Carlson, 2020). Conversely, misexpression of Gr59c in the I-b sensillum confers the I-a type response spectrum on the I-b sensillum, provided that Gr32a and Gr89a are intact (Dweck and Carlson, 2020). This and other experiments demonstrate that the I-a sensillum does not respond to caffeine and other ligands that normally activate the I-b sensillum, because Gr59c in addition to the CER Gr32a and Gr89a coordinately suppress the responses to these substances (Dweck and Carlson, 2020). These observations imply that evolutionary loss or gain of the expression of just one of the Gr-coding genes could produce substantial changes in the ligand specificity of a subset of contact-chemosensory neurons, thereby leading to diversified pheromonal responses that potentially impact speciation events.



CENTRAL PROCESSING OF CONTACT-CHEMICAL PHEROMONE INFORMATION IN EVOLUTION

Contact chemosensory information plays a pivotal role in recognizing potential mating partners, making a decision to court, and initiating the mating motor program in Drosophila. One pheromone substance may induce different behavioral responses in recipients of different species, with the differences potentially arising from the different response properties of peripheral receptor cells as discussed above or the different processing of pheromone inputs in the central nervous system (CNS). In this section, we focus on central mechanisms underlying the different behavioral responses to contact chemosensory pheromones among Drosophila species in the context of mate preference. Unfortunately, there are no means for systematic labeling of a single neuron along the entity of the cell in non-model species, hampering circuit dissection in these species. Due to this technical difficulty, species differences in the structure and function of central neurons have been least explored. One exception is a study which successfully unraveled the central circuit basis for the biased preference of conspecific over sibling species females by D. simulans males (Seeholzer et al., 2018).

The central circuit for mating behavior has been extensively analyzed in D. melanogaster (Kohl et al., 2013; Yamamoto and Koganezawa, 2013), in which FruM-positive neurons tend to interconnect in forming the core portion of the circuit (Ruta et al., 2010; Yu et al., 2010). A male-specific interneuron group called P1 (Kimura et al., 2008) or its subpopulation (Ishii et al., 2020) plays a decisive role in initiating courtship behavior (Yamamoto and Koganezawa, 2013; Figure 2C). The P1 neuron cluster was first identified as a subset of FruM/Dsx double-positive neurons (20 neurons per hemisphere) that could drive test females to perform male-type courtship behavior toward a target female when those neurons were clonally masculinized in the test female brain by the tra1 mutation (Kimura et al., 2008); the tra1 mutation removes the DsxF feminizer protein that otherwise kills P1 precursor cells during development, thereby allowing male-specific P1 to persist throughout the adult stage in the female brain (Kimura et al., 2008; see also Ren et al., 2016). In a solitary male, artificial activation of P1 neurons via heat-sensitive dTrpA1 channels or the light-activatable channel Channelrhodopsin induces the early steps of courtship, i.e., unilateral wing extension and vibration for singing and tapping with forelegs (Kohatsu et al., 2011; Kohatsu and Yamamoto, 2015). Ca2+ imaging of P1 neurons in a tethered male on a treadmill revealed that these neurons are excited when the male touches the female abdomen with his foreleg (Kohatsu et al., 2011). P1 neurons remain continuously and dynamically active throughout the courtship achievements under freely moving (Grover et al., 2016, 2020) as well as tethered (Kohatsu and Yamamoto, 2015) conditions. Contact chemosensory sensation of female cues is crucial for courtship initiation by the male, based on the finding that touch-induced chasing is blocked when the virgin female as a courtship target is perfumed with the hexane extract of male cuticles (Kohatsu et al., 2011). P1 neurons have been shown to be excited when the male foreleg tarsus is touched by a glass rod, provided that it is coated with the hexane-extract of fly cuticles (Kohatsu et al., 2011). Notably, P1 neurons exhibit Ca2+ rises upon tarsal stimulation with the extracts of male as well as female cuticles, although female extracts provoke significantly larger responses than male extracts do (Kohatsu et al., 2011). These and other observations support the notion that P1 neurons in the male brain receive contact-chemosensory inputs originating from tarsal pheromone receptors upon the touch of a female and drive persistent courtship toward the female. P1 neuron outputs are relayed by descending interneurons that activate the motor pattern generator for courtship acts (Clyne and Miesenböck, 2008; Kohatsu et al., 2011; von Philipsborn et al., 2011; Kimura et al., 2015; Cande et al., 2018; Clemens et al., 2018; Namiki et al., 2018; McKellar et al., 2019). A subset of P1 neurons provoke not only courtship toward a female but also aggression toward a male (Inagaki et al., 2014; Hoopfer et al., 2015; Koganezawa et al., 2016), presumably dependent on the sensory inputs they receive (Ishii et al., 2020; Wohl et al., 2020), while inhibiting sleep in a manner dependent on the internal state of the fly (Chen et al., 2017; Wu et al., 2019). Note, however, that subpopulations of the P1 cluster and the pC1 cluster to which the P1 cluster belongs need further clarification in terms of functional specialization (see Costa et al., 2016). The internal states, such as the motivational state and sleep/arousal cycle, affect P1 activities via dopaminergic and GABAergic synaptic inputs to promote and inhibit courtship, respectively (Crickmore and Vosshall, 2013; Zhang et al., 2016, 2018).

Given that P1 neurons in the brain trigger the lower center that produce motor outputs for courtship actions, how does the pheromone information received by sensory cells in the legs and mouth reach to the P1 neurons? The pathways through which contact chemical pheromone inputs reach to P1 neurons were revealed in D. melanogaster by anatomical detection of putative synaptic contacts in conjunction with Ca2+ imaging to monitor the neural activities across synapses (Figure 2C). The majority of the ppk23-positive tarsal chemosensory neurons responsive to 7,11-HD appear to terminate their axons in the prothoracic ganglion (Mellert et al., 2010; Kimura et al., 2019), and thus direct contact with brain-intrinsic P1 neurons must, if any, be limited. Instead, the ascending interneuron group vAB3 intervene in the communication between the ppk23-positive sensory neurons and P1 neurons: vAB3 neurons originate in the abdominal ganglion and terminally project to the lateral protocerebrum, the brain region P1 neurons densely innervate, with en passant arbors in the prothoracic and suboesophageal ganglia (Clowney et al., 2015). vAB3 neurons are excited when the male touches the female abdomen with his foreleg, and vAB3 activation by Ach iontophoretically applied to the prothoracic neuropil induces Ca2+ elevation in P1 neurons, which is blocked by vAB3 severing (Seeholzer et al., 2018). Thus, vAB3 provides an excitatory pathway that conveys the female pheromone information from leg sensory neurons to P1 neurons that initiate male courtship. Another group of neurons that are likely presynaptic to P1 are the mAL neurons, which are fru-positive GABAergic inhibitory interneurons (Koganezawa et al., 2016) that are sexually dimorphic in both structure and cell number (Kimura et al., 2005). A sexually dimorphic neurite of mAL likely contacts, in a male-specific manner, the axon terminals of Gr32a-expressing tarsal sensory neurons (Koganezawa et al., 2010). Remarkably, mAL neurons exhibit Ca2+ elevation in response to activation of vAB3, whose en passant arbors appear to intermingle with mAL arbors in the suboesophageal ganglion. This observation raises the possibility that vAB3 could also deliver an inhibitory input to P1 neurons via mAL neurons. Indeed, P1 activation in response to stimulation of vAB3 is significantly greater after mAL severing, supporting the notion that the reception of aphrodisiac female pheromones by the leg chemosensory receptors ultimately provokes not only excitatory responses but also inhibitory responses in P1 neurons, the decision-making neural center for male courtship behavior. Convergence of these two antagonistic inputs at nearly the same time might create a sensitized condition where additional cues easily bias the activity of P1 neurons that are involved in decision-making to court or not, allowing the male fly to judge whether the confronting target for courtship is truly an appropriate potential mate. There is yet another ascending interneuron group, PPN1, that convey inputs originating from ppk23/ppk25 double-positive pheromone receptors (female-pheromone sensitive F-cells) to P1 neurons; PPN1 neurons act as excitatory presynaptic fibers for P1 and, at the same time, act as an element in the inhibitory pathway impinging on P1 via mAL interneurons (Kallman et al., 2015). In contrast to F-cell axons, which terminate mostly in the thoracic ganglia, a subset of ppk23-positive and ppk25-negative M-cells extend their axons beyond the thorax and terminate in the suboesophageal ganglion, where these axons seem to come into contact with an mAL neurite (Kallman et al., 2015). As a consequence, the M-cell activator 7-T primarily inhibits P1 neuron activity and thus represses male courtship, whereas the F-cell activator 7,11-HD elevates P1 neuron activity despite its inhibitory effect through mAL and ultimately promotes male courtship (Kallman et al., 2015). Thus, we find that a common excitatory pheromone input is fed into two pathways, one converts the excitatory signal into an inhibitory signal, while the other conveys the excitatory signal without inverting its sign, and the two pathways ultimately converge onto the P1 neurons.

This principle would offer a simple means to fine-tune the sensitivity of a decision-making neural center to incoming sensory cues. In fact, different preferences for 7,11-HD in males of the D. melanogaster species subgroup are suggested to involve a shift in the excitatory vs. inhibitory balance in contact chemosensory inputs impinging on P1 neurons (Figure 2D). As discussed in the preceding sections, males of D. simulans avoid 7,11-HD, which is specifically enriched in female cuticles of D. melanogaster. The neural pathway through which 7,11-HD-induced activities travel to P1 neurons is, in principle, conserved between D. melanogaster and D. simulans. As in D. melanogaster, D. simulans ppk23-positive sensory neurons activate vAB3 ascending interneurons, which in turn produce activities in mAL inhibitory interneurons (Seeholzer et al., 2018). Notably, P1 neurons exhibit no apparent activation when vAB3 is depolarized in D. simulans. Upon mAL severing, however, vAB3 activation induces noticeable Ca2+ rises in P1 neurons (Seeholzer et al., 2018). These observations suggest that both direct excitatory and indirect inhibitory connections between vAB3 and P1 also exist in D. simulans, but in the latter species inhibitory inputs overwhelm excitatory inputs, and, as a consequence, 7,11-HD is unable to activate P1 and thus unable to trigger male courtship behavior in D. simulans (Seeholzer et al., 2018; Figure 2D). This species difference in the integrative functions of the CNS circuit represents a plausible mechanism for the premating isolation between D. melanogaster and D. simulans, which involves contrasting preferences for 7,11-HD: attraction in D. melanogaster males and avoidance in D. simulans males. An intriguing evolutionary scenario is that selective pressure acted on synapses associated with male-specific P1 neurons to shift the balance in favor of excitatory inputs from vAB3 against inhibitory inputs from mAL in an ancestral species of D. melanogaster, when females of this species acquired some dienes as new pheromone components, including 7,11-HD on their cuticles. The postulated shift in the balance between excitatory and inhibitory synaptic efficacies needs to be experimentally demonstrated. Also, if a species difference in the synaptic efficacy exists, as expected, it remains to be determined what genetic change is responsible.



CROSSTALK BETWEEN CONTACT-CHEMOSENSORY AND OLFACTORY PATHWAYS

In this article, we focused on the contact-chemosensory signaling that plays a key role in mate choice across Drosophila species. However, other sensory modalities also have substantial impacts on partner preference in these flies (Krstic et al., 2009) and the relative contributions of different modalities to mating vary from species to species (Spieth, 1952). Studies in D. melanogaster revealed that males rely primarily on visual (Pan et al., 2012; Kohatsu and Yamamoto, 2015) and auditory (von Schilcher, 1976; Ishikawa et al., 2019) cues in tracking a courtship target, while chemosensory cues play major roles in triggering and maintaining courtship actions. In contrast to chemosensory inputs that impinge onto the courtship decision-making P1 neurons (Kohatsu et al., 2011; Clowney et al., 2015; Kallman et al., 2015), auditory and visual inputs seem to be processed by interneurons distinct from P1 neurons, respectively (Ribeiro et al., 2018; Deutsch et al., 2019). It remains to be clarified how the visual and auditory information is integrated with the P1-dependent command in driving courtship behavior.

In many other insects, volatile compounds are commonly used as pheromones, which are processed by olfactory channels in recipient animals and elicit long distance attraction or avoidance (Fleischer and Krieger, 2018). The best-characterized volatile pheromone in Drosophila is cVA, which acts through both olfactory and contact-chemosensory pathways (Thistle et al., 2012; Ejima, 2015), and thus these two modalities in fact interact to affect fly mating behavior. Crosstalk between the contact-chemosensory and olfactory systems in controlling mating and other behaviors is probably prevalent (Wang et al., 2011; Laturney and Billeter, 2016), partly reflecting the fact that the same pheromone compound can exist in either the solid/liquid or vapor state at temperatures a fly engages in reproduction. Of note, 7,11-HD is a precursor of Z-4-undecanal, which is known to function as a long range, species-specific, aggregation pheromone detected by odorant receptor Or69a (Lebreton et al., 2017). Alternatively, it might be that Grs can detect volatile compounds and Ors can detect non-volatile compounds.

Crosstalk between contact chemosensory and olfactory pathways also underlies courtship enhancement by food odor. Phenylacetic acid and phenylacetaldehyde are aromatic odors associated with fruit and other plant tissues that feed Drosophila flies and provide oviposition sites. These compounds are received by IR84a- and fru-expressing olfactory receptor neurons (ORNs) in the antenna. The projection neurons postsynaptic to IR84a ORNs extend their axons into the pheromone-specialist fiber tract even though they convey food odor information (Bates et al., 2020). As a consequence, IR84a-mediated food odor information is sent to a pheromone processing region of the lateral horn, where it is probably integrated together with pheromone information to control mating behavior (Grosjean et al., 2011). Conversely, male-specific cuticular hydrocarbons or cVA deposited onto food promotes landing responses in flying female and male flies, although the neural basis for this effect is not known (Cazalé-Debat et al., 2019; see also Lin et al., 2015; Dumenil et al., 2016). Therefore, crosstalk between contact-chemosensory and olfactory information takes place in both the peripheral and central neural circuitries, and the modes of crosstalk appear to be built in a hardwired connectivity blueprint. Which neurons in the mating circuit receive and process inputs from food-odor interneurons remain unknown. In view of the highly variable feeding habits across species, the circuit bases involved in the integration of food odor and mating signals would also be diversified across species.

A recent comparative study on the olfactory basis for hostplant preference in the Drosophila melanogaster subgroup unraveled multilayered modifications at different nodes of olfactory information processing (Auer et al., 2020). Drosophila sechellia is a monophagous species specifically associated with noni fruit (Morinda citrifolia), whereas the sibling species D. simulans is polyphagous, as are several other members of the group. Long distance attraction to noni fruit in D. sechellia depends on at least three modifications of the common design for the olfactory circuitry: specialization in the response spectrum of the olfactory receptor Or22a, an increase in the number of Or22a-harboring sensilla, and acquisition of novel terminal arbors in the lateral horn by the DM2 projection neurons that are postsynaptic to Or22a ORNs (Auer et al., 2020). Yet another study suggested that the odorant binding protein genes Obp57d and Obp57e were specialized in D. sechellia to make this species prefer noni fruit odor, whereas these genes are required for avoiding noni fruit in the sibling species D. simulans (Matsuo et al., 2007). This study used species hybrids in conducting unbiased screens for genetic loci that are decisive in contrasting noni fruit preferences between D. sechellia and D. simulans. A similar and even more thorough approach with species hybrids would be fruitful in identifying a collection of genes that are required for diversified mate preferences.



PERSPECTIVES

The neural mechanism for mating behavior could have accumulated a variety of changes at multiple circuit nodes within the homologous neural pathways across different phylogenetic lineages. Among the members of the D. melanogaster species subgroup, species hybrids are relatively easy to obtain, and would offer an ideal platform for studying genome-wide identifications for loci responsible for species differences in mate preference (Castillo and Barbash, 2017). Indeed, genotype-phenotype correlative analyses with whole genome sequencing and behavioral phenotype classification for every hybrid fly is now feasible. Subsequent CRISPR/Cas9-targeted mutagenesis in conjunction with piggyBac-based transgenic rescue will be used to assure the causality between the gene and behavior (Tanaka et al., 2016, 2017). The entire brain connectome is near completion in D. melanogaster, providing a solid reference map of brain circuitries for the study of neuroanatomy in other members of the D. melanogaster species subgroup. We may soon witness the beginning of a new era in the history of evolutionary studies of the neural basis of reproductive isolation and behavioral divergence.
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Agents of selection for behavioral responses to abiotic, biotic, and social environments are described as cognitive challenges. Research integrating behavior, ecology, and brain evolution has generated a growing literature—and sometimes controversy—over inferences made from correlating cognitive traits with neural metrics. We propose that our understanding of the role of cognition in brain evolution can be advanced through studies of eusocial insect species differing in agricultural practices and degree of division of labor, and thus social complexity. Fungus-growing ants offer diverse systems to assess the impacts of cognitive challenges on behavioral evolution and its neural and genomic architectures. Workers exhibit variability in social role differentiation in association with diet, morphology, group size, and task efficiency. This suite of covarying traits enables the accurate mapping of cognition, worker repertoire breadth, neuroanatomy, and genomic change in light of social evolution.


HOW DO BRAINS RESPOND TO COGNITIVE CHALLENGES?

Cognition is difficult to universally define (Logan et al., 2018; Bayne et al., 2019) and measure (Rowe and Healy, 2014; Simons and Tibbetts, 2019). However, cognitive ecologists have developed definitions emphasizing divergent demands from behavioral niches and neurobiological capabilities (Balda and Kamil, 1989; Real, 1993; Shettleworth, 2000, 2010; Dukas and Ratcliffe, 2009; Lihoreau et al., 2019). Cognition should be linked to ecological adaptation to understand developmental and evolutionary brain plasticity. Cognitive capability is thus the product of selection for brain organization to adaptively increase computational power and reduce energetic costs. Metrics applied in the study of brain evolution range from genes and cells to nervous system topologies. Correlations between behavioral capabilities and tissue volume have been viewed critically (Herculano-Houzel et al., 2006, 2007; Healy and Rowe, 2007, 2013; Chittka and Niven, 2009; Godfrey and Gronenberg, 2019; Wartel et al., 2019), although in principle quantify brain investment. Functionally specialized brain compartments may develop allometrically (disproportionate scaling) through differential cell and tissue-type trajectories (Barton and Harvey, 2000; Hager et al., 2012), circuitry (Guzowski et al., 2005), neuron structure and function (Quiroga et al., 2005), and genetics (Hibar et al., 2015; Kohno and Kubo, 2019). These patterns provide fine-grain traits for evolutionary analyses.

Social environments can influence brain evolution. Primates distinguish rivals from allies and recall interaction histories. Social brain theory, which posits a positive correlation between brain volume and group size to track social relationships (Dunbar and Shultz, 2017), has been applied to eusocial insects (Lihoreau et al., 2012; Godfrey and Gronenberg, 2019). However, eusocial insect workers typically lack the competing demands of direct reproduction; their brains are functionally dedicated to altruistic labor, and cognitive challenges from specialized behavior can thus be more clearly circumscribed. Diverse social systems enable the functional analysis of mosaic brains and responsiveness to divergent sensory demands underpinning task specialization (Muscedere and Traniello, 2012; Giraldo et al., 2013; Gordon et al., 2017). Two eusocial insect clades—a tribe of ants and a subfamily of termites—include ultrasocial species (Campbell, 1982) that are agriculturalists, producing their own crops of gongylidia—nutritional fungal swellings—and have evolved complex division of labor. These traits are shared with humans (Gowdy and Krall, 2016). Ant societies, as models, can be experimentally dissected (Kennedy et al., 2017), enabling studies of cognitive variation in association with the evolution of division of labor.

Assessing motivated behavior in natural contexts (Rowe and Healy, 2014) and selecting comparative frameworks illustrating divergence in cognitive challenges across related species (Simons and Tibbetts, 2019) are essential to link fitness to behavioral evolution. Therefore, to determine cognitive impacts on brain evolution, a model system should meet the following criteria: (1) the natural behavioral environment can be measured to assess sensory and processing requirements; (2) behavior can be quantified at multiple levels of intraspecies and interspecies biological organization; and (3) the metrics used to identify neural and genomic underpinnings are methodologically and statistically robust. With these points in mind, we identify fungus-growing ants as appropriate and insightful study models for cognitive evolution.



DIVISION OF LABOR AND WORKER COGNITION

The evolution of division of labor in support of agriculture in fungus-growing ants enables societal and individual cognition to be examined. Workers vary morphologically (monomorphism to exceptional polymorphism) and behaviorally (task pluripotency to specialization) across species and within colonies (Mehdiabadi and Schultz, 2010). In highly polymorphic leafcutting ants, colonies are large and may produce size-differentiated workers—for example, minims, medias, and majors in order of increasing size. This variation in body size, colony size, and diet can help disentangle confounding factors that may obscure the linkage of neuroanatomy to behavior. Fungus-growing ants select, harvest, and process plant tissue and other substrates to provide for fungal growth, cultivate fungus, manage waste and control infection, construct and maintain the nest and regulate microclimate, and provide defense. Workers with specialized repertoires are predicted to be more efficient than generalists (Wilson, 1980b). In theory, drivers of worker task performance may differ, but in polymorphic species body size and behavior are integrated and clearly correlate (Beshers and Fewell, 2001). Cognitive needs vary according to role and worksite: tasks performed within the nest by fungal-garden tenders require different stimulus-processing capabilities than foragers or defenders working outside the nest or at multiple worksites. Identifying, cutting, transporting, and mulching leaves forms an assembly line of exterior to interior work where leaf fragments are degraded as they are passed from larger to smaller workers and eventually deposited as fungal mulch. Worker size-related labor therefore requires specific motivation and cognitive abilities.

Minim workers primarily transplant and prune gongylidia. Working in dark underground fungal chambers, they likely rely on sensory inputs other than vision for navigation, which may involve the central complex (Plath and Barron, 2015; Honkanen et al., 2019). They also nurse, recognizing larval needs and discriminating brood stages, and assess humidity and temperature to maintain optimal growth conditions. These tasks involve chemical signals (Schultner and Pulliainen, 2020) processed by the antennal lobes and mushroom bodies, as well as fine motor coordination of the mouthparts, mediated by subesophageal zone circuitry (Paul and Gronenberg, 2002). Minims may deposit pheromones on foraging trails (Howard, 2001; Evison et al., 2008), clean contaminants from incoming leaves and otherwise protect the fungus from microbes (Goes et al., 2020), and defend against parasitic flies (Feener and Moss, 1990).

Media workers engage in diverse tasks. Large-scale agriculture requires evaluating diverse plant chemistries to assess leaf quality and maximize fungal growth (Hubbell et al., 1984; Howard et al., 1988; Saverschek et al., 2010). This discrimination may require learning. Also, the gustatory and olfactory processing abilities of medias should be well developed. Media worker skill in cutting leaves (Wilson, 1980b) requires compass-like coordination of legs and mandibles that determines leaf fragment size, facilitating size-assortative load-bearing for transport (Wilson, 1980a; Burd, 2000; Burd and Howard, 2008). Medias navigate trails between food sources and the nest. In many ants, this process involves recalling landmarks, using odometry and optic flow to measure speed and distance, learning canopy patterns and celestial cues, and decoding chemical recruitment information (Ronacher and Wehner, 1995; Wittlinger et al., 2006; Provecho and Josens, 2009; Basten and Mallot, 2010; Müller and Wehner, 2010; Steck, 2012; Heinze et al., 2018). Media worker foraging thus requires processing multimodal signals through interplay between the antennal and optic lobes, mushroom bodies, and central complex. Behavioral flexibility may be reflected in enlarged mushroom bodies (Farris, 2013), a pattern expected in media brains, but not minims or majors.

Majors defend against army ants and other enemies (Powell and Clark, 2004). Defensive may require close-range vision, mediated by the optic lobes (Via, 1977), and antennal lobe and mushroom body tuning to recruitment and alarm pheromones (López-Riquelme et al., 2006; Mizunami et al., 2010). Differences in task biomechanical demands are evident in subcaste myology (Gronenberg et al., 1997; Paul and Gronenberg, 1999, 2002): larger mandibular muscles provide majors with bite force, controlled in part by the subesophageal zone.



SOCIAL AND PHYLOGENETIC PERSPECTIVES ON COGNITIVE EVOLUTION

Fungus-growing ant species richness (>230 species; Schultz and Brady, 2008) encompasses exceptional heterogeneity in agricultural practice and social complexity. Behavioral phenotypes evolved greater specialization through developmental divergence in worker morphology (Mehdiabadi and Schultz, 2010; Sosa-Calvo et al., 2018; Solomon et al., 2019). The diversity of worker phenotypes in leafcutting genera such as Atta and Acromyrmex, which cultivate large quantities of fungus and form colonies of millions of polymorphic workers, is thought to have evolved from an ancestral monomorphic, generalist worker caste (Wilson, 1980a). The ancestral worker phenotype is evident in the paleoattini: these species form small colonies of monomorphic workers that engage in basic agriculture, scavenging insect frass and other materials for fungal substrate. Repertoire breadth is thought to influence brain size: performing more kinds of tasks requires greater processing power (Benson-Amram et al., 2016). A specialist worker of a polymorphic neoattine species would be relatively free of the constraints of maintaining a generalist repertoire and could evolve to prioritize neural capabilities specified by its task set. Size-differentiated workers display disproportionate scaling in morphology and physiology related to social roles that affect task efficiency (Wilson, 1980b). Selection should also be evident in brain structure in both attine clades. In sum, worker morphology, behavior, and brain size and structure are predicted to be integrated.



SOCIETIES, BRAINS, AND GENOMES

Ecological niche differentiation, and thus variability in cognitive needs across attine species and among neoattine worker subcastes, is remarkable. In some socially complex species, brain size (Seid et al., 2011), investment in vision-related compartments (Arganda et al., 2020), and microprocessing circuitry (Groh et al., 2014) vary with worker size. Brain volume decreases and antennal lobe volume increases with social group size in monomorphic species, suggesting decreased selective pressures on brain size coupled with a need for increased olfactory social discrimination (Riveros et al., 2012). Larger Atta workers have an antennal lobe macroglomerulus, absent in smaller workers, that likely functions in trail following (Kleineidam et al., 2005). Increased volume in visual processing regions in A. cephalotes majors allows greater visual acuity and processing in workers active in light and engaging in close-range defense (Arganda et al., 2020). Neuroanatomical and neurochemical variation (Smith et al., 2013) should integrate with brain gene expression to control behavior (Li et al., 2014; Qiu et al., 2018), enabling neural requirements of specific roles to be met.

Genetic analyses offer mechanistic and evolutionary insight into agriculturally adapted brains. Gene expression regulating attine ant neural phenotypes and behavior (Castillo and Pietrantonio, 2013; Koch et al., 2013) may be influenced by epigenetics, RNA editing, and copy number, as in related systems (Chittka et al., 2012; Scholes et al., 2013; Feldmeyer et al., 2014; Li et al., 2014). Developmental switches mediating size-related differentiation (Rajakumar et al., 2012, 2018) and differentially expressed brain gene modules related to caste determination (Qiu et al., 2018) appear conserved, although some worker-biased genes are more evolutionarily novel (Feldmeyer et al., 2014; Mikheyev and Linksvayer, 2015; Schrader et al., 2017). Deep brain homologies in eusocial insects (Tomer et al., 2010; Shpigler et al., 2017; Trible et al., 2017) provide broadly translatable insights into adaptive brain evolution and development, and their genomic basis.



FUTURE RESEARCH

The ability to identify mechanisms of response to cognitive challenges within phylogenetic context facilitates understanding brain evolution in light of socioecological selective forces. This allows the relative importance of task repertoire breadth and social structure to be examined. Studies that assess the same properties of learning (speed and memory, e.g.,) but consider species-specificity in behavior across size-variable workers in paleo-and neoattine ants can elucidate effects of social complexity on brain evolution. Comparative studies of neuroanatomical scaling and genomics enable variation in task diversity and sensory environments to be mapped onto fungus-growing ant phylogeny to reveal evolutionary patterns. Gene functions influencing neuroanatomy and behavior can reveal the relative importance of metabolism, neurotransmission, growth factors, and other pathways in the evolution of division of labor. The contrast between simple societies of monomorphic fungus-growing ants and complex colonies of leafcutting ants provides opportunities to examine genomic evolution in the brain. With increasingly precise genetic tools available for ant research, components of neural and anatomical phenotypes may be separated and linked to developmental origins. Ultimately, functional manipulations and genomic data will enable the identification of neurogenetic traits associated with cognitive evolution.
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Alcohol is a widely used and abused substance with numerous negative consequences for human health and safety. Historically, alcohol's widespread, non-specific neurobiological effects have made it a challenge to study in humans. Therefore, model organisms are a critical tool for unraveling the mechanisms of alcohol action and subsequent effects on behavior. Drosophila melanogaster is genetically tractable and displays a vast behavioral repertoire, making it a particularly good candidate for examining the neurobiology of alcohol responses. In addition to being experimentally amenable, Drosophila have high face and mechanistic validity: their alcohol-related behaviors are remarkably consistent with humans and other mammalian species, and they share numerous conserved neurotransmitters and signaling pathways. Flies have a long history in alcohol research, which has been enhanced in recent years by the development of tools that allow for manipulating individual Drosophila neurotransmitters. Through advancements such as the GAL4/UAS system and CRISPR/Cas9 mutagenesis, investigation of specific neurotransmitters in small subsets of neurons has become ever more achievable. In this review, we describe recent progress in understanding the contribution of seven neurotransmitters to fly behavior, focusing on their roles in alcohol response: dopamine, octopamine, tyramine, serotonin, glutamate, GABA, and acetylcholine. We chose these small-molecule neurotransmitters due to their conservation in mammals and their importance for behavior. While neurotransmitters like dopamine and octopamine have received significant research emphasis regarding their contributions to behavior, others, like glutamate, GABA, and acetylcholine, remain relatively unexplored. Here, we summarize recent genetic and behavioral findings concerning these seven neurotransmitters and their roles in the behavioral response to alcohol, highlighting the fitness of the fly as a model for human alcohol use.

Keywords: Drosophila, alcohol behavior, neurotransmitter, alcohol abuse, AUD, genetics


INTRODUCTION

Alcohol is one of the most commonly used and abused psychoactive substances. Approximately 86% of American adults have reported drinking alcohol at some point in their lifetimes (Substance Abuse and Mental Health Services Administration, 2019), and, as of 2018, alcohol use disorder (AUD) affected over 14 million adults in the United States (Substance Abuse and Mental Health Services Administration, 2019). AUD is characterized by an impaired ability to control alcohol use despite negative consequences for personal and public health and safety (Substance Abuse and Mental Health Services Administration, 2018). AUD is also frequently correlated with psychological conditions like anxiety (Grant et al., 2004), depression (Hasin et al., 2005), post-traumatic stress disorder (Marshall et al., 2012), and medical history of an anxiety or mood disorder (Martins and Gorelick, 2011). Alcohol-related behaviors are multifaceted, impacted by numerous environmental and individual factors. Due to these complexities, alcohol may cause problematic use and addiction in some people but have minimal consequences in others.

Research established a genetic basis for alcohol use as early as the 1950s (Amark, 1951). Several genes are associated with problematic alcohol use, and twin studies suggest that AUD is ~50% heritable (Verhulst et al., 2015). Although it is clear that disorders like AUD, which present with behavioral alterations, are influenced by genetics, translating knowledge about genes, cells, and anatomy into a mechanistic understanding of behavior remains one of the biggest challenges in neurobiology. Therefore, the discovery that a genetically tractable organism like Drosophila melanogaster (henceforth called Drosophila or flies) shows a broad behavioral repertoire facilitated a new chapter of neuroscience research. Flies, like humans and other mammals, modulate their behaviors according to circadian rhythms (Dubowy and Sehgal, 2017), can learn and remember (Cognigni et al., 2018), and show behavioral hallmarks of addiction (Devineni and Heberlein, 2009; Kaun et al., 2012), among other behaviors.

The neurobiological action of alcohol is especially challenging to understand since alcohol does not have a specific target pathway and instead affects pathways intended for other physiological functions (Fadda and Rossetti, 1998). Research is still unraveling how alcohol alters various brain circuits and why some are more susceptible to alcohol than others. Behavior is a useful tool for examining where and how alcohol may be affecting the brain since there are known behavioral outcomes associated with specific circuits and neurotransmitter systems. Given its high rates of use and abuse, understanding the neural and behavioral outcomes of alcohol is critical. Here we will focus on the role of Drosophila's neurotransmitter pathways in behavior and how that behavior is affected under the influence of alcohol.



Drosophila AS A MODEL ORGANISM

For over a hundred years, Drosophila melanogaster, commonly known as the fruit or vinegar fly, has been a critical model organism for the field of neuroscience (Bellen et al., 2010). Flies have many characteristics that make them an appealing organism in the laboratory: short generation time, low cost, ease of maintenance, and relatively simple genetic and anatomical makeup. Drosophila were one of the first organisms for which the genome was fully sequenced (2000), and flies have many genetic similarities to humans, sharing an estimated 62% homology in disease-causing genes (Fortini et al., 2000). The Drosophila nervous system consists of ~300,000 neurons making up the brain and thoracic ganglion, which is the fly equivalent of the spinal cord (Freeman, 2015). The majority of small-molecule neurotransmitters responsible for central nervous system (CNS) function in mammals are conserved in the fly. With the development of ever more sensitive genetic and behavioral tools, utilization of Drosophila as a model system has become increasingly prevalent. Drosophila models have led, and continue to lead, to advancements in numerous areas of neuroscience. Drosophila are an appealing candidate for studying alcohol-related behaviors for a few reasons: face validity, mechanistic validity, and experimental amenability.


Face Validity

Face validity describes how much a model “looks like” the disorder being modeled. In our case, face validity is the degree to which Drosophila recapitulate alcohol-induced behaviors seen in humans. Accordingly, Drosophila show behavioral and neurobiological responses to alcohol that are very consistent with humans and other mammalian species. These include locomotion changes, development of tolerance, learned preference, withdrawal symptoms, and effects on social behavior (Devineni and Heberlein, 2013). One feature of alcohol's neurobiological activity is the biphasic behavioral response: a period of nervous system stimulation followed by a period of nervous system depression. In the stimulatory phase, blood alcohol content rises, and an individual may experience disinhibition, euphoria, and hyperactivity (Fadda and Rossetti, 1998). Later, during the sedative phase, as blood alcohol content peaks, an individual becomes less active, experiencing motor and cognition impairment, and eventually coma and death (Fadda and Rossetti, 1998; Hendler et al., 2013). This biphasic action likely contributes to the development of alcohol dependence. The association of rising blood alcohol content with elevated mood during the stimulatory phase may positively reinforce alcohol drinking (Addicott et al., 2007). The biphasic alcohol response (see Figure 1) is also noted in Drosophila (Bainton et al., 2000; Singh and Heberlein, 2000). Upon exposure to ethanol vapor in a video tracking assay, flies show an initial peak of hyperactivity in response to the vapor lasting less than a minute, due to a sensory startle response to ethanol's odor. Following habituation to the odor, flies' locomotion level lessens compared to the startle response. As flies begin to absorb the ethanol and experience intoxication, their locomotion starts to increase again as a consequence of ethanol's pharmacodynamic action on the brain. With further exposure, locomotor activity begins to decline, and sedation takes effect, indicating that flies experience a biphasic ethanol response similar to mammals (Wolf et al., 2002).


[image: Figure 1]
FIGURE 1. The biphasic alcohol activity response in Drosophila, and neurotransmitter involvement in fly and mammalian alcohol responses. (A) A sample activity plot shows the change in locomotion of a fly across time following exposure to alcohol vapor. Immediately after ethanol vapor is delivered, the fly has an initial startle response, significantly increasing locomotion from baseline. This startle response quickly drops off and the fly's activity returns to a level close to baseline. As absorption of alcohol takes place, the fly's locomotion gradually increases as nervous system stimulation occurs. Eventually, intoxication peaks, and the fly enters the sedative phase associated with nervous system depression, and activity declines over time until the fly is completely sedated (Bainton et al., 2000; Singh and Heberlein, 2000; Wolf et al., 2002). EtOH = ethanol (B) The stimulatory and sedative phases involve distinct neurotransmitter actions. The biphasic alcohol response (nervous system stimulation in green and nervous system depression in blue) is very similar in Drosophila and mammals, and some of the same neurotransmitter actions have been implicated in these responses. Arrows indicate increase or decrease in activity for the specified neurotransmitter. See the main text for further details and references.


Drosophila mirror other characteristics of the mammalian alcohol response, including tolerance, withdrawal, and reinforcing properties leading to learned preference for alcohol. Functional tolerance involves adaptations in neuronal activity following exposure to a psychoactive substance, rather than metabolic tolerance, which depends on changes to enzymatic metabolism of ethanol. As functional tolerance develops, a person (or fly) requires increasing amounts of alcohol to become intoxicated in the future (see Figure 2). Drosophila demonstrate functional tolerance in as little as 2 h after an initial alcohol exposure (Scholz et al., 2000). Flies and humans also have similarities regarding withdrawal from alcohol. Withdrawal causes a variety of psychological and physiological symptoms, and because drinking alcohol alleviates these symptoms, such attempts to curb withdrawal may contribute to the persistence of AUD (Schuckit, 2009). In Drosophila larvae and adults, alcohol withdrawal is associated with neuronal hyperexcitability, which also occurs in humans (Bayard et al., 2004; Cowmeadow et al., 2006; Ghezzi et al., 2014).
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FIGURE 2. The development of alcohol tolerance in Drosophila. (A) Schematic of alcohol vapor exposure assay. Blue-dyed alcohol is applied to the vial plug, and following the first exposure, flies recover for 4 hours in fresh air. In the second exposure, at the same time point, fewer flies are sedated that in the first exposure, indicating that tolerance has developed. (B) Sample data shows ST50 (time it takes for 50% of the flies to become sedated) for a first and second alcohol vapor exposure for wildtype flies and flies with manipulations of different neurotransmitters. These manipulations are either genetic (“Reduced OA and TA” and “Reduced OA, Elevated TA”) or pharmacological via drug feeding (GABA agonist).


Additionally, like humans, flies can develop a learned preference for alcohol (see Figure 3). Similar to mammals, Drosophila do not have an innate preference for alcohol. Upon a first offer of ethanol for consumption, flies are either indifferent or avoidant, depending on the exact presentation parameters (Devineni and Heberlein, 2009; Peru y Colón de Portugal et al., 2014). However, flies develop persistent, experience-dependent preference following exposure to alcohol (Peru y Colón de Portugal et al., 2014). Flies' acquisition of preference for alcohol is a critical component of their usefulness as an animal model. Humans similarly develop alcohol preference that can drive problematic drinking behavior and lead to AUD (Fadda and Rossetti, 1998). In mammals, preference frequently becomes attached to specific contexts or patterns, a phenomenon examined in a conditioned place preference (CPP) assay, wherein a particular environmental context gains attractive qualities after repeated pairing with a drug (Cunningham et al., 2006). Similar behavioral reinforcement occurs in flies, when they acquire preference for an innocuous odor that has been paired with alcohol vapor (Kaun et al., 2011).
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FIGURE 3. Alcohol consumption preference and related neurotransmitter circuitry in Drosophila. (A) Schematics of common assays for alcohol preference. The capillary feeder (CAFÉ) and fluorometric reading assay of preference primed by ethanol (FRAPPE) assays are consumption assays in which flies have the choice between two food sources, one with and one without ethanol. (B) Known circuitry for neurotransmitters mediating alcohol preference and avoidance. DAergic projections from the PAM cluster to the mushroom body (Ojelade et al., 2019) and OAergic VMI-VMIII neurons (Schneider et al., 2012) promote alcohol preference. DAergic projections from the PPL cluster to the fan-shaped body (Ojelade et al., 2019) and serotonergic signaling in CSD interneurons (Kasture et al., 2019) promote alcohol avoidance. FSB, fan-shaped body; LH, lateral horn; MB, mushroom body. See the text for further details and additional references.




Mechanistic Validity

Mechanistic validity refers to the consistency of neurobiological mechanisms and molecules underlying alcohol response between Drosophila and humans. Historically, much of the complexity of studying alcohol lies in its widespread effects throughout the brain. While some drugs, like cocaine, act primarily through a single mechanism (blocking monoamine reuptake into the presynaptic terminal, in cocaine's case) (Hummel and Unterwald, 2002), alcohol's effects on neurotransmission occur in a dose-dependent manner that involves diverse effects across neurotransmitters. Ethanol easily crosses the blood-brain barrier and acts much more globally than other drugs, meaning its mechanisms of action occur quickly and efficiently, contributing to alcohol's propensity for abuse. These diverse mechanisms of alcohol action are consistent from flies to humans.

Many of the genes implicated in mammalian alcohol reactions and human AUD have conserved functions in Drosophila (Grotewiel and Bettinger, 2015; Lathen et al., 2020). Some of these involve common molecular pathways for alcohol response, such as cyclic adenosine monophosphate (cAMP) (Moore et al., 1998) and neuropeptide Y (neuropeptide F in flies) (Wen et al., 2005). There is also a high level of conservation in neurotransmitter systems between Drosophila and vertebrate species, including humans. While behavioral outcomes may differ, vertebrates and invertebrates share signaling by glutamate, gamma-aminobutyric acid (GABA), acetylcholine (ACh), glycine, dopamine (DA), serotonin (5HT), and numerous neuropeptides (Deng et al., 2019). Although in flies there is no evidence of adrenergic signaling, octopamine (OA), and tyramine (TA) fulfill behavioral roles similar to norepinephrine (NE) and epinephrine in mammals.

In mammals, several neural circuits are involved in behavioral responses to alcohol and the development of AUD [see Abrahao et al. (2017) for a recent review]. For example, in the ventral tegmental area of the mammalian brain, the mesolimbic dopamine pathway is involved in mediating reinforcement and communicating with the nucleus accumbens to drive reward signaling. The fly brain's neuroanatomical structure differs from mammals', but both have circuits implicated in specific behaviors. There are several anatomical regions of interest in the discussion of alcohol-related behaviors. These include the mushroom bodies (MB), a center for associative learning, the antennal lobe (AL), the primary olfactory processing center, and the central complex, which houses the fan-shaped body (FSB), a center of higher integration, and ellipsoid body (EB), a pre-motor structure. Like in mammalian neural circuits, inputs to these brain regions by specific neurotransmitters mediate various alcohol-induced behavioral responses. These are most well-studied for dopamine.



Experimental Amenability

In Drosophila, there are many tools available for genetic manipulations, including forward genetics (going from a phenotype to a causative gene), reverse genetics (going from a targeted mutated gene, using a system like CRISPR/Cas9 mutagenesis, to a phenotype), and genomic approaches (Griffiths et al., 2000). One reverse genetics approach is the GAL4/UAS system (Brand and Perrimon, 1993). This approach involves one transgene carrying GAL4 (a transcriptional activator in yeast), which is under the control of a specific promoter determining the spatial and temporal expression of GAL4. This is combined with a second effector transgene under the control of the upstream activating sequence (UAS), where GAL4 binds. A plethora of distinct GAL4 lines exist, including thousands that drive GAL4 expression in different subsets of neurons (Jenett et al., 2012). The effector transgenes include cDNAs for overexpression, RNAi for gene knockdown, or tools to activate and silence neurons under experimenter control. In conjunction with these genetic tools, Drosophila's relatively low cost, ease of maintenance, and short generation time make it amenable to a variety of experimental manipulations.




ASSAYING ETHANOL-INDUCED BEHAVIORS

Scientists have studied ethanol responses in Drosophila since the 1920s. Early research involved exposing flies to ethanol vapor and measuring time to easily observable behaviors such as sedation or death (Pearl et al., 1929; Crozier et al., 1936). Still today, the basis of many assays lies in similar continuous exposure to ethanol vapor. The benefit of assays involving ethanol vapor is that the exposure time is directly proportional to the flies' level of ethanol absorption, giving researchers more control of the level of intoxication of the flies than in assays that require ingestion. Although humans generally drink alcohol rather than inhaling its vapor, both forms of ethanol exposure result in similar behavioral outcomes. In fact, in recent years, alcohol vaporization has become an increasingly common approach for inducing the development of alcohol dependence in rodent models (Avegno and Gilpin, 2019), suggesting the validity of this approach across organisms.

Several systems exist for exposing flies to alcohol and measuring behavioral output. One of these, the inebriometer, assesses fly postural control following exposure to ethanol vapor (Weber, 1988). The inebriometer evaluates alcohol sensitivity and tolerance. Sensitivity is a measure of the effects of intoxication, typically quantified by locomotor changes leading to sedation. As described previously, tolerance is the development of resistance after an intoxicating dose of alcohol, measured in increased time to intoxication following repeated exposure to alcohol. The inebriometer is a vertical cylindrical tube lined with mesh baffles that slope toward the bottom of the tube. Flies are introduced through the top of the tube, and in the presence of fresh air, they naturally tend to stay at the top of the tube. However, when ethanol diffuses through the tube, the flies lose their ability to hold on to the mesh baffles and eventually fall to the bottom of the tube (Weber, 1988). The inebriometer assesses sensitivity to ethanol sedation by measuring the amount of time it takes for flies to elute through the bottom of the tube (Weber, 1988). Through a process of exposure, elution, recovery, then re-exposure, the inebriometer has also shown that flies develop tolerance to alcohol. As flies develop functional tolerance, they will require more alcohol to become intoxicated. When flies were reintroduced to the inebriometer 4 h after the first exposure (in the meantime fully recovering from the initial intoxication), the mean time of elution through the bottom of the inebriometer in the second exposure increased by ~34% compared to the first exposure, indicating that flies were more resistant to ethanol sedation in the second exposure and that they developed tolerance (Scholz et al., 2000). The contribution of pharmacokinetic changes to this process was ruled out by measuring the ethanol content of prepared fly extracts after exposing naïve and tolerant flies to ethanol vapor. Significantly, the rate of alcohol absorption and metabolism was not significantly different in tolerant flies, suggesting that the development of tolerance is functional rather than metabolic (Scholz et al., 2000).

As described in the previous section, alcohol induces a biphasic behavioral response that impacts activity levels. While the inebriometer essentially indicates whether flies have become sedated or not, other assays can more sensitively quantify locomotor changes. For example, video tracking of walking flies provides a detailed image of locomotion across time. This technique shows that flies have an initial hyperactive startle response to the smell of alcohol, followed by a leveling of the startle response, then gradual increase and decline of activity across time, providing evidence for the biphasic ethanol response in flies (Wolf et al., 2002).

More recently, researchers have developed tools to deliver alcohol to flies in a more translationally relevant way. Although flies will eat alcohol mixed into their food, it has historically been challenging to quantify the amount of food consumed. The capillary feeder (CAFÉ) assay Figure 3A has provided a mechanism to overcome this problem by providing food through a glass microcapillary, allowing for precise measurement of consumption by individuals or groups of flies (Ja et al., 2007). Assays such as this one show that Drosophila can develop preference for alcohol, choosing ethanol-containing food over standard food (Devineni and Heberlein, 2009). As described in relation to face validity, learned preference is a key feature of human alcohol use, and its recapitulation in Drosophila is a critical component of their fitness as an animal model.

Drosophila have a long history of utilization in the study of behavioral responses to alcohol. They have proven especially useful in the discovery and validation of genes affecting alcohol responses. As researchers have developed knowledge of ethanol-related behaviors and tools to assess them, they have asked increasingly complicated questions about the neurobiology underlying these behaviors. The study of specific neurotransmitters is a topic critical to a thorough understanding of behavioral responses to alcohol. As we will discuss in the next section, neurotransmitters are both highly conserved from the mammal to the fly, and they are critically involved in the neurobiological activity of alcohol. With the development of more sensitive genetic tools, the investigation of neurotransmitters has become more attainable.



OVERVIEW OF NEUROTRANSMITTERS

Neurotransmitters can exert excitatory, inhibitory, or modulatory effects. In general, excitatory neurotransmitters increase the likelihood that a neuron will fire an action potential, while inhibitory neurotransmitters decrease the possibility of an action potential firing. Neurotransmitters exert these actions by altering the flow of ions across the cell membrane. Neuromodulators modify the effects of excitatory or inhibitory neurotransmitters and tend to be involved in the slower, longer-lasting activity necessary for higher-order processes.

Despite many conserved similarities, there are some differences between neurotransmitter systems in vertebrates and invertebrates. In mammals, glutamate functions as the primary excitatory neurotransmitter in the CNS, while in Drosophila, ACh has this role. Conversely, flies use glutamate at the neuromuscular junction, while in mammals, that neurotransmitter is ACh (Colombo and Francolini, 2019). Although flies do have glutamatergic neurons in the CNS, their role has historically not been well-understood (Liu and Wilson, 2013); but recent advancements will be discussed below. In vertebrates and flies, GABA and glycine both function as inhibitory neurotransmitters (Frenkel et al., 2017), and the two classes of organisms also share many neuromodulators. Drosophila neuromodulators include DA, TA, and OA, which come from the common precursor tyrosine (Li et al., 2016b). TA and OA are the functional fly equivalents of mammalian epinephrine and NE, respectively. Both epinephrine and NE are produced from the breakdown of DA, but neither of these chemicals is physiologically relevant for Drosophila or other protostomes (Roeder, 2005). 5HT and DA have more known roles in modifying behavior, and these are regulated similarly in vertebrates and invertebrates (Corey et al., 1994; Pörzgen et al., 2001). In flies, neurotransmitters are implicated in a wide variety of behaviors, which are summarized in Table 1. The roles for specific neurotransmitters in alcohol-related behaviors will be discussed in detail later in this review.


Table 1. Drosophila behaviors associated with each neurotransmitter.
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Alcohol and Neurotransmitters in Mammals

Much of our knowledge about the effects of alcohol on neurotransmitters comes from studies in mammalian models, particularly rodents. Briefly, we will discuss these findings as a point of comparison with Drosophila. As mentioned in the introduction, alcohol exerts action by taking advantage of existing biological pathways, necessitating the study of alcohol in the context of known impacts on these pathways and subsequent behavioral alterations. Alcohol's effects on neurotransmission occur in a dose-dependent manner, differentially impacting neurotransmitter systems (Hummel and Unterwald, 2002). Ethanol acts quickly, efficiently, and globally. As discussed in relation to flies' face validity, alcohol's effects are biphasic: initial low doses produce euphoria and hyperactivity, while over time, higher doses depress activity and eventually lead to sedation (Carlsson et al., 1972; Pohorecky, 1977).

The two phases of the alcohol response involve different neurotransmitter systems Figure 1B. At low doses, alcohol acts as a stimulant, causing disinhibition, euphoria, and hyperactivity as blood alcohol content rises (Fadda and Rossetti, 1998). Shortly after ingesting alcohol, mice show a sharp increase in locomotion, attributed to DAergic activation (Carlsson and Lindqvist, 1973). Specifically, these behaviors arise from increased release of DA in the brain's reward system, a mechanism demonstrated in rodents (Yim et al., 1998) as well as humans (Boileau et al., 2003). Due to its involvement in reward processing, DA contributes to both the development and persistence of alcohol dependence (Di Chiara, 1995). In rats, even very small amounts of alcohol administered intravenously increase DA levels in the brain's reward centers and contribute to sustained alcohol self-administration (Lyness and Smith, 1992). Rewarding stimuli are processed via DAergic signaling in the ventral tegmental area (VTA) and nucleus accumbens (NAc). Low doses of alcohol cause dose-dependent activation of DAergic neurons in the rat VTA (Gessa et al., 1985), and alcohol acutely increases synaptic DA levels throughout the reward system, but particularly in the NAc (Di Chiara and Imperato, 1988). Alcohol reduces the activity of GABA in the VTA, thereby disinhibiting DAergic neurons and increasing DAergic activity (Kohl et al., 1998). 5HT is also involved in behavioral regulation, including in brain regions responsible for reward processing, which are implicated in AUD. In humans, 5HT metabolites are more plentiful in blood and urine after drinking alcohol, indicating increased serotonergic transmission, and alcohol consumption increases brain levels of 5HT in animal models (LeMarquand et al., 1994a,b). Additionally, 5HT1B (5HT receptor) knockout mice show less ethanol-induced locomotor impairment, indicative of intoxication, across 11 days of ethanol feeding and testing. Therefore, 5HT may have a role in exacerbating the effects of alcohol and in determining alcohol sensitivity (Crabbe et al., 1996). Serotonergic signaling has particular clinical significance due to the comorbidity of AUD with anxiety and mood disorders, which are often treated with selective serotonin reuptake inhibitor (SSRI) drugs (Gimeno et al., 2017).

As alcohol consumption continues, blood alcohol content peaks, and behaviors associated with CNS depression occur. In the sedative phase, alcohol primarily exerts depressant effects by suppressing excitatory neurotransmission and heightening inhibitory neurotransmission. Alcohol activation of GABAA receptors produces cell hyperpolarization via an influx of chloride ions. Co-administration of ethanol and GABA-mimetic drugs, such as baclofen, enhances the sedative effects of alcohol. Similar experiments with GABA antagonists, such as picrotoxin, reduce alcohol-related incoordination (Martz et al., 1983).

Along with enhancing inhibition, alcohol also suppresses excitation. Beginning in the 1980s, researchers investigated the impact of alcohol on glutamate receptors, showing that even small amounts of alcohol could suppress ion flow through N-methyl-D-aspartate (NMDA) receptors in cultured rat neurons (Lovinger et al., 1989). Alcohol limits the NMDA-mediated release of neurotransmitters like DA, NE, and ACh, further impairing communication between neurons (Göthert and Fink, 1989; Woodward and Gonzales, 1990). These findings provide a starting point for understanding neurotransmitters' involvement in behavioral responses to alcohol. However, genetic manipulations necessary for greater mechanistic insight are more limited in mammalian models than invertebrates. Therefore, Drosophila are an appealing candidate for probing this relationship in greater detail.



Alcohol and Neurotransmitters in Drosophila

Drosophila are a useful organism for the study of neurotransmitters because, as described, neurotransmitters are well-conserved from flies to mammals, and they often exert similar effects on behavior. These behavioral effects are particularly useful when considering the effects of alcohol since there is no unique neurobiological pathway for alcohol. However, alcohol has known effects on neurotransmitters that are associated with changes in behavior. See Table 2 for a summary of neurotransmitter roles in alcohol-related behaviors. Additionally, flies have over 40 neuropeptides and signaling hormones, many of which are shared with vertebrate species (Hewes and Taghert, 2001). The best-studied in the context of alcohol is Neuropeptide F (NPF). NPF has a role in Drosophila alcohol-related behaviors such as consumption, conditioned preference (Shohat-Ophir et al., 2012; Bozler et al., 2019), and preference for egg-laying in alcohol-containing food (Kacsoh et al., 2013). However, here we focus on small molecule neurotransmitters.


Table 2. Role of neurotransmitters in alcohol-related phenotypes in Drosophila.
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DOPAMINE

In Drosophila, DAergic neurons are distributed throughout the CNS (Budnik and White, 1988) but comprise only about 250 of the ~100,000 neurons in the fly brain (Mao and Davis, 2009; Aso et al., 2010; Zheng et al., 2018). Despite the relatively small number of DA neurons in the adult brain, DA is involved in many Drosophila behaviors (see Table 1 for a summary). Recent work indicates that many DAergic neurons have distinct functions depending on the specific circuitry in which they are involved (e.g., Azanchi et al., 2013; Ojelade et al., 2019). These recent developments paint an optimistic picture for future advancements regarding neurotransmitters that are currently poorly understood, such as glutamate, GABA, and ACh.

The fly brain does not structurally resemble the mammalian brain, although Drosophila have neural circuits fulfilling roles similar to those of the vertebrate brain. Some anatomical regions of interest to the discussion of DA are the central complex, which houses the fan-shaped body (FSB) and ellipsoid body (EB), and the mushroom bodies (MB). DAergic neurons reside in 10 distinct clusters per hemisphere (Xie et al., 2018). Each cluster has stereotyped projections to other brain regions and distinct roles in behavior (Nässel and Elekes, 1992; Mao and Davis, 2009), which we will discuss below.


Dopamine Synthesis, Action, and Metabolism

DA is produced by the metabolism of essential amino acid phenylalanine or its metabolite, non-essential amino acid tyrosine. Dietary ingestion is the primary source of both phenylalanine and tyrosine. Tyrosine is converted by tyrosine hydroxylase (TH) to L-DOPA, which is then converted to DA by dopamine decarboxylase (Cole et al., 2005). There are two classes of DA receptors, classified due to their similarities to mammalian DA receptors: D1-like and D2-like. There are two D1-like receptors, Dop1R1, which signals via Gαs to stimulate cAMP production, and Dop1R2, which couples to Gαq to increase cytosolic calcium (Handler et al., 2019). The D2-like receptor, Dop2R, inhibits the adenylyl cyclase/cAMP pathway (Scholz-Kornehl and Schwärzel, 2016). Both classes are G protein-coupled receptors (GPCRs) with seven transmembrane domains (Karam et al., 2020). Flies also have DopEcR, a G protein-coupled DA/ecdysteroid receptor that can be activated by either DA or the insect hormone ecdysone (Srivastava et al., 2005). Much of the structure of these receptors is conserved between vertebrates and Drosophila (Karam et al., 2020). After the presynaptic neuron releases DA into the synapse and DAergic action occurs, the dopamine transporter (DAT) takes DA back up into the neuron.



Dopamine and Ethanol in Drosophila

DA has numerous important functions in Drosophila behavior, in part due to the widespread projection of DAergic neurons throughout the brain. Circuits responsible for the alcohol response involve anatomical regions such as the MB and central complex, specifically the EB. There is an extensive body of research on DA's roles in fly behavior, so we will focus here on the behaviors and neural circuitry most relevant for alcohol, namely locomotion, which involves the central complex, and learning and memory, punishment, and reward, which involve the MB. DAergic inputs to the central complex mediate motor activity and sleep (Strausfeld and Hirth, 2013), multisensory processing (Wolff and Rubin, 2018), and social behaviors like aggression (Alekseyenko et al., 2013). See Table 1 for a summary of DA roles in fly behavior.

Like in mammals, alcohol impacts the Drosophila DAergic system (Bainton et al., 2000), and many DA-related behaviors are linked to and affected by alcohol. Alcohol affects several DA-mediated behaviors in Drosophila, such as locomotion, sedation, and reward. Additionally, DA has an important role in flies' preference for laying eggs in ethanol-containing food. Subsets of competing DA neurons enhance or inhibit this preference (Azanchi et al., 2013), possibly suggesting a DAergic role for flies' innate attraction to alcohol's odor at low concentrations (Ogueta et al., 2010). Significantly, alcohol potentiates the release of DA in the fly brain, which may explain the noted enhancement of locomotion and reinforcing behavioral effects following ethanol exposure (Ojelade et al., 2019).


Locomotion and Sedation: Ellipsoid Body

In general, increased DAergic signaling is associated with increased locomotion, while decreased DAergic signaling is associated with reduced locomotion. In decapitated flies with an exposed nerve cord, application of DA stimulated locomotion and hindleg grooming, while application of a DA antagonist significantly blocked this behavior (Yellman et al., 1997). DA signaling specifically to the EB regulates locomotion (Kong et al., 2010). In studies with live flies, a DAT mutation also increased locomotive excitability and prolonged response to a mechanical stimulus, suggesting a critical role of DA in the regulation of movement and arousal (Kume et al., 2005). Loss-of-function mutations of the Dop1R DA receptor has been further implicated in elevating startle-induced arousal (the focus for Kume et al., 2005) while decreasing arousal from sleep, suggesting a role for DA activity in independently modulating different forms of arousal (Lebestky et al., 2009).

The role of DA in ethanol-related alterations to locomotion is increasingly well-known in flies. When placed in narrow tubes, flies show a basal activity level that increased for 7–10 min upon exposure to ethanol vapor (Bainton et al., 2000), consistent with the biphasic ethanol response. Certain DAergic perturbations reduce this alcohol-related locomotor activity. For example, in flies fed 3-iodotyrosine (3IY; a competitive antagonist of TH that reduces global DA levels), the shape of the biphasic locomotor response curve was similar to control flies, but the amount of locomotion was significantly blunted, which could be reversed by feeding L-DOPA (Bainton et al., 2000). Therefore, DA has a role in modulating ethanol-induced hyperactivity in flies, like in mammals. Additionally, the tetanus toxin light chain (TeTx), which blocks synaptic transmission (Sweeny et al., 1995), was expressed in a subset of EB-projecting DA neurons using GAL4-UAS (Kong et al., 2010). In TeTx-expressing flies, locomotor activity was significantly reduced compared to controls. However, coordination appeared normal, and the odor-induced startle response to the introduction of ethanol vapor was not affected (Kong et al., 2010). These findings highlight the specificity of Drosophila neural circuitry for the modification of unique behaviors. Even within a single neurotransmitter system, individual neurons and neuron subsets have distinct functions depending on the circuitry in which they are involved.

Studies have also attempted to unravel if specific DAergic neurons and receptors are involved in locomotive responses to acute ethanol exposure. In transgenic lines expressing dopamine decarboxylase using GAL4 drivers for subsets of TH-containing neurons, specific DA neurons in the PPM3 cluster and target neurons in the central complex EB promote locomotion (Kong et al., 2010). Additionally, the fly D1-like receptor, Dop1R1, is required for locomotive activation in response to ethanol. None of these neurons was necessary for the olfactory startle response to alcohol, suggesting that alcohol acts on PPM3 DA neurons that signal to the EB through Dop1R1 to evoke a motor response (Kong et al., 2010).

The sedative effects of alcohol have also been an area of investigation concerning DA. Investigations focused on DopEcR showed that flies with mutations on this receptor took over an hour longer to become sedated than control flies. However, DA was not relevant for the DopEcR activation that promoted this particular behavior. The process is likely mediated by ecdysone, as ecdysone-fed flies overexpressing DopEcR were resistant to alcohol sedation (Petruccelli et al., 2016). Although DA does not impact ethanol-induced sedation via DopEcR, DA may act through DopEcR to affect other behaviors. For example, DA action on DopEcR may oppose the ethanol-induced hyperactivity mediated by the two D1-like receptors. Indeed, DopEcR mutants show an elevated hyperactive alcohol response, suggesting that wildtype DopEcR is involved in minimizing Dop1R-mediated hyperactivity in response to alcohol (Petruccelli et al., 2016).



Associative Learning and Preference: Mushroom Body

DA is necessary for complex behaviors like learning and memory. In Drosophila, blocking DA inhibits the acquisition of aversive memories (Honjo and Furukubo-Tokunaga, 2009), and flies lacking the Dop1R2 receptor, highly expressed in the MBs (Han et al., 1996), have impaired removal of memories (Berry et al., 2012). Additionally, DAergic inputs to the MB are vital for olfactory learning and memory (Cognigni et al., 2018), and DAergic projections from the protocerebral anterior medial (PAM) cluster to the MB are involved in reward signaling (Liu C. et al., 2012). Subsets of DA neurons are also involved in reward signaling for short vs. long-term memory (Yamagata et al., 2015). Alterations to the brain's reward pathways are a critical feature of addiction.

DA has a multifaceted role in mediating alcohol-induced behaviors; it influences both reinforcing and aversive alcohol responses (see Figure 3B). Flies are innately indifferent or averse to ingesting alcohol. However, after alcohol exposure, this turns into experience-dependent preference (Peru y Colón de Portugal et al., 2014). DA is involved in both naïve aversion and conditioned preference. Conditioned alcohol preference is the associative learning process by which a fly learns to correlate ethanol with an attractive cue. Although DA was once thought to be involved only in the retrieval of conditioned preference and not acquisition (Kaun et al., 2011), recent evidence suggests a role for DA in preference acquisition (Ojelade et al., 2019). The PAM cluster of DAergic neurons is involved in appetitive olfactory conditioning, and DAergic signaling in these neurons is necessary for experience-dependent alcohol preference (Ojelade et al., 2019). Specifically, PAM DA neuron projections to the MB were necessary for the acquisition of alcohol preference, which is further supported by evidence that knocking down the Dop1R1 receptor in the MB impairs the development of preference (Ojelade et al., 2019). Additionally, recent evidence clarifies the role of DA in the consolidation and retrieval of preference. DAergic activity inhibits specific mushroom body output neurons (MBONs) involved in a circuit for the consolidation of alcohol-related memories. This circuit also converges on the FSB. This inhibition may permit the consolidation of alcohol preference (Scaplen et al., 2020). It is clear that DA plays a dynamic role in the behavioral response to alcohol, and many of these findings have come about in recent years due to advancements in tools for examining the DAergic system. These outcomes are compelling in considering other, less-explored Drosophila neurotransmitters, as similar innovations for these neurotransmitters are likely forthcoming.



Acute Aversion to Alcohol: Fan-Shaped Body

As mentioned in the previous section, naïve flies initially show indifference or aversion to alcohol consumption. In the CAFÉ assay, the first preference measurement is generally after 24 h and shows indifference (Devineni and Heberlein, 2009; Xu et al., 2012). However, Butts et al. (2019) have shown that some flies can acquire preference in <12 h. Indeed, in preference assays that do not use capillaries to offer the food (Park et al., 2018) or that are shorter in duration (Peru y Colón de Portugal et al., 2014; Butts et al., 2019), flies show initial aversion to alcohol. This was further examined by pharmacologically or genetically manipulating DA, showing that flies with increased DA levels have enhanced naïve alcohol aversion. In contrast, flies with decreased DA levels have naïve alcohol preference (Ojelade et al., 2019). These findings indicate that DA is critical for flies' aversion to alcohol. Regarding circuitry, a pair of DAergic protocerebral posterior lateral (PPL) neurons specifically mediates acute aversion: silencing these neurons abolishes aversion Figure 3B (Ojelade et al., 2019). The PPL cluster of DA neurons mostly projects to the MB (Aso et al., 2014a) to mediate punishment (Handler et al., 2019) and is activated by aversive stimuli (Mao and Davis, 2009). However, one bilateral PPL neuron projects to the FSB (Liu Q. et al., 2012), and this projection mediates the acute aversion to alcohol (Ojelade et al., 2019). The FSB is therefore emerging as a higher center of integration, where output to learned alcohol responses from the MB (Scaplen et al., 2020) merge with acute sensory processing, and here, alcohol aversion (Ojelade et al., 2019). Similar integrative processes have been found for aversive sensory responses and conditioning by electric shock (Hu et al., 2018).





OCTOPAMINE AND TYRAMINE

In Drosophila, OA (the NE homolog) and TA (the epinephrine homolog) are expressed in over 100 neurons (Selcho et al., 2014). OA-immunoreactive neurons, which necessarily contain TA, reside in discrete clusters throughout the fly brain (Sinakevitch and Strausfeld, 2006). Although OA is a metabolite of TA, TA has only recently become an independent target of investigations. OA and TA have often historically been explored together by manipulating metabolic steps upstream of TA. OA has many well-characterized independent impacts on insect physiology and behavior, but these roles are less well-defined for TA (Pauls et al., 2018). It was long thought that while DA mediates the formation of aversive memories, OA has a specific role in appetitive memories (Schwaerzel et al., 2003). However, newer evidence suggests that OA is required for both appetitive and aversive learning and, therefore, associative learning in general (Iliadi et al., 2017).


Octopamine and Tyramine Synthesis, Action, and Metabolism

Like DA, TA and OA are produced by the metabolism of essential amino acid phenylalanine or its metabolite, non-essential amino acid tyrosine, both found in food. Tyrosine is converted to TA by tyrosine decarboxylase (Tdc), and TA is converted to OA by tyramine beta-hydroxylase (Tbh). Manipulating Tbh concentration alters the OA/TA equilibrium: Tbh-null flies have increased TA levels and decreased OA levels (Monastirioti et al., 1996). There are 4 GPCRs for OA and 3 for TA. All seven types show high expression in the brain (El-Kholy et al., 2015). Based on parallels with the vertebrate adrenergic system, fly OA receptor classifications include α-adrenergic-like, β-adrenergic-like, and OA/TA or TA receptors (Evans and Maqueira, 2005). These receptors exert a variety of effects. Activation of the α-adrenergic-like receptor leads to elevation of calcium ions, and activation of the three β-adrenergic-like receptors increases intracellular cAMP levels (Balfanz et al., 2005; Maqueira et al., 2005). Interestingly, though researchers have described a specific OA transporter in many insects, one has not been identified in Drosophila. OA reuptake in flies may occur via DAT, although this requires further investigation (Arancibia et al., 2019).



Tyramine/Octopamine and Ethanol in Drosophila

TA and OA influence a wide variety of behaviors. Both neurotransmitters were initially of interest to researchers because they are critical for insect physiological processes like modulation of organs and muscles, and since vertebrates lack receptors for both, they provided a potential target for insecticides (Roeder, 2005). Although TA was historically thought to function primarily as a precursor of OA and exert few of its own effects, the presence of TA-activated GPCRs suggests that it may function independently as a neurotransmitter (Borowsky et al., 2001), and TA has been independently implicated in some behaviors. See Table 1 for a summary of OA and TA roles in fly behavior.

Although research has historically focused more on DA, OA, and TA are also involved in behavioral responses to alcohol. OA and TA are implicated in ethanol-related behaviors such as locomotion, sensitivity, tolerance, preference, and olfactory attraction. Investigations often explore TA and OA in conjunction due to their common precursor, and it is not clear whether there are distinct TAergic and OAergic neurons.


Locomotion, Sensitivity, and Tolerance

In Drosophila larvae, flies with elevated TA and low OA levels had reduced locomotion compared to wildtype, and flies with reduced levels of both OA and TA showed less severe locomotor impairment (Saraswati et al., 2004). Thus, OA and TA exert opposing effects on larval locomotion, and a balance between both is necessary for normal behavior. As described for DA, in an experiment in which amines were applied to the exposed nerve cord of decapitated flies, OA stimulated hindleg grooming and strong locomotion (Yellman et al., 1997), suggesting an important role for OA and TA in mediating locomotion.

Various genetic mutations impacting the OAergic and TAergic systems are known to have roles in modulating alcohol sensitivity and tolerance, and flies with these mutations are useful for unraveling the impacts of TA and OA on alcohol-related behaviors. Some of these mutations impact synthesis enzymes. For example, in a mutant called inactive (iav) Tdc activity is reduced, causing reduced TA and OA levels (Chentsova et al., 2002), while Tbh-null flies have increased TA levels and decreased OA levels (Monastirioti et al., 1996). Upon first ethanol exposure, iav flies' locomotion is reduced compared to controls, while Tbh mutants show more locomotion than controls (Scholz, 2005). This suggests opposing roles of TA and OA in regulating the locomotive response to alcohol. In regard to tolerance, mutant iav flies are sensitive to sedation in the first alcohol exposure, but they develop tolerance and are less sensitive during the second exposure (Scholz, 2005; see Figure 2). Conversely, Tbh mutants showed normal alcohol sensitivity in the first exposure but developed less tolerance during the second exposure (Scholz, 2005). To further explore the role of OA in the development of tolerance, Tbh-null flies were tested in the inebriometer. While sensitivity to alcohol did not change, 4 h after the initial exposure, Tbh flies showed 50–60% less tolerance than controls (Scholz et al., 2000). This effect was not reversed by 2 days of TA-feeding, suggesting that the effect on tolerance development was due to OA and not elevated TA (Scholz et al., 2000).

Later work on the role of TA in ethanol sensitivity identified the Bacchus (Bacc) gene. While the molecular function of this gene is not well-understood, a loss-of-function mutation of Bacc reduced alcohol sensitivity, likely via heightened Tbh activity converting more TA to OA (Chen et al., 2013). In reducing Tbh activity or orally administering TA, Bacc mutant flies show normal ethanol sensitivity (Chen et al., 2013). Additionally, in a GAL4 line in which both OA and TA neurotransmission were blocked, flies were significantly resistant to ethanol sedation compared to controls. This phenotype was restored when flies were fed TA or TA plus OA but not OA alone, indicating that Bacc does not impact ethanol sensitivity via increased OA activity (Chen et al., 2013). These findings suggest that TA has independent involvement in regulating ethanol response.



Olfactory Ethanol Attraction

OA has a role in odor processing (Farooqui et al., 2003), extending to ethanol. Based on the theorized OAergic signaling requirement for the positive association of an odor and stimulus (Schwaerzel et al., 2003), Schneider et al. examined OA's role in olfactory ethanol preference (Schneider et al., 2012). In Tbh mutants, flies did not show olfactory preference, a phenotype restored by expressing a Tbh cDNA with a Tdc-GAL4 driver line (Schneider et al., 2012). Researchers also assessed Tbh expression patterns to find OAergic neurons and identified 26 neurons specifically involved in olfactory ethanol preference (Schneider et al., 2012; see Figure 3). Optogenetic targeting of these neurons determined that activation of OAergic neurons is sufficient for inducing preference and that previously noted alcohol preference in response to OA supplementation in Tbh mutants was not simply the result of increased neuronal activity (Schneider et al., 2012).

OA also has a critical role in determining behavior via its role in biasing the fly's decision toward food odors. Pharmacologically increasing OAergic signaling increases ethanol attraction, while blocking OA receptors reduces it (Claßen and Scholz, 2018). Tbh mutant flies do not initially show ethanol attraction, but it is rescued upon feeding the flies OA or OA receptor agonists. Convergently, feeding wildtype flies epinastine, an OA receptor antagonist, impairs ethanol attraction similarly to Tbh mutants (Claßen and Scholz, 2018). Therefore, OA is required for olfactory ethanol attraction. TA has also been investigated in conjunction with OA to understand olfactory attraction. TA-fed wildtype flies showed a slight but insignificant reduction in attraction to ethanol. However, in Tbh mutant flies lacking OA, TA feeding significantly induced ethanol attraction (Claßen and Scholz, 2018). It is possible that TA can act as an agonist for OA receptors at high levels or that elevated activation of TA receptors may induce ethanol attraction. Both TA and OA are likely involved in olfactory attraction to ethanol (Claßen and Scholz, 2018).





SEROTONIN

The serotonin system in Drosophila exerts significant behavioral effects despite the very small number (~80) of serotonergic neurons in the fly brain. These neurons reside in several clusters (Sitaraman et al., 2008). Genetic approaches have shown that regulation of behaviors can stem from individual serotonergic neurons within clusters (Pooryasin and Fiala, 2015). 5HT exerts behavioral and physiological effects on processes such as hunger (Albin et al., 2015), sleep (Liu et al., 2019), and sensory perception (Chakraborty et al., 2019).


Serotonin Synthesis, Action, and Metabolism

Unlike the previously discussed neurotransmitters, 5HT does not originate from the amino acid tyrosine, but tryptophan. The precursor tryptophan, absorbed in the diet, is converted to 5-hydroxytryptophan (5-HTP) by tryptophan hydroxylase. Then, aromatic amino acid decarboxylase converts 5-HTP to 5-hydroxytryptamine (otherwise known as serotonin or 5HT) (Coleman and Neckameyer, 2005). Flies have five different G protein-coupled 5HT receptors. 5-HT1A, 5-HT1B, and 5-HT7 are all coupled to the cAMP signaling cascade, while 5-HT2A and 5-HT2B activation lead to Ca2+ signaling (Blenau et al., 2017). Some of these receptor subtypes are involved in specific outcomes, like the role of the 5-HT2B receptor in minimizing anxiety-like behaviors (Mohammad et al., 2016). 5HT is removed from the synapse via reuptake by the Drosophila serotonin transporter (SerT) (Demchyshyn et al., 1994). SerT colocalizes with 5HT neurons throughout the brain (Giang et al., 2011), and its mutations provide a useful tool for investigating phenotypic outcomes of serotonergic signaling.



Serotonin and Ethanol in Drosophila

5HT affects numerous behaviors in Drosophila, and manipulation of the fly serotonergic system has recapitulated symptoms of neuropsychiatric disorders like depression and anxiety (Ries et al., 2017). Importantly for consideration of alcohol-related behaviors, 5HT is critical for memory formation in Drosophila (Sitaraman et al., 2008). Memory performance worsened by genetically blocking serotonergic neurotransmission during a task for learned avoidance of high temperatures. A similar result was noted upon the pharmacological blockage of 5HT (Sitaraman et al., 2008). See Table 1 for a summary of 5HT roles in fly behavior.

Although historically not the subject of intense research efforts, new evidence increasingly supports a role for 5HT in Drosophila's ethanol-related behaviors. These behaviors include olfactory attraction, preference, and sensitivity.


Olfactory Attraction

As we discussed in the DA section, Drosophila do not have a naïve preference for consuming alcohol. Although there is evidence that they are innately attracted to its odor at low concentrations (Ogueta et al., 2010), it is not clear what the exact role for this attraction is in driving alcohol self-administration. 5HT is involved in odor processing (Ellen and Mercer, 2012), which has made it an appealing candidate for investigating ethanol attraction. In a two-choice assay between a food source with or without ethanol, flies with pharmacologically increased 5HT levels showed significant loss of preference for alcohol's odor (Xu et al., 2016). Also, genetically rendering SerT non-functional, thereby increasing 5HT in the synaptic cleft and prolonging serotonergic signaling, reduced olfactory ethanol attraction. Four serotonergic neurons are implicated in this inhibition (Xu et al., 2016). These researchers went on to explore two neurons distinct from the previously identified four: the contralaterally-projecting, serotonin-immunoreactive deutocerebral (CSD) neurons. The CSD neurons counteract the inhibition of the other four serotonergic neurons (Xu et al., 2016), and they are the only serotonergic neurons innervating the antennal lobes (AL), the fly brain equivalent of the olfactory bulbs (Xu et al., 2016). These are involved with odor detection (Roy et al., 2007). In prolonged exposure to an odor, CSD neurons counteract the inhibition of olfactory attraction by the four previously identified serotonergic neurons and enhance olfactory input via 5HT (Xu et al., 2016). Therefore, 5HT's role in olfactory attraction to ethanol is multifaceted: 5HT generally functions to inhibit olfactory attraction, but the CSD neurons overrule this inhibition in the prolonged presence of an odor (Xu et al., 2016).

In another study of olfactory alcohol preference, researchers generated flies with a non-functional SerT and then placed the flies in a two-choice odor trap with one trap containing ethanol. Flies with a disrupted SerT showed a lower preference for alcohol than wildtype flies, but both groups showed a higher preference for the trap containing ethanol than the one without (Kasture et al., 2019). These effects also have intracellular location-specific characteristics. Restoring SerT in the global mutant in previously described CSD interneurons resulted in olfactory alcohol aversion while restoring SerT function only in the soma and dendrites rescued normal attraction (Kasture et al., 2019; see Figure 3). These findings suggest that 5HT transport exerts unique ethanol-related behavioral effects in the somatodendrities vs. axons (Kasture et al., 2019).



Locomotion, Sensitivity, and Sedation

As we have discussed throughout this paper, locomotion is one behavior that is impacted by alcohol. In Drosophila, increased 5HT is associated with reduced locomotion. Larvae treated with drugs that increase 5HT signaling [such as fluoxetine and 3,4-Methylenedioxymethamphetamine (MDMA)] decreased their locomotion. Treating larvae with drugs that reduce serotonergic signaling reversed this effect (Silva et al., 2014). This is important in the context of alcohol since locomotion is a behavioral marker for alcohol sensitivity.

Serotonergic signaling is also linked to protein kinase C (PKC), which several studies have shown is involved with alcohol sensitivity (Newton and Ron, 2007). Chen et al. showed that PKC positively regulates 5HT activity to influence ethanol sensitivity. Inhibition of one PKC subtype (PKC53E) in serotonergic neurons reduced the activity of 5HT neurons and reduced sensitivity to ethanol (measured as time to sedation) (Chen et al., 2010). Upon feeding flies an SSRI, ethanol sensitivity was restored to normal, suggesting that PKC53E deficiency influences alcohol-related behaviors via depletion of synaptic 5HT (Chen et al., 2010). 5HT may also be involved in the relationship between diet and ethanol sedation. In general, a high-yeast diet increases 5HT levels in the brain (Ro et al., 2016) and increases flies' resistance to alcohol sedation (Schmitt et al., 2020). Serotonergic neurons can block the sedation resistance caused by a high-yeast diet (Schmitt et al., 2020), suggesting a role for 5HT in mediating the link between diet and ethanol-related behaviors.

In the last several years, there has been an increase in the number of studies investigating the Drosophila serotonergic system. However, few of these focus specifically on the role of 5HT in the mediation of ethanol-related behaviors. As genetic and behavioral tools continue to advance, roles for 5HT in behavioral outcomes of alcohol use will continue to be uncovered. An extensive body of research in mammals suggests that increases in serotonergic signaling are associated with decreased alcohol use and vice versa. Additionally, alcohol may elevate 5HT activity to activate DAergic neurons and the reward system (LeMarquand et al., 1994b). Since the Drosophila DAergic system is also implicated in the behavioral response to alcohol, flies, and mammals could potentially share mechanisms by which the serotonergic system mediates ethanol-related behaviors.





GABA

In vertebrates and invertebrates alike, GABA functions as the major inhibitory neurotransmitter. In Drosophila, although it does not appear at detectable levels until relatively late in development, GABA is distributed throughout the nervous system, and about 20% of neurons show GABA immunoreactivity (Küppers et al., 2003). The olfactory system has been a site for an extensive study of GABAergic signaling, specifically in the fly AL. Two types of GABAergic neurons (projection neurons and local interneurons) project to the AL (Okada et al., 2009), and application of a GABA receptor agonist inhibits AL function (MacLeod and Laurent, 1996; Stopfer et al., 1997; Sachse and Galizia, 2002).


GABA Synthesis, Action, and Metabolism

In flies, GABA is synthesized by glutamic acid decarboxylase (GAD) enzymes, including Gad1 (expressed exclusively in the nervous system) and Gad2 (expressed exclusively in glia) (Manev and Dzitoyeva, 2010). GAD is implicated in the formation of synapses at the neuromuscular junction (NMJ) and may also be involved in local regulation of glutamate at NMJ synapses (Featherstone et al., 2000). Researchers have also mapped the expression of Gad1 and Gad2 within the fly brain and found that while only a few neurons release GABA, most of the neurons in the antennal lobe receive inhibitory signals (Okada et al., 2009). GABA exerts action on both ionotropic receptors and GPCRs: ligand-gated GABAA-type receptors and metabotropic GABAB-type receptors (Hosie et al., 1997). Flies have subtypes of both of these receptors, which are experimentally useful in their sensitivities to different pharmacological manipulations. For example, RDL receptors (GABAA-type), named for resistance to the insecticide dieldrin (RDL), are highly distributed in the insect CNS and are therefore the target of numerous insecticides (McGonigle and Lummis, 2009). Importantly, fly GABA receptors do not respond to pharmacological agents the same way that mammalian GABA receptors do, so this will be important to consider when evaluating the relationship between alcohol and the fly GABAergic system. GABA action terminates in the synapse through a variety of mechanisms, such as changes in the density of GABA receptors or GABA uptake by astrocytic GABA transporters (GATs) (Muthukumar et al., 2014). The vesicular GABA transporter (VGAT), located pre-synaptically in GABAergic neurons, packages GABA into synaptic vesicles for later release (Enell et al., 2007).



GABA and Ethanol in Drosophila

In vertebrates and invertebrates, GABA activity impacts numerous behaviors since it is highly expressed in different types of neurons throughout the brain. In Drosophila, these behaviors include locomotion (Leal and Neckameyer, 2002), olfactory learning (Liu et al., 2007), and sleep regulation (Agosto et al., 2008). See Table 1 for a summary of GABA roles in fly behavior.

GABA is ubiquitously expressed and involved in regulating numerous behaviors, making it a good target for alcohol, which acts in a widespread, non-selective manner throughout the brain. Alcohol increases GABA release in vertebrates, suggesting a possible role in flies (Kelm et al., 2011). Researchers have particularly focused on the role of metabotropic GABAB receptors in alcohol-related behaviors such as sensitivity, tolerance, and locomotion.


Sensitivity and Sedation

Feeding flies the GABAB agonist SKF 97541 increases their sensitivity to sedation when exposed to ethanol vapor (Ranson et al., 2020). These effects persisted for 4 days. Additionally, the SKF 97541-fed flies still developed alcohol tolerance and actually became much more tolerant than controls on the fourth day of exposure (Ranson et al., 2020). When repeating these experiments using the GABAB antagonist CGP 54626, flies became significantly less sensitive to alcohol than controls. However, these manipulations did not affect the development of tolerance, suggesting that GABAB receptors are just one of several receptor systems contributing to tolerance development (Ranson et al., 2020). These results suggest that GABAB receptors mediate ethanol sensitivity and the development of tolerance (Ranson et al., 2020; see Figure 2).



Locomotion and Tolerance

Early research on Drosophila GABAB receptors involved injecting alcohol into the fly in conjunction with either 3-AMPA, a GABAB agonist, or CGP 54626. Both ethanol and 3-AMPA caused immobility in the fly when injected initially; however, injecting flies with CGP 54626 before ethanol lessened the effects significantly (Dzitoyeva et al., 2003). This data suggests that GABAB activation mediates the behavioral outcomes of 3-AMPA and ethanol. Rapid ethanol tolerance was inhibited by pretreatment with the GABAB agonist, while the antagonist did not impact tolerance (Dzitoyeva et al., 2003). These findings seem to contradict the previously mentioned experiments done by Ranson et al., but may be explained by the length of the study since Ranson et al. did not note significant development of tolerance until the third day of testing and were likely assessing chronic rather than rapid tolerance (Ranson et al., 2020), while Dzitoyeva et al. only noted tolerance for the first 18 h after treatment (2003).

Gamma-hydroxybutyric acid (GHB) also affects ethanol-related behaviors. GHB is a GABA metabolite with medical applications and pharmacological similarities to ethanol. It is also a possible treatment for AUD (Poldrugo and Addolorato, 1999). GABAB receptors mediate the behavioral effects of GHB in flies, providing helpful information for a better understanding of ethanol-related behaviors. Prior exposure to ethanol reduced GHB-associated effects on alcohol sensitivity. However, this tolerance did not occur in the inverse, suggesting that while both GHB and alcohol involve GABAB receptors, their sites or mechanisms of action may differ (Dimitrijevic et al., 2005).





ACETYLCHOLINE

In Drosophila, ACh is broadly expressed (Buchner, 1991) and is the primary excitatory neurotransmitter, but despite this, little is known about specific outcomes of ACh signaling for fly behavior. In part, this gap in knowledge arises from the highly detrimental nature of systemic manipulation of the fly cholinergic system. Because ACh is so prevalently expressed, perturbations to ACh signaling result in severe behavioral outcomes (like seizures) that are not favorable for survival (e.g., Somers et al., 2018). The further development of genetic tools targeting more specific cell populations will facilitate an increased understanding of the role of ACh. Kenyon cells, the MB intrinsic neurons, contain ACh-processing proteins. Also, cholinergic activity in these cells impacts activity of MB output neurons (MBONs) (Barnstedt et al., 2016). Kenyon cells exclusively use ACh for intercellular communication, supporting ACh's excitatory role in the fly CNS (Shih et al., 2019).


Acetylcholine Synthesis, Action, and Metabolism

ACh is derived from choline, which flies ingest through the diet. Choline acetyltransferase (ChAT) catalyzes ACh biosynthesis, and acetylcholinesterase (Ace) breaks down ACh. There are two categories of ACh receptors: ionotropic (nicotinic) and metabotropic (muscarinic). Nicotinic ACh receptors (nAChRs) in Drosophila mediate fast, excitatory synaptic currents (Su and O'Dowd, 2003). Muscarinic ACh receptors (mAChRs) are not as well-understood, although researchers have identified three types (A, B, and C) that signal via activation of different G-protein subunits to initiate various downstream intracellular processes (Collin et al., 2013; Ren et al., 2015). Once synthesized presynaptically, ACh must be loaded into vesicles by the vesicular ACh transporter (VAChT) (Kitamoto et al., 1998). While AChE normally terminates ACh action in the synaptic cleft, some drugs prevent this process. Inhibiting AChE is lethal, so irreversible AChE inhibitor compounds are extremely toxic and often used as insecticides (Menozzi et al., 2004). Irreversible AChE inhibitors are also lethal to humans, although reversible AChE inhibitors have some therapeutic applications, like as pharmacological treatments for neurodegenerative diseases, including Alzheimer's (Colović et al., 2013).



Behavioral Effects of Acetylcholine

Although we know relatively little about cholinergic effects on Drosophila behavior, olfactory associative learning is one area of investigation. Silva et al. examined the role of mAChR-A in aversive learning. Researchers generated fly lines to visualize mAChR-A with GFP, and they confirmed mAChR-A expression in the MBs (Silva et al., 2015). By disrupting mAChR-A pharmacologically or genetically, they significantly impaired the formation of aversive olfactory memory in Drosophila larvae and adult flies (Silva et al., 2015). However, when flies received a more intense shock during training (90V compared to 50V), learning was not impacted. Thus, mAChR-A may only reinforce moderate aversion (Bielopolski et al., 2019). These effects were localized to mAChR-A activity in the adult gamma Kenyon cells, showing that aversive olfactory learning and short-term memory require mAChRs (Bielopolski et al., 2019).

Investigators also examined olfactory learning in ionotropic AChRs. Mutant flies with disrupted nAChRs in the MBONs showed a reversal in odor driven behavior. They approached an aversive odor, establishing a role for nAChR subunits in the MBONs in olfactory behaviors (Barnstedt et al., 2016). In another experiment on naïve avoidance utilizing the same aversive odor, knockdown of mAChR-A did not impact naïve avoidance (Bielopolski et al., 2019), suggesting that ionotropic receptors specifically mediate this behavior.

Although little research exists regarding ACh's role in alcohol-related behaviors in Drosophila, other drugs of abuse have been examined, such as nicotine. Although nicotine's mechanisms of action and behavioral outcomes differ from those of alcohol, both are associated with a period of elevated mood and increased activity at low doses and aversive effects at higher doses (Little, 2000). Additionally, in humans, use of both substances may arise for similar reasons and share similar patterns of use and abuse (Little, 2000). Nicotine has known effects on neurotransmitter systems. When flies are exposed during development, there are fewer TH-positive neurons in the PPM3 cluster of the adult brain, suggesting dopaminergic impacts (Morris et al., 2018). Nicotine exerts direct effects on the cholinergic system by activating nAChRs and producing fly behavioral responses such as hyperactivity (Ren et al., 2012), disrupted geotaxis (King et al., 2011), and loss of startle response (Fuenzalida–Uribe et al., 2013). These behavioral alterations are similar to those we have discussed in reference to alcohol. Also, in probing these effects at various developmental stages for Drosophila, research shows that fly responses to nicotine are comparable to mammals throughout development (Velazquez-Ulloa, 2017). Therefore, nicotine research in Drosophila may provide a useful point of reference for future explorations of alcohol and ACh.

Because it is the primary excitatory neurotransmitter, ACh activation drives the downstream release of neuromodulators like DA and OA. nAChR activation with pharmacological agents led to a rapid, dose-dependent release of OA (Fuenzalida–Uribe et al., 2013). In a startle-induced negative geotaxis assay, flies exposed to nicotine do not rapidly climb up the vial following a mechanical disruption that taps them to the bottom of the tube. However, disrupting OA transmission abolished the nicotine-induced impairment of flies' startle response, returning negative geotaxis to normal. Therefore, the behavioral response to drugs like nicotine involves AChR-induced OA release (Fuenzalida–Uribe et al., 2013).




GLUTAMATE

The glutamatergic system in the Drosophila brain presents a bit of a mystery. While glutamate is one of the best characterized neurotransmitters in the mammalian brain, it is one of the least understood for the fly. In the mammalian CNS, glutamate is the primary excitatory neurotransmitter, but this is not true for flies. Studies show that there are numerous glutamatergic neurons distributed throughout the adult fly CNS (Daniels et al., 2008; Raghu and Borst, 2011), and glutamate is well-established as the primary excitatory neurotransmitter at the NMJ (Jan and Jan, 1976). However, its role in brain activity remains somewhat enigmatic. Because glutamate exerts excitatory effects at the NMJ and in the vertebrate CNS, investigators have considered its excitatory potential in Drosophila. Studies of ionotropic glutamate receptor (iGluR) subunits with homology to vertebrate receptors have not established conclusive excitatory mechanisms in the fly brain, and, in fact, glutamate may be inhibitory in some circuits, like for olfaction (Liu and Wilson, 2013). Specifically, in the olfactory system, glutamatergic inhibition is mediated by the glutamate-gated chloride channel (Liu and Wilson, 2013), and the gene encoding this channel, GluClα, also mediates glutamatergic inhibition in the fly visual system (Molina-Obando et al., 2019).


Glutamate Synthesis, Action, and Metabolism

Glutamate is an amino acid that is produced by neuron-glia interactions in the glutamate-glutamine cycle, which involves the enzymes glutamate dehydrogenase (Gdh) and glutamine synthetase (GS) (Vernizzi et al., 2019). Gdh converts glutamate to alpha-ketoglutarate and ammonia (Plaitakis et al., 2017), and GS is a cytosolic enzyme that produces glutamine (Spodenkiewicz et al., 2016). Cytosolic glutamate is a precursor in the synthesis of GABA (Daniels et al., 2008). The fly genome contains 30 iGluR subunits (Littleton and Ganetzky, 2000), one metabotropic receptor (Mitri et al., 2004), and one glutamate-gated chloride channel (Cully et al., 1996), suggesting that glutamate can exert numerous effects in the fly brain. The vesicular glutamate transporter (VGlut) fills synaptic vesicles with glutamate. There is a single Drosophila VGlut found on synaptic vesicles at the NMJ at synapses on motoneurons and interneurons throughout the CNS (Daniels et al., 2004).



Behavioral Effects of Glutamate

Because glutamate in isolation has historically been challenging to study outside the NMJ, it is not well-understood what behavioral effects glutamate is uniquely involved in regulating. Glutamatergic activity is better characterized in vertebrates, and these findings provide foundations for studying the role of glutamate in behavior for Drosophila as well. In vertebrates, much of our understanding of glutamatergic activity comes from understanding the action of the three iGluRs: AMPA, kainate, and NMDA receptors (Traynelis et al., 2010). Although Drosophila iGluRs share sequence similarity with the vertebrate receptors, subsequent Investigations have been somewhat limited because invertebrate neurons are small and challenging to access, complicating further characterization of these receptors' functions (Li et al., 2016a).

In mammals, glutamatergic activation likely has circadian fluctuations (Prosser, 2001), which is also true for flies (Zimmerman et al., 2017). Reducing glutamatergic release from glutamatergic neurons decreased wakefulness, and increased glutamatergic activity promoted wakefulness (Zimmerman et al., 2017). These results suggest that glutamate is wake-active in Drosophila (Zimmerman et al., 2017). Optogenetic studies indicate that the dorsal population of circadian clock neurons use glutamate as an inhibitory transmitter to promote sleep. This signaling may play a particularly significant role in daytime sleep (Guo et al., 2016). See Table 1 for a summary of glutamate roles in fly behavior.

Glutamate likely plays an important role in the antennal lobe. The AL is known to contain both ionotropic and metabotropic glutamate receptors, including the fly homolog of the NMDA receptor, Nmdar, which is thought to have a conserved function in synaptic plasticity and, therefore, olfactory learning and memory (Xia et al., 2005). In the fly olfactory circuit, glutamate is a neurotransmitter with inhibitory effects, primarily influencing the response that projection neurons in the AL have to olfactory stimuli (Liu and Wilson, 2013). Interrupting glutamatergic transmission by expressing an RNAi transgene for one of the NMDA receptor subunits, Nmdar1, reduces Nmdar1 receptor subunit levels. Reducing Nmdar1 activity in a subset of AL projection neurons responsive to a specific odor blocked short and long-term olfactory habituation to that specified odor without impacting habituation to other odors (Das et al., 2011). Additionally, RNAi knockdown of Gad1 or VGlut in AL local interneurons blocks short and long-term olfactory habituation, suggesting that both GABAergic and glutamatergic activity in local interneurons are important for habituation (Das et al., 2011).

There is little research focused specifically on glutamate's role in ethanol-related behaviors in Drosophila. In olfactory receptor neurons of the AL, a single alcohol exposure induces excitotoxic cell death via glycogen synthase kinase-3 beta and NMDA receptors, suggesting a glutamatergic role for alcohol-induced neural deficits in the fly (French and Heberlein, 2009). Some recent evidence suggests that a circuit involving DAergic modulation of glutamatergic MBONs is involved in consolidation and expression for alcohol-associated memories (Scaplen et al., 2020). Two DAergic projections are to glutamatergic MBONs implicated in arousal (Sitaraman et al., 2015; Scaplen et al., 2020). DAergic activity may inhibit these MBONs, permitting consolidation of alcohol preference. These effects provide insight into neural mechanisms for the association of alcohol with context cues and memories, which is a critical feature of the persistence of addiction behaviors (Scaplen et al., 2020). As genetic and behavioral tools become increasingly advanced, this area of research should continue to expand.

Glutamate is unique in that it has a multi-faceted role in the fly brain, exerting both excitatory and inhibitory effects (Jan and Jan, 1976; Liu and Wilson, 2013). Furthermore, the complex action of poorly understood neurotransmitters like glutamate and ACh is complicated by phenomena such as dual neurotransmission. Dual neurotransmission overrides the classical view of “one neuron, one transmitter” and shows that neurons often release two or more neurotransmitters (Vaaga et al., 2014). The majority of OA neurons in the Drosophila brain are also glutamatergic, and dual neurotransmission is involved in behaviors like aggression and courtship (Sherer et al., 2020). These discoveries have been made possible via new tools enabling detailed glutamatergic manipulations like RNAi knockout of glutamate in OA neurons (Sherer et al., 2020) and circuit tracing and labeling with trans-Tango (Talay et al., 2017). Other developments include the electrophysiological characterization of neurons (Liu and Wilson, 2013), GAL4/UAS inhibition of specific glutamatergic neurons (Liu and Wilson, 2013), and post-synaptic knockdown of glutamate receptors (Das et al., 2011). Using these glutamatergic advancements as a model, outcomes for other complex and overlapping neurotransmitter systems will continue to be clarified.




CONCLUSION

Twenty years ago, little was known about the role of DA in fly behavior, and it was an area receiving relatively little research focus. However, we have now identified that even though there are only about 250 DA neurons, many small subsets of these impact distinct behaviors (e.g., Kong et al., 2010), and DA is an area of high interest to researchers studying Drosophila behavior. These discoveries have been made possible through tools like split-GAL4 lines that enable overexpression or knockdown of genes in specific subsets of neurons, and CRISPR/Cas9 mutagenesis, which allows for the targeted investigation of a mutated gene. Tissue-specific CRISPR has also been applied in Drosophila to restrict mutagenesis to a particular subset of cells (Meltzer et al., 2019; Poe et al., 2019; Port et al., 2020). Additionally, researchers recently began to define the Drosophila chemoconnectome, which comprises all neurotransmitters, neuromodulators, neuropeptides, and their receptors (Deng et al., 2019). The chemoconnectome has been made possible by advancements in genetic manipulation and neural mapping. As it is expanded upon, it will provide an invaluable resource for describing neurotransmitters anatomically and functionally. As tools continue to increase in precision and sensitivity, we will further unravel the roles of little-explored neurotransmitters in alcohol-induced behaviors. The future is bright for this area of research, and discoveries are undoubtedly imminent.

Drosophila is genetically tractable and displays a huge behavioral repertoire, making it an extremely useful model organism for neuroscience. Recent years have brought advancements in genetic and behavioral tools that make flies increasingly advantageous. Drosophila are an especially suitable candidate for studying behaviors like alcohol response, which is challenging to investigate in mammals due to alcohol's widespread action throughout the brain. No organism has a specific, unique circuit or receptor for alcohol, so it must be explored in reference to its impacts on the various existing biological pathways of which it takes advantage. Alcohol-induced neurotransmitter modifications and associated influence on behavior are one critical tool for unraveling the neurobiological effects of alcohol. In manipulating fly neurotransmitter systems and assessing impacts on ethanol-related behaviors, we further make sense of the complicated relationship between brain and behavior relating to alcohol.
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Serotonin is a biogenic amine that acts as neurotransmitter in different brain regions and is involved in complex behaviors, such as aggression or mood regulation. Thus, this amine is found in defined circuits and activates specific receptors in different target regions. Serotonin actions depend on extracellular levels of this amine, which are regulated by its synthetic enzymes and the plasma membrane transporter, SERT. Serotonin acts also as a neurotrophic signal in ontogeny and in the mature brain, controlling cell proliferation, differentiation, neurogenesis, and neural plasticity. Interestingly, early alterations in serotonergic signaling have been linked to a diversity of neurodevelopmental disorders, including autism spectrum disorder (ASD), attention deficit/hyperactivity disorder (ADHD), or mental illnesses like schizophrenia or depression. It has been proposed that given the complex and numerous actions of serotonin, animal models could better serve to study the complexity of serotonin actions, while providing insights on how hindering serotonergic signaling could contribute to brain disorders. In this mini-review, it will be examined what the general properties of serotonin acting as a neurotransmitter in animals are, and furthermore, whether it is possible that Drosophila could be used to study the contribution of this amine to neurodevelopmental and mental disorders.
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SEROTONIN IS A BIOGENIC AMINE ACTING NOT ONLY AS A CLASSICAL NEUROTRANSMITTER, BUT ALSO AS A NEUROTROPHIC FACTOR

Biogenic amines (BAs) are a group of neuroactive molecules that contain one or more amino group, are synthesized from amino acids, and act as classical neurotransmitters, neuromodulators or neurohormones. Among them, serotonin is a BA associated with a number of physiological processes and the control of several behaviors, including sleep regulation, social rank, mood and learning. The alteration of serotonergic neural systems is associated with some neurodevelopmental and mental disorders, including anxiety, depression and ASD. However, we are far from fully understanding the complex cellular and molecular actions of amines and how the alteration of neural systems that store and release them contributes to these disorders.

As with other classical neurotransmitters, serotonin is synthetized in the cytosol in a two-step biosynthetic pathway (Figure 1). The enzyme tryptophan hydroxylase (TPH, aka TRH or TrpH) catalyzes the conversion of Tryptophan to 5-hydroxytryptophan. Then, the Dopa decarboxylase enzyme (DDC, aka AADC) catalyzes the final conversion to serotonin (5-hydroxytryptamine). Serotonin is stored in vesicle compartments located mainly in axon terminals (the presynaptic neuron). Upon the arrival of an action potential, these vesicles fuse with the plasma membrane to release their content in the extracellular space (the synaptic cleft), so that the neurotransmitters can reach specific receptors in the postsynaptic neuron to induce cellular responses. These receptors mostly belong to the superfamily of G protein-coupled metabotropic receptors. Finally, the end of the action of the neurotransmitter depends on the reuptake of the chemical from the synapse back into the presynaptic neuron, via SERT. Once inside the cytosol, the neurotransmitter can be reutilized as a neurotransmitter (is transported back into a synaptic vesicle by the vesicle monoamine transporter, VMAT), or it can be metabolized by the MAO enzyme (Daubert and Condron, 2010). The two biosynthetic enzymes and SERT help define the neurochemical identity of a neuron as serotonergic (Figure 1).


[image: image]

FIGURE 1. The serotonergic synapse. Serotonin is synthetized from amino acid tryptophan. The first step is the hydroxylation of tryptophan carried out by TPH, the limiting enzyme in this process. DDC catalyzes the final step. VMAT transport serotonin from the cytosol into the vesicles. After an action potential reaches the terminal, serotonin is released from vesicles, and the neurotransmitter is able to bind and activate specific receptors in the same neuron (presynaptic) or in other neurons (postsynaptic). SERT reuptakes serotonin back to the cytosol in the presynaptic neuron. The amine can be used again as a neurotransmitter or alternatively can be degraded by MAO-A.


Interestingly, serotonin also plays a critical role as a signaling/trophic molecule early in development (Gaspar et al., 2003; Daubert and Condron, 2010; Bonnin and Levitt, 2011). Actually, when no cells from the developing organism are able to synthetize or release serotonin, some placental cells transiently acquire the ability to synthetize and release serotonin, which can then reach the embryo (Bonnin and Levitt, 2011). Earlier, the first source for serotonergic information for the rodent embryo is the maternal blood (Koren et al., 1966). In addition, neurons that in the rodent mature brain are not serotonergic (e.g., thalamic neurons), transiently express VMAT and SERT early in development (by E13) in order to accumulate and release serotonin at later times (Lebrand et al., 1996; Cases et al., 1998). All these findings support the idea that this amine is required early in development and that non-embryonic sources of this BA are crucial to fulfill this need. Later in development, the embryonic neurons of the Raphe Nucleus, the main serotonergic nucleus in vertebrates, acquire the ability to synthetize and release serotonin, and the fetus becomes independent of the exogenous supply of the amine. It is possible to find the first serotonergic neurons in 5-week old human embryos, earlier than other aminergic populations (Sundstrom et al., 1993). A similar situation—serotonin neurons established a little earlier than dopaminergic cells—is observed in rodents. Thus, it is possible to propose a dynamic change in serotonin levels in the central nervous system (CNS) over development (Figure 2; Suri et al., 2015). Importantly, it has been postulated that interruption or alteration of the serotonergic information reaching the embryo or fetus, is implicated in a higher incidence for several brain disorders including ASD, major depressive disorder (MDD), ADHD, anxiety, and schizophrenia, among others (Schain and Freedman, 1961; Bleich et al., 1988; Caspi et al., 2003; Hranilovic et al., 2007; Olivier et al., 2011). This mini review intends to discuss the contribution of serotonin to the onset and progression of behavioral traits common to several neuropsychiatric diseases. However, particular attention is placed on ASD, given that several evidences support that this amine plays a role in this particular disorder.
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FIGURE 2. Serotonin dynamics on development. The upper panel presents changes in serotonin levels (green traces) in rodents and its sources. As a comparison, it presented dopamine levels (red traces). In lower panel, it compared developmental stages in rodents and humans, as serotonin levels change over development.




ALTERATION IN SEROTONIN LEVELS ASSOCIATED WITH ASD AND OTHER BRAIN DISORDERS

It has been reported that about 30% of children diagnosed with ASD show higher levels of serotonin in the blood as compared to control children (Gabriele et al., 2014). The increased serotonemia seems to be unrelated to any specific genetic alteration linked to this disorder. Actually, only about 15–20% of ASD cases are genetic; among the alterations associated with ASD, it has been reported mutations in specific genes (e.g., Shank or Neuroliguin 3), gene copy number variation, and chromosomal disorders (Miles, 2011). Increase in blood serotonin concentration is also detected in schizophrenic patients, while hyposerotonemia has been described in people diagnosed with depression (Muck-Seler et al., 2004). Most of these disorders are classified as neurodevelopmental disorders, in that genetic or genomic alterations underlying these conditions are present as early as the embryo develops and/or over critical time windows in the development of brain neural circuits (Suri et al., 2015).

Similarly, it has been proposed that environmental factors affecting serotonergic signaling (e.g., exposure to drugs affecting the serotonergic system) could play a role in neurodevelopmental disorders. It has been shown in rodent models that these chemicals could be particularly effective at hindering serotonergic signaling early over development, since the blood–brain barrier (BBB) becomes fully functional only by E15 (Ben-Zvi et al., 2014). Therefore, at earlier time points there is no obstacle that stops these chemicals from acting at targets such as serotonin receptors or SERT, affecting serotonergic signaling both in the periphery and centrally. SERT plays a crucial role as the major regulator of serotonin homeostasis and over recent years this transporter has been the focus of several studies (reviewed in Muller et al., 2016). Importantly, several environmental stimuli modifying SERT operation and some mutations affecting the SERT gene have been associated to brain disorders, including ASD.



GENE AND ENVIRONMENTAL ALTERATIONS AFFECTING SERT, LINKED TO BRAIN DISORDERS


Mutations in SERT Linked to Neurodevelopmental and Mental Disorders

Several modifications in the gene coding for SERT have been associated to different brain disorders, including obsessive-compulsive disorder and Asperger syndrome/ASD (Kilic et al., 2003; Prasad et al., 2009). Some are located in the untranslated regions (UTR) of SERT gene, particularly the promoter, resulting in decreased transported expression. Reduced SERT expression could underlie the increased extracellular serotonin levels found in ASD and other disorders. Interestingly, some of the SERT mutations described (e.g., Ile425Leu, Phe465Leu, and Leu550Val) are gain-of-function mutations that increase the activity of the transporter, but hinder SERT insertion in the plasma membrane. Thus, reduced localization of SERT in the membrane would result in reduced serotonin uptake and consequently hyperserotonemia (Prasad et al., 2009), as it is reported in ASD (Gabriele et al., 2014).



Environmental Manipulations Affecting SERT and Linked to Brain Disorders: Clinical Studies

It is estimated that about 10% of pregnant women are prescribed antidepressant drugs for treatment of clinical depression and anxiety (Cooper et al., 2007; Huybrechts et al., 2013). A big proportion of antidepressant drugs are Serotonin Selective Reuptake Inhibitors (SSRIs), whose molecular target is SERT, and include fluoxetine and citalopram (Patil et al., 2011). These chemicals are able to cross cell membranes and tissues like the placenta and the BBB (Heikkinen et al., 2002), which also explains why that they can be found in the breast milk (Hendrick et al., 2001). The focus of this mini-review is on discussing how manipulations affecting SERT result in brain-associated deficits, but several reports have described that prenatal exposure to SSRIs is associated to increased risk for preterm delivery (Davis et al., 2007; Maschi et al., 2008; Reis and Kallen, 2010; Huang et al., 2014), low birth weight (Oberlander et al., 2006; Reis and Kallen, 2010; Huang et al., 2014), and cardiac defects (Kallen, 2007; Pedersen et al., 2009; Kornum et al., 2010). This is consistent with the idea that serotonin plays key roles in the development of the entire organism.

A number of reports have argued that prenatal exposure of SSRIs is associated to higher incidence of ASD (e.g., Boukhris et al., 2016). Similar studies have shown a positive correlation between prenatal SSRI exposure and ADHD (Figueroa, 2010; Clements et al., 2015). Only one study (Malm et al., 2016) has assessed depression and prenatal exposure to SSRIs, and reported a positive correlation, as well. On the other hand, a different set of studies has argued that no association between prenatal exposure to SSRIs and ASD or ADHD exists (e.g., Castro et al., 2016). Interestingly, this and other studies (Mezzacappa et al., 2017) proposed that a relevant factor explaining the higher incidence for ASD is the medical condition of the mother—i.e., maternal depression. However, Croen et al. (2011) determined no increase in the risk of ASD in the offspring of mothers with a history of depression, an effect that did not depend on prenatal consumption of SSRI. All these (and other) studies (Kaplan et al., 2017; Maloney et al., 2018; Halvorsen et al., 2019) show that it is not clear whether the use of SSRIs results in increased incidence for ASD, ADHD or any other disorder. One additional problem with these studies is the difficulty to access and study larger populations (as discussed in Millard et al., 2017). In spite of these considerations, it is possible to argue that SSRIs could reach the embryo and neonates and possibly affect the developing central nervous system in a way not fully understood but that could lead to brain disorders. In reviewing the available information on this issue, authors have come to the conclusion that relevant information to further support or discard the contribution of SSRIs to these disorders could be obtained from animal models (Pedersen, 2015).



Environmental Manipulations Affecting SERT and Linked to Brain Disorders: Animal Models

When modeling human disorders in animals, researchers have focused on replicating one or few specific behavioral features, although it has to be considered that some features are difficult to recreate in animal models (e.g., hallucinations or psychosis) (Anderson and Adolphs, 2014). Thus, for instance, ASD animal models usually recreate repetitive behaviors or the impaired social interaction observed in this disorder (Yenkoyan et al., 2017). An additional issue to be considered when modeling these disorders is that it is estimated that postnatal day 7 in rodents is equivalent to time of birth in humans (Figure 2). This means that a postnatal manipulation in rodents could be equivalent to a prenatal one in humans (Clancy et al., 2007). In spite of these caveats, the key impact of animal models is on advancing our understanding of these disorders at the cellular, molecular, neurochemical and/or circuit levels.

In particular, very few studies have directly assessed the possibility that antenatal or perinatal exposure to SSRIs affects incidence of ASD-like features in animals. For instance, Sprowles et al. (2016) studied the effects of perinatal exposure to citalopram in rats. Results obtained demonstrate several autistic-like behavioral traits in the offspring (repetitive behaviors, impaired social behavior), which are consistent with the concurrent description of anatomical alterations in Raphe and in cortical structure and physiology (Darling et al., 2011; Simpson et al., 2011). These findings argue in favor of the idea that prenatal SSRI exposure increases the incidence of ASD. A different study reported that perinatal inhibition of MAO, which could be considered a manipulation that like SSRIs increases the availability of serotonin, results in alteration of serotonin metabolism and hyperserotonemia (Hranilovic et al., 2011), and an increased incidence of ASD features (Davis et al., 2008). There is not much information on how perinatal exposure to SSRIs affects incidence for other disorders, and the little data available is contradictory. For instance, while one report supports the idea that perinatal exposure to SSRIs exacerbates depressive-like behaviors in a strain of rats prone to anxiety and depression (Glover et al., 2015), other works propose that perinatal SSRIs partially reverses some of these behavioral traits (Rayen et al., 2011; Boulle et al., 2016), while another study shows no effect of the treatment (Zohar et al., 2016). Unfortunately, these studies have not been consistent with the SSRI used, doses of these chemicals, the developmental age at which interventions begin, or the gender of the animals studied, among other factors. Thus, it remains an open question whether exposure to SSRIs over ontogeny contributes to brain disorders.

On the other hand, increased serotonin levels observed in SERT knockout mice have been associated with abnormal development of thalamocortical axons and somatosensory cortical barrels (Persico et al., 2001; Gaspar et al., 2003), and also anxiety and depressive-like behaviors (Ansorge et al., 2004).



DROSOPHILA AS ANIMAL MODEL FOR THE STUDY OF NEURODEVELOPMENTAL AND MENTAL DISORDERS

The vinegar fly Drosophila melanogaster has served as a workhorse in various fields in biology, in part based on the diverse genetic toolbox available, as discussed elsewhere in this special issue. Remarkably, Drosophila exhibits a complex behavioral repertoire. For instance, one of the best-studied social behaviors in flies is courtship behavior: male flies court a female animal in order to mate, a behavior that is decreased after males have experienced rejection by a fertilized female (Siegel and Hall, 1979; Kamyshev et al., 1999). New social paradigms have been described including the study of clustering behavior observed in groups of flies (Simon et al., 2012). Recent studies have also shown that flies may exhibit attention-like processes (van Swinderen and Flores, 2007), goal-driven behavioral adaptations (Pick and Strauss, 2005) and decision making (Zhang et al., 2007). Drosophila has been also been used as a model organism to study aggression (Baier et al., 2002) and addiction (Wolf, 1999).

In recent years, it has become evident that it is possible to model neurodevelopmental disorders in Drosophila, aiming at reproducing some of the key behavioral traits associated with these illnesses. One of the best-studied models for neurodevelopmental disorders in Drosophila is the ASD model based on mutations in the FMR1 gene (van Alphen and van Swinderen, 2013). This is a gene associated with fragile X syndrome, a disorder linked to intellectual disability and where a high incidence for ASD is reported. Drosophila FMR1 mutants exhibit reduced memory in a courtship social paradigm (McBride et al., 2005) and repetitive grooming, which is reminiscent of recurring behaviors observed in ASD (Tauber et al., 2011). In addition, brain and circuit organization is affected in fly FMR1 mutants (Siller and Broadie, 2011), consistent with structural changes in axonal and dendritic branches, a feature shared by mice FMR1 mutants (Zhang et al., 2001; Zhang and Broadie, 2005; Callan and Zarnescu, 2011; van Alphen and van Swinderen, 2013).


Drosophila as an Animal Model for Studying the Contribution of Serotonin to Neurodevelopmental and Mental Disorders?

The molecular mechanisms involved in serotonin biosynthesis are evolutionary conserved, and in Drosophila, they begin with the hydroxylation of the tryptophan amino acid by TPH (Coleman and Neckameyer, 2005). Likewise, it has been described a Drosophila SERT (Giang et al., 2011; Hidalgo et al., 2017) and one VMAT (Greer et al., 2005) that share structural and functional similarities to that of vertebrates. Five serotonin receptors have been described in the Drosophila genome, all of them classified as metabotropic. Thus, the Drosophila serotonergic system is highly conserved as compared to its mammalian counterpart (Kasture et al., 2018). Importantly, it is already known that serotonin contributes to several behaviors in Drosophila including locomotion, feeding behavior, circadian activity, sleep regulation, and aggression (Silva et al., 2014; Kasture et al., 2018; Bacque-Cazenave et al., 2020).

Out of the approximately 100,000 neurons in the fly brain, about 80 cells are identified as serotonergic neurons, organized in 11 clusters (reviewed in Kasture et al., 2018)). Valles and White (1988), by using immunochemistry, described the serotonergic neural system in the larval and adult CNS and also described how serotonin levels change over development. The first detection of serotonin-positive cells is in 16–20 h Drosophila embryos. The detection of immunopositive serotonin cells before fly CNS is fully developed and supports the idea that serotonin could play a role as developmental signaling molecule, as in vertebrates (Lundell and Hirsh, 1994). In this regard, it has been suggested that serotonin modulates the development of serotonergic varicosities in the fly CNS (Sykes and Condron, 2005). Consistent with this, mutants in DOPA decarboxylase which are associated with reduced amine levels exhibit alterations in branch spacing (Budnik et al., 1989). Conversely, overexpression of TPH in Drosophila promotes higher levels of cytoplasmic serotonin, which is related with abnormalities in neurite morphology in larval and adult fly neuropils (Daubert et al., 2010). Moreover, altering serotonin synthesis in early embryos results in impaired anatomy and functioning of the feeding circuit in larvae, a phenotype that can be reversed as serotonin levels are rescued (Neckameyer, 2010). All these findings suggest that, as in mammals, hindering serotonergic signaling at early developmental stages does have implications for the establishment of mature circuits that underlie behaviors. However, the information on this issue is limited. New research should ask whether pharmacological or genetic manipulations tampering with serotonergic components (SERT, biosynthetic enzymes or any of the receptors), affect the organization of brain circuits and consequently, result in behavioral features associated with neurodevelopmental or mental disorders.

Although the literature has not thoroughly explored this, there are some reports supporting this idea. For instance, centrophobism, a behavior in which flies avoid the center of an arena, is considered to be an anxiety-like behavior in flies. Different genetic or pharmacological manipulations that affect SERT functioning affect centrophobism in Drosophila (Mohammad et al., 2016; Hidalgo et al., 2017). In particular, we showed that feeding flies an amphetamine derivative that stimulates serotonin release decreases centrophobism, a similar result observed in animals mutant for SERT (Hidalgo et al., 2017). In addition, a recent work from our group showed deficits in social behavior and locomotion in a Drosophila mutant for the dysbindin gene, an animal model for schizophrenia. Interestingly, the phenotypes observed in the dysbindin mutants seem to depend at least in part on altered serotonergic signaling (Hidalgo et al., 2020).

Demonstrating that serotonin signaling is affected in fly models for brain disorders, is not only relevant for advancing our understanding of the underpinnings of these illnesses, it also opens up the possibility to carry out a high-throughput search for new chemicals that affect specific phenotypes in flies, which could eventually lead to new therapeutic tools for these disorders (Nichols, 2006; Roy et al., 2020).

A better understanding of serotonin dynamics over development and how serotonergic deficiency could be involved in mental disorders could provide insights in the search for new treatments for these disorders, a path in which Drosophila could play an important role.
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In competition for food, mates and territory, most animal species display aggressive behavior through visual threats and/or physical attacks. Such naturally-complex social behaviors have been shaped by evolution. Environmental pressure, such as the one imposed by dietary regimes, forces animals to adapt to specific conditions and ultimately to develop alternative behavioral strategies. The quality of the food resource during contests influence animals' aggression levels. However, little is known regarding the effects of a long-term dietary restriction-based environmental pressure on the development of alternative fighting strategies. To address this, we employed two lines of the wild-type Drosophila melanogaster Canton-S (CS) which originated from the same population but raised under two distinct diets for years. One diet contained both proteins and sugar, while the second one was sugar-free. We set up male-male aggression assays using both CS lines and found differences in aggression levels and the fighting strategies employed to establish dominance relationships. CS males raised on a sugar-containing diet started fights with a physical attack and employed a high number of lunges for establishing dominance but displayed few wing threats throughout the fight. In contrast, the sugar-free-raised males favored wing threats as an initial aggressive demonstration and used fewer lunges to establish dominance, but displayed a higher number of wing threats. This study demonstrates that fruit flies that have been raised under different dietary conditions have adapted their patterns of aggressive behavior and developed distinct fighting strategies: one favoring physical attacks, while the other one favoring visual threats.

Keywords: fighting strategies, adaptation, dietary restriction, social rank, Drosophila melanogaster, aggression


INTRODUCTION

Aggression is an innate and complex social behavior observed throughout the animal kingdom that takes different forms: threat displays, physical approaches, chases, and physical attacks. Multiple aggressive interactions with high-intensity physical attacks among members of a social group lead to the formation of hierarchies (Chase and Seitz, 2011). Once established, a stable social hierarchy structures the group, decreasing future aggressive interactions among members. Therefore, animals tend to employ the best fighting strategy to reach a short- or long-lasting social consensus (Holekamp and Strauss, 2016).

Although an innate behavior, aggression contains adaptive features crucial for animals living in constantly changing environments (Reichert and Quinn, 2017). Two types of behavioral plasticity are related to environmental changes: (i) short-term with changes in color, size, or locomotor activity in response to novel but predictable environmental modifications, and (ii) long-term plasticity involving development of alternative and irreversible behavioral phenotypes in response to environmental pressure (Brockmann, 2001). Dietary-restriction is one example of driving force exerted on animals to adapt to limited conditions and ultimately to develop alternative behavioral strategies (Han and Dingemanse, 2015; Zhang et al., 2019). Dietary-restriction is known to induce behavioral changes and reduce the reproductive yield (Adler et al., 2013), affect flight endurance in insects (Nguyen, 2008), and extend lifespan in a wide range of animal species (Nakagawa et al., 2012). Diet is also known to modulate social behaviors, including aggression (Wallner, 2009). In humans, eating disorders enhance the frequency of aggressive behavioral manifestations (Truglia et al., 2006). Regarding the effect of different macronutrients on social behaviors, it has been shown that male rats fed with carbohydrates present a higher rate of fighting behavior and anxiety-like behavior (Hanstock et al., 2004), while Argentinian ants show lower level of aggression when deprived of sucrose (Grover et al., 2007). Moreover, Gottingen minipigs subjected to a high fat/low carbohydrate regime present a decrease in aggressive behavior (Haagensen et al., 2014). However, little is known about how the fighting strategies developed by animals are influenced by dietary regimes.

A variety of studies on invertebrates showed that aggressive behavior is modulated by genetic factors (Dierick and Greenspan, 2006), environmental conditions (Rittschof and Robinson, 2013; Rillich et al., 2019), social influences (Kilgour et al., 2019; Balsam and Stevenson, 2020), sex (Benelli et al., 2015), and previous experiences (Goubault and Decuigniere, 2012; Rose et al., 2017). Indeed, previous victory and defeat induce behavioral plasticity in the form of winner and loser effects (previous victory/defeat increase the probability of winning/losing subsequent fight) (Hsu et al., 2006). Drosophila melanogaster represents an attractive model to study the environmental influences on aggressive behaviors, dominance relationships and the development of alternative fighting strategies. In competition for food, mates, and territory, fruit flies exhibit a series of stereotypical sex-specific aggressive patterns, but only males establish dominance between competitors using the male-specific lunge behavior (Chen et al., 2002; Nilsen et al., 2004). For this reason, our study focuses on males' aggressive behaviors. Flies also display visual threats, but their exact function remains debated: are they “bluffs” or “honest” signals? On one hand, wing threats displayed throughout the fight might reinforce the functions of lunges in escalating fights. On the other hand, they might serve independent functions. Yet, wing threats are not always considered a crucial element of the fighting strategy when analyzing Drosophila aggression. Nevertheless, the observation that 3 neurons promote threat displays without interfering with other types of agonistic behavior, supports the notion that lunges and wing threats are independent patterns controlled by distinct sets of neurons (Duistermars et al., 2018).

Studies have shown a correlation between male aggression levels and foraging-related behavior (Wang and Sokolowski, 2017), high fat dietary regimes (Meichtry et al., 2020), and the food value available during aggression assays (Lim et al., 2014). However, it remains to be determined how dietary regimes influence aggressive patterns and the development of fighting strategies. In addition, it is still unclear whether wing threats are an integral part of the fighting strategy used by flies to form and maintain dominance.

Here, using two lines of the wild-type Drosophila Canton-S (CS) that originated from the same population but raised under two distinct diets for about 10 years, we found that flies exhibited behavioral plasticity in response to distinct environmental conditions, leading to two different fighting strategies. Our results indicate that males from the line raised on a sugar-containing diet started fights with lunges and escalated fights quickly. Moreover, dominant individuals used lunges to establish and maintain dominance relationships. On the contrary, males raised in the sugar-free diet started fights either with lunges or wing threats and escalated fights to establish dominance with fewer lunges. In this case, dominants displayed threats to maintain their social rank, avoiding using higher-intensity patterns such as lunges. The differences in aggression levels based on lunges and fighting strategies could not be reversed by switching diets. Our data highlights a potential link between aggression levels, the development of alternative fighting strategies and dietary regimes.



MATERIALS AND METHODS


Flies Stocks

Flies were raised at 25°C under a 12 h:12 h light/dark cycle (LD = 8:30 a.m.−8:30 p.m.). Two populations of D. melanogaster were used in this study: CSA (from Edward Kravitz's laboratory at Harvard Medical School, Boston, USA) and CSB (from Guillaume Isabel's laboratory at the Research Center of Animal Cognition CRCA, Toulouse, France). These CS lines were raised from 2010 to 2019 on standard medium, respectively: 52% cornmeal, 28% yeast, 121% sugar, 15% agar, 20% Moldex, and 70% corn flour, 70% yeast, 0% sugar, 9% agar, 20% Moldex. Since we started the study on October 2019, CSA and B were maintained on a medium labeled the sugar-containing diet that was composed of: 74% corn flour, 28%yeast, 40% sugar, 8% agar, 20% Moldex (to match as best as possible the recipe from HMS for raising CSA), and on a medium called sugar-free that was composed of: 70% corn flour, 70% yeast, 0% sugar, 9% agar, 20% Moldex (the same recipe used at the CRCA for raising CSB) (Supplementary Table 1 summarizes the composition of the two diets used, and Supplementary Figure 1 the experimental design).



Experimental Chamber

The experimental setup used in this study to examine social behaviors has already been described (Trannoy et al., 2015). Briefly, a divider was inserted through the top of the arenas (22 mm diameter x 16 mm height) which contained a food cup (13 mm diameter x 6 mm height) separating them into two equal sizes. Flies were then inserted on each side of the arenas by negative geotaxis, so they can acclimate without interacting with each other. Behavioral experiments start once the separator was removed allowing flies to interact together.



Behavioral Assays

On day 0, late stage male pupae were sexed and socially isolated in vials containing 1 ml of either sugar-containing or sugar-free diet, for 7 days, under 25°C 12 h:12 h LD cycles as described above. On day 5, flies were anesthetized with CO2 to apply a dot of paint on the dorsal thorax of flies for identification purposes. At day 7, behavioral experiments were performed between Zeitgeber time zero (ZT0, right after the lights on transition) and continued for up to 3 h (ZT3). During the maintaining and isolation phases, light conditions were constant (12 h:12 h L/D cycle = 8:30 a.m. to 8:30 p.m.). All behavioral experiments were performed during the first 3 h after the lights on transition (ZT0 to ZT3).


Aggression Assays

Two males from the same CS line were paired in each chamber with a food cup containing fresh fly food (either sugar-containing or sugar-free diet) with a drop of yeast paste on the surface. We scored all aggressive patterns that happened on the food cup and for 10 min after the time of the first lunge. If no lunges were observed for 15 min after t0 (time when the divider was removed from the arenas), we stopped the scoring. The latencies to lunge, wing threat (WT) represent the time between the first meeting and the first lunge and the time between t0 and the first WT. The latency to dominance is the time between the first meeting and the time to dominance. Time to dominance was determined when the putative loser retreats from the food cup three times after having received lunges from the other (Trannoy et al., 2016). Fight outcomes were either (i) no fight: when 0 lunges were observed, (ii) draw: when lunges were observed but were not sufficient to induce dominance or because of retaliation, or (iii) dominance: when dominance has been established between competitors during the 15 min after t0 of observation (Supplementary Table 2 summarizes the behavioral parameters used to score aggressive behavior).



Courtship Assays

One sexually mature male and one virgin female (both 7-days old) from the same CS line were inserted into each side of a behavioral chamber in the absence of a food resource. Courtship Vigor Index (CVI) was calculated as the fraction of time that males spent courting the female (including tapping, wing extension and vibration, chasing and attempted copulation) during a 10-min period after the first courtship behavior. The latencies to court and to copulate were the times between the first meeting and the first courtship behavior or the initiation of copulation, respectively.



Activity and Sleep Assays

Locomotor activity and sleep profiles were recorded using DAM2 Drosophila Activity Monitors (Trikinetics, Waltham, MA). Three-to five-day old males from CS lines were placed individually in Trikinetics capillary tubes containing either their “respective” or “switched” food. Flies were entrained to 12 h:12 h LD cycles for 5 days at a constant temperature of 25°C. Activity counts were collected in 1-min bins that were subsequently summed into 30-min bins for the time-series analysis of locomotor activity. Activity levels were normalized for individual flies by setting the average activity level for all 30-min bins across days 3–5 equal to 1.0. Population profiles were then averaged into a single representative 24-h day, displayed as histograms. For sleep quantifications, beam-crossings were also collected in 1-min bins. A sleep bout was defined as a period of inactivity of at least 5-min (Hendricks et al., 2000). Sleep plots represent averaged population sleep profiles and were obtained by averaging the sleep data over days 3–5 of the LD cycle, displayed as line plots.




Statistical Analysis

GraphPad Prism 8 was used to assess the normality of the distribution with the Shapiro-Wilk test and to identify outlier values with a Grubb's test (alpha = 0.05). R software was used to assess the effects of the factors “CS line” and “Diet” as well as the possible interaction between them, by using distinct statistical methods according to the nature of the behavioral response tested:

- For all latencies (Figures 1A,F, 3A,B and Supplementary Figure 2): survival analysis of Kaplan-Meier (survdiff) with a χ2test.

- For binomial distribution (Figures 1E, 3D): logistic regression (lm) model with a χ2test to assess the effect of both factors, followed by a Tukey post-test.

- For percentages (Figure 3C): logistic regression (lm) with an ANOVA to assess the effect of both factors, followed by a Tukey post-test.

- All numerical measurements (Figures 1B–D, 2A,B, 4B,D,E and Supplementary Figures 4, 5): Generalized linear model (glm) with Quasi-Poisson error distribution was used to overcome the non-Gaussian distribution of the data. The significance of the effect due to the CS line, diet or the interaction, was assessed using an ANOVA followed by a Tukey post-test.

- For data distribution (Figures 2C,D and Supplementary Figure 3): χ2test to compare to the expected value of 50%. The tests were done with GraphPad online software.
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FIGURE 1. Dietary sugar content leads to different aggression levels. (A) CSA showed a significantly decreased latency to lunge compared to CSB. Statistics revealed that this decrease can be explained by an effect due to the CS line (χ2test = 23.3, d.f = 1, p = 1e-06) and not the diet (χ2test = 1.5, d.f = 1, p = 0.2). (B) The number of meetings before the first lunge was different between CS lines [F(1, 71) = 24.53, p = 5e-06), but was not affected by the diet [F(1, 70) = 2.6, p = 0.11]. (C) CSA lunged significantly more than CSB [F(1, 84) = 12.51, p = 6.6e-04]. The diet did not significantly affect this parameter [F(1, 83) = 0.4, p = 0.53]. (D) CSA line gave higher number of lunges per aggressive meeting than CSB. Both CS lines [F(1, 66) = 41.94, p = 1.5e-08] and diets [F(1, 65) = 5.63, p = 0.02) affected the average number of lunges per aggressive meetings. (E) Fight outcomes were affected by the CS line (χ2test = 9.14, d.f = 1, p = 0.002), but not by the diet (χ2test = 1.54, d.f = 1, p = 0.21). (F) The latency to dominance was not different between CS line (χ2test = 0.7, d.f = 1, p = 0.4) and between diet (χ2test = 2.6, d.f = 1, p = 0.1). All the behavioral experiments were performed between ZT0 and ZT3. *P < 0.05, **P < 0.01, ***P < 0.001, ns = not significant.
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FIGURE 2. The two CS lines employed different fighting strategies. (A) The number of wing threats [F(1, 85) = 41.98, p = 6e-09] and (B) the number of wing threats before the first lunge [F(1, 66) = 30.32, p = 6.9e-07] were significantly higher in CSB line than CSA. However, diet does not influence (A) the display of wing threats [F(1, 84) = 0.004, p = 0.94], nor (B) the number of wing threats before the first lunge [F(1, 65) = 0.34, p = 0.56]. (C) CSA lunged equally often before and after dominance was established (χ2testCSAsugar+ = 1, d.f = 1, p = 0.32; χ2testCSAsugar− = 5.7, d.f = 1, p = 0.02), while CSB, preferentially lunged after dominance (χ2testCSBsugar+ = 17.64, d.f = 1, p = 0.0001; χ2testCSBsugar− = 10.24, d.f = 1, p = 0.0014). (D) In CSA, wing threats were displayed throughout the fight (χ2testCSAsugar+ = 6.18, d.f = 1, p = 0.0129; χ2testCSAsugar− = 0.04, d.f = 1, p = 0.84), while in CSB, they were observed mostly after dominance (χ2testCSBsugar+ = 12.96, d.f = 1, p = 0.0003; χ2testCSBsugar− = 11.56, d.f = 1, p = 0.0007). *P < 0.05, **P < 0.01, ***P < 0.001, ns, not significant.


Differences were considered statistically significant at p < 0.05. Data are presented as boxplots including all data points. The lower and upper edges of each box correspond to the 25 and 75% quantiles, respectively. Percentages are presented as stacked bars. All the statistics can be found in Supplementary Table 3.




RESULTS


Dietary Sugar Content Leads to Different Aggression Levels

To assess whether dietary regimes might have driven adaptation of aggressive behavior, we collected two CS lines that serve as reference lines in two laboratories: CSA and B lines, that were raised for ~10 years on either sugar-containing or sugar-free diets, respectively. We set up male-male aggression assays and scored behavioral parameters. When comparing the latency to lunge, we observed that CSA males started fighting significantly sooner (Figure 1A, left panel “respective diet”), with a tendency to meet fewer times before the first lunge (Figure 1B, left panel), suggesting that CSA males have a higher motivation to fight compared to CSB. As the latency to lunge was significantly increased in the CSB line, we assessed the aggressiveness level of both lines by scoring the number of lunges displayed within 10 min since the first lunge (as opposed to quantifying it for a fixed amount of time after the first meeting). CSB males showed a significant reduction of the total number of lunges (Figure 1C, left panel), as well as of the average number of lunges per aggressive meetings (Figure 1D, left panel), showing that aggressiveness level was reduced in the CSB line compared to CSA. In the same way, CSB fought in only 65% of assays (assays with at least one lunge) compared to 100% for CSA (Figure 1E, left panel). However, no difference was observed in the latency to dominance Figure 1E, left panel). Together, these results demonstrate that the two CS populations raised on their respective diets for almost 10 years differed by their motivation to start fighting, their aggressiveness level, and fight outcomes.



Aggression Level Is Negatively Impacted by Long-Term Sugar-Restriction

Next, we asked whether switching diets would affect aggressive behavior of both CS lines. Would raising CSB on a sugar-containing diet rescue the diminution of their aggressiveness level? On the contrary, would depriving CSA from sugar negatively impact males' aggression level? To address these questions, we raised the CSA line on sugar-free diet and CSB line on sugar-containing diet for 3 months and performed male-male aggression assays – an experimental condition called “switching diet.” Behavioral experiments on respective and switching diets were done in parallel to compare aggressive patterns of CSA and CSB B when raised on both diets. No significant differences were found (Figure 1, entire panel), except for the average number of lunges per aggressive meetings (Figure 1D). However, when comparing both CSA and CSB raised on switching diets, we still observed that the CSB line showed a reduction in their motivation to fight, exhibited fewer lunges per aggressive encounter, and fought less often (Figures 1A–F, right panels), recapitulating the results observed when raised on their respective diets. This “switching diet” experimental condition indicated that depriving CSA flies from sugar did not reduce their aggressiveness. In agreement with this, raising CSB flies on a diet containing sugar did not either enhance aggressiveness. These results demonstrate that the motivation to fight, aggressiveness, and fight outcomes could not be restored by switching diets for 3 months, rather they suggest that they potentially result from a longer-term influence of diet, and a behavioral adaptation to an environmental condition.



CS Lines Have Developed Distinct Fighting Strategies

Employing high-intensity lunges throughout the fight remains an efficient fighting strategy used by males to establish a stable dominance relationship. However, as CSB males formed dominance relationships while using fewer lunges than CSA during fights (Figure 1), we asked whether they have developed an alternative fighting strategy to attain and maintain this social consensus between competitors. For this, we scored the number of wing threats and found that CSB displayed significantly more of these visual threats than did CSA (Figure 2A). Moreover, CSB displayed more wing threats before the first lunge (Figure 2B). Indeed, in 54% (7/13) and 47% (8/17) of assays, CSB males displayed wing threats as the first aggressive demonstration when raised on their respective and switching diets, respectively, while these observations dropped to 13% (3/22) and 0.05% (1/18) for CSA. However, the latency to display the first wing threat was not different (Supplementary Figure 2). This shows that sugar-free raised-males may have developed an alternative fighting strategy in which dominance could be formed and maintained by using fewer lunges but more threats. To further explore this hypothesis, we compared the percentages of lunges (Figure 2C) and wing threats (Figure 2D) given before and after dominance, to the random value of 50%. A value near 0% implies that most of the lunges were given before dominance, a value near 50% implies that flies lunged before and after dominance equally, and a value near 100% implies that most lunges occurred after dominance. We observed that CSA raised on their respective and switching diets, respectively, exhibited 55 and 62% of the lunges (Figure 2C) and 63 and 51% of the wing threats (Figure 2D) before establishment of dominance, showing that aggressive patterns are almost equally distributed throughout the fight. On the contrary, CSB males exhibited only 34 and 29% of the lunges (Figure 2C) and 33 and 32% of the wing threats (Figure 2D) before dominance, showing that they are preferentially distributed after dominance was established. As the majority of lunges and wing threats were displayed by the winners (Supplementary Figure 3), they are likely used by dominants to establish and maintain dominance relationships. Altogether, these results demonstrate that males from the two CS lines employ distinct fighting strategies to establish and maintain dominance: CSA started fights with lunges, while CSB with either wing threats or lunges. Also, CSA favored the use of lunges to establish and maintain dominance, while CSB preferentially used both behavioral patterns to maintain it.



Courtship Performances and Reproductive Capacities Are Not Affected by Diet

We next investigated whether males would also employ distinct reproductive strategies in a male-to-female courtship context. We therefore set up courtship assays involving one CSA or CSB male with a female from the same line, and scored courtship behavior. We observed that the latencies to court and to copulate were not statistically different between lines or when lines were raised on either diet (Figures 3A,B). In the same way, male courtship performances did not differ significantly between lines and diets (Figure 3C). Finally, the copulation success rate was not statistically different between CS lines (Figure 3D). These results demonstrate that there were no differences in courtship performances and reproductive abilities between both CS lines.
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FIGURE 3. Courtship abilities did not differ between both CS lines. (A) There was no difference in the latency to court between CS lines (χ2test = 1.2, d.f = 1, p = 0.3) and diets (χ2test = 0.4, d.f = 1, p = 0.6). (B) No difference were observed across CS lines (χ2test = 1.7, d.f = 1, p = 0.2) and diets (χ2test = 2.5, d.f = 1, p = 0.1) for the latency to copulate. (C) CS lines [F(1, 64) = 1.94, p = 0.18) and diet [F(1, 64) = 3.93, p = 0.052] did not influence CVI. (D) The copulation success did not vary according to the CS lines (χ2test = 2.67, d.f = 1, p = 0.1) nor the diets (χ2test = 0.53, d.f = 1, p = 0.46).




CS Lines Showed Differences in Their Activity and Sleep Patterns

A reduction of aggression could come from a reduction of locomotor activity. Therefore, we performed activity and sleep experiments with males of both lines using either their respective and switched diet. When restricting the analysis to the first 3 h of the day (Zeitgeber time 0-3, ZT0-ZT03) to match the time when aggression experiments were performed, we observed differences in both parameters (Figure 4). Males of the CSB line exhibited lower levels of activity in this specific time window regardless of the diet (Figures 4A,B). Consistently with this observation, we noticed an increase in total sleep for the CSB line compared to CSA, in both diets (Figures 4C,D). However, for the total number of sleep bouts (5-min period of inactivity), we only noticed a mild increase for CSB in their switched diet (Figure 4E). When analyzing the same parameters during the day (ZT0-ZT12) or night (ZT12-ZT24) phases, CSB only showed significant decreases in activity relative to CSA when analyzed in their respective diet (Supplementary Figure 4). In the case of sleep, only minutes of day sleep was increased for CSB in both diets but not sleep bouts (Supplementary Figures 5A,B). Night sleep showed no differences between lines (Supplementary Figures 5C,D).
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FIGURE 4. Cs line presented differences in their activity and sleep patterns. (A) Representation of activity patterns across day (white) and night (gray) for both lines when raised on their respective or (A') switching diet. (B) The CSA line was significantly more active during the morning (ZT0-3) when behavioral experiments were done [F(1, 124) = 55.76, p = 1.34e-11]. Diet did not affect morning activity [F(1, 123) = 0.29, p = 0.58]. (C) Sleep patterns of CS lines when raised on their respective and (C') switching diets. (D) The line CSB slept significantly more during the first 3 h of the morning [F(1, 125) = 73,88, p = 3.16e-14]. Diet did not significantly affect morning sleep [F(1, 124) = 0.42, p = 0.51]. (E) Number of morning sleep bouts (ZT0-3) were not significantly different between CS lines [F(1, 125) = 3.72, p = 0.056] and diets [F(1, 124) = 3.51, p = 0.064], even though a statistical difference was detected by the post-test between CS lines when raised on switching diet. *P < 0.05, ***P < 0.001, ns, not significant.





DISCUSSION

Dietary regimes play crucial roles in the life history of animals and can affect their behaviors in many ways (Tremmel and Müller, 2013; Han and Dingemanse, 2015). Animals living in changing environments must develop adaptive behavioral responses to withstand dietary challenging situations (Partridge and Brand, 2005; Adler et al., 2013). In Drosophila, manifestation of aggressive behavior is subjected to modifications by environmental and social conditions (Svetec and Ferveur, 2005; Bath et al., 2018; Kilgour et al., 2019). To further follow these studies, we investigated the behavioral plasticity of Drosophila aggressive behaviors in response to two distinct dietary regimes. The long-term diet-related consequences are a modification of the fighting motivational state, aggressiveness level, and fighting strategy employed to reach dominance.

In addition to its essential function of nutrition, diets modulate behavioral expression and ultimately control social interactions, including aggression (Wallner, 2009). Here, we revealed that male flies raised on sugar-containing diet are overall more aggressive than those raised on a sugar-free diet. We also showed that visual threats are another key component of Drosophila fights. Indeed, sugar-free raised-flies showed fewer lunges but more wing threats, which significantly impacted the fight dynamics and modified the fighting strategy to reach and maintain dominance. Based on our results, we propose that, in addition to lunges, wing threats should be considered as an informative behavioral pattern when studying fighting strategies and establishment of dominance relationships in Drosophila males. Our results demonstrate that the reduction in lunging behavior and fighting motivational state can't be rescued by switching diets, suggesting that the diet-induced males' aggression phenotype observed results from a long-term behavioral adaptation to diet. However, investigating aggression in a female-female context would provide additional information about how dietary regimes influence fighting strategies in general, and would reinforce our current hypothesis.

Raising flies on two different diets does not interfere with males' courtship performance, nor with their reproduction capacities between males and females from the same CS line. Performing courtship experiments with reciprocal females, however, could affect these parameters. In the same way, performing competitive courtship assays could reveal whether a preference for a non-random mating has emerged in these lines after years of potential experimental evolution, which has been observed when investigating the emergence of behavioral isolation (Belkina et al., 2018).

CS males raised on sugar-free diet also show a reduction in their locomotor activity and an increase in sleep patterns, particularly during the daytime. This could account for some of the described aggression phenotypes, like latency to the first lunge, but not for all. In the latter case, we could expect increases in both latencies to lunge and to dominance, and a reduction in all aggressive patterns, including wing threats. Also, we would expect differences in their latency to court and/or copulate with females, which was not the case. Therefore, differences in activity and/or sleep levels do not explain what we consider the most salient aspects of the behavioral differences: the frequency of wing threat displays leading to modification of fight's dynamics and the development of alternative fighting strategy to reach dominance.

Our findings support previous observations that animals fed with low sucrose diet are less aggressive than those fed with high level of sucrose (Grover et al., 2007; Haagensen et al., 2014; Meichtry et al., 2020). From a physiological point of view, as the production of ATP from the conversion of carbohydrates is a key source of energy for insects, exposure to low sugar or sugar-free diets might have forced animals to develop less energy-consuming fighting strategies, while staying competitive toward others. However, sugar-deprived diets may have additional consequences. Indeed, insects use cuticular hydrocarbons (CHC), acting as pheromones, to drive social behaviors (Yew and Chung, 2017). For example, changes in the amount of 11-cis-vaccenyl acetate (cVa) pheromone modulate male courtship behavior (Ejima, 2015) and aggression by altering the number of lunges (Fernandez et al., 2010; Wang et al., 2011). As diet (Fedina et al., 2012) and circadian rhythm (Krupp et al., 2008) influence the CHC profile of flies, it is possible that CS lines present differences in the amount of some CHC, leading to changes in the expression of lunge behavior. Another explanation would be that diet affects anterior inferior protocerebrum (AIP) neuronal activity, recently described to specifically control threat displays without affecting other types of agonistic behavior (Duistermars et al., 2018). To further follow this work on behavioral adaptation to diets, it would be interesting to perform whole brain RNAi sequencing on these CS lines. This would allow to identify whether genes already known to control social behaviors are differentially expressed between these lines in response to distinct dietary regimes.

In sum, our results show that fruit flies raised for years under different dietary conditions have adapted their aggressive behaviors and developed two distinct fighting strategies: one favoring physical attacks, while the other one employing both physical attacks and visual threats. This shows the long-term influence of diet-based environmental pressure on aggression and adaptation of animals' fighting strategies.
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Neuronal function is highly energy demanding, requiring efficient transport of nutrients into the central nervous system (CNS). Simultaneously the brain must be protected from the influx of unwanted solutes. Most of the energy is supplied from dietary sugars, delivered from circulation via the blood-brain barrier (BBB). Therefore, selective transporters are required to shuttle metabolites into the nervous system where they can be utilized. The Drosophila BBB is formed by perineural and subperineurial glial cells, which effectively separate the brain from the surrounding hemolymph, maintaining a constant microenvironment. We identified two previously unknown BBB transporters, MFS3 (Major Facilitator Superfamily Transporter 3), located in the perineurial glial cells, and Pippin, found in both the perineurial and subperineurial glial cells. Both transporters facilitate uptake of circulating trehalose and glucose into the BBB-forming glial cells. RNA interference-mediated knockdown of these transporters leads to pupal lethality. However, null mutants reach adulthood, although they do show reduced lifespan and activity. Here, we report that both carbohydrate transport efficiency and resulting lethality found upon loss of MFS3 or Pippin are rescued via compensatory upregulation of Tret1-1, another BBB carbohydrate transporter, in Mfs3 and pippin null mutants, while RNAi-mediated knockdown is not compensated for. This means that the compensatory mechanisms in place upon mRNA degradation following RNA interference can be vastly different from those resulting from a null mutation.

Keywords: blood-brain barrier, carbohydrate transport, compensatory mechanisms, transporter regulation, transport dynamics


INTRODUCTION

To allow full functionality the brain requires a lot of energy. Most of the energy used in the nervous system is gained via carbohydrate metabolism. The human adult brain, despite accounting for only 2% of the bodies overall mass, consumes ~20% of the total oxygen (Mink et al., 1981; Laughlin et al., 1998; Harris et al., 2012). The oxygen is used to metabolize large amounts of glucose. The human brain uses about 90 g of glucose per day; during childhood carbohydrate usage is even higher (Kuzawa et al., 2014). Likewise, the blowfly retina consumes ~10% of the total ATP produced, which is close to the consumption observed in vertebrates (Laughlin et al., 1998).

Neuronal activity also relies on a tightly regulated extracellular milieu to allow signal conductance. Thus, the brain is shielded from potentially harmful substances, like high, and fluctuating ion concentrations found in circulation, by the blood-brain barrier (BBB). In mammals, the endothelial cells forming brain capillaries build intercellular tight junctions that prevent paracellular diffusion, thereby uncoupling the brain from circulation. In addition, efflux transporters of the ABC family transport lipophilic, membrane-permeable molecules out of the BBB-forming cells to protect the nervous system form neurotoxic substances (for reviews see Löscher and Potschka, 2005; Koehn, 2020). To allow sufficient nutrient supply, a variety of transport proteins are expressed in the endothelial cells (for a review on metabolite transport at the BBB, see Weiler et al., 2017). In mammals, Glut1 is the main carbohydrate transporter found in the BBB-forming cells. Two differently glycosylated isoforms of Glut1 have been found in the mammalian nervous system, a 45 kDa and a 55 kDa isoform, that show identical transport kinetics (Birnbaum et al., 1986; Sivitz et al., 1989). The 55 kDa isoform is exclusively expressed in the endothelial cells and localizes to the luminal and abluminal membranes, while the 45 kDa isoform is found in astrocytes (Dick et al., 1984; Gerhart et al., 1989; Sivitz et al., 1989; Harik et al., 1990; Farrell and Pardridge, 1991; Maher et al., 1991, 1994; Simpson et al., 2001). In addition to Glut1, sodium glucose cotransporters (SGLTs) are expressed in the BBB upon stress. SGLT1 and SGLT2 have been shown to be expressed upon oxygen deprivation or ischemia, but seem to play a minor role in glucose uptake under normal conditions (Nishizaki et al., 1995; Nishizaki and Matsuoka, 1998; Elfeber et al., 2004; Enerson and Drewes, 2006; Vemula et al., 2009; Yu et al., 2013). Interestingly, the abundance of GLUT1 in the BBB seems to be regulated by hypoglycemia (Boado and Pardridge, 1993; Kumagai et al., 1995; Simpson et al., 1999). However, the regulatory mechanisms that underlie transporter regulation in the mammalian BBB are unknown.

In Drosophila, as in mammals, the brain is shielded from circulation. Here, the BBB is formed by two layers of glial cells, the subperineurial glial cells and the perineurial glial cells that surround the entire nervous system (reviewed in Limmer et al., 2014; Yildirim et al., 2019). Insects possess an open circulatory system, thus all organs, including the brain, are floating in the hemolymph. Therefore, the BBB surrounds the entire nervous system like a sheath. The subperineurial glial cells form intercellular pleated septate junctions that prevent paracellular diffusion (Stork et al., 2008). As in mammals, efflux transporters protect the nervous system from lipid-soluble toxic substances (reviewed in Hindle and Bainton, 2014). To ensure sufficient supply of nutrients and other essential substances to the nervous system a variety of solute carrier family transporter proteins are expressed in the BBB (Desalvo et al., 2014; Weiler et al., 2017). In addition, carbohydrate transporters are required to provide a sufficient supply of carbohydrates to the nervous system. As well as glucose, the non-reducing disaccharide trehalose is found in high quantities in circulation in Drosophila (Wyatt and Kalf, 1957; Lee and Park, 2004; Broughton et al., 2008; Pasco and Léopold, 2012). It has been shown that glucose can be readily taken up into the nervous system (Volkenhoff et al., 2018). Furthermore, the trehalose transporter 1-1 (Tret1-1) is expressed specifically in the perineurial glial cells of the Drosophila BBB (Volkenhoff et al., 2015). Tret1-1 is homologous to mammalian GLUT6 and GLUT8 and has been shown to transport trehalose and glucose (Kanamori et al., 2010; Hertenstein et al., 2020). How carbohydrates are taken up into the subperineurial glial cells of the BBB and the other neural cells in the Drosophila nervous system is currently unknown. There are several homologs of mammalian GLUT1 encoded in the Drosophila genome: the closest homologs are dmGlut1, dmSut1 (sugar transporter 1), dmSut2, dmSut3, and CG7882. dmGlut1 is specifically expressed in neurons and may facilitate carbohydrate uptake there (Volkenhoff et al., 2018). Transcriptomic and in situ data for CG7882 and dmSut1-3, indicate very little or no expression in the nervous system, suggesting no major role in neural carbohydrate transport (Weiszmann et al., 2009; Croset et al., 2018; Davie et al., 2018).

Here, we identify two additional carbohydrate transporters expressed in the Drosophila BBB, Major Facilitator Superfamily Transporter 3 (MFS3, CG4726) and Pippin (CG4797). Pippin is expressed in both perineurial and subperineurial glial cells, while MFS3 is expressed in the perineurial glial cells only. Both transporters are able to facilitate uptake of glucose and trehalose when heterologously expressed in Xenopus laevis oocytes. Likewise, the simultaneous loss of Pippin and MFS3 in perineural glia, and Pippin alone in subperineurial glia leads to decreased uptake of glucose. Interestingly, loss of either transporter or both transporters does not have any major phenotypic consequences. We demonstrate here that in null mutants compensatory upregulation of Tret1-1 rescues the detrimental effects of acute transporter loss on viability and carbohydrate transport at the BBB, while RNAi-mediated knockdown is not compensated for. In summary, we show that expression of carbohydrate transporters in the Drosophila BBB is highly dynamic and can be adapted to suboptimal circumstances like loss of one transporter. This dynamic adaptation of carbohydrate transport can most likely also be used to spare the nervous system from effects of hypoglycemia or malnutrition.



MATERIALS AND METHODS


Fly Stocks

Flies were kept at room temperature or 25°C. The following fly lines were used w−;nrv2-Gal4;nrv2-Gal4, apontic-Gal4, mCherrydsRNA (BL35785), UAS-CD8-GFP, nanos-Cas9attP2A (BL36046) (Bloomington Drosophila stock center), PBac{681.P.FSVS-1}MFS3CPTI002305 (Kyoto stock center), pippin-dsRNA: w1118; P{GD4548}v10598 (VDRC), repo-Gal4; repo-Gal4, alrm-Gal4; alrm-Gal4, gli-Gal4 (Christian Klämbt), moody-Gal4 (Stork et al., 2008), 46F-Gal4 (Hummel et al., 2002), MFS dsRNA4726R−3 (Japanese National Institute of Genetics), UAS-FLII12Pglu-700μδ6 (Volkenhoff et al., 2018). The dsRNA-constructs used in the RNAi screen are indicated in Supplementary Table 1 and were obtained from Bloomington Drosophila stock center, VDRC or the National Institute of Genetics (NIG).



RNA Interference Screen

The RNAi screen was performed as follows: dsRNA lines were crossed to repo-Gal4; repo-Gal4 for panglial dsRNA expression. Crosses were kept at 25°C throughout development. After 2 weeks, viability of the offspring was determined and, if available, 20 female flies were selected, and locomotor capacity was tested in the island assay 1 week later (Schmidt et al., 2012).



RNA Interference Viability Assessment

pippindsRNA10598 and MFS3 dsRNA4726R-3 were first crossed with a panglial driver (repo-Gal4; repo-Gal4). Crosses were performed at 25°C, after 2 weeks the viability of the offspring was determined. This method was repeated using glial subtype specific Gal4 drivers.



Analysis of Sugar Transport Capacity in Xenopus laevis Oocytes

Oocytes were isolated from female Xenopus leavis frogs as previously described (Becker et al., 2004; Becker, 2014). The procedure was approved by the Landesuntersuchungsamt Rheinland-Pfalz, Koblenz (23 177-07/A07-2-003 §6). D. melanogaster pippin and Mfs3 were first cloned into a pUASTattBrfa3xHA vector (Rodrigues et al., 2012). Afterwards, the coding sequence with the C-terminal 3xHA-tag was cloned into a pGEM-He-Juel vector. cRNA was synthesized by in vitro transcription using the mMESSAGE mMACHINE® T7 Kit (Fisher Scientific). Oocytes of the developmental stages V and VI were injected with 18–20 ng of cRNA. Measurements were conducted 3–6 days after injection. Expression of Pippin-3xHA and MFS3-3xHA on the surface of oocytes was confirmed by immunohistochemistry using an anti HA antibody (Covance).

82.5 mM NaCl, 2.5 mM KCl, 1 mM CaCl2, 1 mM MgCl2, 1 mM Na2HPO4, 5 mM HEPES. Transport capacity for trehalose, glucose and fructose was determined using 14C-labeled sugar in oocyte saline (82.5 mM NaCl, 2.5 mM KCl, 1 mM CaCl2, 1 mM MgCl2, 1 mM Na2HPO4, 5 mM HEPES, pH 7.2) at a concentration of 0.15 μCi/100 μl. 14C12-trehalose was purchased from Hartmann Analytic, Braunschweig (#1249), 14C6-glucose and 14C6-fructose were purchased from Biotrend, Köln (#MC144-50 and 66 #MC1459-50). For each experiment 95 μl of sugar substrate was added to a batch of 6-8 oocytes and incubated for 60 min. Cells were washed four times with 4 ml of ice-cold oocyte saline. Individual cells were transferred to Pico Prais scintillation vials (Prekin Elmer) and lysed in 200 μl 5% SDS by shaking at 190 rpm for 30 min at 20–28°C. Three milliliters of Rotiszint® eco plus scintillation cocktail (Carl Roth) was added to each vial and scintillation was measured using a Tri-Carb 2810TR scintillation counter (Perkin Elmer).

Transport-mediated substrate uptake was determined by subtracting the uptake in native oocytes from the uptake in Pippin or Mfs3-expressing cells. Significance in difference was calculated using a one-tailed T-test or the Mann–Whitney-U-test for analysis of non-uniformly distributed samples.



Generation of CRISPR Mutants

Null mutants were generated using CRISPR-mediated homologous recombination. The sgRNA target sequences (Mfs3: sgRNA1: GGATATATAGGCCTTACTG, sgRNA2: AATGAATTCGCTATTCAGGG; pippin: sgRNA1: GGTAGCATATAGTAGGGGC, sgRNA2: CGAGTCTAGGGCGACTACG) were cloned into a pCFD3-dU6:3gRNA vector (Addgene). To generate the homology construct, the mini-white coding sequence flanked by homology arms (about 1.5 kb upstream and downstream of the coding sequence of either Mfs3 or pippin) was cloned into a pCR-Blunt (Thermofisher) backbone using Golden Gate cloning (Engler et al., 2008) (primers to amplify homology regions from genomic DNA: Mfs3: upstream homology arm: CCACTGCAAATGGGGAAG and CTGCCGAATGCTAAT, downstream homology arm: CCCTGAATAGCGAATTCATTG and GGTCCAAGTGCAGCGTCT; pippin upstream homology arm: TCAATGGCAAAATGACG and CCTATTATCAAGGTGC, downstream homology arm: CGTAGTCGCCCTAGACTC and CCCAAAGCTCAACCAAC). The sgRNA vectors together with the homology construct were injected into nanos-Cas9attP2A embryos to induce homologous recombination.



Generation of Pippin-HA Minigene

The gene locus (including 2.2 kb upstream and 0.5 kb downstream of the coding sequence) of pippin was assembled and C-terminally 3xHA-tagged using Golden Gate cloning (Engler et al., 2008). The assembled locus was inserted into a pUAST attB rfa vector (Stephan et al., 2008) using XbaI and HindIII restriction sites (thereby removing the UAS cassette). The resulting vector was integrated into the fly genome at landing site 86Fb.



Age Matching of Flies for Lifespan and Activity Monitoring

Flies of the deserved genotype were placed in cages with an apple juice agar plate. After 24 h, plates were exchanged and left overnight. Embryos were washed from the plate with PBS and collected using a Pasteur pipette. Embryos were transferred into vials containing standard food. Vials were kept at 18°C for 3 weeks and adult females were collected.



Survival Analysis

Female flies were kept in batches of 20 at 25°C throughout the experiment. Flies were flipped three times a week onto fresh food, deaths were counted. Survival rates were determined using the Kaplan-Meier approach. P-values were calculated using Log Rank test.



Analysis of Locomotive Activity (DAM)

Female flies were sorted into vials of 20 and aged at 25°C for 2 or 5 weeks. Single flies were sorted into tubes containing standard food and loaded into a Drosophila activity monitor (DAM). Monitors were placed in an incubator with a 12-h light dark cycle and activity was recorded. The activity over 24 h was determined by the number of beam crosses made by the animal in this time period. P-values for significance were determined using Mann–Whitney rank sum test.



Analysis of Escape Response (RING Assay)

Female flies were kept in batches of 20 and aged at 25°C for 2 or 5 weeks. Flies were transferred into negative geotaxis tubes and loaded into the RING apparatus in groups of 10 (Gargano et al., 2005). Tubes were dropped from a height of 30 cm to initiate climbing response. This was repeated five times with a 30 s break between drops to allow flies to recover. The position of the flies in the tubes was captured in digital images and the mean velocity of the flies was determined. P-values for significance were determined using Mann–Whitney rank sum test.



Analysis of Circulating Glucose Levels (Glucose GO kit)

Fifteen adult female flies were collected, and a puncture was made in the thorax of each fly using forceps. Flies were then transferred to a 0.5 ml tube (containing a small hole in the base) that was placed in a 1.5 ml Eppendorf tube. Tubes were centrifuged at 13,000 RPM for 5 min at 4°C. The supernatant was collected and transferred to a new Eppendorf tube. Hemolymph was heat-inactivated at 80°C for 10 min to abolish endogenous enzymatic activity, cooled and 25 μl of buffer A (5mM Tris- HCL (pH 6.6), 137 mM NaCl, 2.7 mM KCL) was added. Glucose levels were determined using a Glucose (GO) assay kit (Sigma-Aldrich) according to the manufacturer's instructions. Difference between the control and null mutants was assessed using a one-tailed t-test.



Immunohistochemistry

Wandering third instar (L3) larval or adult brains were dissected and stained following standard protocols. Samples were imaged using a Zeiss LSM 880 (Zeiss, Oberkochen, Germany). The following antibodies were used: guinea pig anti-Tret1-1 PA (1:50, Volkenhoff et al., 2015), mouse anti-NC120 (1:2 Hybridoma), rabbit anti-laminin gamma (1:1,000 Abcam A47651), Chicken anti-GFP (1:500, Aves Labs), mouse anti-HA (1:1,000 Covance). Tret1-1 fluorescence was determined by comparing the mean gray values of Tret1-1 staining of null mutants or knockdown animals to the respective control. N is the number of independent experiments; n is the total number of animals analyzed.



Measurement of Glucose Uptake (FRET)

Null mutants or dsRNA lines were crossed with flies expressing UAS-FLII12Pglu-700μδ6 FRET glucose sensor under the control of either apt-Gal4 or moody-Gal4. Larval brains of the desired genotype were dissected in HL3 buffer (70 mM NaCl, 5 mM KCl, 20 mM MgCl2, 10 mM NaHCO3, 115 mM sucrose, 5 mM trehalose, 5 mM HEPES; pH 7.2; ca. 350 mOsm) and attached to Poly-D-Lysine-coated coverslips. Samples were then mounted in a custom-made flow through chamber and secured to a Zeiss LSM 880 (Zeiss, Oberkochen, Germany). Buffer exchange was facilitated using a mini-peristaltic pump (MPII, Harvard Apparatus). Fluorescent images were captured using a 20x/1,0 DIC M27 75mm emersion objective (Zeiss, Oberkochen, Germany) directly after dissection. An excitation of 436/25 nm, beam splitter 455 nm, emission 480/40 nm (CFP channel); excitation 436/25 nm, beam splitter 455 nm, emission 535/30 nm (YFP channel) was used. Each brain was imaged in an independent experiment (n = 8–12). After 2.5 min HL3 buffer was replaced with 10 mM glucose buffer (HL3 supplemented with glucose; pH 7.2) then exchanged back to HL3 after 9 min. Data analysis was performed by generating a ROI containing the larval brain and calculating the mean gray value, minus background. N is the number of independent experiments; n is the total number of animals analyzed. Statistical regression and analysis was carried out using SigmaPlot software (Jandel). The rate of glucose uptake was calculated by selecting 10 consecutive timepoints at the beginning of the slope. The volume of glucose entering the cell was determined by the mean difference between the baseline and the maximum plateau (10 mM glucose). Statistical differences were calculated using a Mann–Whitney Rank Sum test (pairs). P < 0.05 were considered as significant.




RESULTS


CG4797 (Pippin) and Mfs3 Encode Putative Carbohydrate Transporters of the BBB

Previously, we showed that all cell types of the Drosophila nervous system are capable of taking up glucose (Volkenhoff et al., 2018). Since carbohydrates are hydrophilic molecules, they cannot diffuse over the plasma membrane and thus need to be transported. The only two carbohydrate transporters identified in the Drosophila CNS by now, Tret1-1 and Glut1, however, are expressed in the perineurial glial cells or the neurons, respectively. Thus, we set out to identify additional carbohydrate transporters expressed in the Drosophila nervous system. To this end we performed a small, biased RNA interference-based screen, in which we knocked down putative carbohydrate transporters encoded in the Drosophila genome specifically in the glial cells [genes with a predicted sugar transport function according to protein domain annotations from InterPro (http://www.ebi.ac.uk/interpro/) and UniProt (http://www.uniprot.org/), Supplementary Table 1]. This screen identified 14 putative carbohydrate transporters required in glial cells, amongst them CG4797 (Pippin) and Major Facilitator Superfamily Transporter 3 (MFS3, CG4762) (Supplementary Table 1). We focused our efforts on these two genes. Knockdown of the two genes specifically in glial cells using RNA interference (pippindsRNA10598, MFS3 dsRNA4726R-3) leads to pupal lethality, indicating a function in glial cells (Figure 1A). Drosophila MFS3 shows 35% identity to the mouse anion/cation symporter (ACS) Sialin (NCBI protein blast), but the ACS consensus sequence is not fully conserved, indicating that MFS3 does not encode an ACS (Laridon et al., 2008). CG4797 encodes an SLC2 family glucose transporter most homologous to mouse GLUT6 and GLUT8 (NCBI protein blast). This indicates that CG4797 encodes a carbohydrate transporter; thus, we named the gene pippin, after Frodo's friend, whose biggest concern is usually where to get the next meal.


[image: Figure 1]
FIGURE 1. CG4797 (pippin) and Mfs3 encode putative BBB carbohydrate transporters. (A) RNAi interference-mediated silencing of pippin (using CG4797dsRNA10598) and Mfs3 Mfs3dsRNA4726R-3 in selected glial subtypes using glial subtype-specific Gal4 driver lines (pan glial: repo-Gal4; astrocyte-like glial cells (AG): alrm-Gal4; cortex glia (CG), ensheathing glia (EG), and wrapping glia (WG): nrv2-Gal4; subperineurial glial cells (SPG): Gli-Gal4, moody-Gal4; perineurial glial cells (PG): apt-Gal4, 46F-Gal4). Lethality was observed upon panglial and perineurial glia-specific suppression of pippin and Mfs3. In addition, lethality also occurred upon subperineurial glia-specific silencing of pippin. (B) Immunofluorescence staining of a transgenic Pippin-HA adult brain [green: Pippin-HA, magenta: NC120 (PGs and SPGs), blue: laminin (neural lamella)]. Pippin is found in subperineurial and perineurial glial cells. (C) Immunofluorescence staining of an MFS3-EYFP expressing adult brain [green: MFS3-EYFP, magenta: NC120 (PGs and SPGs), blue: laminin (neural lamella)]. MFS3-EYFP is expressed in the perineurial glial cells.


To identify the glial subtype in which the putative transporters are needed, we repeated the knockdown experiments using glial subtype drivers (nrv2-Gal4: cortex glia, ensheathing glia and wrapping glia; alrm-Gal4: astrocyte-like glia cells; Gli-Gal4 or moody-Gal4: subperineurial glial cells; apt-Gal4 or 46F-Gal4: perineurial glial cells). Knockdown of pippin in perineurial or subperineurial glial cells led to lethality, while knockdown in any other glial subtype had no phenotypic consequences (Figure 1A). In contrast, knockdown of Mfs3 only led to lethality in perineurial glial cells (Figure 1A). This indicates that Pippin is needed in both BBB-forming glial cells, while MFS3 is just essential in the perineurial glial cells. To verify the expression, we took advantage of an existing EYFP protein trap for MFS3 (MFS3CPTI002305). MFS3-EYFP localizes to the perineurial glial cells as seen when co-stained with NC120 (subperineurial glial cells) and laminin (neural lamella) (Figure 1B), as suggested from the knockdown experiments. To analyze the localization of pippin, we cloned the complete pippin locus, including upstream and downstream regions to include all regulatory elements, and fused a C-terminal 3xHA-tag to the coding sequence. Flies carrying this pippin minigene construct, show Pippin-HA expression in the perineurial and subperineurial glial cells as assumed from the RNAi-experiments (Figure 1C).



Pippin and MFS3 Facilitate Carbohydrate Transport

To analyze whether the two newly identified BBB transporters are indeed able to facilitate carbohydrate uptake into the perineurial and/or subperineurial glial cells, we expressed Drosophila Pippin and MFS3 in X. laevis oocytes. To verify expression of the transporters we tagged Pippin and MFS3 with a 3xHA-tag. Both Pippin-HA and MFS3-HA are produced in Xenopus oocytes upon mRNA injection and localize to the membrane (Figures 2A–C). To analyze whether the transporters facilitate uptake of carbohydrates found in the Drosophila hemolymph, we incubated the respective oocytes with different concentrations of 14C-labeled glucose, trehalose, or fructose (Figures 2D,E). Interestingly, both Pippin and MFS3 facilitate uptake of glucose and trehalose efficiently (Figures 2D,E). Fructose, however, is transported at a much lower rate. Since naturally occurring fructose concentrations in the larva seem to be rather low compared to glucose and trehalose concentrations, it is unlikely that this transport is of physiological relevance (Mishra et al., 2013). These experiments show that the newly identified BBB transporters are indeed carbohydrate transporters. Fitting of the data, shown in Figures 2D,E, did not result in reliable Km or Vmax values. Therefore, more experiments need be carried out to analyze the transport kinetics of Pippin and MFS3 in Xenopus oocytes.
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FIGURE 2. (A,B) Pippin and MFS3 facilitate carbohydrate transport. Heterologous expression of Pippin-HA and MFS3-HA in Xenopus oocytes (A) Pippin-HA (B) MFS3-HA are detectable on the surface of Xenopus oocytes (anti-HA immunostaining). (C) Native oocytes show no detectable HA staining. (D,E) Substrate specific uptake of 14C12-trehalose, 14C6-glucose and 14C6-fructose into Xenopus oocytes expressing (D) Pippin-HA or (E) MFS3-HA. Both Pippin and MFS3 show considerable transport capacity for trehalose and glucose, but not for fructose. Shown is the net-flux (flux observed in transporter-expressing oocytes minus flux observed in native oocytes). Values represent means ± standard error, N = 1–4.




Pippin and MFS3 Null Mutants Are Viable, but Display Shortened Lifespan and Reduced Locomotor Activity

To further analyze the consequences of loss of Pippin or MFS3, we generated null mutants for both transporters. We used CRISPR-mediated recombination to replace the entire coding sequence of pippin or Mfs3 with a mini-white, thereby creating null mutants (Supplementary Figure 1). Interestingly, both pippin−/− and Mfs3−/− null mutants are viable and fertile, which contrasts with the phenotype observed upon glia-specific knockdown using RNA interference.

To assess viability of the mutants, we performed lifespan experiments. Indeed, pippin−/− and Mfs3−/− null mutants are short-lived compared to control animals (Figure 3A). Thus, we analyzed their phenotype in more detail. We assessed the activity of the null mutants after 2 and 5 weeks of age (Figures 3B,C). Already at the age of 2 weeks, both pippin−/− and Mfs3−/− null mutants are less active than control animals. To distinguish between a reduction in activity to save energy and the incapacity to move, we in addition studied the animals' escape response at the age of 2 and 5 weeks using a rapid iterative negative geotaxis (RING) assay (Gargano et al., 2005), in which the flies are put in vials that are tapped on the table. This tapping induces an escape response, where the flies run up the walls of the vial. Depending on their locomotor capabilities the animals climb the walls faster or slower (Figures 3D,E). At the age of 2 weeks all genotypes are capable of a fast escape response (Figure 3D). Thus, at this age, the animals are able to move as well as control flies, but are nevertheless less active, most likely as a means of saving energy. However, at the age of 5 weeks the velocity of pippin−/− and Mfs3−/− null mutants is significantly reduced, indicating progressive loss of locomotor abilities (Figure 3E).


[image: Figure 3]
FIGURE 3. pippin and Mfs3 null mutants are viable, but display shortened lifespan and reduced locomotor activity. (A) Survival curves of null mutants and control animals. All mutants show a reduced lifespan compared to control animals, however double pippin−/−, Mfs3−/− mutants live significantly longer than single mutants. N = 3, n ≥ 180 (pippin−/−: p < 10−21, Mfs3−/−: p < 10−23, pippin−/−, Mfs3−/−: p < 10−4; log-rank test). (B,C) Activity monitored over 24 h of null mutants and control animals at 2 weeks old (B) and 5 weeks (C) of age. All mutants show a reduction in activity compared to control animals at 2 weeks of age, however the double mutants show a progressive reduction in activity moving significantly less than the single mutant at 5 weeks of age. N = 3; n ≥ 58; **p ≤ 0.01, ***p ≤ 0.001. (D,E) Negative geotaxis assay measuring climbing ability as an escape response of 2 (D) and 5 (E) weeks old flies. Single pippin−/− or Mfs3−/− mutants show no reduction in climbing ability at 2 weeks but show a decrease in activity at 5 weeks of age. N = 5; n ≥ 500; ****p ≤ 0.0001.


Since RNAi-mediated knockdown of pippin or Mfs3 are pupal lethal, but the null mutants are not, we checked for putative compensation of the loss of either transporter. To this end, we created double pippin−/−, Mfs3−/− mutants and analyzed their phenotype. Interestingly, pippin−/−, Mfs3−/− double mutants are also viable and fertile. Surprisingly, lifespan experiments show that the double mutants live longer than the respective single mutants, albeit not as long as control animals (Figure 3A). To establish whether the double mutants move even less than the single mutants to save energy, we analyzed their activity at 2 and 5 weeks of age (Figures 3B,C). At 2 weeks of age the double mutant is significantly less active than wildtype control animals but moves as much as either single mutant (Figure 3B). In contrast, at the age of 5 weeks, the double mutant animals are significantly less active than either single mutant (Figure 3C). To distinguish between an inability to move and an energy-saving reduction of activity, we also analyzed the escape response. Here, the double mutant animals are indistinguishable from single mutant animals at either time point (Figures 3D,E). This indicates that the double mutant animals have the ability to move as well as the single mutants. However, they seem to move progressively less over their lifespan, probably to save energy.



Compensatory Increase in Circulating Carbohydrate Levels and Upregulation of Tret1-1 Upon Loss of Pippin or MFS3

To understand why pippin−/− and Mfs3−/− null mutants are viable, while glia-specific acute knockdown is lethal, we investigated other possible compensatory mechanisms. Classic carbohydrate transporters, like SLC2 family carbohydrate transporters, are facilitative transporters, which means that they allow uptake of the respective carbohydrate into a cell driven by a concentration gradient. Thus, an increase in the concentration gradient between the extracellular milieu and the cytosol of the respective cell, accelerates carbohydrate uptake into the cell. Therefore, we analyzed circulating glucose levels in pippin−/− and Mfs3−/− null mutants to see if deficits in transporter expression might be compensated by elevated circulating sugar levels (Figure 4A). Indeed, pippin−/− and Mfs3−/− null mutants, as well as the double mutants display elevated hemolymph glucose levels that might facilitate glucose uptake into the brain.
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FIGURE 4. Compensatory increase in circulating carbohydrate levels and upregulation of Tret1-1 upon loss of Pippin or MFS3. (A) Glucose levels in the hemolymph of adult flies were analyzed. Both single and double pippin−/− and Mfs3−/− mutants show an increase in circulating glucose levels. N = 3; ***p ≤ 0.001. (B–J) L3 larval brains of null mutants or panglial knockdown of pippin and Mfs3 (repo-Gal4> CG4797dsRNA10598; repo-Gal4>MFS3dsRNA4726R-3) were dissected and stained for Tret1-1 expression. (B) Quantification shows the difference in Tret1-1 fluorescence between controls and null mutants. N ≥ 4; n = 10–12; ****p ≤ 0.0001. (C) Control animals show wildtype levels of Tret1-1 in the brain. (D) pippin−/− mutants (E), Mfs3−/− mutants (F), and pippin−/−, Mfs3−/− double mutants show a strong upregulation in Tret1-1 expression in perineurial glial cells. (G) repo>>mCherrydsRNA serves as a control for panglial knockdown of pippin and Mfs3 by RNA interference. repo>>mCherrydsRNA animals show wildtypic levels of Tret1-1. (H) Glia-specific knockdown of pippin (repo>>CG4797dsRNA10598). No increase in Tret1-1 levels can be found. (I) Glia-specific knockdown of Mfs3 (repo>>MFS3dsRNA4726R-3). No increase in Tret1-1 levels can be seen. (J) Quantification of Tret1-1 fluorescence of pan glial knockdown of mCherry, pippin or Mfs3. N ≥ 4; n = 14–15.


An alternative mode of compensation for the loss of a carbohydrate transporter would be to upregulate an alternative transporter. The only other carbohydrate transporter known to be expressed in the Drosophila BBB, besides Pippin and MFS3, is Tret1-1 (Volkenhoff et al., 2015). As Pippin and MFS3, Tret1-1 facilitates uptake of glucose and trehalose when heterologously expressed in Xenopus oocytes (Kanamori et al., 2010; Hertenstein et al., 2020). To assess if Tret1-1 could compensate for the loss of either Pippin or MFS3 in the null mutants, we stained null mutant L3 brains for Tret1-1 expression in the perineurial glial cells. Interestingly, Tret1-1 expression is strongly increased in the perineurial glial cells of pippin−/− and Mfs3−/− null mutants as well as pippin−/−, Mfs3−/− double mutants (Figures 4B–F). The increase in Tret1-1 expression is not significantly higher in the double mutants than in the single mutants. Loss of Pippin, however, does not induce compensatory misexpression of Tret1-1 in the subperineurial glial cells (Supplementary Figure 2). This increase in Tret1-1 expression in the perineurial glial cells could compensate for a reduction of carbohydrate uptake caused by loss of Pippin and/or MFS3. To understand the difference between RNAi-mediated knockdown of pippin and Mfs3 and the null mutants, we also analyzed Tret1-1 expression in animals with a glia-specific knockdown of either pippin or Mfs3 (Figures 4G–J). Indeed, glia-specific knockdown of pippin or Mfs3 does not induce a compensatory upregulation of Tret1-1, potentially explaining the phenotypic differences (Figures 4G–J). These findings suggest that null mutations, like a complete loss of the coding region as in the case of our pippin−/− and Mfs3−/− mutants, induce different compensatory mechanisms than constant degradation of the respective mRNAs, as induced by RNA interference. If such differences in compensation are common, this could explain the discrepancies often found between RNAi-mediated knockdown phenotypes and null mutant phenotypes.



Pippin and MFS3 Facilitate Glucose Uptake in the Drosophila BBB

To study if loss of any of the described carbohydrate transporters has an effect on carbohydrate uptake into the BBB-forming glial cells, we analyzed glucose uptake into the respective cells using a genetically-encoded Förster resonance energy transfer (FRET)-based glucose sensor, FLII12Pglu-700μδ6 (Fehr et al., 2003; Takanaga et al., 2008; Volkenhoff et al., 2018). This sensor allows visualizing carbohydrate uptake in living ex vivo L3 larval brains (Volkenhoff et al., 2018). To understand the changes in carbohydrate uptake in the different mutants and knockdown animals, we expressed the glucose sensor either in the perineurial or subperineurial glial cells of the animals and analyzed glucose uptake capacity (Figures 5, 6). When we analyzed glucose uptake into the perineurial glial cells of animals with a perineurial glia-specific knockdown of pippin (using apt-Gal4), we found that the maximum concentration of glucose found in the cells is significantly reduced compared to that found in control animals (expressing mCherry-dsRNA) (Figures 5A,D). This indicates that Pippin indeed acts as a carbohydrate transporter in the perineurial glial cells and that loss of Pippin reduces glucose uptake efficiency significantly. Interestingly, the initial glucose uptake rate does not change (Figure 5C). Since Pippin is also expressed in the subperineurial glial cells, we also analyzed glucose uptake into those cells. In this case, we expressed the dsRNA-construct as well as the glucose sensor using moody-Gal4. As expected upon loss of a carbohydrate transporter, both the glucose uptake rate as well as the maximal glucose concentration reached in the cells are significantly decreased upon loss of Pippin in the subperineurial glial cells (Figures 5E–H). Upon RNAi-mediated loss of MFS3, glucose transport is impaired in the perineurial glial cells, but not in the subperineurial glial cells (Figures 5B–D,F–H). This fits the expression of MFS3 in the perineurial but not in the subperineurial glial cells and suggests that, indeed, also MFS3 is essential for glucose transport into the perineurial glial cells.
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FIGURE 5. Pippin and MFS3 facilitate glucose uptake into the Drosophila BBB-forming cells. Glucose uptake was measure in ex vivo L3 larval brains expressing a genetically encoded glucose sensor (FLII12Pglu-700μδ6). (A,B) Example traces of brains with a perineurial knockdown of pippin (apt-Gal4>pippindsRNA10598) (A) or Mfs3 (apt-Gal4>MFS3dsRNA4726R-3) (B), where the glucose sensor is expressed in the perineural glial cells. (C) Quantification of the rate of glucose uptake. The glucose uptake rate as calculated by the steepness of the slope shows no difference between transporter knockdown and control brains. (D) Quantification of the maximum glucose concentration in the cells. Shown is the difference between the maximum glucose concentration and the baseline glucose concentration. N = 8–12; ****p ≤ 0.0001. (E–H) Glucose uptake into the subperineurial glial cells. (E) moody-gal4>pippindsRNA10598 brains show a reduction in the uptake rate and overall levels of glucose entering the subperineurial glia. (F) moody-Gal4>Mfs3dsRNA4726R-3 brains show no difference in glucose uptake rate or maximum glucose levels. (G,H) Quantification of the glucose uptake rate and the maximum glucose concentrations reached in the subperineurial glial cells. (G) Rate of glucose uptake into the subperineurial glial cells in brains of the different genotypes (subperineurial glial knockdown). Knockdown of pippin in the subperineurial glial cells severely reduces glucose uptake rates. (H) Maximum glucose levels in subperineurial glial cells expressing FLII12Pglu-700μδ6. Brains in which pippin is knocked down in the subperineurial glial cells show a lower maximum glucose level than control brains or Mfs3 knockdown brains..n = 8–12; ***p ≤ 0.001, ****p ≤ 0.0001. Error bars show standard deviation.
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FIGURE 6. Compensatory upregulation rescues deficits in carbohydrate uptake caused by loss of Pippin and MFS3. (A–E) Capacity of glucose uptake in ex vivo larval brains of pippin−/− or Mfs3−/− null single or double mutants expressing FLII12Pglu-700μδ6 in the perineurial glial cells. There is no difference observed in glucose uptake rate or maximum glucose concentration compared to control brains for pippin−/− (A) or Mfs3−/− (B) single mutants. However, the double mutant (C) perineurial glial cells take up glucose significantly slower than single mutants or wildtype controls. (D) Quantification of the glucose uptake rate into perineurial glial cells in the indicated genotypes. The double mutant perineurial glial cells take up glucose significantly slower than single mutants or wildtype controls. n = 8–12; *p ≤ 0.05. (E) Quantification of the difference between maximum glucose concentration and baseline glucose concentration. There is no observable difference between the genotypes. n = 8–12. (F–J) Glucose uptake and maximum glucose level in the subperineurial glial cells. (F) pippin−/− mutant brains, but not Mfs3−/− mutant brains (G) show reduced glucose uptake into the subperineurial glial cells. (H) pippin−/−, MFS3−/− double mutant brains show the same phenotype as pippin−/− single mutant brains. Both the rate of glucose uptake (I) and the maximum glucose concentration (J) are reduced in both pippin−/− single and pippin−/−, MFS3−/− double mutant brains. n = 8–12; *p ≤ 0.05, ****p ≤ 0.0001. Error bars show standard deviation.




Compensatory Upregulation Rescues Deficits in Carbohydrate Uptake Caused by Loss of Pippin and MFS3

To analyze if compensatory upregulation of Tret1-1 can rescue glucose uptake efficiency in the Drosophila BBB, we analyze glucose uptake into the perineurial and subperineurial glial cells in pippin−/− and Mfs3−/− null mutant animals. pippin−/− and Mfs3−/− null mutant animals display wild typic glucose uptake into the perineurial glial cells (Figures 6A–D). Thus, compensatory upregulation of Tret1-1 indeed rescues deficits in carbohydrate transport. As expected, glucose uptake into the subperineurial glial cells is indistinguishable from controls in Mfs3−/− null mutant animals (Figure 6G). In contrast, pippin−/− mutant animals show reduced glucose uptake efficiency into the subperineurial glial cells, indicating a lack of compensation in this cell type (Figures 6F–J). These results match the expectations, since MFS3 is not expressed in the subperineurial glial cells and subperineurial loss of Pippin is not compensated for by Tret1-1 upregulation.

We also analyzed carbohydrate uptake into the perineurial and subperineurial glial cells of pippin−/−, Mfs3−/− double mutants. Here, we find reduced uptake efficiency in both the perineurial and subperineurial glial cells (Figures 6C,D,H–J). The reduction of glucose uptake into the subperineurial glial cells most likely phenocopies the reduction found in pippin−/− null mutants, since Pippin is the only transporter expressed in those cells. Interestingly, Tret1-1 upregulation does not seem to be sufficient to rescue glucose transport deficits caused by loss of both Pippin and MFS3 in the perineurial glial cells (Figures 6C,D). This finding might explain the differences in lifespan and activity between the single and the double mutant animals.




DISCUSSION

Sufficient nutrient supply to the nervous system is essential for its proper function. Since the main energy source of the brain is sugar, adequate carbohydrate transport over the BBB needs to be ensured. Thus, the vertebrate as well as the insect BBB-forming cells express carbohydrate transporters to facilitate uptake of sugars (Weiler et al., 2017). We report the identification of two additional carbohydrate transporters expressed by the BBB-forming glial cells of Drosophila, Pippin, and MFS3. Both transporters can facilitate uptake of glucose and trehalose (Figure 2). RNAi-mediated knockdown of either gene induces pupal lethality, while null mutants are viable and fertile. This discrepancy is found since null mutants show a compensatory upregulation of the carbohydrate transporter Tret1-1. Interestingly, such upregulation cannot be seen in knockdown animals, suggesting that there is a major difference in compensation if the mRNA of a certain gene is produced and then degraded or if there is no mRNA production since the coding sequence has been deleted. Similar discrepancies have been found comparing morpholino-induced knockdown phenotypes vs. mutant phenotypes in zebrafish or siRNA-mediated knockdown phenotypes vs. mutant phenotypes in mice (De Souza et al., 2006; Daude and Westaway, 2012; Kok et al., 2015; Rossi et al., 2015). In zebrafish, for example, Egfl7 null mutants show compensatory upregulation of Emilin genes that rescue Egfl7 loss. Such upregulation is not found in morpholino-knockdowns that thus show a severe vascular defects (Rossi et al., 2015). Interestingly, such compensation might even be conserved in humans. On Iceland individuals with a homozygous loss of Egfl7 were identified, who do not suffer from any symptoms (Sulem et al., 2015). However, the underlying regulatory mechanisms are currently unknown. They are likely to be complex and will probably require much effort to unravel. In any case, such conserved differential compensation should be considered when studying the effects of gene knockdown and null mutations.

The data reported here shows that transporter expression at the BBB can be adapted to suboptimal circumstances, like in this case loss of one transporter. There are two potential mechanisms that could compensate for transporter loss: increase of the concentration gradient at the plasma membrane (circulation vs. cytosol), and compensatory upregulation of another transporter. In case of our null mutant flies we see compensation via both possibilities (Figure 4). The animals display higher circulating sugar concentrations that most likely increase the concentration gradient over the plasma membrane and thus make carbohydrate transport via facilitative transporters more efficient, as well as an upregulation of another transporter, Tret1-1. These compensatory mechanisms rescue transport efficiency as seen using a genetically encoded glucose sensor to assess glucose uptake properties (Figure 6). The increase in circulating carbohydrates suggests a crosstalk between the nervous system, probably the BBB-forming glial cells, and the periphery to regulate nutrient mobilization most likely form the fat body. That BBB transport defects can regulate systemic metabolism is a very interesting finding that will foster exciting follow up studies to unravel the regulatory mechanisms.

It has been shown previously that Tret1-1 is upregulated upon starvation-induced hypoglycemia (Hertenstein et al., 2020). Together with the data reported here, this suggests that any alteration that leads to insufficient carbohydrate uptake results in compensatory upregulation of transport proteins, most likely to ensure sufficient energy provision to the nervous system. In the case of starvation, Tret1-1 is upregulated via TGF-β signaling (Hertenstein et al., 2020). Since this signaling seems to be induced by hypoglycemia, it is very unlikely that TGF-β signaling is also regulating compensatory upregulation in the case of transporter loss (Hertenstein et al., 2020). Mammalian GLUT1 and SGLT1 and 2 have also been shown to be dynamically upregulated upon hypoglycemia or other insults like oxygen and glucose deprivation as a result of ischemia (Boado and Pardridge, 1993; Kumagai et al., 1995; Nishizaki et al., 1995; Nishizaki and Matsuoka, 1998; Simpson et al., 1999, reviewed in Elfeber et al., 2004; Enerson and Drewes, 2006; Vemula et al., 2009; Yu et al., 2013; Patching, 2016; Rehni and Dave, 2018). Thus, it is very likely that a flexible and dynamic regulation of carbohydrate transporters is an evolutionary conserved mechanism that ensures proper nervous system function even under suboptimal conditions. Since aberrations in carbohydrate availability and transport are thought to be a major cause of severe illnesses, like GLUT1 deficiency syndrome, Alzheimer's disease or epilepsy (Kapogiannis and Mattson, 2011; Arsov et al., 2012; Hoffmann et al., 2013; Koepsell, 2020), it will be very interesting to unravel the regulatory mechanisms that can lead to a compensation of insufficient carbohydrate uptake. Studying these mechanisms might enable us in the future to treat the effects of insufficient carbohydrate uptake at the BBB.
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Social behaviors are mediated by the activity of highly complex neuronal networks, the function of which is shaped by their transcriptomic and proteomic content. Contemporary advances in neurogenetics, genomics, and tools for automated behavior analysis make it possible to functionally connect the transcriptome profile of candidate neurons to their role in regulating behavior. In this study we used Drosophila melanogaster to explore the molecular signature of neurons expressing receptor for neuropeptide F (NPF), the fly homolog of neuropeptide Y (NPY). By comparing the transcription profile of NPFR neurons to those of nine other populations of neurons, we discovered that NPFR neurons exhibit a unique transcriptome, enriched with receptors for various neuropeptides and neuromodulators, as well as with genes known to regulate behavioral processes, such as learning and memory. By manipulating RNA editing and protein ubiquitination programs specifically in NPFR neurons, we demonstrate that the proper expression of their unique transcriptome and proteome is required to suppress male courtship and certain features of social group interaction. Our results highlight the importance of transcriptome and proteome diversity in the regulation of complex behaviors and pave the path for future dissection of the spatiotemporal regulation of genes within highly complex tissues, such as the brain.
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INTRODUCTION

Behavior is the result of an orchestrated neuronal activity, where a complex collection of cell types assembled into circuits process external and internal information into a consistent motor output that ultimately promotes survival and reproduction (Bargmann and Marder, 2013; Anderson, 2016; Chen and Hong, 2018; Datta et al., 2019). The immense complexity and heterogeneity of the nervous system results from molecular programs that dictate the range of expressed proteins, including their localization and function, giving rise to cell populations with diverse anatomy, physiology, connectivity, and functional roles (Cabrera, 1992; Franco and Müller, 2013; Mo et al., 2015; Chen et al., 2017; Gray and Spiegel, 2019; Mickelsen et al., 2019; Sapiro et al., 2019; Winnubst et al., 2019; Xu et al., 2020). This diversity poses a challenge when trying to functionally associate neurons to particular behaviors but can be resolved by genetically dividing the brain into discrete cell types and subsequently study their anatomy, connectivity, molecular architecture and physiology (Henry et al., 2012; Croset et al., 2018; Agrawal et al., 2019; Shih et al., 2019; Davis et al., 2020). Recent advances in targeting increasingly smaller sub populations of neurons, together with tools to manipulate their activity, make it possible to connect the function of neurons to their identity, thus facilitating greater understanding of the molecular underpinning of brain development and mechanisms that regulate complex behaviors (Venken et al., 2011; Yizhar, 2012; Waddell et al., 2015; Abruzzi et al., 2017; Anpilov et al., 2020). This can be useful when studying the function of neurons that control complex behaviors, particularly those that are regulated by motivation such as foraging, food and water consumption, mating and various forms of social interactions (Goodson and Bass, 2001; Desai et al., 2013; Arias-Carrión et al., 2014; Anderson, 2016; LeGates et al., 2018; Parker et al., 2019; Senapati et al., 2019; Sternson, 2020).

The fruit fly Drosophila melanogaster is a useful model organism for investigating the genetic underpinnings of motivational behaviors, owing to variety of tools for neuro-genetic manipulations, together with the fact that flies exhibit several forms of behaviors that are shaped by motivation (Wu et al., 2003; Certel et al., 2007; Krashes et al., 2009; Aso et al., 2014; Perisse et al., 2016; Bentzur et al., 2018; Pu et al., 2018; Zer-Krispil et al., 2018; Zhang et al., 2018; Senapati et al., 2019; Wilinski et al., 2019; Thornquist et al., 2020). One of the systems that encodes internal states and dictates motivational drives, and consequently, behavioral choices in Drosophila is the Neuropeptide F/Neuropeptide F receptor (NPF/R) (Wen et al., 2005; Wu et al., 2005; Lingo et al., 2007; Xu et al., 2010; Ida et al., 2011; Beshel and Zhong, 2013; He et al., 2013a; Kacsoh et al., 2013; Erion et al., 2016; Kim et al., 2017; Liu et al., 2019; Tsao et al., 2018; Zhang et al., 2019). Similar to its mammalian homolog NPY, Drosophila NPF system regulates male sexual behavior (Liu et al., 2019; Zhang et al., 2019), ethanol consumption and sensitivity (Wen et al., 2005; Shohat-Ophir et al., 2012; Kacsoh et al., 2013), feeding behavior (Kim et al., 2017; Tsao et al., 2018), appetitive memory (Krashes et al., 2009), arousal and sleep (He et al., 2013b; Chung et al., 2017). While most studies in the field focused on NPF-producing neurons, less is known about NPF-receptor neurons and the molecular basis for their diverse functions.

In this work, we investigated the transcriptome of NPFR neurons, comparing it to those of nine other neuronal populations, and discovered that NPFR neurons have a unique signature that is enriched in neuropeptide and neuromodulator receptors. We tested the functional relevance of their transcriptome and proteome by disturbing two molecular systems that regulate large number of cellular targets: RNA editing and protein ubiquitination. Adenosine-to-inosine (A-to-I) RNA editing, is a cellular mechanism that generates transcriptomic and proteomic diversity by recoding certain adenosines within pre-mRNA sequences into inosines, leading to a variety of consequences that include amino acid sequence changes in proteins (Keegan et al., 2005; Stapleton et al., 2006; Jepson and Reenan, 2009; Rosenthal and Seeburg, 2012; Maldonado et al., 2013; Li et al., 2014). Protein ubiquitination is a highly regulated post-translational cellular mechanism that shapes protein abundance and function (Schnell and Hicke, 2003; Callis, 2014). Our results show that manipulating the transcriptome and proteome of NPFR neurons enhance certain aspects of male-female and male-male interactions, suggesting a role for NPFR neurons in restraining social and sexual behaviors.



RESULTS

To explore the connection between transcriptional programs in NPFR neurons and behavior, we used a recently generated dataset from our lab, that was used to profile spatial RNA editing across the fly brain (Sapiro et al., 2019). The dataset consists of RNA sequences from several neuronal populations in the brain that were obtained by immunoprecipitation of genetically tagged nuclei (INTACT method) (Sapiro et al., 2019). The dataset comprises of nine neuronal populations that are known to regulate various motivational behaviors: neuromodulatory neurons, including dopaminergic neurons (TH-Gal4 marking 515 cells), octopaminergic neurons (the fly homolog of mammalian norepinephrine, Tdc2-Gal4 marking 265 cells), serotonergic neurons (TRH-Gal4 marking 989 cells), Corazonin neurons (structurally related to mammalian GnRHs, CRZ-Gal4 marking 300 cells), NPF neurons (NPF-Gal4 marking 41 cells), Dh44 neurons (CRF ortholog, DH44-Gal4 marking 6 cells) and neurons, which express receptors for NPF (NPFR-Gal4 marking 100 cells). Two additional population of neurons, that harbor larger number of cells were analyzed; mushroom body neurons involved in learning and memory (OK107-Gal4 marking 2,000 cells), and fruitless-expressing neurons, that are known to regulate sex specific behavior (Fru-Gal4 marking 1,454 cells).

Analysis of transcriptomic datasets offers a way to compare the levels of transcription per gene across different cell populations, or within the same cells under different conditions. To explore the transcriptomic landscape of NPFR cells, we took two complementary approaches: pairwise comparison of gene expression profiles between each neuronal population and all neurons (pan-neuronal driver, Elav-Gal4); and pairwise comparison of gene expression profiles between each neuronal population and NPFR neurons.


The Transcriptomes of NPFR, Fru, and OK107 Neurons Are Most Similar to Those of the General Neuronal Population

Starting with the first approach, we generated a list of differentially expressed genes (DEGs) for each neuronal population with significantly different expressions than those in all neurons (greater than twofold change compared to the expression in ElaV and have an adjusted p-value smaller than 0.05) (Figures 1A,B and Supplementary Table 1). Since the number of DEGs in each neuronal population represents the difference in transcriptome between this population and all neurons, we expected that the more specific the transcriptome in a population is, the more unique it will be compared to ElaV. Interestingly, DH44- and NPF-expressing neurons displayed the largest number of DEGs (2,758 and 1,990, respectively), while OK107- and NPFR-expressing neurons presented the smallest number of DEGs (40 and 42, respectively) (Figure 1A). Most DEGs in OK107, NPFR, TRH, Tdc2, and TH were found to be over-expressed compared to those in ElaV, while most DEGs in Fru neurons were under-expressed compared to those in ElaV (Figure 1A). Hierarchical clustering analysis of average normalized reads for all the DEGs between the different neuronal populations (union of all cell type specific DEGs) confirmed this finding: DH44 cells were clustered apart from all other populations, followed by NPF cells (Figure 1B); in addition, OK107 cells clustered closest to ElaV, and NPFR neurons are located next to the OK107-ElaV cluster (Figure 1B). Altogether, this suggests that the transcriptomes of DH44- and NPF-expressing cells are the most unique, whereas those of OK107-, and NPFR-expressing neurons resemble the general neuronal population.
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FIGURE 1. Different neuronal populations exhibit varying number of differentially expressed genes when compared to the general population of neurons. (A) Volcano plots of log2 average fold change per population of all genes (black) and significantly expressed genes (red) compared to ElaV. Dashed lines indicate thresholds for fold change and adjusted p-values. (B) Hierarchical clustering of average normalized reads for all significantly expressed genes in 9 neuronal populations compared to a pan neuronal driver (ElaV). Clustering analysis was performed using Partek. Hierarchical clustering dendrogram with p-values. Values on the edges of the clustering are AU (Approximately Unbiased) p-values. Clusters with AU ≥ 95% are considered to be strongly supported by data.




Shared DEGs Between Neuronal Populations Reveal a Complex Pattern

Given the partial anatomical overlap between several neuronal populations in our dataset (Certel et al., 2010; Andrews et al., 2014; Shao et al., 2017; Croset et al., 2018; Davie et al., 2018; Liu et al., 2019), we next asked whether some DEGs are shared across different neuronal populations. Enrichment or depletion of the same genes in more than one population suggests that these neuronal populations share differences from the general population, and/or that some of their neurons overlap. Searching for DEGs that are shared by different neuronal populations, we did not document any genes that are shared by all nine populations (Figure 2A, Table 1 and Supplementary Table 2). When comparing shared DEGs across 8-3 neuronal populations, only a single gene (CG9466) was found to be shared by eight populations, exhibiting similar pattern of enrichment in all eight populations (Figure 2A and Supplementary Table 2). The long non-coding RNA CR45456 is another example for a transcript that is enriched in six neuronal populations when compared to its expression in ElaV (Figure 2A and Supplementary Table 2).
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FIGURE 2. Certain DEGs are shared across many populations. (A) Scatter plot representing log2-fold change of all genes that are differentially expressed compared to ElaV and are shared across 8–4 different cell populations (upper part) and across 3 populations containing NPFR (bottom part). (B) Percent of shared DEGs normalized by total number of DEGs in each neuronal population. (C,D) Radar plots of two DEGs: ham (C) and ss (D) both of which were enriched in NPFR cells compared to 4 other cell types.



TABLE 1. The number of shared DEGs varies across populations.
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Two neuronal populations shared the largest number of DEGs with all other populations: NPF and DH44 (1,253 genes in 67 comparisons and 1,309 genes in 56 comparisons, respectively, Figure 2A, Table 1, and Supplementary Table 2). The number of DEGs varied across all populations by two orders of magnitude (Figure 1A), increasing the odds for shared DEGs in certain populations due to the overall number of DEGs and not because they were expressed within overlapping neurons. To control for this, we normalized the number of shared DEGs by the total number of DEGs in each population and found a reduction in the variation of the numbers of shared DEGs between populations (Figure 2B). This finding implies that the probability of sharing a DEGs is similar across different populations, and that the more DEGs a population has, the higher the probability that some will be shared, emphasizing the need to use other criteria to determine whether two populations share similar transcriptional patterns or just mutual neurons.

Interestingly, and although Fru shares neurons with several other populations, such as NPF and Tdc2 (Certel et al., 2010; Andrews et al., 2014; Liu et al., 2019), as evidenced by the enrichment of Tbh (Tyramine β hydroxylase) in Fru and Tdc2 neurons, most DEGs in Fru neurons were depleted compared to their expressions in other populations (Figure 2A). Striking examples are Cyp6a20, Glutactin, Tequila, and quasimodo, which support the notion that most Fru neurons are distinct from the rest of the analyzed neuronal populations. In addition, CRZ-, DH44- and NPF-expressing neurons shared similar expression patterns of groups of genes that shape neurophysiology, possibly due to all of them being peptidergic neurons. Examples of these neurophysiology-associated genes include: the shared patterns of ion channels, such as NaCP6OE (Voltage gated Na channel), Teh1 (TipE homolog 1 sodium transport regulation), genes involved in neuronal signaling, such as Neuroligin 3 (synaptic adhesion molecule), beat-1C (beaten path 1C axon guidance), Tehao (Toll signaling); and the shared patterns of receptors, such as nicotinic acetylcholine receptor alpha3 and 6, Toll6 (Toll-like receptor family), IR47a + b (ionotropic receptor a + b), GluR1A (Glutamate receptor 1A), and Oct-beta-3R (Octopamine receptor beta 3).

The shared DEGs between NPFR neurons and other neuronal populations illuminated a complex pattern of 21 genes that are similarly and oppositely expressed (Figure 2A). The two most differentially regulated genes were hamlet (ham) and spineless (ss), both highly enriched in NPFR neurons and depleted in all other neuronal populations (Figures 2C,D). Examining shared DEGs in comparison to NPF neurons revealed two more genes with opposite expression that are enriched in NPFR (Octopamine-Tyramine Receptor and CG34353) and 11 DEGs with similar expression. NPFR neurons also displayed expression patterns of DEGs different from those in DH44 neurons, with four oppositely expressed DEGs, including ham, ss, CG34353 and CG12344, and similarly expressed genes, like CG9466, CR45456, mt:srRNA, CG10175, CG34189, Listericin, CHKOV1, CG12239, CG8713, CG31705, CG3921, CR43717, and CG33093 (Figure 2A). Interestingly, Octopamine-Tyramine Receptor (Oct-TyrR), which is regulated by feeding and mediates appetitive changes in locomotion (Schützler et al., 2019), was enriched in NPFR-expressing neurons and depleted in NPF- and CRZ-expressing neurons (Figure 2A). Furthermore, ss, which encodes a transcription factor regulating female receptivity to male courtship (Mcrobert, 1991), was enriched in NPFR neurons. This data suggests that while it is possible that some of the NPF and DH44 neurons share neuronal subpopulations with NPFR, many of the neurons in these populations do not overlap.

Next, we analyzed the relative expression patterns of NPFR neurons using the second pairwise approach, comparing NPFR neurons to each of the neuronal populations (Figure 3 and Supplementary Table 3). The pairwise comparison of NPFR to ElaV expression profiles resulted in the identification of 42 DEGs, but comparing the expression pattern of NPFR neurons to those of all other populations revealed a larger number of differentially expressed genes than when compared to ElaV neurons, with the exception of DH44 neurons. Hierarchical clustering of the identified DEGs in each of the comparisons, followed by boot strapping analysis revealed that DH44- and NPF-expressing neurons clustered away from the rest of the populations, while Fru and OK107 neurons were most similar to NPFR neurons (Figure 3). In addition, Crz, NPF, and DH44 neurons clustered further from NPFR, while TH, TRH, Tdc2 clustered apart from Ok107, Fru, Elav, NPFR.
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FIGURE 3. Hierarchical clustering of average reads for all differentially expressed genes compared to the NPFR neurons. Clustering analysis was performed using Partek. Hierarchical clustering dendrogram with p-values. Values on the edges of the clustering are AU (Approximately Unbiased) p-values. Clusters with AU ≥ 95% are considered to be strongly supported by data.


To further explore the biological relevance of the identified DEGs, we used a statistical overrepresentation analysis (PANTHER), which highlighted several biological processes, including enrichment of genes associated with regulation of behavior (Figure 4 and Supplementary Table 4). We focused on behavior-associated genes that were enriched or depleted in NPFR vs. CRZ, TH, Fru, and OK107 neurons and found some interesting patterns (Figure 4). NPFR neurons displayed enrichment of genes that mediate different forms of learning and memory, such as derailed, 2mit, klingon, CG18769, Oamb, mGluR (metabotropic Glutamate Receptor), eag, Ank2, ss, and Tequila (Figure 4). In addition, we identified enrichment of genes involved in sensory perception of sound and touch, such as Ank2, btv, nompC, CG14509, DCX-EMAP, dila, and Rootletin. Interestingly, we documented enrichment of a few genes that participate in insulin signaling, such as dilps 2, 3, and 5 in Dh44 neurons, suggesting an anatomical overlap between some NPFR neurons and insulin-producing cells (IPCs).
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FIGURE 4. NPFR expressing neurons exhibit enrichment of behavior related genes. (A–D) Hierarchical clustering of statistically overrepresented biological processes that are related to behavior in differentially expressed genes of NPFR expressing neurons compared to Corazonin (CRZ, A), Fruitless (FRU, B), Dopamine producing (TH, C) neurons and Mushroom bodies neurons (OK107, D). Biological overrepresentation was performed using PANTHER. Clustering analysis was performed using Partek.


Intriguingly, NPFR neurons exhibited enriched levels of various receptors for neuropeptides and neuromodulators like Oamb, mGluR, Dop1R1, Dop2R, CCKLR-17D1, Lestin-46Ca, Ms, TrissinR, CCHa1-R (CCHamide-1 receptor), AstA-R1(Allatostatin A receptor1), rk (rickets), Proc-R (Proctolin receptor), SPR (sex peptide receptor), sNPF-R, and (of course) the receptor for NPF (Figure 4 and Supplementary Figure 2). The enrichment of such diverse types of receptors indicates that NPFR neurons receive multiple inputs from many neuromodulator systems, and/or that they are composed of diverse groups of neurons, with distinct combinations of receptors. In any event, these findings support the hypothesis that NPFR neurons are located at a convergence point of information that is relevant for the integration of internal state and action selection.

Lastly, we found that NPFR neurons possessed a unique mixture of ion channels compared to both Crz and Fru neurons (Supplementary Figure 3), with an overrepresentation of seven potassium and sodium ion transmembrane transport subgroups in NPFR neurons (Supplementary Table 4). We also documented an overrepresentation of amino acid transmembrane transport proteins with 2 enriched genes in Fru cells (vGAt, CG5549) and 6 enriched in NPFR neurons (Ncc69, CG7888, Eaat1, CG43693, CG8785, CG16700). Interestingly, Orct2 (Organic cation transporter 2), which is a transcriptional target of the insulin receptor pathway (Herranz et al., 2006; Supplementary Figure 3) was enriched in NPFR compared to Crz, further supporting the involvement of NPFR neurons in insulin signaling.



Manipulation of the Proteome Profile in NPFR Neurons Affects Social and Sexual Behavior in Flies

The distinct patterns of transcription in each neuronal population gives rise to a specific proteome diversity that shapes the functional output of neurons. To investigate this assumption further, one can modify the expression levels of genes that are enriched or depleted in certain populations or use a more global approach to disturb the proteomic signature of specific neurons. We chose to perturb the transcriptomic and proteomic signature of NPFR neurons by manipulating the function of two molecular systems that regulate a large number of cellular targets (RNA editing and protein ubiquitination) and to analyze the effects on the social behavior of male flies.

Thousands of RNA editing sites have been discovered in Drosophila (Rosenthal and Seeburg, 2012), most of which lead to recoding events in genes that are expressed and function specifically in the neuron (Keegan et al., 2005; Stapleton et al., 2006; Jepson and Reenan, 2009; Rosenthal and Seeburg, 2012; Maldonado et al., 2013; Li et al., 2014). As such, null mutation of ADAR in Drosophila leads to strong locomotor phenotypes that become more severe with age, although the underlying mechanisms is still mostly unknown (Palladino et al., 2000). Therefore, we hypothesized that reducing ADAR expression in NPFR neurons would affect the proteomic profile and could result in behavioral phenotypes. To test this, we downregulated the expression of dADAR in NPFR neurons (NPFR > UAS-dicer, UAS-dADAR RNAi) and analyzed behavior in groups of 10 flies, using the “FlyBowl” system, a suite of tracking and behavior analysis software that score plethora of locomotion and social behaviors (Robie et al., 2012; Bentzur et al., 2021). We used the tracking data obtained to generate a comprehensive behavioral representation for experimental flies and genetic controls that included kinetic features and eight complex behaviors. The overall differences between the genotypes are depicted in a scatter plot of normalized differences, divided into four main categories: activity-related features, interaction-related features, coordination between individuals, and social clustering-related features (Figure 5A and Supplementary Figure 1).
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FIGURE 5. RNA editing is required in NPFR neurons for typical male social behavior. Behavioral signatures of social group interaction. Data is presented as normalized scatter plots depicting% difference from average of 31 behavioral features. (A) Behavior profile of male flies harboring NPFR-Gal4/UAS-Dicer, UAS-dADAR RNAi (Blue) compared to genetic controls (UAS-Dicer, UAS-dADAR RNAi/ +, and NPFR-Gal4/ +, gray and black, respectively). n = 17. (B) Behavior profile of male flies harboring UAS-Dicer, UAS-dADAR RNAi/ +; CRZ-Gal4/ + (red) compared to genetic controls (UAS-Dicer, UAS-dADAR RNAi/ +, CRZ-Gal4/ +, gray and black, respectively). n = 7. One-way ANOVA with Tukey’s post hoc for normally distributed parameters and Kruskal-Wallis with Dunn’s test post hoc for non-normally distributed parameters. FDR correction was performed for all features. *P < 0.05, **P < 0.01, ***P < 0.001, ****P < 0.0001, n.s.P > 0.05.


Unlike dADAR null flies and pan-neuronal knockdown (KD) of dADAR flies, which display strong motor impairments, downregulation of dADAR expression in NPFR neurons did not lead to any differences in locomotion and general activity levels. Specifically, the average velocity of experimental flies and the percentage of time they spent walking and performing body turns was similar to those of the genetic controls (NPFR-Gal4/+ and UAS-dicer, UAS-dADAR RNAi/+, Figure 5A). We further analyzed several types of social behaviors, including touch (active leg touching between two flies), approach (fly approaching another fly), song (wing extension and vibration to generate male courtship song), chase (fly chasing another fly), and chaining (one fly following a fly while being followed by another fly, in a minimum chain length of three flies). Interestingly, reducing ADAR levels in NPFR neurons resulted in strong elevation in social interaction between male flies, as manifested by increased levels of close touch behavior, increased levels of song display, increased values of active approaches and male-male chase events that resulted in multiple formations of chains (Figure 5A). In addition to these behaviors, we analyzed another feature associated with social interaction: the number of flies close-by (nflies-close), representing the number of flies within two body lengths of a focal fly as a measure of sociality (Figure 5A and Supplementary Figure 1). Flies harboring reduced levels of ADAR in NPFR neurons depict significantly higher value of nflies-close compared to the control groups, suggestive of close distance between flies (Figure 5A), altogether indicating that RNA editing in NPFR expressing cells is important for the correct expression of certain social behaviors. A previous study in our lab demonstrated that NPFR and CRZ neurons possess distinct RNA editing profiles (Sapiro et al., 2019). This prompted us to test the behavioral significance of reducing RNA editing in CRZ neurons as well. However, knocking down ADAR in CRZ neurons only led to moderate effects on the male-male social interactions. Specifically, we documented longer bouts of song, turn, and chase events than in genetic controls (Figure 5B).

Next, we perturbed the proteome diversity in NPFR cells by targeting the protein ubiquitination machinery. To manipulate this multiplayer system, we targeted the expression of one central player, ubiquitin-conjugating enzyme 7 (Ubc7), orthologous to the human ubiquitin-conjugating enzyme E2 G2. We used the CrispR-Cas9 system to generate tissue specific knockout (KO) of Ubc7 using a combination of Ubc7-specific guide RNAs and specific expression of Cas9 in NPFR neurons (NPFR > UAS Cas9) (Xue et al., 2014; Meltzer et al., 2019; Poe et al., 2019). We generated a pair of guide-RNAs (gRNA) targeting the beginning of the second exon of Ubc7. We validated their efficiency by using a germline deletion within the Ubc7 locus by driving Cas9 expression using a germline-specific driver (Vas-Cas9), which resulted in an 18- to 23-bp deletion at the beginning of the second exon of both Ubc7 isoforms (Figure 6A and Supplementary Figure 4). To affect Ubc7 in NPFR cells, we crossed NPFR-G4; UAS-Cas9.c flies with flies carrying our gRNA for Ubc7. Since Ubc7 null mutation was shown to suppress courtship toward females (Orgad et al., 2000), we first analyzed the effects of knocking out Ubc7 in NPFR neurons on male courtship behavior. For that, we introduced experimental male flies (NPFR > UAS Cas9, gRNAs) or genetic control male flies (NPFR-G4/attp1; UAS-Cas9.c) into courtship arenas with virgin females and recorded and analyzed their behavior (Figures 6C–E). Surprisingly, and in contrast with Ubc-7 null mutants, male flies lacking Ubc7 expression in NPFR cells displayed shorter latency to court, shorter latency to first copulation attempt, and shorter time to successful copulation (Figures 6C–E), all signs suggestive of higher motivation to court and mate. Next, we analyzed the behavioral responses of male flies when interacting with nine other male flies in a group (Figure 6F). Contrary to the previous results obtained after manipulating the proteome of NPFR by disturbing RNA editing programs, which did not affect any of the measured activity-related features, knocking out Ubc7 in NPFR neurons led to a pronounced increase in the number of time flies spent walking and performing turns, and to an overall increase in their average velocity compared to genetic controls (Figure 6F), suggestive of increased arousal. Moreover, Ubc7 KO male flies exhibited increased social interactions between males, as shown by the higher levels of chase and song and reduced social clustering (Figure 6F). This suggests, that protein ubiquitination in NPFR neurons is important for regulating the intensity of male-female and male-male sexual and social behaviors, and that Ubc7 is necessary to reduce male social interactions.
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FIGURE 6. Tissue specific K.O of Ubc7 elevates the motivation to court and enhances male-male social interaction. (A) Representation of pCDF4 plasmid containing two gRNAs (red). (B) Crossing scheme of flies containing gRNAs with NPFR-Gal4; Cas9.c flies to generate tissue specific Ubc7 K.O flies (upper panel). Lower panel depicts two Ubc7 isoforms (orange and gray blocks representing coding and non-coding exons, respectively, Black lines representing introns). The double strand break occurred at the beginning of the 2nd coding exon. (C–E) Male flies containing NPFR-Gal4/Ubc7-gRNA; UAS-Cas9.c/ + (blue) were introduced to naïve females in courtship arenas and were video recorded, their courtship behavior was analyzed for latency to first courtship event (C), latency to first copulation attempt (D) and latency to copulation (E) compared to genetic controls (NPFRG4/attp1;UAScas9.c, orange). n = 47 and 40 in (C), n = 46 and 39 in (D), n = 39 and 33 in (E) for experimental and control groups, respectively. Mann-Whitney test. *P < 0.05, ***P < 0.001. (F) Behavioral signatures of social group interaction in male flies harboring NPFR-Gal4/Ubc7-gRNA; UAS-Cas9.c/+ (blue) compared to NPFR-Gal4/+; UAS-Cas9.c/+ and Ubc7 gRNA/+ (gray and black, respectively). Data is presented as normalized scatter plots depicting % difference from average of 31 behavioral features. n = 8, 5, and 11, respectively. One-way ANOVA with Tukey’s post hoc for normally distributed parameters and Kruskal-Wallis with Dunn’s test post hoc for non-normally distributed parameters. FDR correction was performed for all features. *P < 0.05, **P < 0.01, ***P < 0.0001, n.s.P > 0.05.





DISCUSSION

The complex interplay between genes, neurons and behavior started to be deciphered decades ago with the Benzerian revolution in neurogenetics and is still under intense investigation these days using a plethora of tools in various model organisms. This study joins a growing body of studies that use contemporary genomic approaches to dissect the brain into units and illuminate their molecular content, as a step toward understanding the dynamic spatiotemporal environments in which genes function (Croset et al., 2018; Agrawal et al., 2019; Shih et al., 2019). While many cell types exist in the fly brain, in this study, we analyzed only a small fraction of them, focusing mostly on NPFR neurons. Nevertheless, the transcriptome profiles of other neuronal populations in this dataset can serve as a resource for labs investigating other neurons.

We took two complementary pairwise based approaches to investigate the relative signature of NPFR neurons: the first approach comparing profiles of each of the populations to those of all neurons and subsequently comparing the DEGs across populations; and the second approach performing pairwise comparisons between NPFR and each of the nine neuronal populations. Although the two approaches highlighted different number of differentially expressed genes, they resulted in similar hierarchical clustering patterns, and complemented the picture describing the distinct molecular landscape of NPFR neurons.

By comparing expression profiles of different neuronal populations to those of all neurons, we found that NPF expressing neurons represent a much more unique population than NPFR neurons. This may result from differences in cell number (40 NPF vs. ∼100 NPFR cells) or may be associated with the heterogenous expression profile of NPFR as receptor neurons. The second explanation is supported by the enriched levels of receptors for neuropeptides and neuromodulators we detected, a finding that is in agreement with those of previous studies showing anatomical overlap between NPFR cells and some NPF and TH neurons (Shao et al., 2017; Zhang et al., 2019). Still, it is not known if NPFR neurons receive multiple inputs from many neuromodulatory systems, or whether they are composed of diverse groups of neurons with distinct combinations of receptors. This question could be addressed in future studies by dissecting NPFR neuronal population into smaller subsets of cells using genetic intersection approaches or by single cell RNA-seq analysis of NPFR positive neurons.

The second part of this study investigated the functional relevance of the unique transcriptome identified with our genomic approach. We discovered that global perturbation of RNA editing and protein ubiquitination programs in NPFR neurons resulted in dramatic behavioral phenotypes. Tissue-specific knockout of Ubc7 in male flies resulted in a strong motivation to court female flies that could possibly stem from increased level of arousal as reflected by enhanced velocity. The enhanced courtship display found upon the tissue specific knockout of Ubc7 is in contrast with the complete loss of courtship behavior documented in male flies that lack Ubc7 in all cells (Orgad et al., 2000). This apparent discrepancy can be easily explained by distinct roles of Ubc7 in different tissues, the lack of which in NPFR possibly perturb the proper function of NPFR in restraining courtship as shown by Liu et al. (2019). Interestingly, a subset of NPFR-dopamine neurons has been shown to promote mating drive (Zhang et al., 2019), strengthening the notion that different sub-populations of NPFR neurons have distinct roles in regulating the motivation to court, and stressing the need for dissecting NPFR cells into smaller groups of neurons to analyze their transcriptomes and functions.

In addition to the increased motivation to court, we also documented increased frequencies of male-male social interactions, including increased levels of song and chase behaviors, which are normally absent in socially experienced male flies that are housed in groups (Bentzur et al., 2021). This manifestation, together with the increased walking velocity and lack of social clustering behavior observed in groups of Ubc7 KO flies, resemble the behavioral properties of male flies exposed to social isolation, a condition that is known to promote aggression (Wang et al., 2008; Liu et al., 2011). Given that the physical features of the FlyBowl set-up prevent the expression of aggression displays such as lunging, the increased chase behavior documented in the FlyBowl setup may be indicative of the male-male aggressive behavior that is normally suppressed by NPF action on NPFR neurons (Dierick and Greenspan, 2007) and that was promoted by perturbing the proteome balance in NPFR neurons.

We have previously shown that different neuronal populations possess unique RNA editing profiles (Sapiro et al., 2019), suggesting that RNA editing may account for some functional differences between neuronal populations in the brain. The pronounced behavioral outcome of perturbing RNA editing in NPFR neurons supports this hypothesis and shows that RNA editing is necessary for the proper function of these neurons. The phenotypic resemblance to Ubc7 K.O in NPFR neurons suggests that both manipulations perturb the function of NPFR in regulating social interaction, but closer inspection reveals the existence of interesting differences. While perturbing protein ubiquitination affects activity/arousal that may stimulate chase behavior, lack of RNA editing leads to pronounced increase in approach behavior, interaction, chase and chaining behaviors without changing activity levels. These differences suggest that perturbing RNA-editing and protein ubiquitination do not lead to global malfunction of NPFR but rather affect distinct targets that regulate different features of NPFR physiology and function.

The behavioral phenotypes of reducing ADAR levels were more pronounced in NPFR than in CRZ neurons, suggesting that RNA editing does not have a uniform role in all neurons but rather shapes the diversity of expressed proteins in different neurons to allow their distinct function. Our findings join a previous study that demonstrated the spatial requirements of ADAR expression in regulating locomotor behavior (Jepson and Reenan, 2009), emphasizing the need to extend this to other behavioral paradigms, neuronal populations and even to studying the tissue specific role of specific editing events.

To conclude, in this study we demonstrated that the function of NPFR neurons in suppressing certain aspects of social behavior depends strongly on the integrity of its transcriptome and proteome. This finding highlights the importance of cell specific posttranscriptional mechanisms in regulating the abundance and function of certain RNA molecules and proteins, the action of which determines the output function of the neuron. Based on the function of the NPF/R system in regulating other types of motivational behavior we expect the unique transcriptome of NPFR to regulate also feeding behaviors, appetitive memory, ethanol related behaviors and sleep.

Considering the technology driven revolution in deciphering the connectome of the fly brain (Zheng et al., 2018; Scheffer et al., 2020), the next challenge in understanding the neurobiology of complex behavior will be to combine these static 3D maps with the molecular programs that function within defined circuits. This will be especially important for understanding a long-standing question of how a given circuit is shaped by context and internal states to produce different outcomes from a seemingly similar input? A good starting point toward solving this question will be to focus on circuits that are regulated by neuromodulators, such as NPFR neurons, and use cell specific transcriptomics to identify dynamic changes in expression pattern under various conditions corresponding to different internal states. Newly emerging technologies that allow the profiling of smaller amounts of cells (Croset et al., 2018) and spatially resolved transcriptomics (Alon et al., 2021) can open the way for identifying key cellular pathways that encode changes in motivation. Studying the functional relevance of such regulatory events requires manipulating their expression in the most accurate spatial-temporal context as best demonstrated by the different outcomes of eliminating Ubc7 expression in the whole animal vs. specifically in NPFR neurons.

Lastly, the similar patterns of social responses observed across the animal kingdom suggest, that certain social behaviors originated early in evolution, and that similar ancient biological principles and genes are involved in these processes. An example for this is the functional conservation of the NPF/R system from worms to humans in regulating social behavior, feeding, sleep-wake, ethanol related behaviors and the response to stress (De Bono and Bargmann, 1998; Tokuno et al., 2002; Rogers et al., 2003; Sokolowski, 2003; Davies et al., 2004; Heilig, 2004; Kalra and Kalra, 2004; Karl and Herzog, 2007; Sparta et al., 2007; Briggs et al., 2010; Xu et al., 2010; Wiater et al., 2011; Shohat-Ophir et al., 2012; Chung et al., 2017; Robinson and Thiele, 2017; Li et al., 2018). While the transcriptome of NPF and NPFR neurons support this notion and illuminate some of the cellular pathways participating in these behaviors (Ubc7 for courtship and the insulin pathway for the regulation of feeding), further work is needed to comprehensively decipher their function and extend these findings beyond flies.



MATERIALS AND METHODS


Fly Lines and Culture

Drosophila melanogaster CS flies were kept in 25°C, ∼50% humidity, light/dark of 12:12 h, and maintained on cornmeal, yeast, Molasses, and agar medium. NPFR-GAL4 was a gift from the Truman lab (HHMI Janelia Campus), CRZ-GAL4 was a gift from the Heberlein lab (HHMI Janelia Campus), UAS-dicer, UAS-dADAR RNAi was a gift from the Lee lab (Stanford University), UAS-CAS9.c was a gift from the Schuldiner lab (Weizmann Institute). Vasa-CAS9 was a gift from Gershon lab (Bar-Ilan University), y1w67c23;P{CaryP}attP1 (BestGene BL#8621).



Determining Gene Expression Levels From RNA-Seq

Previously published RNA-seq data was used (Sapiro et al., 2019). Reads were trimmed using cutadapt (Martin, 2011) and mapped to Drosophila melanogaster (BDGP6) genome using STAR (Dobin et al., 2013) v2.4.2a (with EndToEnd option and out FilterMismatchNoverLmax was set to 0.04). Counting proceeded over genes annotated in Ensembl release 31, using htseq-count (Anders et al., 2015) (intersection-strict mode). DESeq2 (Love et al., 2014) was used to measure differential expression analysis with the betaPrior, cooks Cutoff and independent Filtering parameters set to False. Genes were filtered in a pairwise manner according to the following parameters: log2-fold change of at least | 1|, adjusted P-value lowers than 0.05 (Benjamini and Hochberg procedure) and a minimum of least of 30 normalized counts in one of the repeats.



Accession Numbers

Raw data is available at GEO with accession GSE113663.



FlyBowl

FlyBowl experiments were conducted as described in Bentzur et al. (2021). In brief: groups of 10 male flies, which were socially raised in groups of 10 for 3–4 days, were placed in FlyBowl arenas, and their behavior was recorded at 30 fps for 15 min and were tracked using Ctrax (Branson et al., 2009). Automatic behavior classifiers and Per-frame features were computed by JABBA (Kabra et al., 2013) tracking system. Data of all behavioral features was normalized to % difference from the average of each experiment for visualization. Details about the different features are found in Supplementary Figure 1.



Courtship Assay (ubc7)

Four to Five days old naive males were placed with 4–5 days old virgin females in round courtship arenas (0.04 cm3 in volume), one male and one female in each arena. Courtship arenas were placed in behavior chambers, under controlled temperature and humidity (25°C, 70% humidity). Behavior was recorded for 10 min from the introduction of male and female pairs using Point-Grey Flea3 cameras (1,080 × 720 pixels at 60 fps). Latency to copulation attempt and latency to copulation were quantified for each pair relative to the first wing vibration the male exhibited. Statistics: Mann-Whitney test.



Generation of gRNA, Transgenic Constructs and Transgenic Flies

gRNA sequences were selected using the Fly- CRISPR algorithm1, contain 20 nucleotides each (PAM excluded), and are predicted to have zero off-targets. Two different gRNA sequences were selected for Ubc7, both within the coding region of the gene, but not overlapping each other. Both gRNA sequences were cloned into the pCFD4 plasmid (Figure 6A). Cloning into pCFD4 was done using Q5® High-Fidelity DNA Polymerase (BioLabs). gRNA-harboring constructs were injected to Drosophila embryos and integrated into attP landing sites using the φC31 system into attP1 (BL#8621) on the second chromosome. Injections were performed as services by BestGene2.

gRNA sequences:

GTTAACACTTGACCCGCCCG

GCCCCATCAGCGAGGACAAC.



Generation of the Germline ubc7 Indel Mutant

Transgenic flies expressing gRNA pCFD4 were crossed to flies expressing Vas-Cas9. Flies containing both the gRNAs and nos-Cas9 were crossed to a Fm7a balancer line, offspring were then collected and checked for the presence of an indel using DNA seq. The resulting indel is a deletion of 18–23 bp (Figure 6B and Supplementary Figure 4).

Primers for DNA sequencing:

Forward: AGAAAGCCACTCGATTCATTCGATA

Reverse: GTCCAGAGCGTGGAGAAGAT.



Generation of Tissue Specific CRISPR

Transgenic flies expressing gRNA pCFD4 were crossed to flies expressing NPFRG4/+; UAS-Cas9.c/+.



Statistical Analysis

Data of each behavioral feature per experiment was tested for normality and consequently tested by either One-way ANOVA or Kruskal-Wallis tests followed by Turkey’s or Dunn’s post hoc tests using Prism. FDR correction for multiple comparisons was performed for all features. Statistical overrepresentation was generated using PANTHER (Thomas et al., 2006; Mi et al., 2019)3.

Hierarchical clustering dendrogram with p-values was done using the R package pvclust4, with multiscale bootstrap resampling of 10,000 iterations to assess statistical significance, represented by a 1–100 score. Hierarchical clustering was performed using average linkage method with Euclidian distance as the distance measure.



Graphics

Figures 6A,B were Created in BioRender.com.
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Early-life experiences have strong and long-lasting consequences for behavior in a surprising diversity of animals. Determining which environmental inputs cause behavioral change, how this information becomes neurobiologically encoded, and the functional consequences of these changes remain fundamental puzzles relevant to diverse fields from evolutionary biology to the health sciences. Here we explore how insects provide unique opportunities for comparative study of developmental behavioral plasticity. Insects have sophisticated behavior and cognitive abilities, and they are frequently studied in their natural environments, which provides an ecological and adaptive perspective that is often more limited in lab-based vertebrate models. A range of cues, from relatively simple cues like temperature to complex social information, influence insect behavior. This variety provides experimentally tractable opportunities to study diverse neural plasticity mechanisms. Insects also have a wide range of neurodevelopmental trajectories while sharing many developmental plasticity mechanisms with vertebrates. In addition, some insects retain only subsets of their juvenile neuronal population in adulthood, narrowing the targets for detailed study of cellular plasticity mechanisms. Insects and vertebrates share many of the same knowledge gaps pertaining to developmental behavioral plasticity. Combined with the extensive study of insect behavior under natural conditions and their experimental tractability, insect systems may be uniquely qualified to address some of the biggest unanswered questions in this field.
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INTRODUCTION

Early-life experiences can have profound consequences for adult phenotypes, particularly behaviors (Beach and Jaynes, 1954), a phenomenon called developmental behavioral plasticity (sensu West-Eberhard, 2003, 2005). Although this phenomenon is well-established, its mechanistic basis remains a persistent research puzzle that touches many behavioral neuroscience disciplines and applications (Beldade et al., 2011; Snell-Rood, 2013; Reh et al., 2020). Brain development is fundamentally complex—it is a dynamic interaction between endogenous, gene-guided programs and environmental inputs (Boyce et al., 2020; Reh et al., 2020). Thus, determining how experiences are “embedded” requires knowledge at multiple levels of organization, from molecules to neural structure (Champagne, 2012; Cardoso et al., 2015; Curley and Champagne, 2016; Sinha et al., 2020). Moreover, individual differences can extend to peripheral tissues, which are also shaped by developmental experience and interact with the brain to influence adult behavioral expression (Figure 1). Finally, in addition to triggering behavioral change, environmental conditions dictate the adaptive consequences of behavioral expression. Understanding these consequences may allow researchers to predict the types of experiences that cause lasting or transient behavioral impacts. However, adaptive consequences of behavioral expression are difficult to ascertain in traditional lab-based model systems alone (Yartsev, 2017).
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FIGURE 1. The impacts of early-life experiences extend beyond the brain to peripheral physiological systems and even body morphology in insect and vertebrate species. The brain and peripheral systems interact to shape adult behavioral expression in ways that remain poorly understood. Though these brain-peripheral connections are common across animals including vertebrates, and specifically humans, some insects show particularly conspicuous and discrete changes in morphology, presenting interesting systems to investigate behavioral regulation. Moreover, despite the more noticeable phenotypic differences in some insects, there are examples of common regulatory mechanisms (e.g., insulin signaling) that underpin behavioral dynamics across the insect and vertebrate phylogenetic space. Left: In some beetles (Onthophagus spp.), males that are provided high amounts of nutrition during development emerge as large adults with horns (Emlen, 1997). Horns give males a benefit in competition over female mates, which nest in sub-terranean tunnels under dung piles (Moczek and Emlen, 2000). These morphological changes are associated with changes in brain insulin and serotonin signaling (Snell-Rood and Moczek, 2012; Newsom et al., 2019) and result in two distinct male reproductive tactics. Large, horned males will guard female tunnels and compete with other rivals, while small, hornless males dig side tunnels and sneak around large males to reach the female (Emlen, 1997; Moczek and Emlen, 2000). Right: In vertebrates, early-life nutrition, stress, and social interactions cause coordinated changes in peripheral physiological function (Barker, 1995; Champagne and Curley, 2005; Avitsur et al., 2015) as well as brain hormone signaling, bioenergetics, and gene regulation (Hochberg et al., 2011; Korosi et al., 2012; Hoffmann and Spengler, 2018). These changes can give rise to cognitive and mental health disorders (Avishai-Eliner et al., 2002; van Os et al., 2010; Chen and Baram, 2016; Sripetchwandee et al., 2018).


Fortunately, developmental behavioral plasticity occurs in animals as complex as humans and as simple as nematodes (Jobson et al., 2015; Kundakovic and Champagne, 2015). In this mini review, we explore how the insects are surprisingly well-suited to provide unique contributions to the study of this phenomenon. First, we highlight the strong ecological basis of insect behavior research (Schowalter, 2016), reviewing the exceptionally diverse systems available to explore the neurobiological basis of developmental behavioral plasticity in natural contexts with adaptive significance. Second, we provide an overview of the extensive examples of homology of function between insect and vertebrate nervous systems, despite their phylogenetic distance. We highlight the fact that a variety of mechanisms that embed developmental experience are broadly shared across groups. We conclude that insects offer a fertile and exciting area of future comparative research that explores the complex relationships between early-life experiences and adult behavioral expression.



INSECTS AS MODELS FOR DEVELOPMENTAL BEHAVIORAL PLASTICITY IN NATURAL CONTEXTS

Extensive previous studies show that the developmental environment has diverse adaptive consequences for insect behavior. Such a perspective is valuable to behavioral neuroscience because environmental context defines the cues, sensory systems, and central processing dynamics that underpin behavioral change. Knowledge of environmental context may also be useful in establishing a general understanding of the types of conditions that give rise to transient versus lasting behavioral effects, a long-term goal in behavioral neuroscience. We highlight some of the established relationships between developmental experience and adult behavioral variation in insects, focusing on three major types of common environmental inputs: season, feeding experience, and interactions with other organisms.


Season

Many insects integrate seasonal cues during development and adaptively tune their adult behavioral expression to match environmental conditions (De Wilde, 1962; Benoit, 2010; Buckley et al., 2012). For example, in the butterfly Bicyclus anynana, males produce a costly nutritional gift they provide to females in order to improve their mating chances. The costs and benefits of this gift change from the wet to the dry season, and accordingly, males adjust their gift production and courtship efforts depending on developmental moisture conditions (Prudic et al., 2011). In ground crickets (Allonemobius fasciatus), developmental temperature constrains male singing ability (Olvido and Mousseau, 1995), and as a result, females adjust their species-specific song preferences in response to their experience of temperature and day length during development (Grace and Shaw, 2004). Subtle differences in developmental temperature (e.g., developing in shaded versus sun-exposed shallow underground nests) can have profound behavioral impacts in female Lasioglossum baleicum bees; they shift from a cooperative reproductive tactic to a solitary one when developing in shadier locations (Hirata and Higashi, 2008). This selection of examples shows that the insects provide opportunities to investigate how simple developmental cues like temperature impact sophisticated phenotypes involving high level sensory integration and complex behaviors.



Feeding Experience

Developmental feeding conditions can convey a variety of information. For example, because many insects are short-lived, developmental diet often predicts the state of nutritional resources available to the adult insect and even its offspring. Females of many insects, particularly moths, prefer to lay eggs on the same species of plant they fed on during development (Petit et al., 2015), a phenomenon often referred to as Hopkins’ Host Selection Principle (Hopkins, 1917). This pattern may minimize search time for suitable host plants for offspring. Though the mechanistic basis of this phenomenon remains controversial, experience-based developmental preferences for or against certain host plants or olfactory cues have been shown in multiple insect clades (Barron, 2001; Rietdorf and Steidle, 2002; Akhtar and Isman, 2003; Blackiston et al., 2008; Akhtar et al., 2009; Videla et al., 2010; Anderson et al., 2013; Anderson and Anton, 2014; König et al., 2015; Lhomme et al., 2017). Developmental feeding conditions can also indirectly signal the degree of intraspecific competition in the immediate environment, triggering mechanisms that alter myriad traits including adult body size, dispersal strategy, activity level, and exploratory behavior (Figure 1; Moczek and Emlen, 2000; Tripet et al., 2002; Tremmel and Müller, 2012).

Diverse neurobiological mechanisms are implicated in the response to developmental feeding experience. For example, plant volatile cues and the olfactory system play a strong role in butterfly and moth larval host plant identification (Petit et al., 2015). In other cases, including in some beetles, bees, aphids, and planthoppers, food intake itself is a cue leading to altered insulin and hormone signaling, which coordinate both peripheral and cognitive processes during development and throughout adulthood (Ament et al., 2008; Snell-Rood and Moczek, 2012; Zhang et al., 2019). More work is needed to understand how physiological processes like insulin signaling affect sensory perception and integration throughout adulthood, a topic that is currently of general interest in vertebrate cognitive neuroscience (Arvanitakis et al., 2020).



Interactions With Other Organisms

Other animals (but see also Schretter et al., 2018; Schwab et al., 2018 for the role of microbiota) commonly shape the insect developmental environment. For example, in a variety of insects, conspecific density and predation pressure induce developmental behavioral plasticity (Walzer and Schausberger, 2011; Müller et al., 2016). One famous case involves the transition from the solitary to gregarious phase in migratory locusts. Increased frequency of physical contact during early life (a result of high conspecific density) gives rise to diverse morphological and behavioral changes, culminating in massive swarming events that disperse individuals to new locations with greater resources (Gillett, 1973; Simpson et al., 2001).

A variety of insect species (e.g., many ants, bees, wasps, and termites) live in complex eusocial societies where certain members forego reproduction to help raise the offspring of their relatives (Oster and Wilson, 1978). Individuals of these species interact socially with conspecifics throughout life, including during development. Female caste differentiation, where females can develop into either a reproductive queen or a non-reproductive worker, is a well-studied example of developmental behavioral plasticity in these eusocial insects (Schwander et al., 2010). Queen/worker caste determination is typically a function of larval nutrition (at least in part) and mediated by adult “nurses” who provide food to larvae (Brian, 1956; Gadagkar et al., 1991; Page and Peng, 2001; Liu et al., 2005; Smith et al., 2008). In some eusocial insects, particularly ants, developmental dietary differences also give rise to behaviorally and morphologically distinct “soldiers” (female workers specialized for defense; Rajakumar et al., 2018).

There are other more subtle effects of the developmental social environment in eusocial insects (Miura, 2004; Traynor et al., 2014; Wang et al., 2014). For example, worker honey bees express different levels of defensiveness during adulthood depending on the defensiveness of the nestmates who rear them; this effect may be mediated by diet, but it is subtle enough that it does not alter body morphology (Rittschof et al., 2015). Adult wasps use vibratory signals directed at larvae, in combination with dietary interventions, to influence adult behavior, again without conspicuous changes in morphology (Jandt et al., 2017). More primitive social insects also show effects of developmental social interactions. For example, in the twig-nesting small carpenter bee (Ceratina calcarata), a mother’s removal from the nest during the larval stage eliminates maternal grooming activity and increases defensive and avoidant behaviors once offspring reach adulthood (Arsenault et al., 2018). Behavioral differentiation in developing insects involves a variety of cue types (e.g., nutrition, pheromone, vibratory, or tactile signals), often acting in combination, suggesting that diverse sensory and physiological systems are integrated to give rise to behavioral effects.



HOMOLOGY IN INSECT AND VERTEBRATE NERVOUS SYSTEM FUNCTION AND PLASTICITY

Insects have a popular reputation of having simplistic, decentralized nervous systems (Schaefer and Ritzmann, 2001). While it is true that some processes are locally guided by “ganglia,” semi-autonomous central nervous system components along the ventral nerve cord (Klowden, 2013), the brain is still required for sensory integration, decision-making, navigation, and learning (Pringle, 1940; Reingold and Camhi, 1977; Zill, 1986; Wessnitzer and Webb, 2006). Indeed, insects are capable of an impressive array of cognitive abilities, such as numeracy and social learning, because of their integrative brains (Chittka and Geiger, 1995; Giurfa et al., 1996, 2001; Dyer, 1998; Crist, 2004; Coolen et al., 2005; Avarguès-Weber, 2012; Pahl et al., 2013; Alem et al., 2016).

Insect brain structure and function is well studied (Ito et al., 2014), giving a strong basis to evaluate mechanisms of developmental plasticity from a comparative perspective. Extensive previous studies illuminate examples of homology of function with vertebrate systems (Simons and Tibbetts, 2019). Below we briefly review these general similarities, and then we focus on the specific neural mechanisms that encode developmental experience, many of which are also shared.


Homology of Function Between Insect and Vertebrate Brains

Insect and vertebrate central nervous systems have similar functions (Kinoshita and Homberg, 2017), and many general features are shared, although notably, the evolutionary origin of these similarities remains controversial (Farris, 2008; Holland et al., 2013). For example, many of the same chemicals act as neurohormones and neurotransmitters, and even in conserved behavioral and cognitive contexts (Bicker et al., 1988; Osborne, 1996; Wu and Brown, 2006; Byrne and Fieber, 2017). In both vertebrates and insects including honey bees, bumble bees, fruit flies, and crickets, dopamine is involved in learning, novelty, reward prediction, and locomotion (Barron et al., 2008; Cohn et al., 2015; Gadagkar et al., 2016; Perry et al., 2016; Hattori et al., 2017; Terao and Mizunami, 2017; Felsenberg et al., 2018; Sovik et al., 2018). Likewise, serotonin modulates appetite, sleep, learning, social behavior, and aggression across a similar range of insect examples (Vleugels et al., 2015; Rillich and Stevenson, 2018; Bubak et al., 2020). Even insect-specific hormones have clear functional analogs in vertebrates. Insect juvenile hormone and vertebrate thyroid hormone both act through type II nuclear receptors, and they show similar growth and developmental functions (Flatt et al., 2006; Charles et al., 2011). Octopamine is an insect-specific neurohormone that is analogous to norepinephrine, and both compounds control stress response, motivation, and aggression (Roeder, 2005; Prieto Peres and Valença, 2010; Alfonso et al., 2019).

Beyond neurochemicals, recent studies suggest extensive homology between insect and vertebrate brain genome dynamics and protein function. Genes responsible for brain developmental patterning are surprisingly conserved (Lichtneckert and Reichert, 2005; Tessmar-Raible et al., 2007; Reichert, 2009; Loesel, 2011; O’Connell, 2013), and there is even evidence for functional conservation of genes associated with complex behaviors like territorial aggression, foraging, and brood care (Toth and Robinson, 2007; Rittschof et al., 2014; Toth et al., 2014; Saul et al., 2019; Shpigler et al., 2019). Cell types in the brain show similarities in structure and function. Like vertebrate brains, insect brains contain neurons and various types of glia (Losada-Perez, 2018), and the metabolic relationships between these cell types are similar across groups (Rittschof and Schirmeier, 2017). Neural activity is well-known for its energetic demands (Peters et al., 2004; Niven and Laughlin, 2008), and insects and vertebrates share some neural adaptations to high energy need (Robertson et al., 2020) and increased cognitive demands; the latter even shows a similar developmental basis (Farris, 2008).

Despite extensive similarities, insects do show some profound differences in nervous system structure and function compared to vertebrates. For example, insect neurons are unmyelinated, they have different classes of olfactory and photoreceptors compared to vertebrates, and neuronal polarity is often different (Chittka and Niven, 2009; Kaupp, 2010; Gutierrez et al., 2011; Rolls and Jegla, 2015; Albert and Kozlov, 2016). Another conspicuous difference between insects and most vertebrates is the structure of early-life development (Figure 2), including the somewhat extreme behavioral and morphological changes that occur during insect metamorphosis. Metamorphosing amphibians and fish are notable exceptions within vertebrates and provide an exciting avenue for comparative work (Gilbert et al., 1996; Heyland and Moroz, 2006; Shi, 2013; Lowe et al., 2021). As with outward appearance, the structure and function of the nervous system can change dramatically during metamorphic developmental transitions in insects (Wolbert and Kubbies, 1983; Weeks and Truman, 1986; Gilbert et al., 1996). For instance, butterflies transition from relatively sessile plant-eating caterpillars to flighted adults with distinct diets, behavioral traits, sensory structures, and motor and cognitive capabilities (André, 1991; Ebenman, 1992). About 80% of all insect species (including ants, bees, wasps, butterflies, beetles, and flies, among others) experience this extreme form of metamorphosis (“complete metamorphosis,” Rolff et al., 2019). Most other insects experience incomplete metamorphosis, where the pupal stage is absent and the body plan in early life is more similar to that of the adult form (except for the absence of wings). Notably, some of these species still show radical differences in life history between juvenile and adult stages (Corbet, 1957; Gabbutt, 1959). The variation in development patterns in insects make them exciting but perhaps challenging subjects for comparative study of developmental behavioral plasticity.


[image: image]

FIGURE 2. Patterns of development, specifically the timing of neurobiological events, vary across vertebrates and insects. Although insects and vertebrates show remarkable overlap in the types of mechanisms that characterize brain development and entrain early-life experience (Watson, 1992; Pearson, 1993; Reh and Cagan, 1994; Salzberg and Bellen, 1996; Luo and O’Leary, 2005; Bello et al., 2008), the progression of early-life, and specifically the timing of events like neurogenesis, programmed cell death (“Cell Death”), and synaptic pruning, differs markedly across these groups. (A) Most vertebrates show gradual changes in body size and tissue morphology. In the brain, they experience massive neurogenesis early in life followed by cell death and pruning through adolescence and early adulthood (Watson et al., 2006). Notably, more limited neurogenesis also occurs during adulthood (Zhao et al., 2008). (B) Some insects also show a pattern of gradual development (called “incomplete metamorphosis”), where juvenile stages resemble the basic body plan of adults. However, these insects still shed their exoskeletons in order to grow, and as a result, they transition through distinct developmental stages. Relatively little is known about neurobiological events in these species, although there is evidence of extensive neurogenesis both prior to egg hatch and during adulthood (Cayre et al., 1994). There is also evidence for synaptic pruning dynamics that resemble vertebrate mechanisms (Lnenicka and Murphey, 1989). (C) The majority of insects (∼80% of species) show a pattern of complete metamorphosis, where life stages have distinct morphologies, and adult behaviors and body plans vastly differ from juveniles. Data from several representatives of this group again suggest multiple periods of neurogenesis, both early in life and during the pupal stage (Booker and Truman, 1987; Truman and Bate, 1988). Interestingly, the timing of neurogenesis and programmed cell death and the retention of neurons through the life stages is brain region (and thus, functionally) specific (Wegerhoff, 1999; Tissot and Stocker, 2000). For example, a small number of neurons responsible for learning and memory originate early in the larval period and persist through adulthood, but most motor and sensory neurons are completely remodeled during the pupal phase (Cantera et al., 1994).


Despite their developmental complexities, one unique benefit to insect study is that in some species, particularly those that undergo complete metamorphosis, only a subset of neurons is retained between the juvenile and adult stages (Figure 2; Cantera et al., 1994; Wegerhoff, 1999; Tissot and Stocker, 2000). This feature narrows the target populations for studies of early-life environmental effects. For example, in the sensory integration and learning and memory centers of the brain (primarily the “mushroom bodies”), adult neurons typically originate during early larval life, suggesting adequate opportunity to retain environmental information into adulthood; this is in contrast to sensory neurons, which are completely distinct between the larval and adult stages (Cayre et al., 1994; Tissot and Stocker, 2000). Moreover, even though the degree of neuronal remodeling may be relatively extreme in insects compared to vertebrates, the components of the remodeling process closely resemble the types of developmental changes that also occur in vertebrates (Luo and O’Leary, 2005; Bello et al., 2008). For example, analogous to developing vertebrates, different neuron populations in circuits associated with learning and memory display a coordinated process of pruning and regrowth during metamorphosis in Drosophila melanogaster (Spear, 2013; Mayseless et al., 2018). These features of insect neurodevelopment provide unique opportunities to study the complex neural mechanisms of developmental behavioral plasticity in careful detail.



Homology of Function in Neural Mechanisms that Encode Developmental Experience

Early-life cues change adult behavior by persistently altering the structure and/or function of the nervous system (Odeon et al., 2013). Though the precise dynamics of these changes remain poorly understood in any system, in general terms, known mechanisms are similar when comparing vertebrates to insects (Watson, 1992; Pearson, 1993; Reh and Cagan, 1994; Salzberg and Bellen, 1996). Major categories of mechanisms include epigenetic modifications, changes in the quantity of neurochemicals and/or their receptors, and brain structural changes (Elekonich and Robinson, 2000; Kretzschmar and Pflugfelder, 2002; Fahrbach, 2006; Schoofs et al., 2017; Glastad et al., 2019). These mechanisms are not mutually exclusive, and one long-term challenge in behavioral neuroscience for insects and vertebrates alike is to understand how these mechanisms are integrated to alter dynamic behaviors (Wolf and Linden, 2011). However, here we highlight some known insect examples of epigenetic, neurochemical, and structural mechanisms that encode developmental experience.

Chemical modifications to brain DNA are proposed to be critical mediators of early-life effects on adult behavior in vertebrates (Aristizabal et al., 2019). DNA methylation and histone post-translational modifications are the most well-studied among these mechanisms (Smallwood and Kelsey, 2012; Paredes et al., 2016). Not all insects possess appreciable levels of DNA methylation (Deobagkar, 2018; Deshmukh et al., 2018), but some, including many social insects, do (Li-Byarlay, 2016; Yagound et al., 2020). Some studies show that developmental experience-induced changes in DNA methylation impact adult behavioral phenotypes (Linksvayer et al., 2012; Patalano et al., 2012; Weiner and Toth, 2012; Yan et al., 2014; Alvarado et al., 2015). For example, the variation in larval diet that gives rise to queen versus worker female honey bees acts at least in part through DNA methylation changes in both the head and peripheral tissues (Kucharski et al., 2008; Shi et al., 2011; Wang et al., 2020). Similarly, studies in termites and locusts demonstrate a relationship between differential DNA methylation and developmentally induced adult behavioral variation (e.g., in the solitary versus gregarious phases of migratory locusts, Lo et al., 2018). Other known epigenetic mechanisms also play a role in developmental behavioral plasticity in insects, including histone modifications and long non-coding RNAs (Simola et al., 2016; Glastad et al., 2019).

The relationship between brain epigenetic modifications and gene expression patterns varies across species and is not well-understood. For example, whereas DNA methylation in gene regulatory regions tends to suppress gene expression in vertebrates, in insects, gene body methylation, which is thought to regulate alternative splicing, is more common (Feng et al., 2010; Zemach et al., 2010; Glastad et al., 2014; Schmitz et al., 2019). Furthermore, some studies have shown surprisingly weak relationships between DNA methylation dynamics and behavioral expression (Herb et al., 2012; Libbrecht et al., 2016). More data is necessary to understand how DNA methylation dynamics correspond to both gene expression dynamics and behavior (Flores et al., 2012; Li-Byarlay, 2016; Jeong et al., 2018), including whether the presence and degree of DNA methylation and other epigenetic modifications predict capacity for behavioral plasticity (Kapheim et al., 2015; Lo et al., 2018). These are general challenges facing vertebrate research as well (Di Sante et al., 2018), which could benefit from a comparative approach.

The developmental environment can cause lasting behavioral effects by altering neurochemical processes, e.g., circulating levels of hormones and neurotransmitters in the central nervous system. For example, changes in brain insulin, juvenile hormone, prothoracicotropic hormone, octopamine, and serotonin signaling are prominent correlates of insect developmental behavioral plasticity (De Wilde and Beetsma, 1982; Rachinsky, 1994; Paulino Simões et al., 1997; Moczek and Emlen, 2000; Snell-Rood and Moczek, 2012; Erion and Sehgal, 2013; Newsom et al., 2019). These chemicals impact behaviors like aggression, gregariousness, feeding, locomotion, and non-aggressive social interactions (Iba et al., 1995; Anstey et al., 2009; Erion and Sehgal, 2013) in a number of species, including the cricket and locust examples above. The degree to which neurochemical systems comparably regulate behaviors across vertebrates and invertebrates is a matter of debate (Bubak et al., 2020), and thus an important area of on-going study, especially in the context of developmental behavioral plasticity.

A final common way the developmental environment affects the nervous system is through brain structural changes (Teicher et al., 2016; Saleh et al., 2017; Hall and Tropepe, 2020). For example, in flies, high conspecific density during development results in larger mushroom bodies and enhanced olfactory processing abilities (Heisenberg et al., 1995). Similar conditions in wasps lead to increased overall adult brain size, and larger-volume mushroom bodies and regions required for visual processing (Groothuis and Smid, 2017). Gregarious locusts have larger integrative mushroom bodies, while solitary individuals show neural adaptations associated with enhanced sensory sensitivity (Ott and Rogers, 2010). Female social insects often show variation in relative brain region size as a function of behavioral specialization (Lucht-Bertram, 1961; Wheeler and Nijhout, 1984; Vitt and Hartfelder, 1998; Page and Peng, 2001; Muscedere and Traniello, 2012). Insect and vertebrate nervous systems not only exhibit many of the same developmental plasticity mechanisms, but they also face many of the same conceptual challenges associated with connecting developmental experience to behavioral expression. These extensive similarities suggest many potential benefits to comparative study.



DISCUSSION

Predicting, and in some cases changing, adult behavioral effects of early-life experience are challenges relevant to diverse fields of behavioral neuroscience (West-Eberhard, 2003; Beldade et al., 2011; Bryck and Fisher, 2012; Snell-Rood, 2013; Stamps and Biro, 2016; Danese, 2020; Reh et al., 2020). Behavioral effects of early-life experience are commonplace among animal species, presenting the opportunity to use comparative approaches to identify the general principles of developmental behavioral plasticity. Many fundamental questions that are common to both insects and vertebrates remain to be resolved, for example, how the brain integrates early-life experience across multiple levels of organization, and whether specific mechanisms like DNA methylation universally predict long term behavioral impacts. Moreover, it remains unclear how developmental experiences are integrated with other sources of information (e.g., genetic variation, parental transgenerational effects) that also influence behavior (Dall et al., 2015; Stamps and Frankenhuis, 2016; Stein et al., 2018; Rösvik et al., 2020), and whether these outcomes can be modified by additional information later in life. Though these sources of complexity apply to both insect and vertebrate species, certain characteristics of insects, like their relatively short lifespans, may alter the ecological selection pressures that shape information integration. With respect to the evolution and expression of behavioral plasticity, diverse comparative approaches may illuminate both broad, general features and taxon-specific patterns.

In insects, studies of behavioral plasticity largely focus on processes during the adult stage, and although many patterns of nervous system development are known (Prillinger, 1981; Rospars, 1988; Hähnlein and Bicker, 1997; Cayre et al., 2000; Awasaki et al., 2008), precisely how these patterns respond to early-life environmental stimuli remains poorly understood. However, the deep research history of insects in natural ecological contexts provides diverse, tractable systems for future work that fills this research gap. The developmental environment, including simple abiotic factors like temperature and moisture, impacts a variety of sophisticated behaviors from dispersal patterns (Zera and Denno, 1997; Alyokhin and Ferro, 1999; Benard and McCauley, 2008) to social and reproductive tactics (Radwan, 1995; Emlen, 1997; Taborsky and Brockmann, 2010; Łukasik, 2010; Kasumovic and Brooks, 2011). Thus, in controlled but environmentally relevant experiments, it is possible to assess how specific types of developmental inputs shape both sensory and integrative processes (Anton and Rossler, 2020; Fernandez et al., 2020; Gonzalez-Tokman et al., 2020) relevant to many different behavioral phenotypes. In addition, the short generation time of insects is ideal for life-long studies of behavior.

On the neurobiological level, developmental behavioral plasticity in insects is mediated through familiar neural plasticity mechanisms like epigenetic modifications, neurochemical changes, and changes to neural structure (LeBoeuf et al., 2013). Some of these mechanisms can be, and have been, explored in the context of traditional learning and memory frameworks, which also are well established in insects (Tully et al., 1994; Blackiston et al., 2008; Yang et al., 2012; Alloway, 2015; Tan et al., 2015). Though most learning and memory research has focused on dynamics during the adult stage (Fahrbach et al., 1998; Ravary et al., 2007; Li et al., 2017; Jernigan et al., 2020), many insights from this work are likely applicable to the pre-adult life stages as well. Moreover, in what may be the majority of insect species, only a subset of the brain survives the transition from the juvenile life-stage to adulthood, presenting a narrow range of target areas in which to carefully investigate how neural plasticity mechanisms give rise to complex behaviors. However, some challenges to comparative work remain. For instance, it is unclear which insect life stages are comparable to the early-life timeframe in vertebrates, or whether retention of early-life effects in insects is fundamentally constrained by their extensive morphological and neurobiological remodeling (Vea and Minakuchi, 2020).

Despite these challenges, insects have a history of contributing surprisingly general insights into complex behavioral phenotypes relevant to vertebrate species. For example, eusocial insects present detailed systems to address general neurobiological principles of developmental behavioral plasticity in the context of complex social living. Because insect societies show patterns of organization that can be generalized to other social species (Seeley, 1995; Bonner, 2004; Ireland and Garnier, 2018), they have tremendous promise for investigating both the causes and consequences of developmental plasticity in vertebrates. This comparison may even extend to humans, where many persistent effects of the early-life environment on behavior and mental health are social in nature (Miller et al., 2009; Nothling et al., 2019). It is possible that behavioral plasticity in social contexts has unique neurobiological features (Taborsky and Oliveira, 2012), and social insects will continue to serve as excellent models to examine this idea.

Although this review is specifically focused on insect contributions to behavioral neuroscience in a comparative framework, the uniqueness of this animal group, as well as its ecological and economic importance, cannot be overstated. These aspects provide further motivation for study of developmental behavioral plasticity in this group. Many bee species are important agricultural pollinators (Winfree et al., 2011; Reilly et al., 2020). The ongoing locust outbreak in East Africa is anticipated to cause enormous economic loss and endanger food security (Peng et al., 2020). Many agricultural pests are metamorphosing insects with destructive larval feeding stages (e.g., beetles and moths). Understanding the natural history of these organisms, as well as the range of neural and behavioral responses to developmental experience (Haynes, 1988; Desneux et al., 2007; De França et al., 2017; Müller, 2018; Sehonova et al., 2018) will improve environmental management in addition to deepening our understanding of the general principles of developmental behavioral plasticity.
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Aggressive behavior is thought to have evolved as a strategy for gaining access to resources such as territory, food, and potential mates. Across species, secondary sexual characteristics such as competitive aggression and territoriality are considered male-specific behaviors. However, although female–female aggression is often a behavior that is displayed almost exclusively to protect the offspring, multiple examples of female–female competitive aggression have been reported in both invertebrate and vertebrate species. Moreover, cases of intersexual aggression have been observed in a variety of species. Genetically tractable model systems such as mice, zebrafish, and fruit flies have proven extremely valuable for studying the underlying neuronal circuitry and the genetic architecture of aggressive behavior under laboratory conditions. However, most studies lack ethological or ecological perspectives and the behavioral patterns available are limited. The goal of this review is to discuss each of these forms of aggression, male intrasexual aggression, intersexual aggression and female intrasexual aggression in the context of the most common genetic animal models and discuss examples of these behaviors in other species.
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INTRODUCTION

Aggression is a complex, plastic behavior whose manifestation depends on an animal’s internal physiological state, sensory stimuli, and previous social experiences. Agonistic behavior is a more broadly defined concept, an adaptive act that arises from a conflict between two members of the same species. These behaviors play roles in conflict resolution when animals compete for specific resources such as territory, mates, or food sources and may involve intimidation of conspecifics by threat displays and can result in submissive responses like freezing, passive coping, or escape. Dominance in animals is established through repeated agonistic interactions that result in one animal controlling a contested resource. In animals living in groups, individuals who win agonistic encounters will become dominant, and losers often become subordinated, ultimately generating a hierarchical social organization. Some species establish a social hierarchy during the reproductive season that grants increased access to resources and reproduction to the highest-ranked individuals (Dewsbury, 1982). In social animals, at least three different types of social conflicts can be observed: between dominant and subordinates (Clement et al., 2005), among subordinates (Alonso et al., 2012), and between territorial neighbors (Muller and Manser, 2007).

Across species, competitive aggression is more common among males than females, and these differences are typically attributed to the action of steroid hormones during development or in adulthood (Gatewood et al., 2006). This is also the case in the best-studied rodent models in laboratory settings, including mice, rats, prairie voles, and hamsters. However, in all of these species, both males and females exhibit patterns of agonistic behavior, although often in different contexts (Been et al., 2019). Although female–female aggression is usually considered a behavior displayed almost exclusively to protect offspring, there are multiple instances of competitive aggression among females, both over high-value mates and food sources, in invertebrate and vertebrate species. Moreover, cases of intersexual aggression have been observed in a variety of species, particularly in fish.

Aggressive behavior studies in the laboratory have shed light on the genetic and neural basis of this behavior in animals that range from crustaceans to primates (Nelson, 2006; Anderson, 2012; Asahina, 2017). In particular, genetically tractable models have proven extremely valuable for our understanding of the underlying neuronal circuitry and the genetic architecture of aggressive behavior. Of all genetically tractable model organisms, the mouse nervous system is the most similar to ours. Studies in mice have shed light on mechanisms that appear to also regulate aggression in humans and may provide insight into psychiatric disorders associated with pathological aggression. Research in invertebrate models, Drosophila in particular, has also contributed to our understanding of neuronal mechanisms underlying this highly conserved behavior (Kravitz and Fernandez, 2015; Asahina, 2017). However, studies in genetic model systems also have limitations, particularly the lack of an ethological perspective. In this review, we compare the most commonly used genetic model systems, mice, zebrafish, and Drosophila, and discuss their advantages and limitations for studying three different forms of aggressive behavior: male intrasexual aggression, intersexual aggression, and female intrasexual aggression. In each case, we also discuss behavioral repertoires from other rodent, fish, and invertebrate species, that make them interesting and valuable models for the study of aggressive behavior.



MALE AGGRESSION: MODELS FOR COMPETITION AND TERRITORIALITY

Mice are currently the most common laboratory animal model for the study of aggressive behavior. Aggression in mice is almost exclusively observed among males, and the most common test is the resident-intruder test, in which a resident animal confronts an intruder. This test allows the manifestation of both offensive and defensive behaviors. Early in the study of the neurobiological basis of aggression, rats, and hamsters were used for lesion experiments because they were the organisms most commonly used in behavioral psychology (Huhman, 2006). Those studies proved particularly insightful for our understanding of the brain regions that control male aggressive behavior, particularly the hypothalamic area, which has been linked to aggression for almost a century (Kruk, 1991). Studies in rats revealed that electrical stimulation of the so-called hypothalamic attack area (HAA) induces escalated aggression, which can be directed toward both males or females, or even mice (Kruk, 1991; Hrabovszky et al., 2005). However, in these approaches the spatial resolution for localizing specific neuronal populations involved in aggression is quite limited (Anderson, 2012). In contrast, the genetic tractability of mice has allowed an increasingly detailed mapping of neural circuits underlying aggression (Takahashi and Miczek, 2014).

Genetic tools available in mice, such as optogenetics, have also made it possible to explore the connection between areas related to aggression and other brain centers, and the tools for manipulation of neuronal activity and addressing neuronal connectivity in this species have enabled the identification of a specific population within the hypothalamus as crucial for male aggressive behavior. Studies using channelrodopsin2 showed that optogenetic stimulation of neurons in the ventrolateral subdivision (VMHvl) of the ventromedial hypothalamus (VMH) elicits aggression in male mice toward other males but also females and inanimate objects (Lin et al., 2011). Interestingly, this structure also contains neurons that appear to be active during mating (Lin et al., 2011). Silencing of the same neuronal population via an ivermectin (IV)-gated chloride channel led to a significant reduction in aggression, and in some cases its complete suppression, without affecting male mating behavior. Genetic tools have also allowed to study the connections between neuronal circuits that control aggression and brain areas that regulate other behaviors. For example, a recent study showed that circadian regulation of male aggression is mediated by a polysynaptic pathway from the suprachiasmatic nuclei to VMHvl neurons (Todd et al., 2018).

Although the mouse has many advantages as a model system, particularly the comparative ease of genetic manipulations and the possibility of circuit mapping, it also has limitations, notably the lack of extensive information about behavior in natural environments. However, experimental methods using environments more similar to the natural burrow system of the ancestral species have been developed to address some of the shortcomings of the standard behavioral tests and allow more ethologically relevant studies of dominance relationships in large groups (Williamson et al., 2017, 2019). Work from the Curley laboratory showed that groups of 12 outbred males mice living in large and complex environments establish linear and stable social dominance hierarchies (So et al., 2015; Williamson et al., 2016). Authors were able to subdivide the animals into three broad social status categories. Once a hierarchy is established each animal displays agonistic or subordinate behaviors to other males depending on the other animal’s relative social rank (Lee et al., 2018). Subordinate individuals are less likely to initiate fights than alpha or subdominant mice and lose far more contests than they win. Alpha males, which have the highest social rank, rarely lose fights and initiate a large fraction of agonistic interactions. Besides the behavioral consequences of establishing dominance these males also show higher levels of major urinary proteins and increased their feeding and drinking levels (Lee et al., 2017, 2018; Williamson et al., 2017). In addition, studies of large groups in complex environments revealed that socially dominant males had significantly higher oxytocin receptor (OTR) binding in the nucleus accumbens core than subordinate animals. Alpha males also showed higher OTR binding in several brain regions, while alpha males had lower vasopressin 1a receptor (V1aR) compared to subordinates (Lee et al., 2019).

Finally, the sensitivity of neural circuits mediating aggression and the behavioral responses to the effects of steroid hormones can vary greatly across species (Romeo et al., 2003). In mice, the direct connection between elevated testosterone and increased aggression is clear, whereas in other species such as Syrian hamsters (Phodopus sungorus), there relationship is reversed: testosterone decreases aggression in adult males housed under short-day conditions (Jasnow et al., 2000). Conversely, males from other rodent species, such as Mongolian gerbils (Meriones unguiculatus) and prairie voles (Microtus ochrogaster), do not exhibit diminished aggression in response to castration (Christenson et al., 1973; Demas et al., 1999).


Aggression in Teleosts

In vertebrates, most social behaviors are regulated by the Social Decision-Making Network (SDMN), an evolutionarily conserved brain network in which consensus homologies for most relevant brain areas have been already identified in mammals, birds/reptiles, amphibians, and fish (O’Connell and Hofmann, 2011, 2012). Considering that the neural substrate for social behaviors is phylogenetically conserved and that fish species present a vast repertoire of reproductive and parental care behaviors, teleost fish constitute a group of growing interest in the study of aggressive behavior. In particular, the zebrafish (Danio rerio), native to freshwater habitats in South Asia, has become a widely used vertebrate model organism. Some of the advantages of zebrafish for aggression studies are their relatively small size, short generation time, and early onset of displays of social behaviors (Dreosti et al., 2015). Due to its fully sequenced genome, a wide offer of genetic tools including mutant lines, CRISPR/Cas9 genome engineering (Prykhozhij et al., 2017), and optogenetics (Del Bene and Wyart, 2012) has been established, as well as robust behavioral tests (Norton and Bally-Cuif, 2010). In recent years, zebrafish has been used to investigate several aspects of aggressive behavior, including the search for novel drugs that modulate aggressive behavior (Gutierrez et al., 2020).

Zebrafish male–male aggression is assessed during dyadic fights, after which a winner and a loser emerge as a consequence of a clear asymmetry of expressed behaviors, such as displays, circles, bites, chases, strikes, flees, and freezing (Oliveira et al., 2011; Teles and Oliveira, 2016). The temporal organization of these behavioral patterns allowed identifying highly structured patterns of aggressive behaviors. Not only contributing genes but also underlying neuronal pathways have been identified in this species, such as the hypothalamo-neurohypophysial or hypothalamo-pituitary-gonadal systems, and the histamine pathway, novel for non-mammalian systems (Filby et al., 2010). Interestingly, two subregions of the dorsal habenula antagonistically regulate the outcome of social conflict in zebrafish. While silencing the lateral subregion of dorsal habenula causes a stronger predisposition to lose a fight, silencing the medial subregion of the dorsal habenula is linked to winning the encounter, suggesting that both subregions of the habenula and their projections to the interpeduncular nucleus constitute a dual control system for conflict resolution (Chou et al., 2016). Remarkably, 69% of zebrafish genes have human orthologs. One of the limitations of zebrafish is that very little information is available about its behavior in natural environments. Therefore, while it is a useful model for studying the neural circuits that modulate aggressive behavior, currently studies in this model do not include an ecological or evolutionary perspective.

An attractive fish model to study aggression is the Siamese fighting fish Betta splendens. Popular in the aquarium trade, in the wild this species is found in standing waters of canals, rice paddies, and floodplains (Mendez-Sanchez and Burggren, 2014). Most of the animals used in research came from laboratory-reared animals, which are larger, more colorful, and substantially more aggressive than their wild counterparts, occasionally exhibiting lethal aggression between males in laboratory conditions. The differences between wild and laboratory-reared fish are quantitative and also involve divergent behavioral patterns (Ramos and Goncalves, 2019). The neural circuits and brain areas involved in aggressive behaviors in B. splendens have been studied primarily in strains that were artificially selected. B. splendens exhibit robust and highly stereotyped displays of aggressive behavior. Although it is not a genetically tractable model, CRISPR/Cas9 gene editing can be successfully implemented in this species (Andres Bendesky, personal communication). Gene editing techniques are also been implemented in other fish species (Gratacap et al., 2019; Warren et al., 2021).

From an ethological perspective, Cichlid fish are a particularly interesting model. The African cichlids, Oreochromis mossambicus, which is found on the Limpopo and Zambezi Rivers, and Astatotilapia burtoni, from Lake Tanganyika [reviewed by Fernald and Maruska (2012)], are the most extensively studied species to date. Cichlids form hierarchical social systems in which dominant individuals defend their status by aggressive displays toward other submissive, lower-ranked animals (Maruska, 2014). In particular, A. burtoni is a maternal mouth-brooding species living in a lek like social system, in which males can adopt two distinct reversible phenotypes: while dominant males are brightly colored and represent only 10–30% of the population, subordinate males present faded coloration and make up the majority of male population (Maruska and Fernald, 2013). Dominant males defend territories providing food, shelter, and substrate for spawning. While subordinates do not hold territories, they typically do not reproduce but school with females and other subordinates.

Since suitable territories are often limited, and females are less prone to mate outside shelters, A. burtoni males often engage in high-intensity aggressive encounters. They can reversibly switch between dominant and subordinate states, which has profound effects on behavioral and physiological mechanisms regulating reproduction. This fish model offers several important advantages for the study of the physiological basis of aggression: as in B. splendens, social change in males is signaled by obvious color differences which occurs within a few minutes, this species offers relatively easy access to the brain, facilitating sampling, and also has a fully sequenced genome (Fernald, 2012; Maruska and Fernald, 2013). Moreover, their social system can be replicated and manipulated under laboratory conditions, for example, mimicking natural changes to identify key physiological mechanisms regulating aggressive behavior and their impact on reproduction.

As in many other species, aggression in A. burtoni appears to be inhibited by serotonin (5-HT). Serotonin receptors in the telencephalon play a role in social status, and dominant males have more 5-HT cells in the raphe than their subordinate counterparts (Loveland et al., 2014). In addition, arginine vasotocin (AVT) regulates different aspects of male social behavior. While neuronal subpopulations in the parvocellular pathway are involved in the activation and modulation of submissive neural circuits or inhibition of aggressive/dominance networks, gigantocellular pathways have been associated with an upregulation of both courtship and aggression (Greenwood et al., 2008).

Steroid hormones have also been shown to play a role in aggressive behavior in A. burtoni. Growing evidence suggests that 17b-estradiol (E2) and brain aromatase, the enzyme that converts testosterone (T) to E2, have a central role in regulating male aggression. Dominant and territorial males also present higher circulating plasma levels of T, 11-ketotestosterone (11-KT, one of the most relevant androgens in fish), progesterone (P), and E2 when compared to subordinate males (Maruska and Fernald, 2013). When males are given a chance to raise their rank, T, 11-KT, E2, and P plasma levels increase due to changes in social status, suggesting that interactions occurring during the establishment of dominance modulate sex-steroid levels (Maruska et al., 2013). Both dominant and submissive males show differences in androgen and estrogen receptor mRNA levels in several brain regions within the SDMN (Maruska et al., 2013). Furthermore, since aromatase promotes aggression through actions in the preoptic area and estradiol promotes male aggression (Huffman et al., 2013), elevated T levels in dominant males can regulate aggression through their aromatization to E2 and a concomitant activation via estrogen receptors in the brain (Renn et al., 2008).

Although most of the research has focused on African cichlids, male aggressive behavior has also been studied in several Neotropical cichlid species. Cichlasoma dimerus (Chanchita) is an appealing model for studying the relations between hormones, social context, and behavior (Scaia et al., 2020). Unlike African cichlids, Chanchita is a monogamous species with biparental care, in which both males and females aggressively defend their territory (Pandolfi et al., 2009). This allows the study of aggressive parental behavior and underlying physiological mechanisms in both males and females. In this species, 5-HT also plays a key role in regulating male aggressive behavior. Evidence suggests that incorporating the rate-limiting substrate for 5-HT synthesis, the amino acid L-tryptophan, into the diet reduces the motivation to attack and modulates both aggressive and submissive behaviors (Morandini et al., 2019). After hierarchy establishment, subordinate males showed increased soma area of the parvocellular AVT subpopulation compared to territorial males, suggesting that changes in the synthesis or accumulation of AVT are necessary for the modulation of social behaviors (Ramallo et al., 2012). Steroid hormones also play a role in C. dimerus; while territorial, dominant males with high levels of aggression show higher T and 11-KT plasma levels than non-territorial males, the opposite is true for E2 (Ramallo et al., 2015).



Invertebrate Models of Aggression

Invertebrates have proven to be excellent models for studying the neurobiological bases of aggression. Long before the introduction of Drosophila, the most widely used invertebrate genetic model, work on several invertebrate species, particularly crustaceans, revealed key aspects of the neural architecture underlying aggressive behavior, the formation and maintenance of dominance relationships, and the neurochemical mechanisms involved in the manifestation of aggression. These species typically have highly structured, accessible nervous systems, and aggressive behavior is highly stereotyped (Huber et al., 1997b; Kravitz and Huber, 2003). In crustaceans such as lobsters and crayfish, winners raise their legs and direct their antennae forward to display a dominant posture while losers adopt submissive postures (Huber et al., 1997b; Kravitz and Huber, 2003). Lobsters (Homarus americanus) became a model for the study of aggression largely due to their modular neural system, with few aminergic neurons (Kravitz and Huber, 2003). Amine neurons, in particular serotonin and octopamine, regulate their agonistic behavior, escalation of fights, and establishment of dominance (Kravitz, 2000). Laboratory studies on lobster aggression have focused on male–male encounters, in which opponents can cause serious injuries to one another. Agonistic encounters involve highly stereotyped behavioral patterns, progressing through visual displays to physical attacks of increasing intensity. Males initiate agonistic encounters even in the absence of females or resources, and unlike social animals, they form strong dominance relationships purely based on physical superiority (Huber et al., 1997a).

One of the main advantages of Drosophila melanogaster as a model for the study of aggression is its unparalleled genetic tools, which allow for high spatial and temporal resolution in manipulations of gene expression and neuronal activity (Venken and Bellen, 2007; Bellen et al., 2010; Kravitz and Fernandez, 2015). In addition, its highly stereotyped patterns of aggressive behaviors are robust across laboratory settings and make quantification straightforward and suitable for automatic tracking methods (Dankert et al., 2009; Kravitz and Fernandez, 2015; Asahina, 2017; Chowdhury et al., 2021). As in most species, males exclusively attack other males. D. melanogaster males are territorial, and that they fight over resources such as females and food. After several encounters, dominance relationships are established, and animals that have lost fights are less likely to engage in aggressive interactions against naïve individuals or familiar winners (Penn et al., 2010; Trannoy et al., 2015, 2016). Selecting for highly aggressive lines over several generations allows the generation of hyper-aggressive lines, and the study of the genetic contributions to this behavioral phenotype (Dierick and Greenspan, 2006; Penn et al., 2010). In male–male encounters, hyper-aggressive animals show shorter latencies to fight and increased retaliation frequency, and win the vast majority of fights against males of the original parental line. In D. melanogaster as well as in other invertebrates, serotonin seems to increase, rather than decrease, aggression (Huber et al., 1997b; Dierick and Greenspan, 2007). Interestingly, studies in other species suggest that this inverse relationship between serotonin and aggression does not hold across all invertebrates (Stevenson et al., 2000; Bubak et al., 2020). The brain connectome is close to completion in D. melanogaster (Li et al., 2020; Scheffer et al., 2020). When combined with existing genetic, physiological, and behavioral methods, this new knowledge will undoubtedly improve our understanding of how neural circuits control complex and plastic behaviors like aggression.

Both male and female Drosophila show aggressive behavior toward individuals of their same sex, but the behavioral patterns employed are highly dimorphic (Dow and von Schilcher, 1975; Jacobs, 1978; Nilsen et al., 2004). Moreover, only males establish dominance (Nilsen et al., 2004). The latency to start a fight is usually defined as the latency to the first lunge. Lunging is the most distinctive male pattern of aggression, a direct attack in which a male fly rises on its hind legs and snaps down on the opponent. Eventually, the dominant male gains control of the contested resources, after which the defeated animal retreats (Yurkovic et al., 2006; Miczek et al., 2007). In recent years, putative pheromones, as well as some olfactory and gustatory receptors, have been shown to play key roles in Drosophila aggression (Yew et al., 2009; Fernandez et al., 2010; Wang and Anderson, 2010; Wang et al., 2011), and the vast and versatile genetic toolkit available this species has made it possible to map neuronal circuits underlying this behavior (Asahina et al., 2014). However, as is the case for mice and zebrafish, studies in this species lack an ethological perspective.

The first descriptions of Drosophila aggression were those by Alfred Sturtevant in 1915, working mainly with D. ampilophila (Sturtevant, 1915). In an article about sex recognition and sexual selection, he was the first to mention male intrasexual aggression which appeared to be in the context of competition for mating partners. One of the patterns that he described for males appears to be similar to the “head-butt” pattern seen in D. melanogaster female fights (Nilsen et al., 2004). A few decades later A. Hoffmann used D. melanogaster and D. simulans and created a complete ethogram of agonistic interactions between males of the two species. Escalation of fights in D. simulans was more frequent and depended on body weight differences, and encounters lasted longer. More D. simulans males exhibited territorial behaviors (Hoffmann, 1987a,b).

A particularly interesting aggression phenotype that highlights the role of ethologically relevant environments has been described in males of the Mediterranean field cricket Gryllus bimaculatus. Similar to male lobsters, fights between male crickets follow a stereotyped sequence of escalating intensity. Initial encounters involve antennae, then proceed to spread mandibles displays, then interlocking mandibles and eventually engaging in “wrestling.” Losers tend to avoid further aggressive encounters. Remarkably, being allowed to fly after losing a fight restores their willingness to engage in subsequent fights, since losers regain their aggressiveness after being repeatedly thrown into the air (Hofmann and Stevenson, 2000). The majority of the losers re-engage in aggressive interactions with their previous opponent, and can escalate to the same level as naive animals. This is a rare example of activation of a motor pattern immediately after an aggressive interaction affecting the dynamics of the fight. Amine neurons have been mapped in the G. bimaculatus nervous system, and depletion of biogenic amines affects male aggression: the aggressiveness of crickets is reduced after depleting octopamine and dopamine from the CNS but is unaffected by serotonin depletion (Stevenson et al., 2000), suggesting that amines used to control aggression play different roles in insects and crustaceans (Stevenson et al., 2000; Murakami and Itoh, 2001). Moreover, the frequency and intensity of fighting can vary markedly within cricket species (Sakaluk, 1987; Jang et al., 2008; Kim et al., 2011).

In contrast to Drosophila, male–male fights in lobsters, crayfish, and crickets involve high intensity patterns of aggression and may result in physical harm. Recently, CRISPR/Cas9 gene editing has begun to be used to manipulate gene expression in crustaceans (Martin et al., 2016; Xu et al., 2020). This opens the possibility of expanding the applications of some of the classical invertebrate models to study of the neurobiology of aggression by adding genetic tools that could enable, for example, optogenetic control of neuronal activity during fights in natural or semi-natural environments.



INTERSEXUAL DISPLAYS OF AGGRESSION

In mice, female aggression toward males is rare and has been described mostly in the context of maternal aggression. Female aggressive behavior is frequent before gestation, increases shortly postpartum, and then declines (Noirot et al., 1975; Erskine et al., 1978). Maternal aggression includes both defensive and offensive behavioral patterns. Lactating females engage in defensive attacks toward males and offensive attacks toward female intruders (Lucion and de Almeida, 1996). Unlike male–male aggression, which has been widely studied in species ranging from invertebrates to primates, little is known about mechanisms underlying male attacks toward conspecific females. Males from the most widely used mammalian genetic model, mice, do not normally attack females under laboratory conditions. However, optogenetic activation of the VMH elicits male aggression toward females and toward inanimate objects (Lin et al., 2011).

In contrast, pair-bonded prairie voles exhibit one of the most robust aggressive responses from a male rodent toward a female. Specifically, once a pair bond has been formed, males exhibit aggression toward conspecific females but not toward their partners. This response appears to be mediated by dopamine receptor expression in the nucleus accumbens (Young and Wang, 2004). Vasopressin also plays a role, and the anterior hypothalamus (AH)-AVP system appears to mediate aggression toward females in hamsters as well as in other rodents (Ferris et al., 1989; Motta et al., 2009). Interestingly, cohabitation with females in the absence of mating does not induce male attacks toward novel females (Insel et al., 1995; Wang et al., 1997). Males that mated for 24 h and formed bonds attacked both male and female intruders and expressed higher levels of Fos-ir expression in the medial amygdala (meA) (Wang et al., 1997). Selective aggression appears to serve the role of maintaining the monogamous pair bond (Resendez and Aragona, 2013), and is a rare example of a case in which rodent males display aggression toward a sexually receptive female that does not represent a threat. Thus, the prairie vole is considered an outstanding model for studying the neuronal mechanisms underlying monogamy in rodents.


Intersexual Aggression in Teleosts

Intersexual aggression in zebrafish has been assessed mainly in the context of how size-selective harvesting (e.g., fisheries) can directionally change sexually selected traits. To study the role of the size-selective harvesting on the evolution of mating behavior, size-matched spawning trials were performed among different size-harvested lines of zebrafish (Sbragaglia et al., 2019). Evidence suggests that while male aggression is lower when random-harvested males were crossed with females from the small and random harvested lines, male aggression is higher when large and small harvested males were crossed with females from the random harvested line. Moreover, females from the large harvested line experience lower levels of male aggression than females from the random and small harvested lines. Interestingly, since evidence on intersexual aggression in zebrafish focuses on male aggression because of its key importance in mating behavior of this species (Spence et al., 2008), female aggression toward males is still understudied.

Betta splendens males and females intensely and frequently attack each other regardless of the reproductive context and males often attack females for long periods of time. Females also attack males, but less frequently. In contrast, intersexual aggression in cichlids is often associated with pair-bonding and reproductive behavior. The convict cichlid (Amatitlania siquia) is a serially monogamous fish in which both intrasexual competition and intersexual selection influence the mating pattern. In this species, both sexes are highly aggressive, and the winner of aggressive encounters is usually the larger individual regardless of sex (Leese, 2012). Several monogamous species demonstrate size-assortative mating patterns, showing a positive correlation between male and female sizes of mate pairs within a population. In the case of the convict cichlids, oftentimes pairs are formed in which males are larger than females both under laboratory (Beeching and Hopp, 1999) and field conditions (Wisenden, 1994). Intersexual selection in this species influences size-assortative mating, and most studies have focused on female preference for larger males (Gagliardi-Seeley et al., 2009). However, when males are forced to pair with a smaller or a larger female, pair formation only occurs when the female is smaller than the male, while larger female shows high aggression to the male (Bloch et al., 2016). This suggests that intersexual aggression from females toward males limits size-assortative mating. Moreover, there is also evidence of intersexual aggression from males toward novel females (Leese, 2012). Besides cichlids, another interesting organism for the study of intersexual aggression is the electric fish Gymnotus omarorum, which shows non-breeding intrasexual and intersexual territorial aggression, does not exhibit sexual dimorphism in body size and in which body size and not sex is the best predictor of dominance in intersexual aggressive encounters (Batista et al., 2012).



Intersexual Aggression in Drosophila

Intersexual aggression in D. melanogaster has not been observed in the absence of manipulations of neuronal activity or gene expression, at least under laboratory conditions. High levels of female aggression toward males can be elicited by masculinization of the female nervous system either via expression of the male form of fruitless (Vrontou et al., 2006) or through RNA interference (RNAi)-mediated silencing of the sex determination gene transformer (Chan and Kravitz, 2007). Such “masculinized” females attack females of the same genotypes, mutant, or transgenic males that exhibit female aggression patterns, and wild-type males. However, these manipulations do not trigger female aggression toward wild-type females.

Drosophila males attack only other males and do not attack females (Kravitz and Fernandez, 2015). However, when the pheromonal profile of females is genetically masculinized, these females can elicit aggression from males (Fernandez et al., 2010). The composition of female cuticular hydrocarbons (CHs), which serve as contact pheromones, can be changed to that normally found on surfaces of the males by expression of a transformer RNAi transgene (Fernandez et al., 2010). These females exhibit pheromonal profiles similar to those of wild-type males, with high levels of monoenes and low levels of dienes. Males also attack females with a masculinized central nervous system, indicating that behavioral cues displayed by the females can override their chemical cues (Fernandez et al., 2010). In addition, males in which the nervous system is feminized by expression the female form of fruitless (Vrontou et al., 2006) or in which transformer is ectopically expressed (Chan and Kravitz, 2007) exhibit aggression toward females. Interestingly, activation of tachykinin-expressing neurons in males can elicit male aggression toward females (Asahina et al., 2014).



FEMALE–FEMALE AGGRESSION

Although not as extensively studied as male intrasexual aggression, female intrasexual aggression occurs in vertebrate and invertebrate species (Clutton-Brock, 2009). Exploring the dynamics underlying this behavior in taxa with different evolutionary histories would help better understand the selective pressures driving the evolution of female aggression. Female–female aggression has been postulated to be the by-product of genetic correlations with males (Lande, 1980). According to this hypothesis, traits that are advantageous for males, like aggression toward other males, are often expressed in females as well (Forstmeier et al., 2011). An alternative explanation is that female–female aggression has evolved from direct selection on females themselves and likely functions in competition over reproductive and social benefits (Tobias et al., 2012; Stockley and Campbell, 2013).

One reason why studies of aggression have focused on males is the potentially confounding behavioral effects of steroid hormone level oscillations during the estrus cycle. Estradiol, the main steroid hormone in females, has been implicated in female aggressive behavior (Rosvall et al., 2012), and several rodent species such as rats and hamsters are less likely to exhibit aggression during the estrus cycle (Wise, 1974; Davis and Marler, 2004). However, in these species, as well as in mice, the effect of the estrus cycle on aggression remains unclear. As in males, brain regions in the social behavior network [meA, bed nucleus of the stria terminalis (BNST), lateral septum (LS), medial preoptic area (mPOA), AH, VMH, and periaqueductal gray (PAG)] as well as the mesocorticolimbic dopamine pathway have been found to form the basis of the neural circuit regulating aggression, though there are some important sex differences (Duque-Wilckens and Trainor, 2017).

Intrasexual competition and hierarchy formation in female mice appears to be rare when population density is low and increase as population size increases, but little is known about the formation of female social hierarchies in mice (Yasukawa et al., 1985; Weidt et al., 2018). As it is the case for males, studies in more naturalistic environments revealed novel aspects of female social behaviors that were not observed under standard laboratory conditions (Williamson et al., 2019). Female mice living in large, complex environments are able to form linear hierarchies that emerge quickly, are stable for around 2 weeks and do not appear to be affected by the estrous cycle. Interestingly, these females housed under these conditions showed an extended estrous cycle (Williamson et al., 2019). Dominant females spent significantly longer in estrus than subordinate females, which subordinate showed higher levels of plasma corticosterone than dominant females, suggesting that they may be more susceptible to social stress.

Unlike most female laboratory rodents, which rarely display spontaneous aggression, female Syrian hamsters exhibit a range of competitive strategies. Females are able to form robust and stable hierarchal relationships and even inhibit the reproductive capacity of other females (Albers et al., 2002). Interestingly, clear sex differences in the neural regulation of dominance and aggression have been reported in this species. While hypothalamic injection of a 5-HT1a agonist stimulated aggression in females and inhibited aggression in males, injection of AVP had the opposite effects on both males and females. In addition, formation of female dominance was associated with activation of 5-HT neurons within the dorsal raphe while formation of male dominance was associated with activation of AVP neurons in the hypothalamus. Interestingly, fluoxetine increased female aggression while it substantially reduced aggression in males, an observation with obvious implications for psychiatry (Terranova et al., 2016).


Teleosts and Female Dominance

Analyses of aggression in fish have focused on male intrasexual competition. However, female dominance behaviors can also be observed in common laboratory models and in domestic fish. In zebrafish, although female intrasexual encounters are less aggressive (i.e., fewer attacks in the same time interval), evidence suggests that dominant females display significantly more aggressive displays than subordinate females (Filby et al., 2010). During the spawning period, dominant females are less aggressive toward their subordinate same-sex counterparts than dominant males toward theirs (Paull et al., 2010). Given that zebrafish is a popular vertebrate model for studying the neuronal basis of behavior, female aggression is surprisingly understudied. For example, a systematic quantification of aggressive behavior patterns is not yet available, and the role of all brain activation across the SDMN in aggressive displays remains unknown.

Betta splendens females exhibit a fighting pattern similar to that of males when in small aquariums (Braddock and Braddock, 1955). Fights between females end with submissive behaviors displayed by one of the individuals, while the dominant female continues to exhibit aggression for a short period of time. When housed in mixed large groups, female–female fights are less frequent than male–male fights (Elcoro et al., 2008). Aggression in female wild-types has also been described and compared to a strain that was selected for more aggression (“fighters”) by replicating a mating scheme commonly used by local breeders in Thailand, in which sibling males of a winner are mated with sibling females from another breeder (Ramos and Goncalves, 2019). ‘Fighter’ females are more aggressive than wild-type females, but the differences are quantitative rather than qualitative. Even though both strains show similar behavioral patterns (frontal displays, lateral displays, charge, caudal swing, and approach), behavioral correlation networks of the two strains are similar when females are paired with conspecifics but different in the mirror trials. Higher aggression in fighter females may be an adaptation to captivity, with more aggressive females having higher survival rates.

There are several examples of species in which females display high levels of aggressive behavior. Fish present a wide variety of reproductive and parental strategies, and cichlid fish are particularly interesting models to study both male and female aggression. For example, both intrasexual male and female aggression has been reported in dyadic agonistic encounters in the cooperatively breeding cichlid Neolamprologus pulcher (Taves et al., 2009), and aggression levels are similar between the sexes. Newly dominant females have higher plasma testosterone (T) but similar 11-KT levels in comparison with newly subordinate females (Taves et al., 2009). By contrast, newly dominant males have higher 11-KT but similar T levels relative to subordinate males. Female aggressive behavior of an intensity comparable to that in males has also been reported in the cichlid A. siquia (Bloch et al., 2016).

In contrast, females of the cichlid A. burtoni are usually not aggressive and do not form social hierarchies. However, when they are placed in all-female communities, they develop social hierarchies, display aggression, and exhibit male-like patterns of behavior (Renn et al., 2012; O’Connell et al., 2013). Interestingly, in a recently collected stock of fish, females of this species show aggressive behaviors toward male intruders if they are taking care of their brood (Renn et al., 2009). When comparing the neuroendocrine regulation of aggression in male and female dominants and subordinates, there are sex-specific and status-specific patterns of hormonal regulation of dominance (Renn et al., 2012; O’Connell et al., 2013). Moreover, evidence on neural gene expression suggests that there are specific modules and functional gene ontology categories that can explain either dominance or reproductive state when comparing brooding females with dominant and subordinate males (Renn et al., 2008). In females, gene expression patterns reveal a core module of genes associated with social dominance and up-regulation of genes previously identified as male-biased (Renn et al., 2016). However, even if aggressive behavior in A. burtoni females is observed in recently collected fish or in tanks in only in all-female groups, these behaviors have been studied in the context of maternal aggression and not in neutral aquaria. Monogamous cichlids, as well as species without lek-like system, are interesting models for the study of female territoriality and the underlying neuroendocrine mechanisms (Reddon et al., 2013).

Females of the neotropical cichlid C. dimerus can be as aggressive as males, as dominant, reproductive females aggressively defend their territory from subordinate, lower-ranked animals (Ramallo et al., 2014). The highest aggression levels in pre-spawning females are associated with larger GnRH-3 nuclear and somatic area and peaks in androgen and E2 plasma levels (Tubert et al., 2012). Comparisons of male–male and female–female encounters in neutral arenas do not reveal significant differences between sexes in terms of latency to attack, time of resolution, or frequency of aggressive displays, suggesting that females are as aggressive as males (Scaia et al., 2018b). Moreover, female winners show higher E2 levels before the agonistic encounter than female losers, while there are no differences on T and 11-KT levels (Scaia et al., 2018a). These results suggest that in C. dimerus female aggression is associated with initial levels of E2, and that estrogen levels could predict female aggression.



Female Aggression in Invertebrate Models

Aggression in D. melanogaster females was first described by Ueda and Kidokoro (2002). The authors described the female behavior as being similar to those of males identified and identified several behavioral patterns, including “lunge.” The “lunge” described in this study was different from the pattern used currently to quantify male aggression (Nilsen et al., 2004), since the female lunge did not involve rising. Ueda and Kidokoro reported that female aggression levels were dependent on rearing conditions, since isolated females were more aggressive than their group-housed counterparts, and on the quality of the food source, which suggested defense of potential future egg-laying sites.

Recent studies showed that female aggression in D. melanogaster is influenced by mating via an associated seminal fluid protein called sex peptide (Bath et al., 2017). Although the majority of the work on D. melanogaster aggression has been done in males, a growing number of studies have focused on female intrasexual aggression. Neuronal populations that mediate female-to-female aggression have been identified (Palavicino-Maggio et al., 2019), such as the doublesex-expressing pC1 cluster (Deutsch et al., 2020). Optogenetic activation of a subset of the neurons derived from the aIP-g neuroblast (Cachero et al., 2010) increases female aggression in the absence of aggression-promoting cues (Schretter et al., 2020). As is the case with males, connectomics studies in combination with genetic tools will likely help our understanding of how neuronal circuits control aggression with a level of resolution that is not possible in other invertebrate species. However, aggression in female D. melanogaster is less frequent and substantially less intense than in males, and females do not establish dominance (Nilsen et al., 2004). Studies focused on female competitive aggression in other non-social insects would allow for an examination of other aspects of this form of aggression. Unfortunately, there are relatively few such studies, as most focus on female aggression in social insects.

Female aggression in the context of nestmate recognition has been explored in multiple insect species such as ants, bees, wasps, and termites. One of the best described cases of female aggression in invertebrates is that of honey bees (Nouvian et al., 2016). Unlike other eusocial species, like ants and termites, guard, and soldier bees do not exhibit obvious morphological differences. Nest guards remain at the hive entrance to determine whether incoming individuals belong to the nest or are unfamiliar. Aggression is context-dependent and can be influenced by food availability: guards are less likely to attack non-nestmates when the colony has and guarding is decreased under high predation pressure [reviewed in Nouvian et al. (2016)]. The presence of a queen also affects honeybee defensive behavior: without a queen, all individuals participate in nest defense (Naeger et al., 2013). As in other invertebrates, central biogenic amines play a role in mediating aggressive behaviors: for example, octopamine decreases the activity of the stinger (Burrell and Smith, 1995). In addition, the genetic architecture of honeybee aggression has been well described (Hunt, 2007), and aggression-related changes in gene expression have been reported (Alaux et al., 2009).



CONCLUDING REMARKS

Over the past two decades, genetic models such as Drosophila and mice have been extremely useful for understanding not only the role of genes but the neuroarchitecture underlying aggressive behavior. A sophisticated and increasingly versatile repertoire of genetic tools has enabled the identification of specific neuronal populations involved in aggression, and manipulation of gene expression and neuronal activity specifically in those neurons to elucidate their roles in aggressive interactions. Despite a recent increase in attention to females, the vast majority of the literature has focused exclusively in male–male interactions. Although these models, especially mice, have made unparalleled contributions to our understanding of the neurobiological mechanisms underlying aggressive behavior, each model has distinct limitations that are sometimes ignored. The ethological perspective is arguably the most important aspect missing from studies in genetic models. The frequency and patterns of behaviors manifested by animals under laboratory conditions often differ greatly from those displayed in the wild or even semi-natural environments. Technological advances will undoubtedly soon allow us to overcome some of the limitations, e.g., by adapting optogenetics manipulations to freely moving animals in large spaces.

More broadly, technology will also soon allow genetic manipulations in species that had been beyond experimental reach. CRISPR is already being used in a wide range of species, many of which are potentially valuable models for the study of aggression because they exhibit patterns of behaviors absent in mice or flies, such as lethal aggression or high-intensity patterns of female intrasexual aggression. These tools will expand the repertoire of organisms amenable to experimental manipulation and could help to bring back classical non-genetic models such as crustaceans, in which fights are highly stereotyped and have long-lasting consequences. In this new era, rather than being limited to the inquiries that can be made in a few laboratory models, researchers seeking a neuroethological perspective will be empowered to select their model organisms based on the biological question of interest.
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Scheunemann et al., 2018
Odor processing® Ellen and Mercer, 2012
Sensory perception Kaneko et al., 2017; Chakraborty
etal., 2019
Sleep* Liu et al.,, 2019
GABA Associative olfactory learning®  Liu et al., 2007
Labile memory Pitman et al.,, 2011
Locomotion® Leal and Neckameyer, 2002; Leal
etal., 2004
Sleep length and onset* Agosto et al., 2008; Chen et al.,
2015
Sleep and memory Haynes et al., 2015
consolidation*
Acetylcholine Aversive association*® Silva et al., 2015; Bielopolski et al.,
2019
Olfactory learning* Barnstedt et al., 2016
Nicotine-induced locomotor  King et al., 2011; Fuenzalida-Uribe
changes etal,, 2013; Ren et al,, 2015
Sleep promotion* Aso et al., 2014b
Glutamate  Olfactory habituation Dasetal., 2011
Olfactory learning and memory” Xia et al., 2005
Olfactory response® Liu and Wilson, 2013
Sleep regulation” Guo etal.,, 2016
Wake promotion* Sitaraman et al., 2015; Zimmerman

etal, 2017

Researchers are elucidating which neurotransmitters are involved in regulating the wide
behavioral repertoire of Drosophia. Behaviors that could be impacted by or related to
alcohol exposure are marked with an asterisk.
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Neuro- Part of pathway Activation Pharm. (P) or Alcohol-related phenotype(s) Reference
transmitter (+)/Blockage (-) of  genetic (G)
function manipulation
Dopamine N/A NA NA Alcohol potentiates global DA release Ojelade et al., 2019
Tyrosine hydroxylase  — P Decreased acute hyperactivation Bainton et al., 2000
DA neuron synaptic ~ — G,P Decreased acute hyperactivation Kong et al., 2010
transmission Increased naive preference Ojelade et al., 2019
- G Decreased disinhibition Lee etal, 2008
+ G,P Increased naive aversion Ojelade et al., 2019
DAT - G Decreased acute hyperactivation Kong et al., 2010
Central complex + G Increased acute hyperactivation Kong etal., 2010
neuronal activity
Dop1R1 receptor - G Decreased acute hyperactivation Kong etal., 2010
No change in rapid tolerance Kong et al.,, 2010
Increased naive preference Ojelade et al., 2019
Both D1-like - G No change in sensitization to disinhibition Aranda et al., 2017
receptors.
DopEcR - G Acute sedation resistance Petruccell et al., 2016
Increased acute hyperactivation Petruccelli et al., 2016
Decreased sensitization to disinhibition Arandaetal., 2017
PPL DAergic - G Decreased naive aversion Ojelade et al., 2019
neurons projecting
toFSB
DA neurons - G Decreased conditioned preference Kaun et al., 2011
Octopamineand  Tyrosine - G Decreased acute hyperactivation Scholz, 2005
tyramine decarboxylase Acute sedation resistance Chen etal., 2013
Tyramine - G Increased acute hyperactivation Scholz, 2005
beta-hydroxylase Decreased rapid tolerance Scholz et al., 2000;
Scholz, 2005
Decreased startle response Scholz, 2005
Decreased olfactory preference Schneider et al., 2012
Decreased olfactory attraction ClaBen and Scholz, 2018
+ G Decreased sensitivity Chen etal., 2013
Global OA levels + P No change in sensitivity Chen etal., 2013
Increased olfactory attraction ClaBen and Scholz, 2018
OA neurons + G Induced olfactory preference for EtOH Schneider et al., 2012
OA receptor - G.P Decreased olfactory attraction ClaBen and Scholz, 2018
TA receptor - G No change in acute sedation Scholz, 2005
P Decreased sensitivity Chen etal., 2013
Serotonin Global SHT levels + P Decreased olfactory preference Xuetal., 2016
serT - G Decreased olfactory attraction Xuetal., 2016
Decreased olfactory preference Kasture et al., 2019
- P No change in sensitivity Chen etal., 2010
SerTinCSD + G Increased olfactory aversion Kasture et al., 2019
neurons
5-HTP + P Increased sensitivity Chen etal. 2010
PKCS53E in 5HT - G Reduced activity of SHT neurons Chen et al., 2010
neurons Decreased sensitivity Chen etal., 2010
GABA GABAGR + P Increased sensitivity Ranson et al., 2020
Increased chronic tolerance Ranson et al., 2020
Decreased rapid tolerance Dzitoyeva et al., 2003
- P Decreased sensitivity Ranson et al., 2020
Decreased alcohol-induced motor Dzitoyeva et al., 2003
impairment
Glutamate DAergic projections  N/A N/A Consolidation of alcohol-related memories  Scaplen et al., 2020
to glutamatergic
MBONs

For each neurotransmitter, the different manipulations reported are lsted (oart of the neurotransmitter pathway, whether that component of the patiway is being activated or blocked,
and whether the manipuletion is pharmecological or genetic) together with their behavioral output n the presence of alcohol. In 2 cases (/A" in columns 2-3), no menipulation is

indicated and a general behavioral response to alcohol is shown. See the main text for detailed descriptions of the listed behaviors. EtOH

thanol.
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