

[image: image]





Frontiers eBook Copyright Statement

The copyright in the text of individual articles in this eBook is the property of their respective authors or their respective institutions or funders. The copyright in graphics and images within each article may be subject to copyright of other parties. In both cases this is subject to a license granted to Frontiers.

The compilation of articles constituting this eBook is the property of Frontiers.

Each article within this eBook, and the eBook itself, are published under the most recent version of the Creative Commons CC-BY licence. The version current at the date of publication of this eBook is CC-BY 4.0. If the CC-BY licence is updated, the licence granted by Frontiers is automatically updated to the new version.

When exercising any right under the CC-BY licence, Frontiers must be attributed as the original publisher of the article or eBook, as applicable.

Authors have the responsibility of ensuring that any graphics or other materials which are the property of others may be included in the CC-BY licence, but this should be checked before relying on the CC-BY licence to reproduce those materials. Any copyright notices relating to those materials must be complied with.

Copyright and source acknowledgement notices may not be removed and must be displayed in any copy, derivative work or partial copy which includes the elements in question.

All copyright, and all rights therein, are protected by national and international copyright laws. The above represents a summary only. For further information please read Frontiers’ Conditions for Website Use and Copyright Statement, and the applicable CC-BY licence.



ISSN 1664-8714
ISBN 978-2-88971-270-0
DOI 10.3389/978-2-88971-270-0

About Frontiers

Frontiers is more than just an open-access publisher of scholarly articles: it is a pioneering approach to the world of academia, radically improving the way scholarly research is managed. The grand vision of Frontiers is a world where all people have an equal opportunity to seek, share and generate knowledge. Frontiers provides immediate and permanent online open access to all its publications, but this alone is not enough to realize our grand goals.

Frontiers Journal Series

The Frontiers Journal Series is a multi-tier and interdisciplinary set of open-access, online journals, promising a paradigm shift from the current review, selection and dissemination processes in academic publishing. All Frontiers journals are driven by researchers for researchers; therefore, they constitute a service to the scholarly community. At the same time, the Frontiers Journal Series operates on a revolutionary invention, the tiered publishing system, initially addressing specific communities of scholars, and gradually climbing up to broader public understanding, thus serving the interests of the lay society, too.

Dedication to Quality

Each Frontiers article is a landmark of the highest quality, thanks to genuinely collaborative interactions between authors and review editors, who include some of the world’s best academicians. Research must be certified by peers before entering a stream of knowledge that may eventually reach the public - and shape society; therefore, Frontiers only applies the most rigorous and unbiased reviews. 

Frontiers revolutionizes research publishing by freely delivering the most outstanding research, evaluated with no bias from both the academic and social point of view.

By applying the most advanced information technologies, Frontiers is catapulting scholarly publishing into a new generation.

What are Frontiers Research Topics?

Frontiers Research Topics are very popular trademarks of the Frontiers Journals Series: they are collections of at least ten articles, all centered on a particular subject. With their unique mix of varied contributions from Original Research to Review Articles, Frontiers Research Topics unify the most influential researchers, the latest key findings and historical advances in a hot research area! Find out more on how to host your own Frontiers Research Topic or contribute to one as an author by contacting the Frontiers Editorial Office: frontiersin.org/about/contact





SENSING DNA IN ANTIVIRAL INNATE IMMUNITY

Topic Editors: 

Chunfu Zheng, University of Calgary, Canada

Rongtuan Lin, McGill University, Canada

Junji Xing, Houston Methodist Research Institute, United States

Citation: Zheng, C., Lin, R., Xing, J., eds. (2021). Sensing DNA in Antiviral Innate Immunity. Lausanne: Frontiers Media SA. doi: 10.3389/978-2-88971-270-0





Table of Contents




Editorial: Sensing DNA in Antiviral Innate Immunity

Rongtuan Lin, Junji Xing and Chunfu Zheng

Protein Dynamics in Cytosolic DNA-Sensing Antiviral Innate Immune Signaling Pathways

Chunfu Zheng

Characterization of a Novel Compound That Stimulates STING-Mediated Innate Immune Activity in an Allele-Specific Manner

Jinu Abraham, Sara Botto, Nobuyo Mizuno, Kara Pryke, Bryan Gall, Dylan Boehm, Tina M. Sali, Haihong Jin, Aaron Nilsen, Michael Gough, Jason Baird, Marita Chakhtoura, Caroline Subra, Lydie Trautmann, Elias K. Haddad and Victor R. DeFilippis

Porcine IFI16 Negatively Regulates cGAS Signaling Through the Restriction of DNA Binding and Stimulation

Wanglong Zheng, Rongyun Zhou, Shuangjie Li, Shan He, Jia Luo, Meiqin Zhu, Nanhua Chen, Hongjun Chen, François Meurens and Jianzhong Zhu

DNA-Sensing Antiviral Innate Immunity in Poxvirus Infection

Yue Lu and Leiliang Zhang

When STING Meets Viruses: Sensing, Trafficking and Response

Zhaohe Li, Siqi Cai, Yutong Sun, Li Li, Siyuan Ding and Xin Wang

Vaccinia Virus Activation and Antagonism of Cytosolic DNA Sensing

Misbah El-Jesr, Muad Teir and Carlos Maluquer de Motes

Polymorphisms in STING Affect Human Innate Immune Responses to Poxviruses

Richard B. Kennedy, Iana H. Haralambieva, Inna G. Ovsyannikova, Emily A. Voigt, Beth R. Larrabee, Daniel J. Schaid, Michael T. Zimmermann, Ann L. Oberg and Gregory A. Poland

Molecular and Structural Basis of DNA Sensors in Antiviral Innate Immunity

Ayesha Zahid, Hazrat Ismail, Bofeng Li and Tengchuan Jin

Lymphocyte Changes in Severe COVID-19: Delayed Over-Activation of STING?

Jean-Marie Berthelot, Frédéric Lioté, Yves Maugars and Jean Sibilia

Function and Regulation of Nuclear DNA Sensors During Viral Infection and Tumorigenesis

Fan Zhang, Yi Yuan and Feng Ma

Herpes Simplex Virus and Pattern Recognition Receptors: An Arms Race

Jun Zhao, Chao Qin, Yongzhen Liu, Youliang Rao and Pinghui Feng

Chicken cGAS Senses Fowlpox Virus Infection and Regulates Macrophage Effector Functions

Marisa Oliveira, Damaris Ribeiro Rodrigues, Vanaique Guillory, Emmanuel Kut, Efstathios S. Giotis, Michael A. Skinner, Rodrigo Guabiraba, Clare E. Bryant and Brian J. Ferguson

Poly(dA:dT) Suppresses HSV-2 Infection of Human Cervical Epithelial Cells Through RIG-I Activation

Dan-Dan Shao, Feng-Zhen Meng, Yu Liu, Xi-Qiu Xu, Xu Wang, Wen-Hui Hu, Wei Hou and Wen-Zhe Ho





EDITORIAL

published: 01 July 2021

doi: 10.3389/fimmu.2021.644310

[image: image2]


Editorial: Sensing DNA in Antiviral Innate Immunity


Rongtuan Lin 1*, Junji Xing 2* and Chunfu Zheng 3,4*


1 Department of Medicine, Lady Davis Institute-Jewish General Hospital, McGill University, Montreal, QC, Canada, 2 Immunobiology and Transplant Science Center, Department of Surgery, Houston Methodist Research Institute, Houston, TX, United States, 3 Department of Immunology, School of Basic Medical Sciences, Fujian Medical University, Fuzhou, China, 4 Department of Microbiology, Immunology and Infectious Diseases, University of Calgary, Calgary, AB, Canada




Edited by: 
Alexis M. Kalergis, Pontificia Universidad Católica de Chile, Chile

Reviewed by: 
Dominic De Nardo, Monash University, Australia
 Julio Villena, CONICET Centro de Referencia para Lactobacilos (CERELA), Argentina
 Martin R. Jakobsen, Aarhus University, Denmark

*Correspondence: 
Rongtuan Lin
 rongtuan.lin@mcgill.ca
 Junji Xing
 jxing@houstonmethodist.org
 Chunfu Zheng
 zheng.alan@hotmail.com

Specialty section: 
 This article was submitted to Viral Immunology, a section of the journal Frontiers in Immunology


Received: 20 December 2020

Accepted: 21 June 2021

Published: 01 July 2021

Citation:
Lin R, Xing J and Zheng C (2021) Editorial: Sensing DNA in Antiviral Innate Immunity. Front. Immunol. 12:644310. doi: 10.3389/fimmu.2021.644310



Keywords: DNA sensors, pattern-recognition receptors, cyclic GMP-AMP synthase, STING, viruses, innate immune responses.


Editorial on the Research Topic 


Sensing DNA in Antiviral Innate Immunity


The editorial team welcomes you to the specific Research Topic on “Sensing DNA in Antiviral Innate Immunity”. We appreciate the hard work and outstanding contributions from all authors. Effective defense mechanisms against virus infection and pathogenesis rely on a prompt and robust induction of antiviral innate immunity. Central to antiviral innate immune responses is the detection of evolutionarily conserved structures, termed pathogen-associated molecular patterns (PAMPs), by a set of germline-encoded pattern-recognition receptors (PRRs) (1). In the case of DNA virus or retrovirus infection, cytosolic viral DNA or reverse transcription intermediates (RTI) is detected by DNA sensors cyclic GMP-AMP synthase (cGAS) as well as other cytosolic DNA binding proteins such as interferon-gamma inducible protein 16 (IFI16) (2, 3). Conversely, endosome-associated viral nucleic acids are recognized by toll-like receptor 7 (TLR7) and TLR9 (1).

Furthermore, a recent report identified heterogeneous nuclear ribonucleoprotein A2B1 (hnRNPA2B1) as a nuclear DNA sensor for viral double-stranded DNA, but not cellular DNA, in the nucleus (4). Additionally, cGAS is recently reported to sense nuclear DNA (5–11). Following the detection of specific viral PAMPs, PRRs trigger the activation of intracellular signaling cascades, ultimately leading to the activation of NF-κB, interferon regulatory factor (IRF) 3 and 7, and the production of type I interferons (IFN-I) and various inflammatory cytokines such as CXCL10, TNFα and IL-6 (12). The antiviral program is subsequently amplified by paracrine and autocrine signaling of IFN through IFN receptors and Janus kinase (JAK)-signal transducer and activator of transcription (STAT) signaling, resulting in the induction of antiviral IFN-stimulated genes (ISGs) (13). This Research Topic will feature different contributions providing the molecular and structural basis of endosomal, nuclear, and cytosolic DNA sensors in antiviral response, the dynamic regulations of DNA sensors and their adaptor protein activation, trafficking, and post-translational modifications, and virus evasion of the host DNA-sensing antiviral innate immune responses. These approaches could contribute to the development of novel antiviral therapies and oncolytic viruses in the future.

Zahid et al. introduced the PAMPs, PRRs, and the sources of cytotoxic DNA. The authors showed the structures of endosomal and cytosolic DNA sensors alone or complexed with DNA to provide insights on how binding the DNA to these sensors triggers the signaling pathways to activate the antiviral immune responses. They focused on the endosomal DNA sensor TLR9 and multiple cytosolic DNA sensors, including cGAS, IFI16, absent in melanoma 2 (AIM2), and DNA-dependent activator IRFs (DAI). The authors also covered other cytosolic DNA sensors, including DEAD-box helicase DDX41, RNA polymerase III, DNA-dependent protein kinase (DNA-PK), and meiotic recombination 11 homolog A (MRE11), as well as adaptor protein stimulator of interferon genes (STING).

To ensure successful antiviral defenses and avoid aberrant or dysregulation of host immune signaling, antiviral pathways need to be tightly regulated. PRRs and their adaptor proteins are regulated at multiple levels. Two papers have discussed the recent advances in DNA sensors’ dynamic regulations and their adaptor protein STING. Zheng described the role of TLR9 dimerization, trafficking, and a multiprotein signaling complex formation in regulating endosomal DNA-sensing signaling. He also provided an update on the role of STING trafficking and polymerization in cGAS-STING signaling, how cellular proteins involve in cGAS-STING activation, and the evasion of cGAS-STING signaling by DNA viruses. Li et al. focused on trafficking and post-translational modifications in STING activation. They also summarized the proteins encoded by different DNA and RNA viruses to inhibit the intracellular trafficking and STING signaling activation.

Recent studies have identified nucleus-localized DNA and RNA sensors to detect pathogenic nucleic acids for triggering antiviral innate immune responses. IFI16, hnRNPA2B1, and nuclear cGAS are all defined as possible sensors for nuclear DNA that is unwinded from histone complexes. Zhang et al. summarized the recent advances in identifying nuclear DNA sensors IFI16, hnRNPA2B1, and nuclear cGAS and their roles in regulating antiviral innate immune responses and tumorigenesis. The authors also discussed the transcriptional, post-transcriptional, and post-translational regulations of these nuclear DNA sensors.

Viruses have evolved various strategies to inhibit and subvert the host’s antiviral immune responses. Three papers have been contributed to discuss recent advances in DNA viruses-induced and antagonize innate immune responses via DNA sensors. Zhao et al. reviewed how herpes simplex viruses (HSVs) are detected by the cytosolic DNA sensor cGAS-STING, IFI16, AIM2, and DAI, and how HSV-encoded proteins antagonize the signaling pathways triggered by DNA sensors. The authors also provided an overview of RIG-I-like receptors (RLRs) and protein kinase R (PKR) in the antiviral immune responses against HSVs. A paper from El-Jesr et al. and another paper from Lu and Zhang reviewed the latest studies on how the cytosolic DNA sensors recognize vaccinia virus (VACV) and trigger the activation of innate immune responses, and the strategies evolved by VACV to antagonize innate immune responses induced via cytosolic DNA sensing pathways.

In a large genome-wide association study (GWAS) of the immune responses to primary smallpox vaccination, Kennedy et al. reported a cluster of SNPs on chromosome 5 (5q31.2) that were significantly associated with IFNα response to in vitro poxvirus stimulation. The authors identified rs1131769, a non-synonymous SNP in TMEM173 causing an Arg-to-His change at position 232 in the STING protein (H232 STING), as a major regulator of cGAS-mediated IFN-I production. Compared to R232 homozygote, H232 homozygote has a 90% reduction in cGAMP-mediated IFNa secretion. Molecular modeling revealed that H232 has greater structural flexibility and mobility of the ligand-binding loop.

Cytosolic DNA sensors have not been studied in livestock animals. Zheng et al. reported the characterization of porcine cGAS, STING, and IFI16 and measured the function of porcine cGAS, STING, and IFI16 in regulating IFN-I, cytokine, and ISG gene expression. Porcine cGAS-STING signaling triggers the antiviral responses, while porcine IFI16 competitively binds with agonist DNA and STING to inhibit cGAS-STING signaling. Oliveira et al. used chicken macrophage-like cell line HD11 to characterize the function of cGAS-STING signaling in chicken. Knockout studies demonstrated that chicken cGAS-STING was essential for fowlpox- and intracellular DNA-induced IFN-I responses in chicken macrophage-like cells. Furthermore, chicken cGAS-STING signaling is also required for the regulation of macrophage effector functions.

The goal of our understanding of antiviral immune responses is to develop new therapeutics. Given that viral PAMP-PRR interaction is the initial trigger of the innate and adaptive immune response, an attractive strategy for developing an efficient therapy to inhibit virus replication is natural or synthetic molecules that mimic the viral PAMPs to activate the host innate immune defense. Shao et al. reported that poly(dA:dT) treatment induced the expression of IFNs and the multiple antiviral ISGs in the cervical epithelial cells and significantly inhibited HSV-2 infection. It has been demonstrated that poly(dA:dT) can be transcribed into a 5’pppRNA in the host cells, triggering RIG-I-dependent antiviral responses. The authors showed that knockout of RIG-I significantly compromised poly(dA:dT)-mediated activation of IFN signaling and inhibition of HSV-2 infection. With an alternative approach, Abraham et al. performed a high throughput screen to identify novel small molecules capable of stimulating IFN-I production. The authors reported a small molecule termed M04 that can activate a STING-dependent IFN-I production in human cells. Mechanistically, M04 induced STING phosphorylation and ER-Golgi trafficking.

Constitutive active mutation of STING is associated with the clinical syndrome known as STING-associated vasculopathy with onset in infancy (SAVI). Berthelot et al. reviewed the similarities between T and B cell responses in severe coronavirus disease 2019 (COVID-19) and human or animal models of SAVI syndromes. The authors proposed that a delayed overactivation of cGAS-STING signaling could play a central role in COVID-19 pathogenesis. Three potential models for SARS-CoV-2 mediated STING activation were discussed.
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Antiviral innate immunity works as the first line of host defense against viral infection. Pattern recognition receptors (PRRs) and adaptor proteins involved in the innate immune signaling pathways play critical roles in controlling viral infections via the induction of type I interferon and its downstream interferon-stimulated genes. Dynamic changes of adaptor proteins contribute to precise regulation of the activation and shut-off of signaling transduction, though numerous complex processes are involved in achieving dynamic changes to various proteins of the host and viruses. In this review, we will summarize recent progress on the trafficking patterns and conformational transitions of the adaptors that are involved in the antiviral innate immune signaling pathway during viral DNA sensing. Moreover, we aim to dissect the relationships between protein dynamics and DNA-sensing antiviral innate immune responses, which will reveal the underlying mechanisms controlling protein activity and maintaining cell homeostasis. By comprehensively revealing protein dynamics in cytosolic DNA-sensing antiviral innate immune signaling pathways, we will be able to identify potential new targets for the therapies of certain autoimmune diseases.

Keywords: protein dynamics, protein trafficking, conformational change, DNA sensing signaling, innate immunity


INTRODUCTION

Cellular processes are dependent on transmembrane receptors to communicate and transmit various signals into intracellular compartments. Dynamic changes in proteins precisely regulate the activation and inhibition of the signaling transduction. As the host's frontline defense against viral infection, antiviral innate immunity is mainly triggered by the interaction between pattern recognition receptors (PRRs) and viral pathogen-associated molecular patterns (PAMPs), followed by the activation of downstream adaptor proteins, such as stimulator of interferon genes (STING), mitochondrial antiviral signaling protein (MAVS), tumor necrosis factor receptor-associated factor (TRAFs), Toll/IL-1 receptor domain-containing adaptor inducing IFN-β (TRIF), and some other adaptors, which contribute to the induction of type I interferons (IFN-I). Therefore, the expression of IFN-stimulated genes (ISGs) is significantly increased to restrict viral infection or replication (1).

In host antiviral innate immunity signaling pathways, protein trafficking is one of the primary protein dynamics essential for the activation of the signaling pathway. Until 2013, the cyclic GMP-AMP synthase (cGAS) had been identified as the only universal cytoplasmic DNA sensor in various cell types to sense double-stranded DNA (dsDNA) and catalyze the synthesis of cyclic GMP-AMP (cGAMP) (2). STING, the only receptor of cGAMP, moves from the endoplasmic reticulum (ER) to the Golgi and recruits TANK binding kinase 1 (TBK1) and interferon regulatory factor 3 (IRF3). The location of TBK1 and IRF3 on Golgi engages their interaction with each other and phosphorylation transition. Activated IRF3 in the nucleus directly binds to the promoter region of IFN-I to enhance the transcription of IFN-β (3, 4). Toll-like receptors (TLRs) also play critical roles in antiviral innate immunity. TLR3, TLR7, and TLR9 are the first subgroup of PRRs identified in mammals. They traverse from ER to endosome by the transmembrane protein UNC93B1 to recognize viral PAMPs and induce innate immunity (5). The mitochondrially located protein MAVS transmits downstream signaling of antiviral innate immunity, with signaling complexes assembling on the mitochondrial-associated ER membrane (MAM) (6). Thus, protein trafficking and different sub-cellular localizations contribute significantly to the innate immune signal transduction.

The conformational transition is another type of protein dynamic for activation and signaling transduction. When sensing cytosolic dsDNA, cGAS needs to form into a polymer to bind to the dsDNA directly. Polymerization of cGAS is necessary for its enzymatic activity to catalyze the synthesis of cGAMP from ATP and GTP (7, 8). cGAMP works as the endogenous second messenger and binds to STING. Upon binding with cGAMP, STING undergoes the formation of the dimers and higher-order oligomers. A closed conformation of STING is formed following a 180° “twisting” of the STING dimer on its transmembrane domain upon ligand binding, leading to the oligomerization of STING through side-by-side packing of dimeric STING molecules, which is essential for STING trafficking and TBK1 trans-autophosphorylation (9, 10). Evidence indicates that homodimerization or heterodimerization of some TLRs in endosomes is critical for TLR-sensing PAMP (11). Besides, a recent study pointed out that the cleavage and release of the UNC93B-TLR9 complex in endosomes are required for activation of the signaling pathway (12). The retinoic acid-inducible gene I (RIG-I) is proposed to expose the N-terminal pair of caspase activation recruitment domains (CARDs), enabling an interaction with MAVS and thereby initiating downstream signaling (13). Thus, protein kinetics, including protein trafficking and conformational transition, play critical roles in the activation of innate immune signaling pathways. Revealing the working pattern of adaptors, especially how adaptors coordinate with other proteins in sub-cellular localization changing and conformational conversion in cytosolic DNA-sensing signaling pathways, is a matter of vital importance in innate immune responses.



PROTEIN TRAFFICKING PATTERNS IN cGAS-STING MEDIATING IFN-β PRODUCTION

DNA-sensing signaling is one of the main pathways in response to DNA virus infection that prevents viral invasion and replication intracellularly. Activation of DNA sensors and the adaptors directly regulates IFN-I production (14). Trafficking or different localizations of DNA sensors and their downstream adaptor proteins play essential roles in signal pathway activation. In the cGAS-STING signaling pathway, ER-retaining protein STING is usually thought to be activated by cGAMP (4). After its activation, STING traffics through the ER–Golgi intermediate compartment (ERGIC) and the Golgi apparatus in a process that is dependent on the cytoplasmic coat protein complex II (COPII) and ADP–ribosylation factor (ARF) GTPases (15). Located on Golgi, the kinase TBK1 and IRF3 are recruited by STING. A phosphorylation cascade allows signal transmission, leading to the activation of IRF3 and nuclear factor kappaB (NF-κB), which translocate into the nucleus to drive transcription of IFN-I and pro-inflammatory cytokines (16–18).


Host Proteins Regulate the Trafficking of Adaptors for cGAS-STING Signal Transduction

Mukai et al. demonstrated that the palmitoylation of STING undergone on the Golgi was necessary for STING activation (19, 20). Also, STING trafficking to the Golgi is the pre-requisite for TBK1 and IRF3 recruitment, which is followed by phosphorylation and signal transduction to induce IFN-I production (21). Inactive rhomboid protein 2 (iRhom 2) and translocon-associated protein (TRAPβ) form a complex with STING and facilitate the STING trafficking from ER to Golgi (22, 23). Mitochondrial E3 ubiquitin-protein ligase 1 (MUL1), autocrine motility factor receptor (AMFR), and insulin-induced gene 1 (INSIG1) were also reported to play positive regulatory roles in promoting STING translocation to Golgi and activation through polyubiquitination modification on STING (24, 25). Gui et al. found that secretion-associated and RAS-related protein (SAR1A) and the COPII cargo-binding protein SEC24C could interact with STING and accelerate STING's trafficking to Golgi (26). After activation on Golgi, STING moves to perinuclear or other organelles. Gonugunta et al. confirmed that STING quickly moved to Rab7-positive endo-lysosomes after activation on Golgi for degradation, turning off the downstream signaling (27), while it has also been shown that sentrin-specific protease (SENP2), a putative regulator, promotes STING degradation in autophagosome (28). A recent study demonstrated that post-Golgi trafficking of STING regulated the autophagy signaling (29). Autophagy related gene 9a (Atg9a) controls dsDNA-driven dynamic translocation of STING and the innate immune responses (30). The transcription factor IRF3 is exported from the nucleus via the CRM1-mediated pathway to locate in the cytosol at rest stage, while it is imported into the nucleus when receiving the signal upstream (31). Phosphorylated IRF3 forms dimers and shuttles into the nucleus, where they interact with the coactivator CBP/p300 and initiate transcription of IFN-I and inflammatory cytokines (32, 33). Fas-associated factor 1 (FAF1) and DEAD BOX Helicase 56 (DDX56) are found to physically associate with IRF3-IPO5/importin-β3 complex, and overexpression of FAF1 or DDX56 reduces the interaction between IRF3 and IPO5/importin-β3 and disrupts the nuclear translocation of IRF3 (34, 35). Interestingly, a recent study showed that the adaptor protein TRIF, mainly involved in TLR signaling, also participates in cGAS-STING-mediated antiviral responses in a cell type-dependent manner (36).



Viral Proteins Interfere With Adaptors Trafficking During cGAS-STING Signaling

Trafficking of STING and IRF3 nuclear importation are essential for the activation of the cGAS-STING signaling pathway. Various host proteins interact with STING or IRF3 to regulate their translocation and signaling transduction and to maintain homeostasis. Viruses, especially DNA viruses, have evolved multiple strategies to impede the cGAS-STING signaling pathway by dampening the trafficking of STING and IRF3. Herpes simplex virus type I (HSV-1) serine protease VP24 and serine/threonine kinase US3 were shown to target IRF3 and block its dimerization and nuclear translocation, with a subsequent reduction of IFN-I (37, 38). HSV-1 tegument proteins UL24 and UL42 were found to bind to the endogenous NF-κB subunits p65 and p50, abrogating their nuclear translocation and NF-κB activation downstream of the cGAS-STING signaling pathway during viral infection (39, 40).

The Tegument protein UL82 of human cytomegalovirus (HCMV), one of the beta herpesviruses, was reported to impair STING-mediated signaling via two mechanisms. On the one hand, UL82 disrupts the STING-iRhom2-TRAPβ translocon complex and impedes the translocation of STING to Golgi. On the other hand, UL82 impairs the recruitment of TBK1 and IRF3 to the STING complex on Golgi, reducing IFN-I production (41). In addition, HCMV UL42 inhibits the trafficking and activation of STING by facilitating p62/LC3B-mediated degradation of TRAPβ (42). Recently, a study showed that vaccinia virus, a DNA virus replicating in the cytoplasm, encodes poxvirus immune nucleases (poxins) to restrict cGAS-STING signaling through cleaving 2′,3′- cGAMP and that deletion of poxin gene attenuates viral replication (43) (Figure 1).


[image: Figure 1]
FIGURE 1. Schematic diagram of protein dynamics of cytosolic DNA-sensing signaling antiviral innate immunity signaling pathways. Cytosolic DNA sensors, such as cGAS and TLR9, recognize dsDNA and trigger IFN-I production through the transmission of a series of signals. Multiple steps in the DNA-sensing signaling pathways can be modulated by host and viral proteins. Green lines indicate that host proteins target adaptors. Red lines indicate that viral proteins interfere with adaptors. CBP, CREB-binding protein; P, phosphate; U, ubiquitin.





TRANSLOCATION OF TLRS AFFECTS THE DNA-SENSING SIGNALING

TLRs are one of the main subgroups of PRRs for the primary sensing of virus-derived nucleic acids, leading to the production of IFN-I, pro-inflammatory cytokines, and chemokines by the host cells (44). Evidence indicates that the transduction of the TLR signaling pathway is mainly dependent on its intracellular trafficking. To date, UNC93B1 is the unique trafficking vector identified for TLR3, TLR7, and TLR9. The interaction between UNC93B1 and TLRs facilitates its loading into COPII vesicles and transport through ERGIC to endosome, resulting in the production of IFN-I (45–47). To date, TLR9 is the only known DNA sensor among human TLRs (48). TLR9 is mainly expressed in endosomes among B cells, macrophages, and dendritic cells (DCs) (49). TLR9 recognizes unmethylated 2′-deoxyribo cytidine-phosphate-guanosine (CpG) DNA, which is mostly expressed in bacteria (50). It has been demonstrated that infection by certain DNA viruses activates the TLR9 signaling pathway, in which TLR9 interacts with myeloid differentiation factor 88 (MyD88). Subsequently, TLR9 forms a multiprotein signaling complex with Interleukin-1 Receptor-Associated Kinase 4 (IRAK4), IRAK1, TNF Receptor-Associated Factor 6 (TRAF6), TRAF3, and IkB kinase α and activates IRF7, which induces the production of IFN-I (51). An FYVE (Phe-Tyr-Val-Glu) finger-containing phosphoinositide (PI) kinase, PIKfyve, appears to play an important role in TLR9 trafficking and signal transduction in DCs and macrophages (52). Adaptor protein-3 (AP-3) was required for late-endosome localization of TLR9 to induce the production of IFN-I (53). In sum, the DNA receptor TLR9 cooperates with other cellular proteins to accurately control DNA-sensing signaling.



PROTEIN CONFORMATIONAL TRANSITION MEDIATES THE SIGNALING ACTIVATION

cGAS is one of the critical receptors that account for DNA-driven innate immune responses. The nucleotidyltransferase (NTase) domain, which consists of a central catalytic pocket and two separate surfaces with positive charges in the C-terminal of cGAS, is critical for the dimer formation and enzymatic activity (54). Upon binding to dsDNA, cGAS assembles into a cGAS-dsDNA oligomeric complex with two molecules of dsDNA embedded in two cGAS molecules (55, 56). cGAS dimers form ladder-like networks between two separate stretches of dsDNA or on one long crooked dsDNA helix, which markedly enhances the stability of each individual cGAS-dsDNA complex along the dsDNA (8, 57). In addition, subcellular fractionation and bio-chemical analysis suggest that cGAS is predominantly located on the plasma membrane through the N-terminal unstructured domain but not in the cytosol at rest stage. After DNA transfection, cGAS translocates to the cytoplasm and forms large foci (probably liquid droplets of cGAS-DNA complex), to respond to extraneous DNA and viral infection (58, 59).

As the only receptor of the second messenger cGAMP, CDN-binding domain (CBD) of dimeric STING binds asymmetric 2′,3′ cGAMP preferentially and is essential for the translocation of STING from ER to Golgi (60). STING polymer formation is necessary for recruiting TBK1. Phosphorylation transition during STING-TBK1-IRF3 complex formation requires a 180° rotation of the ligand-binding domain in STING since the binding site of STING-TBK1 is far away from the kinase active center of TBK1 (10). cGAMP induces the closing of the human STING homodimer and release of the STING C-terminal tail, which exposes a polymerization interface on the STING dimer and leads to the formation of disulfide-linked polymers via cysteine residue 148 (61). The hyperactive STING mutation typically results in serious autoimmune diseases by its constitutive release of C-terminal tail and polymerization (61).

TLRs have been notoriously difficult to crystallize, while more and more evidence shows that the conformational change of TLR plays an essential role in the binding of TLRs to its natural ligands. Upon addition of ligand, both TLR3 and TLR9 form dimers. However, full-length TLR9 in cells is suggested to exist as a pre-formed homodimer, and ligand binding simply induces a conformational change that is necessary for receptor activation (62).



CONCLUDING REMARKS AND FUTURE PERSPECTIVES

Evidence has shown that protein trafficking in innate immunity is critical to signaling transduction. In DNA-sensing signaling pathways, the cGAS-STING pathway plays the main role in response to cytosolic DNA and antiviral innate immunity. The activation of ER-retained STING requires translocation from the ER to ERGIC and then to the Golgi. During translocation, STING activates IRF3 and NF-κB transcription factors that induce the expression of IFN-I and inflammatory cytokines. The STING signaling cascade is reported to be regulated by multiple checks, which are involved in different stages of STING activation and inhibition. Many studies have demonstrated that COPII-dependent vesicles, together with some other transmembrane protein complexes, play critical roles in STING trafficking and conformational transition in the activation and signaling transduction of STING (23, 63–65). Also, studies have shown that the degradation of activated STING, which plays an important role in maintaining cell homeostasis, is mediated by the ubiquitin-proteasome, lysosomal, or autophagic degradation pathway (27). It remains elusive which mechanism contributes most to the degradation of activated STING. Studies on the stringent trafficking patterns of STING post-Golgi will be crucial for revealing the underlying mechanism of homeostatic regulation of STING protein after activation. Moreover, it will provide a potential way to cure the autoimmune diseases caused by aberrant activation of STING.

Working as another DNA-sensing PRR, TLR9, translocated into endosome and released from UNC93B-TLR9 complex, senses CpG dsDNA, which is leaked from mitochondria, induces IFN-I production, and subsequently moves to the lysosome for degradation (66) (Figure 1). In addition, cellular proteins involved in different signaling pathways work together with TLR9 and regulate the translocation or conformational conversion, leading to various signal transduction and innate immunity responses. TLR9 is the only known TLR that recognizes CpG dsDNA, while other TLR members like TLR2, TLR3, and TLR4 show the capability to respond to the infection of DNA viruses, even though they do not sense viral dsDNA (67–69). Previous reports showed that hetero-dimerization and homo-dimerization of certain TLRs are essential for ligand binding and signaling transduction. One possibility is that these TLRs might recognize the viral dsDNA when they form hetero- or homo-dimers. It will be interesting to reveal how other TLRs function in DNA-sensing signaling, which will help our further understanding of how distinct TLR signal pathways are balanced.
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The innate immune response to cytosolic DNA involves transcriptional activation of type I interferons (IFN-I) and proinflammatory cytokines. This represents the culmination of intracellular signaling pathways that are initiated by pattern recognition receptors that engage DNA and require the adaptor protein Stimulator of Interferon Genes (STING). These responses lead to the generation of cellular and tissue states that impair microbial replication and facilitate the establishment of long-lived, antigen-specific adaptive immunity. Ultimately this can lead to immune-mediated protection from infection but also to the cytotoxic T cell-mediated clearance of tumor cells. Intriguingly, pharmacologic activation of STING-dependent phenotypes is known to enhance both vaccine-associated immunogenicity and immune-based anti-tumor therapies. Unfortunately, the STING protein exists as multiple variant forms in the human population that exhibit differences in their reactivity to chemical stimuli and in the intensity of molecular signaling they induce. In light of this, STING-targeting drug discovery efforts require an accounting of protein variant-specific activity. Herein we describe a small molecule termed M04 that behaves as a novel agonist of human STING. Importantly, we find that the molecule exhibits a differential ability to activate STING based on the allelic variant examined. Furthermore, while M04 is inactive in mice, expression of human STING in mouse cells rescues reactivity to the compound. Using primary human cells in ex vivo assays we were also able to show that M04 is capable of simulating innate responses important for adaptive immune activation such as cytokine secretion, dendritic cell maturation, and T cell cross-priming. Collectively, this work demonstrates the conceivable utility of a novel agonist of human STING both as a research tool for exploring STING biology and as an immune potentiating molecule.

Keywords: interferon, cytokine, cytosolic DNA sensing, STING, adjuvant


INTRODUCTION

The innate immune response is a rapid cell-based reaction to microbial infection and diseased cellular states that predominantly involves secretion of immunologically functional cytokines. This results from activation of transcription factors or proteolytic caspases at the terminus of intracellular signaling cascades. These signaling pathways are initiated by pattern recognition receptor (PRR) proteins that directly engage and are induced by pathogen- or damage-associated molecular patterns (PAMPs, DAMPs). Among the most potent cytokines are the type I interferons (IFN-I) including IFNβ and multiple IFNα subtypes. IFN-I bind to the nearly ubiquitous IFNα/β receptor (IFNAR) which then activates via Janus kinases (JAK) the transcription factors signal transducer and activator of transcription 1 and 2 (STAT1/2) and IFN regulatory factor 9. The IFNAR-JAK-STAT pathway leads to the transcription of numerous IFN-stimulated genes (ISGs) that exhibit diverse phenotypic effects including generation of antiviral states and coordinating adaptive immunity (1). IFNs are thus essential for combating infectious (especially viral) diseases, anti-tumor T cell responses, and maintaining tissue homeostasis.

Synthesis of IFNβ mRNA specifically requires the transcription factor IFN regulatory factor 3 (IRF3) (2). Activation of this involves phosphorylation by the multi-target kinase TANK binding kinase 1 (TBK1). This, in turn, is activated by one of three adaptor proteins (TRIF, MAVS, and STING) that serve as signal integrators from upstream PRRs (3). Stimulator of IFN genes (STING, also called MITA, ERIS, MPYS, TMEM173) is an ER-associated protein that functions as an adaptor for signals from PRRs that react to cytosolic dsDNA [reviewed in (4)]. Importantly, STING is itself a PRR engaged by cyclic dinucleotides (CDNs) that are synthesized both during bacterial infection as well as by cyclic GMP-AMP synthase (cGAS), a cellular nucleotidyl transferase that is activated after binding to cytosolic DNA (5–7). cGAS uses ATP and GTP to produce a cyclic GMP-AMP molecule that contains G(2',5')pA and A(3',5')pG phosphodiester linkages that engages the C-terminal ligand binding domain (LBD) of dimerized STING proteins. Upon ligand binding, STING recruits TBK1 which phosphorylates STING, TBK1, and IRF3. Activated IRF3 then translocates to the nucleus where it drives synthesis of mRNA for IFNβ and a subset of ISGs, often in concert with other transcription factors such as NF-κB (8) and STAT6 (9) that potentiate expression of additional proinflammatory genes.

The STING-dependent activation of type I IFNs as well as other pro-inflammatory cytokines generates cellular and tissue states that are adverse for virus replication (10). Additionally, transient and localized activation of STING can also lead to stimulation of antigen presenting cell (APC) phenotypes involving cytokine, effector, and costimulatory protein expression that promote antigen uptake and processing and lymph node trafficking, and ultimately facilitate establishment of adaptive immune responses. As such, STING-dependent processes are important for antibody and cytotoxic T cell-mediated activity against infecting microbes as well as tumor cells [reviewed in (11)]. Intriguingly, STING activation can be triggered pharmacologically by synthetic small molecules and engineered macromolecules (12). This represents a potentially formidable strategy for eliciting broad-spectrum antiviral activity (13), generating anti-tumor immunity (14), and enhancing vaccine immunogenicity (15). In light of this, numerous efforts are underway to discover novel and safe STING-based immunomodulators that can be utilized for potentiating desirable clinical outcomes. Unfortunately, significant STING polymorphism exists in the human population, which affects both the molecular responses induced by the protein's activation and the degree of sensitivity to stimulatory ligands (16). Consequently, this can greatly impact the efficacy and safety of molecular entities pursued for clinical purposes. Here we describe a novel small molecule that activates the IFN-I response by way of STING that is differentially active in naturally occurring variants of the protein. In primary human cells this compound is also capable of inducing innate activity that is consistent with facilitation of adaptive immunity and as such may represent a new STING-directed molecular entity with clinical applications.



RESULTS


M04 Is a Small Molecule That Activates Type I IFN Signaling in Human Cells

Previous work from our group described a high throughput screen (HTS) undertaken to identify novel small molecules capable of stimulating the type I IFN response in human cells (17–19). From a library of >51,000 compounds, the second most reactive hit was 2-(cyclohexylsulfonyl)-N,N-dimethyl-4-tosylthiazol-5-amine (we term this M04 for simplicity; Figure 1A), which has a MW of 428.6 and LogP of 4.17. The original screen was performed on telomerase-transduced human foreskin fibroblasts (THF) into which a reporter cassette encoding the firefly luciferase (LUC) open reading frame controlled by IFN-stimulated responsive elements (ISRE) was also stably introduced. To validate the HTS results we therefore measured LUC expression in these cells following exposure to a range of M04 doses and, in parallel, cytotoxicity. As shown in Figure 1B, LUC signal was maximal at 100 μM with only minimal loss in cell viability. To examine efficacy of the molecule on human cells of a distinct ontology we employed myeloid-derived MonoMac6 (MM6) cells (20). These were stably transduced with the same ISRE-LUC reporter cassette and treated with a similar range of M04 doses. As shown in Figure 1C, MM6-ISRE exhibited higher sensitivity to M04 with maximum signal observed at 25 μM. While no detectable toxicity was observed at that concentration, higher doses showed significant cell death.


[image: Figure 1]
FIGURE 1. Dose-Dependent Activation of Type I Interferon-Mediated Signaling and Cytotoxicity of M04 in Human Cells. (A) Chemical structure of 2-(cyclohexylsulfonyi)-N,N-dimethyl-4-tosylthiazol-5-amine (”M04"); (B) ISRE-dependent expression of Luciferase (LUC) as well as relative cellular viability as determined by Cell Titer Glo in THF (B) and MM6 (C) cells exposed to M04 at indicated concentrations (μM) for 8 h (RLU) or 24 h (Cell Titer Glow). Values presented are mean fold change ± SD relative to cells treated with 1% DMSO (RLU; black bars; left y-axis). Cell viability data are expressed as relative signal detected in DMSO-treated cells (red squares; right axis). Values displayed are based on four replicates; (D) Fold changes of IFIT1 or Viperin mRNA relative to 1% DMSO treatment in immortalized lymphatic endothelial cells (iLEC) or MM6 following 8 h exposure to 1000U/mL IFNβ or 50 μM M04 as indicated. Presented values represent average ± SD mRNA fold changes relative to cells exposed to untreated cells from duplicate experiments.


While these data show that M04 can clearly activate expression of an artificial IFN-sensitive reporter, we next aimed to establish whether the molecule is also capable of inducing transcription of endogenous IFN-stimulated genes (ISGs). For this we exposed MM6 cells to M04 as well as IFNβ and used semi-quantitative reverse transcriptase PCR (qPCR) to measure induced levels of IFIT1 (21) and Viperin (RSAD2) (22). As shown in Figure 1D, M04 led to levels of IFIT1 and Viperin mRNA synthesis that resembled those induced by IFNβ. Since results thus far indicated that M04 was able to trigger IFN-associated activity in stromal and myeloid-derived cells, we next examined whether an unrelated cell type was also responsive to the molecule. For this we performed qPCR using immortalized human lymphatic endothelial cells (iLEC) treated as described for MM6 and observed similar levels of ISG induction (Figure 1D). Taken together, these data indicate that M04 is a novel small molecule capable of stimulating IFN-dependent responses across human cell types in a dose dependent manner without significant cytotoxicity at its active concentrations.



M04-Mediated Innate Stimulation Requires Activation of TBK1 and IRF3

Conventional initiation of the type I IFN response involves activation of the IRF3 transcription factor via phosphorylation of serine residues by TBK1 which then enables nuclear translocation and transcription of IFNβ (23). To examine whether this activity occurs following treatment with M04 we performed immunoblotting (IB) using whole cell lysates from MM6 and THF cells treated with M04 or the RIG-I/MAVS/IRF3-activating stimulus Sendai virus (SeV) (24). As shown in Figure 2A, both stimuli led to the phosphorylation of TBK1 and IRF3, indicating inducible activation of both proteins. Since activated IRF3 must accumulate in the nucleus to drive IFN and ISG transcription, we next examined its subcellular localization using indirect immunofluorescence assay (IFA). As shown in Figure 2B, THF cells treated with M04 as well as the STING/IRF3 agonist 2'3' cyclic GMP-AMP (cGAMP), but not the cytokine TNFα, displayed obvious nuclear IRF3 protein, consistent with its typical activated status.
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FIGURE 2. M04 induces canonical activation of IRF3 which is essential to reporter signal generated by the compound. (A) Immunoblot showing phosphorylation status of TBK1 Ser172 and IRF3 Ser386 as well as corresponding total protein levels in MM6 cells (left) and THF (right) exposed for 4 h to 1% DMSO, 50 μM M04, or 1,000 HAU/mL SeV as indicated; (B) Indirect immunofluorescence showing subcellular localization of IRF3 in THF exposed for 4 h to 1% DMSO, transfected 2'3'cGAMP (10 μg/mL), 100 ng/mL TNFα, or 50 μM M04; (C) Reporter assay illustrating IFN-dependent LUC induction following overnight treatment with 1% DMSO, 1,000 U/mL IFNβ, 1,000 HAU/mL SeV, or 50 μM M04 in parental cells as well as those from which IRF3 was deleted as indicated. Data presented are mean ± SD relative luminescence units (RLU) using signal from DMSO-treated cells based on quadruplicate measurements. Student's T-test was used to compare RLU in the parental and ΔIRF3 cells **P < 0.01; ***P < 0.001.


While these data demonstrate standard activation of the TBK1-IRF3 signaling axis, whether this is essential to the IFN-associated innate induction triggered by M04 cannot be formally concluded. To address this, we utilized previously published THF reporter cells from which the IRF3 protein was deleted using CRISPR/Cas9-mediated genome editing (19). As shown in Figure 2C, derivative mutant cells are capable of producing reporter signal following treatment with IFNβ, which indicates that JAK/STAT signaling is intact. However, neither SeV nor M04 were able to elicit measurable reporter expression in these cells indicating that IRF3 is required for the induction of IFN-dependent signaling by both stimuli. Based on these data we conclude that M04 stimulates type I IFN responses through the canonical and necessary activation of TBK1 and IRF3.



M04 Does Not Stimulate Activation of Canonical NF-κB-Associated Transcription

The transcription factor NF-κB is activated by signaling initiated from multiple PRRs (including many that are also IRF3-directed) (25). Importantly, the protein also contributes to the expression of numerous proinflammatory cytokines, including type I IFNs (8, 9). Since M04 leads to conventional activation of IRF3, we therefore asked whether it also stimulates NF-κB. To address this we first exposed M04 to THF stably transduced with an NF-κB-dependent LUC reporter as described (18). As shown in Figure 3A, the compound was unable to activate LUC expression in these cells at a range of doses, in contrast to stimuli known to induce NF-κB such as SeV or the cytokine TNFα. Next, we examined whether M04 could induce nuclear accumulation of the NF-κB subunit proteins P50 and P65, a hallmark of canonical activation. For this we exposed THF to DMSO vehicle, TNFα, the STING ligand di-amidobenzimidazole (diABZI) (26), or M04 and used IFA to visualize subcellular localization of the proteins. As shown in Figure 3B, TNFα, but neither diABZI nor M04 led to nuclear localization of P65 and P50. Collectively, these data indicate that M04 does not lead to activation of NF-κB.
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FIGURE 3. M04 does not Activate NF-κB-Dependent Processes. (A) Reporter assay using THF cells responsive to activated NF-κB showing induction of LUC expression following 8 h treatment with 160 HAU/mL SeV, 10 ng/mL TNFα, or the indicated concentration of M04. Values displayed are average fold changes (±SD) based on four replicates compared to DMSO-treated cells; (B) Indirect immunofluorescence showing subcellular localization of NF-KB P65 subunit in THF exposed for 4 h to DMSO, 100 ng/mL TNFα, or 75 μM M04. Statistical significance between treated and untreated cells was then calculated using Student's T-test ****p < 0.0001.




M04 Activates IRF3 and IFN-Terminal Signaling That Requires STING but Not MAVS, TRIF, or dsDNA PRRs

Three separate signaling cascades are known to elicit TBK1-IRF3 activation and these are defined by the adaptor proteins MAVS, TRIF, and STING [see (3)]. We therefore explored which, if any, of these proteins are required for M04-mediated induction of IRF3 and IFN. We began by utilizing THF-ISRE cell lines constructed previously that lack both MAVS and TRIF (17). Figure 4A shows that cGAMP [a STING-inducing IRF3/IFN activator (6, 7, 27, 28)] and M04 are able to elicit LUC expression in these cells suggesting that neither TRIF nor MAVS is required for their activity. We next examined whether M04 could activate IRF3 phosphorylation or ISG expression in these cells. In this case we included SeV as a control stimulus to demonstrate knockout as well as linked amidobenzimidazole (ABZI) as a control small molecule STING activator (26). As shown in Figure 4B, M04 and ABZI, but not SeV, were able to induce IRF3 phosphorylation. These results strongly suggest that both MAVS and TRIF are dispensable for M04-mediated IFN induction but that STING may play an important role. To address this issue we employed THF-ISRE from which STING was deleted (17–19). While the reporter cassette in these cells was reactive to IFNβ and SeV as expected, it was not induced by M04 (Figure 4C). Moreover, while SeV led to phosphorylation of IRF3 in these cells, neither M04 nor ABZI elicited a similar response (Figure 4D). To examine this further we assessed type I IFN secretion using a reporter cell-based bioassay on media from treated parental THF as well as those lacking MAVS and TRIF or STING as described (17). We exposed the cells to DMSO, SeV, transfected cGAMP, or M04 and measured secretion of all bioactive type I IFNs using a reporter-based assay. As expected, parental cells secreted IFN-I in response to the three innate stimuli (Figure 4E). Furthermore, MAVS/TRIF-deficient cells did not respond to SeV but were reactive to cGAMP and M04 while STING-deficient cells produced IFN-I in response to SeV but not cGAMP or M04. To explore the innate induction ability of M04 relative to other IRF3-terminal stimuli, we also performed a dose response on THF-ISRE that included SeV (MAVS agonist) and human cytomegalovirus (HCMV; STING agonist). As shown in Supplemental Figure 1, maximum activation by M04 approximates that induced by HCMV at an MOI of 0.25 and is higher than that induced by SeV at up to 160 HA units/mL.
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FIGURE 4. Innate Activation by M04 requires STING but not MAVS, TRIF, or cytosolic DNA PRRs. (A) Reporter assay illustrating IFN-dependent LUC induction in THF-ISRE-ΔMAVS/TRIF following overnight treatment with 1% DMSO, transfected cGAMP (10 μg/mL), or 75 μM M04. Data presented are mean ± SD relative luminescence units (RLU) using signal from DMSO-treated cells as the basis (n = 4 treatments); (B) Immunoblot showing phosphorylation status of IRF3 Ser386, total IRF3, and GAPDH in THF-ISRE-ΔMAVS/TRIF following 8 h treatment with 1% DMSO, 75 μM M04, 1,000 HAU/mL SeV or 25 μM ABZI as indicated; (C) Reporter assay illustrating IFN-dependent LUC induction in THF-ISRE-ΔSTING following overnight treatment with 1% DMSO, 1,000 U/mL IFNβ, 1,000 HAU/mL SeV, or 75 μM M04. Data presented are mean RLU ± SD as described above; Student's T-test was used to compare RLU ***p < 0.001; (D) Immunoblot showing phosphorylation status of IRF3 Ser386, total IRF3 in THF-ISRE-ΔSTING following 4 h treatment with 1% DMSO, 50 μM M04, 1,000 HAU/mL SeV or 25 μM ABZI as indicated; (E) Secretion of bioactive type I IFN from parental THF as well as THF-ISRE-ΔMAVS/TRIF and THF-ISRE-ΔSTING treated in triplicate overnight with 1% DMSO, 1,000 HAU/mL SeV, transfected cGAMP (10 μg/mL), or 75 μM M04. Data are expressed as mean concentrations ± SD for IFNβ equivalent units. Statistical significance between treated and untreated cells of similar genetic background was calculated using Student's T-test. ****p < 0.0001; (F) Reporter assay from WT parental THF-ISRE cells as well as from cells from which indicated dsDNA-specific PRRs were deleted. Values presented are mean fold changes ± SD for duplicates relative to the value for DMSO-treated cells.


These results indicate that STING, but not MAVS or TRIF is required for M04-mediated innate activation. STING is fundamentally involved in the innate intracellular response to cytosolic dsDNA (10, 29–31). In addition, multiple dsDNA-reactive PRRs including cGAS (32), DDX41 (33), IFI16 (34), and DAI/ZBP1 (35) are known to be associated with or upstream of STING-dependent responses. We therefore next asked whether M04-induced activity required any of these proteins. For this, RLU was measured using previously described THF-ISRE cells lacking each individual PRR after exposure to M04 (17). As shown in Figure 4F, M04 was active on all these cell lines, indicating that none of the deficient proteins are singularly essential for the compound's effects. Based on these results we conclude that M04 activates an IRF3- and IFN-terminal innate immune response in a manner that requires STING but not MAVS, TRIF, or canonical dsDNA PRRs.



M04 Induces Phosphorylation and ER-Golgi Trafficking of STING

Canonical activation of STING involves phosphorylation of serine residue 366 (36) followed by translocation from the ER to the Golgi apparatus (37). Since M04 requires STING for IRF3 activation we predicted that the compound leads to these two outcomes. As shown in Figure 5A, immunoblots on whole cell lysates from MM6 and THF cells treated with M04 or ABZI displayed phosphorylation of STING Ser366 whereas lysates from untreated or SeV-treated cells did not. We next performed IFA to examine co-localization of STING with the standard Golgi protein marker GM130. Figure 5B shows that transfection of THFs with cGAMP or treatment with M04 leads to accumulation of STING in regions that also stain positive for GM130. These results are consistent with conventional intracellular activation of STING in response to M04. Since M04 induces IRF3 independently of any examined dsDNA PRRs or cGAMP synthesis, we next explored whether observations could be obtained that indicate direct interaction between the molecule and the STING protein. This was performed as part of previous studies measuring thermal shift of purified STING C-terminal domain (CTD) that includes the ligand binding domain (LBD) (17, 19). We expect that direct contact between the protein and an examined ligand will lead to an increase in the protein's thermal stability that is observable as emission of protein-associated SYPRO Orange at higher temperatures than those in the absence of the ligand (27, 38). As shown in Figure 5C, incubation of purified STING-CTD with cGAMP led to an increase in the temperature at which fluorescence was emitted relative to that with DMSO alone. However, the presence of M04 did not lead to a significant increase in such temperatures relative to that induced by DMSO. These results are not consistent with M04 directly interacting with STING-LBD as does cGAMP. While direct interaction cannot formally be ruled out, determining whether M04 activates STING by engaging the CTD in a manner that does not affect thermal stability or by engaging a region outside the CTD will require different experimental approaches such as affinity tagging and protein pulldown. Unfortunately, the innate activity of M04 is highly sensitive to chemical modification as indicated by the absence of ISRE activity in a group of 13 M04 derivatives as shown in Supplemental Figure 2. As such, adding moieties such as biotin to M04 will likely not represent appropriate pulldown bait.
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FIGURE 5. M04 Induces Canonical STING Activation. (A) lmmunoblot showing phosphorylation status of STING Ser366 as well as total STING in THF and MM6 following 4 h treatment with 1% DMSO, 50μM M04, 1,000 HAU/mL SeV or 25 μM ABZI as indicated; (B) Indirect immunofluorescence showing subcellular localization of Golgi marker GM130 and STING in THF exposed for 4 h to DMSO, transfected cGAMP (10 μg/mL), 100 ng/mL TNFα, or 50 μM M04; (C) Melting temperature shifts for human STING-CTD in the presence of DMSO, 75 μM M04, or 100 μM 2'3' cGAMP. Data presented are SYPRO orange relative fluorescent units (RFU).




M04 Stimulatory Capacity Is Dependent on STING Polymorphic Variant

In human populations multiple amino acid variants of STING are known to exist and these can be mechanistically associated with a range of phenotypic outcomes at the levels of molecular function and disease state [reviewed in (39)]. Since both THF and MM6 cells exhibit the most common and CDN-reactive STING allele (STING-WT), we chose to examine M04 activity in the presence of another variant. For this we used THP-1 promonocytic cells, which possess the R71H-G230A-R293Q (STING-HAQ) allele (7, 16, 40). We first used commercially available, IFN-sensitive THP-1-ISG-Lucia reporter cells. LUC signal was produced by these cells when exposed to SeV, IFNβ, a small molecule agonist of the TRIF pathway termed AV-C (18), but not M04 nor, interestingly, ABZI (Figure 6A). These results suggest that THP-1 cells are not responsive to these two compounds and this was validated by immunoblotting which showed that while SeV treatment led to S386-phosphorylated IRF3, neither M04 or ABZI did (Figure 6B). However, the cells were able to react to cGAMP, indicating that STING signaling is operational in these cells (Figure 6B). Based on this we hypothesized that the endogenous STING-HAQ protein was incapable of reacting to M04 and decided to ask whether ectopic expression of STING-WT could rescue M04 responsiveness in THP-1 cells. To pursue this, we first employed CRISPR/Cas9 to construct a THP-1 line from which the endogenous STING-HAQ protein was deleted and then used a lentivector to stably introduce into these edited cells a constitutively expressed open reading frame encoding the STING-WT protein (Figure 6C). These cells were then treated with SeV, M04, ABZI, or cGAMP and immunoblotting performed to examine IRF3 phosphorylation. As shown in Figure 6D, expression of STING-WT rendered the cells responsive to M04, suggesting that the compound is able to stimulate activity of this, but not the HAQ protein variant.
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FIGURE 6. Responsiveness to M04 can be Conferred through Introduction of WT STING Allelic Variant. (A) Reporter assay illustrating IFN-dependent LUC induction in THP-1-ISG-Lucia following overnight treatment with 1% DMSO, 1,000 HAU/mL SeV, 1,000 U/mL IFNβ, 75 μM TRIF agonist AV-C, 25 μM ABZI, or 75 μM M04. Data presented are mean ± SD relative luminescence units (RLU) using signal from DMSO-treated cells as the basis (n = 4 treatments). Student's T-test was used to compare RLU ***p < 0.001, ****p < 0.0001; (B) lmmunoblot showing phosphorylation status of IRF3 Ser386 and total IRF3 in THP-1 whole cell lysates following 4 h treatment with 1% DMSO, 50 μM M04, 1,000 HAU/mL SeV, 25 μM ABZI, or 10 μg/mL cGAMP as indicated; (C) lmmunoblot showing expression of endogenous or ectopically expressed WT hSTING in THP-1 as indicated. (D) Immunoblot showing phosphorylation status of IRF3 Ser386 in THP-1 cells from which endogenous STING was deleted and WT STING stably introduced following indicated treatment as described above.


To verify the differential responsiveness of the protein variants to M04 using an independent method, we employed transiently transfected HEK293T cells. These cells are deficient in endogenous STING and as such will only respond to STING inducers during ectopic expression of the protein (29, 31). We constructed plasmid vectors that encode STING-WT, STING-HAQ, or STING-R232H (the third most common STING variant). We then transfected these along with a IFN-responsive LUC reporter vector and exposed the cells to DMSO, M04, cGAMP, or diABZI, a derivative of ABZI shown to be reactive with STING-HAQ (26). We then examined IRF3 phosphorylation and measured LUC expression from whole cell lysates. As shown in Figure 7A, while transfection of the vectors alone did not activate IRF3 phosphorylation, all three stimuli led to phosphorylation of IRF3 in the presence of STING-WT. However, M04 and diABZI elicited only weakly detectable phosphorylation in the presence of STING-HAQ. Furthermore, cGAMP appeared to induce a strong response in the presence of STING-HAQ and STING-WT but not STING-R232H (Figure 7B). This was surprising but consistent with results showing that this allele is comparatively less responsive to cGAMP (7, 16). These results were reflected in the IFN-dependent reporter signal with M04 and diABZI generating detectable signal in the presence of STING-WT and STING-R232H but weak or no signal in STING-HAQ transfected cells and cGAMP inducing highest LUC signal in STING-WT and STING-HAQ. These results also align with those generated in THP-1 cells.
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FIGURE 7. Transient transfection of vectors encoding WT and R232H but not HAQ hSTING confer responsiveness to M04. (A) lmmunoblot from HEK293T whole cell lysates showing expression of indicated STING variants following transient transfection, S386 phosphorylation status of IRF3 and total IRF3. Cells were left untreated or exposed to 75 μM M04, 100 nM diABZI, or 10 μg/mL cGAMP as indicated; (B) Reporter assay using cells (n = 4) treated as described in (A). Values displayed are mean fold changes ± SD relative to cells transfected with empty vector; (C) Expression of IFIT1 and Viperin mRNA as determined by qPCR in parental A549 cells as well as those transduced with hSTING following treatment with 1% DMSO or 75 μM M04. Data are mean fodl changes ± SD relative to DMSO-treated cells based on duplicates; (D) Synthesis of cGAMP by A549-hSTING cells as determined by ELISA following overnight treatment with 1% DMSO, HCMV, or M04. Data presented are mean pg/mL ± SD based on duplicate samples. Student's T-test was used to compare RLU and mRNA levels ***p < 0.001, ****p < 0.0001.


A549 lung epithelial cells suppress expression of the endogenous STING mRNA (41) and, consequently, do not respond to M04 (Figure 7C). We therefore asked whether stable introduction of STING into these cells using methods described above could also rescue M04 responsiveness. As shown in Figure 7C, stable expression of hSTING-WT restores M04-associated ISG expression. Results described so far including these suggest that M04 activates STING in a manner that is independent of DNA PRRs (Figure 4F) and binding to the protein's CTD (Figure 5C). To rule out the unlikely possibility that M04 stimulates cGAS-independent synthesis of cGAMP we treated A549 cells with M04 and harvested lysates to measure cGAMP by ELISA. Figure 7D shows that while infection with HCMV induces cGAMP synthesis as described (42), treatment with M04 does not. Collectively, our results indicate that M04 activates STING in a cGAMP-independent manner either by directly engaging the protein or by stimulating a cellular factor common to THP-1, HEK293T, and A549 cells that regulates STING function.



hSTING Confers Responsiveness to M04 Across Species

Given that the efficacy of M04 associates with amino acid polymorphisms in the human STING allele, we believed it unlikely that the compound triggers an innate response in mouse cells. To address this, we first examined a commercially available RAW264.7 murine macrophage-like line that expresses an IFN-dependent reporter (RAW264.7-ISG-Lucia). In these, SeV and DMXAA [a mouse-specific STING agonist (43)], but not M04 were able to induce reporter expression (Figure 8A). To examine whether the compound might still be active in an in vivo setting, we injected it intraperitoneally into C57BL/6 mice and harvested spleens after 5 h. While DMXAA was able to induce expression of Viperin and IFIT1 relative to DMSO-vehicle treated control mice, we observed no upregulation of these genes in response to M04 (Figure 8B). Since previous work has demonstrated functionality of hSTING in mouse cells (44), we next utilized a delete-and-replace approach as described above to see if responsiveness to M04 could be conferred to RAW264.7 cells by ectopic expression of hSTING-WT. Figure 8C shows expression of endogenous or human STING-WT in parental RAW264.7 cells as well as following CRISPR-mediated knockout and target hSTING protein stable introduction by lentivector. These cells were then exposed to DMSO, M04, SeV, or cGAMP. As shown in Figure 8D, SeV and cGAMP led to similar levels of phosphorylation IRF3 on serine residues 379 and 396. Surprisingly, however, M04 did not elicit detectable phosphorylation of IRF3 in either cell type. Since it is possible that IRF3 is activated by phosphorylation of C-terminal serine residues not detectable by available antibodies, we also examined M04-mediated induction of ISGs in these cells. As shown in Figure 8E, the compound induced minimal or no ISG expression in parental cells but substantial amounts in cells expressing hSTING. From these data we conclude that M04 leads to hSTING effects that can activate innate responses in non-human cells.
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FIGURE 8. Responsiveness to M04 can be conferred to murine cells by ectopic expression of human STING-WT variant. (A) Reporter assay illustrating IFN-dependent LUC induction in RAW264.7-ISG-Lucia cells followni g overnight treatment with 1% DMSO, 160 HAU/mL SeV, 25 μM DMXAA, or 75 μM M04.Data presented are mean ± SD relative luminescence units (RLU) using signal from DMSO-treated cells as the basis (n = 4 treatments); (B) qPCR examining in vivo ISG induction following IP injection of DMXAA or M04; (C) lmmunoblot showing expression of endogenous or ectopically expressed hSTING-WT in RAW264.7 cells as indicated; (D) lmmunoblot showing phosphorylation status of IRF3 Ser379 and Ser396 as well as total IRF3 in RAW264.7-hSTING cells following 4 h treatment with 1% DMSO, 75 μM M04, 160 HAU/mL SeV, or transfection of cGAMP as indicated; (E) qPCR examining transcription of IFIT1 or Viperin following overnight treatment of parental RAW264.7 and RAW264.7-hSTING cells with 75 μM M04 (n = 3). Data presented are mean fold changes ± SD of mRNA relative to cells treated with 1% DMSO.




M04 Is Able to Elicit Secretion of Pro-inflammatory Cytokines From Primary Human Cells

STING agonism represents a potentially impactful pharmacologic strategy in the context of facilitating adaptive immune responses. However, thus far we only describe induction of STING-dependent responses in immortalized or telomerized cell lines. We therefore wished to determine whether M04 could activate innate phenotypes relevant for clinical uses. However, since M04 is inactive in conventional murine models, tractable options for exploring in vivo effects are not available. In light of this, we chose to utilize human peripheral blood mononuclear cells (PBMCs) to explore M04-mediated cellular outcomes. Since STING agonists are being pursued clinically as anti-cancer immunotherapeutics (45), we evaluated the response of a relevant population of patients with locally advanced or borderline resectable pancreatic cancer (46). PBMC isolated from patients prior to treatment were exposed to M04 overnight and media harvested for a multiplex assay to measure cyto/chemokines secreted in response to treatment. Cells were also left untreated, exposed to cyclic di-AMP (CDA) as a STING-specific positive control, or LPS as a STING-independent, IRF3-stimulating control. As shown in Figure 9, M04 significantly induced secretion of TNFα, IL-1β, IL12p70, and IL-10. Moreover, the patterns of M04-associated induction more closely resembled those observed for CDA than LPS, consistent with STING dependence of the two stimuli. Based on this we conclude that M04 is capable of inducing innate responses in primary human cells.
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FIGURE 9. Induction of cytokine expression by M04 on human primary cells. Peripheral blood mononuclear cells were harvested from ten human donors and treated overnight with 1OO ng/mL LPS, 10 μg/mL cyclic di-AMP (CDA), or 75 μM M04 as indicated. Luminex multiplex assay was then used to measure levels of TNFa, IL-10, IL-1β, or IL12p70 in cell culture supernatant. Donor specific data are indicated by colored circles. Statistical significance between treated and untreated cells was then calculated using Student's T-test. *p < 0.5, **p < 0.01, ***p < 0.001; ****p < 0.0001.




M04 Triggers Expression of Human Dendritic Cell Maturation Markers

Dendritic cells (DC) are essential for the establishment of adaptive immunity based on their capacity to present antigens and secrete immunologically potent cytokines. This process first involves their maturation, as denoted by surface marker expression, in response to appropriate innate immune stimuli that are often indicative of microbial infection or diseased cells. We therefore asked whether M04 was capable of eliciting induction of maturation markers on human cells. For this we employed PBMCs from six healthy human donors in an ex vivo culture system. Immature monocyte-derived DCs cultured in IL-4 and GM-CSF were treated with two doses of M04. Control stimuli included DMSO (negative) and LPS + IFNγ (positive). Flow cytometry was then used to quantify expression of CD40, HLA-DR, CD80, CD83, and CD86. As shown in Figure 10, expression of HLA-DR and CD86 were significantly elevated after M04 exposure relative to vehicle-treated cells. Surprisingly, however, the compound did not similarly induce CD40, CD80, or CD83. These results suggest that M04 behaves as an innate stimulus that is capable of facilitating maturation of APCs and may thus exhibit adjuvant properties.


[image: Figure 10]
FIGURE 10. M04 induces HLA and costimulatory molecule upregulation on human monocyte-derived dendritic cells. Human monocyte-derived dendritic cells (DCs) differentiated from healthy human PBMCs were treated with 1% OMSO or stimulated with 0.5 μg/ml LPS plus 40 ng/ml IFN-y and 25 μM or 50 μM M04 for 24 h. DCs were harvested (% DCs indicated PBMCs indicated at left) and analyzed by flow cytometry for the upregulation of surface C040, HLA-DR, CD80, CD83, and CD86 as indicated. Values are presented as mean ± the standard deviations (mean ± SD) for the indicated marker from 6 individual donors across 3 independent experiments (donor-specific values are represented by closed circles). *p < 0.5, **p < 0.01, ***p < 0.001.




M04 Enables T Cell Cross Priming

Potent and adequate CD8+ T cell responses against a specific antigen is a key component of the adaptive immune response. Induction of such high-quality T cell responses is crucial for many vaccination objectives. Adjuvants can enhance the function of antigen presenting cells, which through the priming process, will shape the immune response and induce naïve antigen-specific CD8+ T cells into potent effector cytotoxic T lymphocytes. In an ex vivo assay using cryopreserved and unfractionated PBMCs adapted from (47), we recapitulated the priming, by dendritic cells, of CD8+ T cells specific for the model antigen Melan-A, in the presence of M04. Antigen-specific CD8+ T cells were detected by Melan-A-tetramer staining. As shown in Figure 11, both M04 and cGAMP induce significantly higher frequencies of primed Ag-specific CD8+ T cells compared to the coculture without adjuvant. A 4.5-fold increase was observed in the presence of M04 while cGAMP enhanced this by 3.3 times the frequency of Ag-specific CD8+ T cells. These results thus further demonstrate the adjuvant potential of M04 in human primary cells.


[image: Figure 11]
FIGURE 11. In vitro CD8+ T cell priming using unfractionated PBMC. Dendritic cell differentiation from healthy HLA-A2+ donor PBMCs (n = 7) was induced with GM-CSF (100 ng/ml) and IL-4 (20 ng/ml) and Melan A peptide (1O μg/ml) with M04 (50 μM) or 2,3' cGAMP (5 μg/ml) was added the next day when indicated. On day 11, the primed Metan-A specific CD8+ T lymphocytes were detected using tetramer staining within the CD3+ T cell population after aggregates and dead cell exclusion. The graph represents the fold increase of Metan-A - specific CD8+ T lymphocytes frequency compared to the condition without STING agonists. A non-parametric Friedman signed rank test followed by Dunn's multiple comparison test was used to assess significance. *p < 0.05.




The M04 Transcriptome More Closely Resembles That Induced by cGAMP Than by LPS

Given the ability of M04 to induce STING-dependent transcription of targeted ISGs as well as innate phenotypes in primary human cells, we predicted the stimulation of substantial global transcriptional responses by the molecule in PBMCs. We also expected that qualitatively these would more closely resemble those triggered by an agonist of the STING pathway relative to another IRF3-terminal adaptor. To address this, we obtained PBMCs from two healthy human donors and treated them with DMSO vehicle, M04, cGAMP, or the TLR4/TRIF agonist LPS. RNA sequencing was then used to measure individual transcript levels in each sample and comparisons to vehicle-treated cells made (Supplemental Table 1). As shown in Figure 12, M04, cGAMP, and LPS led to the significant more than 2-fold upregulation of 314, 848, and 704 RNA transcripts, respectively. Importantly, however, the number of transcripts induced by M04 that were also uniquely upregulated by the other stimuli was much greater for cGAMP than for LPS (76 vs. 7, respectively). Furthermore, the quantitative similarity in absolute fold changes of all observed transcripts was much higher between M04 and cGAMP (Pearson r = 0.7554) than between M04 and LPS (r = 0.6141) (Figure 12C). Finally, despite the failure of experiments to show canonical activation of NF-κB by M04 in fibroblasts, treatment of PBMCs with the compound led to induction of multiple RNAs whose transcription was predicted by two different computational tools (PASTAA and RegulatorTrail) to be associated with activity of this transcription factor (Supplemental Tables 2 and 3) (48, 49). This is consistent with previous work describing NF-κB activation by STING (8, 50, 51). We hypothesize that our results likely represent a phenomenon related to intrinsic differences in cell type whereby stromal and non-stromal cells are differentially reactive to NF-κB-associated, STING-mediated pro-inflammatory responses. This will require follow up mechanistic efforts to dissect, however.
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FIGURE 12. Comparison of transcriptomic changes in PBMCs induced by M04, LPS, and cGAMP. (A) Volcano plots illustrating −log10(p value) and fold change of significantly differentially regulated transcripts for indicated stimulus relative to cells exposed to DMSO vehicle treatment. Gene symbols of the top 15 transcripts as determined by Manhattan distance are labeled; (B) Venn diagram illustrating patterns of similarity in indicated stimulus-specific upregulated transcripts; (C) Fold change correlation of all detected transcripts between indicated stimuli. Pearson correlation coefficient (r) presented for each comparison.





DISCUSSION

The innate and adaptive immunostimulatory potential of synthetic STING activation has greatly incentivized the discovery and characterization of novel molecular entities that stimulate this pathway for anti-cancer therapies (45, 52) and as a strategy to enhance vaccination (53, 54). Currently the most clinically well-developed STING inducers are dithio-mixed linkage derivatives of cyclic dinucleotides such as ML-RR-S2 CDA (also known as ADU-S100) that are in clinical trials (NCT03172936) (55). Unfortunately, CDNs exhibit chemical liabilities including violation of Lipinski rules (56) for druglikeness, susceptibility to phosphodiesterase-mediated degradation (57, 58), and their size, hydrophilicity, and negative charge render them impermeable to cell membranes thus impairing exposure to cytosolic STING (59, 60). In general, the properties of small molecules such as M04 mitigate these issues and, as such, may ultimately represent a superior strategy for activating STING-mediated processes in vivo.

Our work demonstrates that M04 activates an innate response in human cells that requires STING and IRF3 but not an array of other described cytosolic PRRs of DNA (in particular cGAS). M04 also does not induce synthesis of cGAMP by a cGAS-dependent or independent process. Moreover, in addition to the loss of function approach used to demonstrate protein essentiality, we also used forward genetics methods that demonstrated conference of M04 responsiveness to non-responsive cells (including mouse cells) following ectopic expression of hSTING. These results strongly argue that the compound's mechanism of action involves direct engagement of the STING protein. Why thermal shift analysis showed no M04-mediated enhancement of STING-CTD stability is not clear but it is possible that the compound binds to a protein domain outside this region that leads to activation.

We also show that M04 is capable of inducing innate activation in a manner that requires specific variants of human STING. Surprisingly, diABZI showed similar patterns of allele-specific efficacy with poor responsiveness in STING-HAQ and normal activity in STING-R232H and STING-WT. This result is actually inconsistent with what was previously shown for diABZI in primary human cells homozygous for these alleles (26). Whether this disparity is associated with the cell type or model system we employed will require additional follow up studies. Overall, however, these data suggest that it is possible to identify small molecules that exhibit allele-specific activity, which may be important given the existing STING polymorphism in the human population (39). Interestingly, the alleles with which M04 and diABZI function best encode arginine or histidine amino acids at position 232 and arginine at position 293, which are both within the LBD. STING-HAQ differs from these alleles by encoding glutamine at position 293, alanine at 230 and histidine at position 71, which is in the transmembrane domain. Whether any of these individually are associated with our observations regarding M04 or diABZI activity will require additional examination. Furthermore, there exist other naturally occurring variants that exist with relatively high frequency that we also plan to examine. Surprisingly absent from the archive of studies examining the clinical value of STING agonists is exploration of genetic impacts. Given the breadth and frequency of human polymorphism in this protein as well as links between phenotype and variant, a more penetrative consideration of how this will affect STING-based therapeutics is clearly warranted. Understanding the spectrum of allele-associated molecule reactivity will be a very important step in the development of STING-directed pharmacophores.

It is worth noting that while STING activation is known to facilitate establishment of an adaptive immune response, its overall immune impact is more nuanced. In some models the protein is associated with tolerogenic responses likely through its induction of indoleamine 2,3-dioxygenase, as observed in our transcriptomic data for both M04 and cGAMP (61, 62). However, determining with precision the immune-mediated effects conferred by M04 and whether they have potential clinical utility is hindered by its inactivity in mice. Fortunately, primary human cells do display responses to M04 such as cytokine secretion, expression of DC maturation markers, and T cell cross-priming that associate with conventional immune activity. Previous work has identified similar phenomena induced by CDN-based agonists (63–65) as well as dsDNA (66) and diABZI (26). Why some of the DC markers were not induced as expected is unclear and could be related to donor-specific effects such as STING genotype or a skewed set of molecular processes induced in primary tissues by the compound. The key question regarding M04 in this regard is whether the innate processes induced by the molecule ex vivo would translate into meaningful immunological effects in vivo. If M04 elicits activity by binding directly to STING as we predict, obtaining this answer may be possible in mice that express hSTING. Previous work has shown that hSTING is functional and responsive to activating ligands in mouse cells (44). It is therefore possible that replacement of the endogenous mouse STING with a human allele could lead to an animal model useful for characterizing molecules with human but not mouse specificity (17, 19, 67). Accordingly, this would greatly expand the spectrum of potential compounds that could be explored for therapeutic activity.



MATERIALS AND METHODS


Reagents and Antibodies

Dimethyl sulfide (DMSO) was purchased from Thermo Fisher. Human recombinant IFNβ was obtained from PBL. Lipopolysaccharide (LPS) was obtained from Sigma. cGAMP was obtained from Invivogen. Stocks of M04 were originally obtained from Enamine. Larger stocks of M04 and ABZI were synthesized by the OHSU Medicinal Chemistry Core Facility. diABZI was obtained from MedChem Express. Puromycin was obtained from Invivogen and used at 3 μg/mL in resistant cell culture. Steady-Glo cell lysis/luciferin and CellTiter-Glo viability assay kits were obtained from Promega. Lipofectamine 3000 was obtained from Invitrogen. Sources and concentrations of antibodies used against the following antigens are indicated in parentheses: glyceraldehyde-3-phosphate dehydrogenase (GAPDH) (SC-51906; Santa Cruz) (1:10,000), IRF3 (4302; Cell Signaling), human phospho-IRF3 (76493; Abcam), mouse IRF3 (SC-9082; Santa Cruz), mouse phospho-S379 IRF3 (79945S; Cell Signaling), mouse phospho-S396 IRF3 (29047S; Cell Signaling), STING (13647S; Cell Signaling), phospho-S366 STING (19781S; Cell Signaling), TBK1 (3504S; Cell Signaling), phospho-TBK1 (5483S; Cell Signaling), NF-kB P65 (SC372; Santa Cruz), NF-kB P50 (3035; Cell Signaling), GM-130 (610823; BD Biosciences).



Cell Line Cultures and Virus

Telomerase-transduced human foreskin fibroblasts stably transduced with the IFN-responsive pGreenFire-ISRE lentivector (System Biosciences) were used as previously described (18, 19). A549 and HEK293T cells were a gift from Jay Nelson (Oregon Health and Science University). MonoMac6 (MM6) cells were a kind gift from Michael Gale (University of Washington) and used as described (17). THP-1-ISG-Lucia and RAW-ISG-Lucia were obtained from Invivogen. HEK293T, A549, THF, and RAW264.7 cells were maintained in Dulbecco's modified Eagle's medium (DMEM) containing 10% fetal bovine serum (FBS), penicillin (100 U/ml), and streptomycin (100 U/ml) and were transduced with a lentivector containing the pGreenFire ISRE cassette. THP-1 and MM6 cells were maintained in RPMI 1640 medium supplemented with 10% FBS, penicillin (100 U/ml), streptomycin (100 U/ml), and HEPES (10 mM). THP-1 ISG-lucia cells were differentiated by 2 h of treatment with 100 ng/mL PMA, and then the PMA was removed and replaced with complete medium for 72 h of incubation prior to all assays. All cells were grown at 37°C and 5% CO2. Sendai virus (SeV) was obtained from Charles River Laboratories and used at 160 hemagglutination units (HAU)/ml. Human cytomegalovirus was grown and titered as described (68) and exposed to cells at a multiplicity of infection (MOI) of 3 unless otherwise indicated. cGAMP was transfected into cells using Lipofectamine 3000 following the manufacturer's protocol.



CRISPR/Cas9-Mediated Genome Editing and Ectopic Gene Expression

Genome editing using lentivector-mediated delivery of CRISPR/Cas9 components was performed as described previously (17–19). Briefly, we used the lentiCRISPRv2 vector (a gift from Feng Zhang; Addgene plasmid # 52961) (69). STING-specific guide RNAs (gRNA) were cloned into this vector (mouse STING gRNA: AGTATGACCAGGCCAGCCCG; human STING gRNA: CCCGTGTCCCAGGGGTCACG) and was then used to transduce the appropriate cells, selected using puromycin, and knockout validated by immunoblot. Stable and transient expression of hSTING variants was done by cloning target ORFs into the pLVX-EIF1α vector. Cells were then transduced and selected for antibiotic resistance as described previously (70). Transient transfection of these vectors into HEK293T cells was done using Lipfectamine 3000 according to the manufacturer's protocol (Invitrogen).



Luciferase Reporter Assay and Type I Interferon Bioassays

For reporter assays cells (THF-ISRE, RAW264.7-ISG-Lucia, THP-1-ISG-Lucia) were plated in white 96-well plates 24 h before stimulation. Treatments were performed in quadruplicate in 50 μL of either DMEM or RPMI plus 2% FBS overnight unless otherwise indicated. Steady-Glo lysis/luciferin reagent (Promega) was added (1:1 [vol/vol]) to each well, and luminescence was measured on a Synergy plate reader (BioTek). For cell viability assays, CellTiter-Glo reagent was used following the manufacturer's suggested protocol. For type I IFN bioassays, cells of interest were plated at 50,000 cells/well in 24-well-plates and serum starved in X-Vivo15 medium for 1 h prior to treatment. After treatment for 24 h, the media was harvested and clarified at 10,000 x g for 3 min. Recombinant IFNβ (at 40, 20, 10, 5, 2.5, 1.25, and 0.63 U/ml) was used to generate a standard response curve. The supernatant or standard was then added to THF-ISRE-ΔIRF3 cells (do not respond to STING/IRF3-inducing stimuli) plated as described above for 8 h, and luminescence was measured. IFN was quantitated by curve fitting relative to the signals generated from the standards.



Immunoblotting

Sodium dodecyl sulfate-polyacrylamide gel electrophoresis (SDS-PAGE) and immunoblotting were performed as follows. After cell pelleting at 2,000 × g for 10 min, whole-cell lysates were harvested in RIPA lysis buffer (50 mM Tris-HCl [pH 8.0], 150 mM NaCl, 1% NP-40, 0.5% sodium deoxycholate, and 0.1% SDS) supplemented with Halt protease and phosphatase inhibitor cocktail (Thermo Fisher). Lysates were electrophoresed in 8% polyacrylamide gels and then transferred onto polyvinylidene difluoride (PVDF) membranes (Millipore) by semidry transfer at 15 V mA for 15 min. The blots were blocked at room temperature for 2 h or overnight, using 5% non-fat milk in PBS containing 0.1% Tween 20. The blots were exposed to primary antibody in 5% non-fat milk in PBS containing 0.1% Tween 20 for 18 h at 4°C. The blots were then washed in PBS containing 0.1% Tween 20 for 20, 15, and 5 min, followed by deionized water for 5 min. A 1-h exposure to horseradish peroxidase-conjugated secondary antibodies and subsequent washes were performed as described for the primary antibodies. Antibodies were visualized using enhanced chemiluminescence (Pierce).



Indirect Immunofluorescence Assay

For the indirect immunofluorescence assays (IFA), cells were grown on coverslips in 24-well-plates and treated as described above. At room temperature, cells were washed twice with PBS, fixed for 30 min in 3.7% formalin, washed, and quenched for 10 min using 50 mM NH4Cl. Cells were permeabilized with 0.1% Triton X-100 for 7 min and washed three times with PBS containing 2% bovine serum albumin (BSA). Cells were incubated with primary antibody in PBS containing 2% BSA at 37°C for 1 h, washed three times in PBS containing 2% BSA (10 min for each wash), and incubated with fluorescently conjugated secondary antibody diluted 1:1,000 in PBS containing 2% BSA for 1 h. Cells were washed twice in PBS containing 2% BSA (10 min for each wash) and once in PBS. Coverslips were mounted on a microscope slide with Vectashield mounting medium (Vector Laboratories, Burlingame, CA) containing DAPI, and imaging was performed on an Evos cell-imaging system.



RNA Isolation and Semiquantitative Reverse Transcription-PCR

Total RNA was isolated from cells, treated with the DNase provided in a DNA-free RNA isolation kit (Zymo Research) according to the manufacturer's protocol, and quantified by UV spectrometry. Single-stranded cDNA for use as a PCR template was made from total RNA and random hexamers to prime first-strand synthesis via a RevertAid First Strand cDNA synthesis kit (Thermo Fisher). Comparison of mRNA expression levels between samples was performed using semiquantitative real-time reverse transcription-PCR (qPCR) with an Applied Biosystems sequence detection system according to the ΔΔCT method (71), with GAPDH as a control. Prevalidated Prime-Time 6-carboxyfluorescein qPCR primer/probe sets obtained from IDT were used for all genes.



STING Protein Purification and Thermal Shift Assays

Assays of the molecular interaction between the purified human STING C-terminal domain (amino acids 137 to 379; non-transmembrane domain) and M04 were performed as previously reported (19). Briefly, the 6xHis STING CTD open reading frame was cloned into pRSET-B (Invitrogen) and used to transform the Escherichia coli strain pLysS (Promega). The transformed E. coli cells were then induced to express the protein as induced by 1 mM IPTG (isopropyl-D-thiogalactopyranoside) at 16°C for 18 h. STING protein was purified by nickel-affinity chromatography (Clontech Laboratories) and then further purified by gel filtration chromatography (HiPrep 16/60 Sephacryl S-100 HR column; GE Healthcare Life Sciences). Eluted proteins were concentrated using Amicon centrifugal filters (10-kDa cutoff). For thermal shift assays, SYPRO Orange dye was used, following the manufacturer's suggested protocol, to determine protein stability in the presence and absence of cGAMP (Invivogen) or M04.



Human Samples

Peripheral blood mononuclear cells (PBMCs) were collected and analyzed at two separate institutions for cytokine secretion measurements, maturation marker analysis, and cross-priming assays. All procedures were performed accordance with the Institutional Review Boards of the respective institutions (Drexel University College of Medicine, Earle A. Chiles Research Institute). Donor samples analyzed at Drexel University were obtained from Martin Health System (Stuart, Florida). The study was approved by the Institutional Review Board of Martin Health System and Drexel University College of Medicine (Philadelphia). All donors signed informed consent from all participants. Patients with locally advanced or borderline resectable pancreatic cancer enrolled on a clinical study (46) provided a pre-treatment blood sample. Studies were approved by the institutional review board at Providence Portland Medical Center, Portland OR with study ID numbers PHS 10-141B and PHS 13-026A. The clinical trial registration numbers are NCT01342224 and NCT01903083. All patients provided written informed consent for treatment and participation in these studies, including analysis of serum and blood parameters over the course of the study.



Luminex Analysis

PBMCs were plated at 4 × 105 per well in 96-well-plates, stimulated with DMSO, M04 (50 μM), LPS (100 ng/mL), or cyclic-di-AMP (10 μg/mL) diluted in RPMI, and incubated at 37°C and 5% CO2 for 24 h. Supernatants were then removed and used in a multiplex cytokine bead-based assay according to the manufacturer's protocol (BD Biosciences human inflammation cytokine bead array, catalog number 551,811, or BioLegend human IL-12p70 enzyme-linked immunosorbent assay [ELISA] Max).



Generation of Human Monocyte-Derived Dendritic Cells (mDCs)

Human PBMCs from healthy donors were obtained immediately after blood withdrawal using the Ficoll-Paque (GE Healthcare) gradient method and stored in liquid nitrogen until usage. Cells were thawed in RPMI 1640 (Corning) supplemented with 10% fetal bovine serum (Access Biologicals) and 1% penicillin/streptomycin (Gibco). CD14+ CD16+ monocytes were then enriched from total PBMCs by negative selection using the EasySepTM human monocyte enrichment kit without CD16 depletion (STEMCELL Technologies) according to the manufacturer's protocol and counted. Cells were then resuspended in serum-free CellGenix GMP dendritic cell medium (CellGenix) with 100 ng/ml of recombinant human GM-CSF (BioLegend) and 20 ng/ml of recombinant human IL-4 (Gemini Bio-Products) at a density of 2 × 106 per ml in 24-well plates. After 48 h of incubation, cells were stimulated with 0.5 ug/ml of LPS (Invivogen) plus 40 ng/ml of IFNγ (Gemini Bio-Products) in medium or with two concentrations 25 and 50uM of the STING agonist MO4 (source) in DMSO, and compared to the DMSO control. Dendritic cells were harvested after 24 h of stimulation, and analyzed by flow cytometry.



Flow Cytometric Analysis of Stimulated Human mDCs

Harvested mDCs were incubated with TruStain FcγR block (BioLegend) and fluorochrome-conjugated antibodies for 15–20 min on ice in the dark. The following BioLegend fluorochrome-conjugated anti-human antibodies were used: CD3 (clone HIT3α), CD19 (clone HIB19), CD14 (clone M5E2), CD11c (clone 3.9), HLA-DR (clone L243), CD86 (clone IT2.2), CD83 (clone HB15e), CD40 (clone 5C3), and CD80 (clone 2D10). Dead cells were identified using both LIVE/DEAD fixable Aqua Dead Cell Stain Kit for flow cytometry (Vivid) (Life Technologies) and Annexin V (BD Biosciences). mDC samples were washed then resuspended in PBS plus 2% FBS then acquired on a BD LSR II and analyzed with FlowJo software (Treestar). The gating strategy excluded doublet cells and mDCs were gated on live (Vivid− Annexin V−) CD3− CD19− CD11c+ cells.



Peptides

The HLA-A2-restricted Melan-A/ MART-1 modified peptide (ELAGIGILTV, residues 26-35A27L) was used for in vitro priming and was obtained from Biosynthesis. The tetramer HLA-A*02:01- ELAGIGILTV (Melan-A/MART-1) was obtained from the NIH Tetramer Core Facility (Emory University).



In vitro Priming of Naive Melan-A/MART-1 Ag-Specific CD8+ T Cells

Naïve CD8+ T cells precursors for the Melan-A/MART-1 epitope ELA were primed in vitro using unfractionated PBMC protocol as described in [1] with minor modifications. Briefly, PBMC from HLA-A2+ healthy donors were thawed and seeded at 5 × 106 cells/ml in CellGro® DC medium (CellGenix™), supplemented with human GM-CSF (100 ng/ml; MACS Miltenyi Biotec) and IL-4 (20 ng/ml; Gemini Bio-products) in a 24-well tissue culture plate. After 24 h, Melan-A/MART-1 antigen (at 10 μg/ml) was added, in presence of M04 (final 50 μM) or 2'3'cGamp (5 μg/ml, Invitrogen) to induce maturation of resident dendritic cells. Twenty-four hours later and every 3 days, half of the media was replaced by fresh RPMI 1640 (Corning) supplemented with 8% human serum (Atlanta Biologicals) and IL-2 (20 U/ml, Miltenyi Biotech). On day 11, the CD8+ T cells frequency and were assessed by flow cytometry within the CD3+CD8+ T cell population using Melan-A –HLA-A2 tetramer staining after exclusion of dead cells.



In vivo Administration of M04

All animal procedures for in vivo administration of M04 were conducted in accordance with and approved by the Oregon Health and Science University Institutional Animal Care and Use Committee (IACUC) under protocol 0913. The Oregon Health and Science University IACUC adheres to the NIH Office of Laboratory Animal Welfare standards (OLAW welfare assurance A3304-1). C57BL/6J mice (5–7 weeks of age; Jackson Laboratories) were housed in cage units, fed ad-libitum, and cared for under USDA guidelines for laboratory animals. M04 at 25 mg/kg of body weight or DMXAA (or DMSO alone) was prepared in DMSO plus PBS to 200 μL and injected intraperitoneally. Animals were euthanized at 5 h post-injection by isoflurane overdose. Spleens were harvested, RNA isolated, and qPCR performed as described above.



RNA-seq

PBMCs from two healthy adult donors were obtained from StemCell Technologies, grown in 12 well-dishes in RPMI + 10% FBS, and treated in duplicate for 6 h with 1% DMSO vehicle, 50 μM M04, 100 ng/mL LPS, or 15 μg/mL cGAMP. Total RNA was isolated using Direct-zol RNA mini-prep kit (Zymo Research) in accordance with manufacturer's instructions and profiled for intactness on a Bioanalyzer (Agilent). Libraries were then prepared using the Tru-Seq RNA Sample Preparation kit (Illumina). Briefly, poly(A)+ RNA was isolated from 500 ng of total RNA per sample. The isolated RNA was fragmented using divalent cations and heat. First strand cDNA was generated using random hexamer priming. The RNA template was removed and the second strand was synthesized. The ends of the cDNAs were repaired, followed by adenylation of the 3′ termini. Indexing adapters were ligated to the cDNA ends. The ligation products were amplified using polymerase chain reaction (PCR). The amplification product was cleaned using AMPure XP beads (Beckman Coulter). Libraries were profiled on the Tapestation 2200 (Agilent). The concentration of the libraries was determined using real time PCR on a StepOne or StepOnePlus Real Time PCR Workstation (Thermo) using a library quantification kit (Kapa Biosystems). Samples were mixed for multiplexing and run on a HiSeq 2500 (Illumina) using a 100 cycle single read protocol. Base call files were converted to fastq format using Bcl2fastq (Illumina).



Gene Expression and Transcription Factor Prediction Analysis

The quality of the raw sequencing files were first evaluated using FastQC combined with MultiQC (72) (http://multiqc.info/). The files were imported into the Oregon National Primate Center's DISCVR-Seq, LabKey (73) server-based system, PRIMe-Seq. Trimmomatic (74) was used to remove any remaining Illumina adapters. Reads were aligned to the Homo_sapiens.GRCh38 genome in Ensembl along with its corresponding annotation, release 84. The program STAR (v020201) (75) was used to align the reads to the genome. STAR has been shown to perform well-compared to other RNA-seq aligners (76). Two-pass mode was used with default parameters. Since STAR utilizes the gene annotation file, it calculated the number of reads aligned to each gene. RNA-SeQC (v1.1.8.1) (77) was utilized to ensure alignments were of sufficient quality. Samples had an average of 45 M mapped reads, an average exonic rate of 83%, and an average of 22 K genes detected (>5 reads) per sample. Gene-level raw counts were normalized using DEseq2 (78) which were then transformed using regularized log transformation (rlog) to stabilize variance in R. After data processing, gene-wise general linear models with compound symmetry covariance structure was used (to account for repeated response measures on the same subject) to identify differentially expressed genes in SAS9.4. We used criteria to designate genes as differentially regulated in each stimulus vs. control with fold change ≥ 2 (up or down) and raw p < 0.05. Transcription factor prediction analysis was performed by submitting all genes found to be significantly upregulated by M04 to the online tools PASTAA and RegulatorTail (48, 49) using default settings. Venn diagrams were made using BioVenn (79). Volcano plots were made using VolcanoNoseR (https://huygens.science.uva.nl/VolcaNoseR/).
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The innate immunity DNA sensors have drawn much attention due to their significant importance against the infections with DNA viruses and intracellular bacteria. Among the multiple DNA sensors, IFI16, and cGAS are the two major ones, subjected to extensive studies. However, these two DNA sensors in livestock animals have not been well defined. Here, we studied the porcine IFI16 and cGAS, and their mutual relationship. We found that both enable STING-dependent signaling to downstream IFN upon DNA transfection and HSV-1 infection, and cGAS plays a major role in DNA signaling. In terms of their relationship, IFI16 appeared to interfere with cGAS signaling as deduced from both transfected and knockout cells. Mechanistically, IFI16 competitively binds with agonist DNA and signaling adaptor STING and thereby influences second messenger cGAMP production and downstream gene transcription. Furthermore, the HIN2 domain of porcine IFI16 harbored most of its activity and mediated cGAS inhibition. Thus, this study provides a unique insight into the porcine DNA sensing system.

Keywords: innate immunity, DNA sensor, signaling, porcine, mutual relationship


INTRODUCTION

The innate immune system acts as the first line of host defense and senses multiple danger signals from pathogens by recognizing the pathogen-associated molecular patterns (PAMPs) (1). It also detects damage-associated molecular patterns (DAMPs) to maintain homeostasis (1, 2). The PAMPs and DAMPs are both recognized by innate immune pattern recognition receptors (PRRs), which include Toll-like receptors (TLRs), RIG-I-like receptors (RLRs), NOD-like receptors (NLRs), C-type lectin like receptors (CLRs), and cytosolic DNA receptors (CDRs). Upon activation, the PRRs trigger intracellular signaling to initiate either gene transcription or protease-dependent cytokine secretion, resulting in the production of anti-viral interferons (IFNs), proinflammatory cytokines, and chemokines to directly combat pathogens and shape subsequent adaptive immunity.

The DNA sensors consist of a broad range of receptors, including membrane-bound TLR9 and various CDRs. TLR9 was the first identified DNA sensor localized in the ER/endosome. It recognizes endolysosomal under-methylated CpG DNA to activate transcription factors IRF7 and NF-κB and stimulate type I IFN production (3). TLR9 expression is immune cell specific, mainly expressed in plasmacytoid dendritic cells (pDCs) and B cells. Two CDRs, DExD/H-box helicases DHX36 and DHX9, are required in pDCs for TLR9-dependent IFNα and TNF-α productions, respectively, thus possible accessory receptors for TLR9 (4, 5). In addition to DHX36 and DHX9, CDRs include also DAI, AIM2, RNA Pol III, LRRFIP1, IFI16, DDX41, DNA-PK, MRE11, cGAS, and STING (5).

DAI (or ZBP-1) was the first discovered CDR, able to induce IFNs through IRF3 and NF-κB activations (6). However, DAI knockout mice demonstrated normal DNA-mediated cytokine production; thus, the role of DAI as a DNA sensor has been controversial and it also indicated the existence of other CDRs (7). AIM2 belongs to PYHIN family proteins containing Pyrin and HIN domains. It binds viral double-stranded (ds) DNA using the C-terminal HIN domains to subsequently recruit downstream adaptor ASC via its N-terminal Pyrin domain through homotypic interaction. Further, ASC is able to recruit and activate caspase-1 by a homotypic CARD domain interaction to formulate inflammasome. In turn, caspase-1 causes proteolytic cleavage and maturation of the proinflammatory cytokines IL1β and IL18 (5, 8, 9). RNA polymerase III (Pol III) was described as a DNA sensor because of the transcription of AT-rich dsDNA, such as poly (dA:dT), into 5-triphosphate RNA, which can then activate RIG-I leading to IFNβ induction (10, 11). LRRFIP1 was reported to bind both dsDNA and dsRNA, and then interact with and activate β-catenin, which increases IFNβ expression as a co-activator by binding with IRF3 and recruiting the acetyltransferase p300 to the IFNβ enhanceosome (12). DDX41, an additional DExD/H-box helicase, was shown to bind with DNA and activate STING/TBK1-dependent IRF3 and NF-κB, and subsequent cytokine production (13). Besides dsDNA from transfection and virus infection, DDX41 was further reported to bind with bacterial cyclic dinucleotides (CDNs), cyclic-di-GMP, and cyclic di-AMP to activate similar downstream signaling (14). DNA-PK and MRE11 are both nuclear DNA damage sensor proteins, with the former comprising heterocomplex of Ku70, Ku80, and the catalytic subunit DNA-PKcs. Both protein complexes in cytosol were reported to be involved in DNA sensing and trigger STING-dependent cytokine production (15, 16).

STING (also called MITA, MPYS, and ERIS) was discovered in 2008 by several groups independently (17–20). STING acts as the signaling adaptor for DNA sensing pathways even though there are reports of its direct DNA sensing (21). Furthermore, STING also directly recognizes CDNs such as bacterial c-di-GMP and mammalian second messenger cGAMP to induce a type I IFN response (22, 23). IFI16 was the first reported STING-dependent DNA sensor in 2010 and is also a PYHIN family protein mediating IFN induction (24). IFI16 at steady state is present in the cell nucleus, but also shuttles between nucleus and cytosol depending on the acetylation status of its nuclear localization sequence (25). Moreover, nuclear IFI16 also engages in inflammasome formation (26), but the mechanisms by which IFI16 initiates signal to both STING and inflammasome are still unknown (5). cGAS was identified in 2013 as a cytosolic DNA sensor; upon DNA stimulation, it utilized substrates ATP and GTP to synthesize second messenger 2′5′-cGAMP, which directly activates STING signaling (27). Since its discovery, the cGAS-cGAMP-STING pathway has been subjected to extensive studies (28).

IFI16 and cGAS are the most extensively studied and best-characterized DNA sensors. However, these two DNA sensors are not well defined in livestock animals. In this study, we investigated porcine DNA sensors IFI16 and cGAS. Our study found that both porcine DNA sensors trigger STING-dependent signaling, and IFI16 negatively regulates cGAS signaling to IFN mainly through competitive binding to agonist DNA and adaptor STING.



MATERIALS AND METHODS


Cells and Reagents

HEK-293T and porcine kidney-15 (PK15) cells were cultured in Dulbecco's modified Eagle medium (DMEM, Hyclone Laboratories, USA) containing 10% fetal bovine serum (FBS) and 100 IU/ml of penicillin plus 100 μg/ml streptomycin. Porcine alveolar macrophages (PAMs) were cultured in Roswell Park Memorial Institute 1640 (RPMI, Hyclone) containing 10% FBS with penicillin/streptomycin. All cells were maintained at 37°C with 5% CO2 in a humidified incubator. Restriction endonucleases, Phusion Hot Start High Fidelity DNA polymerase (M0203S), and T4 DNA ligase (M0203S) were all purchased from New England Biolabs (Beijing, China). Gateway™ LR Clonase™ II Enzyme mix, Lipofectamine™ 2000, and Goat Anti-Mouse IgG (H+L) Antibody DyLight 488 were from ThermoFisher Scientific (Shanghai, China). Pro Ligation-Free Cloning Kit (Cat No: E086/E087) was from Applied Biological Materials Inc. (Richmond, Canada). TRIpure Reagent for RNA extraction was from Aidlab (Beijing, China). EasyScript Reverse Transcriptase, 2 × EasyTag PCR SuperMix, BluePlus Protein Marker, anti-HA mAb, anti-FLAG mAb, anti-GFP mAb, anti-Actin mAb, HRP anti-mouse IgG, HRP anti-rabbit IgG, and TransDetect Double-Luciferase Reporter Assay Kit were bought from Transgen Biotech (Beijing, China). The anti-HA rabbit pAb and anti-FLAG rabbit pAb were from Sangon Biotech (Shanghai, China). The anti-p-TBK1 (D52C2) and anti-p-IRF3 (4D4G) were from Cell Signaling Technology (Danvers, MA, US). Phanta Max Super-Fidelity DNA Polymerase, PCR Purification Kit, Gel Extraction Kit, Plasmid Mini-prep Kit were from Vazyme Biotech Co., Ltd. (Nanjing, China). Forty-five-base pair (45-bp) dsDNA (TACAGATCTACTAGTGATCTATGACTGATCTGTACATGATCTACA) as a DNA agonist was synthesized by GENEWIZ (Shouzhou, China). HSV-1 (KOS strain, whose VP26 was fused with GFP) was a gift from Dr. Tony Wang in SRI International USA. The second messenger or STING agonist 2′3′-cGAMP was bought from InvivoGen (Hong Kong, China).



Molecular Cloning and Gene Mutations

Total RNA was extracted from primary PAMs using TRIzol® reagent (ThermoFisher Scientific). From the total RNA, porcine cGAS (XM_013985148) and IFI16 (XM_013996900) open reading frames (ORFs) were amplified by RT-PCR using the designed primers shown in Supplementary Table 1. The PCR products were digested with NcoI/EcoRV and SalI/EcoRV, respectively, and cloned into the corresponding sites of the Gateway entry vector pENTR4-2HA, which was adapted from pENTR4 (Addgene) by inserting a 2HA sequence behind EcoRV to express C-terminal HA tagged genes. The sequence confirmed that HA-tagged pcGAS and pIFI16 were transferred from pENTR4 vectors to Destination vectors pDEST47 (Addgene) by LR recombination to obtain the final pcDNA recombinant expression vectors. If not specifically mentioned, cGAS and IFI16 in this paper refer to porcine cGAS and porcine IFI16, respectively.

For IFI16 subcloning and mutations, the Pyrin1, HIN1, Pyrin2, HIN2, ΔPyrin1, and ΔHIN2 fragments were amplified by PCR using Phanta Max Super-Fidelity DNA Polymerase from IFI16 plasmid template using the designed primer pairs shown in Supplementary Table 1. For IFI16 deletion mutants ΔHIN1 and ΔPyrin 2, the two fragments flanking the deletion site were amplified by PCR from IFI16 plasmid; next, the two flanking fragments together with the Bridge fragment were joined together by the fusion PCR. The Pyrin1, HIN1, Pyrin2, and HIN2 domain fragments were digested with NheI and EcoRV and cloned into pcDNA3.1 vector expressing C-terminal 2HA as we described previously (29), whereas the deletion fragments ΔPyrin1, ΔHIN1, ΔPyrin 2, and ΔHIN2 were cloned into the same sites of the above pcDNA3.1-2HA vector using the Pro Ligation-Free Cloning Kit.



CRISPR gRNA Design, gRNA Expressing Lentiviruses, and Stable KO Cells

The CRISPR gRNAs targeting porcine cGAS and IFI16 were designed using the web tool from Benchling (www.benchling.com). For porcine cGAS and IFI16, three gRNAs were chosen based on the predicted high scores, respectively, and the encoding DNA sequences are shown in Supplementary Table 2. The annealed gRNA encoding DNA pairs were ligated with BsmB1-digested lentiCRISPRv2 vector (Addgene), and the efficacy and specificity of these gRNA expressing lentiviral vectors targeting porcine cGAS and IFI16 were demonstrated as shown in Supplementary Figures 2, 3. The gRNA expressing lentiviruses were generated by co-transfecting lentiCRISPRv2-gRNAs with package plasmids psPAX2 and pMD2.G into 293T cells using Lipofectamine 2000. The supernatants containing three gRNA expressing lentiviruses were mixed equally and used to infect the PK15 cells and PAMs, respectively. Then, the infected PK15 cells were selected with 1.5 μg/ml puromycin, whereas infected PAMs were selected with 1 μg/ml puromycin. After puromycin selection, the CRISPR vector control, pcGAS KO, IFI16 KO stable PAMs, and CRISPR vector control, cGAS KO, and IFI16 KO stable PK15 cells were all prepared and ready for use.



DsDNA Binding Assay and Co-immunoprecipitation

The 5′-biotin-labeled 45-bp dsDNA was also synthesized and obtained from GENEWIZ (Shouzhou, China). Streptavidin Agarose (Cat No: S951, ThermoFisher Scientific) was washed three to five times with PBS by centrifugation at 10,000 g and suspended in PBS. Each milliliter of streptavidin agarose was mixed with 20 nmol 5′-biotin-labeled 45-bp dsDNA, incubated at RT for 30 min, and washed three to five times with PBS, and the resultant 45-bp dsDNA-agarose was stored at 4°C for protein pull-down assay. For protein pull-down assay, cells in a six-well plate (8 × 105 cells/well) were transfected for 48 h, harvested, and lysed in 500μl of RIPA buffer (50 mM Tris, pH 7.2, 150 mM NaCl, 1% sodium deoxycholate, and 1% Triton X-100) containing protease inhibitors on ice for 30 min. The 50 μl of cleared lysate was used as input control, and the remainder was incubated with 20 μl of dsDNA-agarose at 4°C overnight with shaking. Next day, the dsDNA agarose was washed three times by centrifugation, and bound proteins were eluted with 20 μl of 2 × SDS sample buffer by heating at 100°C for 10 min. The elution supernatants from centrifugation together with input controls were subjected to Western blot analysis. For co-immunoprecipitation, the cleared cell lysate from transfected cells was incubated with 1 μg of specific antibody at 4°C overnight with shaking and further incubated with Protein A/G PLUS-Agarose (sc-2003, Santa Cruz Biotechnology) for 2–3 h. The agarose was similarly washed and eluted with 20 μl of 2 × SDS sample buffer. The elution and input were both subjected to Western blot analysis.



Western Blot Analysis

Cell lysates or precipitated samples were resolved on 10% SDS-polyacrylamide gels in the presence of 2-mercaptoethanol. The protein bands on gels were transferred onto PVDF membranes and the membranes were blocked with 5% non-fat dry milk Tris-buffered saline, pH 7.4, with 0.1% Tween-20 (TBST), incubated with various primary antibodies. After washing with TBST, the membranes were incubated with HRP-conjugated goat anti-mouse IgG or goat anti-rabbit IgG (1:10,000 dilutions). The bound secondary antibody signals were detected with enhanced chemiluminescence (ECL) substrate (Tanon, China) and visualized by Western blot imaging system (Tanon, China).



Fluorescence Microscopy

PAMs grown on coverslips in 24-well culture plate (1 × 105 cells/well) or 293T cells grown on coverslips in 12-well plates (4 × 105 cells) were transfected with pcGAS-HA, pIFI16-HA, and GFP-pSTING plasmids, respectively, using Lipofectamine 2000. Forty-eight hours later, the transfected pcGAS and pIFI16 cells on coverslips were fixed with 4% paraformaldehyde at RT for 15 min and permeabilized with 0.5% Triton X for 10 min. After washing with PBS, the cells were sequentially incubated with primary anti-HA mAb (1:500) and goat anti-mouse IgG (H+L) DyLight 488 second antibody (1:200). The stained cells and fixed GFP-pSTING cells were counterstained with 0.5 μg/ml 4′,6-diamidino-2-phenylindole (DAPI, Beyotime, China) at 37°C for 15 min to stain the cell nucleus and the coverslips sealed with nail polish. Lastly, the 293T cells were visualized under fluorescence microscope (Olympus, Japan) and the PAMs were observed under laser-scanning confocal microscope (LSCM, Leica SP8, Solms, Germany) at the excitation wavelengths 340 and 488 nm, respectively.



Promoter-Driven Luciferase Reporter Gene Assays

293T cells grown in 96-well plates (3 × 104 cells/well) were co-transfected by Lipofectamine 2000 with ISRE-luciferase reporter or ELAM (NF-κB)-firefly luciferase (Fluc) reporter (10 ng/well) and β-actin Renilla luciferase (Rluc) reporter (0.2 ng/well), together with the indicated plasmids or vector control (5–40 ng/well). The total DNA per well was normalized to 50 ng by adding empty vector. About 36 h post-transfection, the cells were harvested and lysed, and both Fluc and Rluc activities were sequentially measured using the TransDetect Double-Luciferase Reporter Assay Kit. The results were expressed as fold induction of ISRE or ELAM (NF-κB)-Fluc compared with that of vector control after Fluc normalization by corresponding Rluc.



RT-PCR and Quantitative RT-PCR

293T, PAMs, or PK15 cells grown in 24-well plates (3 × 105 cells) were subjected to different treatments. The treated cells were harvested and RNA extracted with TRIpure Reagent. The extracted RNA was reverse transcribed into cDNA with EasyScript Reverse Transcriptase, and then the target gene expressions were measured by PCR or quantitative PCR with 2 × EasyTag PCR SuperMix by using StepOnePlus equipment (Applied Biosystems). The PCR program is denaturation at 94°C for 30 s followed by 25 cycles of 94°C for 5 s, 60°C for 30 s, and 72°C for 30 s, whereas the qPCR program is denaturation at 94°C for 30 s followed by 40 cycles of 94°C for 5 s and 60°C for 30 s. The PCR primers for hIFN-β, hISG56, hIL8, hRPL32, pIFNβ, pISG56, pISG60, pIL-8, and pβ-actin are shown in Supplementary Table 3. The PCR products were analyzed by agarose gel electrophoresis and visualized by imaging, whereas in qPCR, the transcriptional levels of IFN-β, ISG56, ISG60, and IL-8 were calculated using ΔΔCT method.



Statistical Analysis

All the experiments are representative of three similar experiments and the representative experimental data in graphs were shown as the mean ± SD of duplicate wells. The statistical analysis was performed with the Student t-test or one-way ANOVA where appropriate, which are built within the software GraphPad Prism 5.0.




RESULTS


Characterization of Porcine cGAS and IFI16 Signaling Activity

The porcine cGAS has an amino acid (AA) sequence identity of 75.13% to human cGAS, while porcine IFI16 has only 45.61% identity of AA to human IFI16. Considering the low sequence identities of the two receptors between porcine and human, it is important to investigate the signaling functions of the two porcine receptors especially porcine IFI16. To study the signaling functions of the two porcine DNA receptors, the porcine cGAS and IFI16 gene cDNAs were amplified and both cloned into the Gateway pENTR4-2HA vector. Following sequence confirmation, cDNAs were further transferred into destination pcDNA expression vectors by LR reaction. The pcDNA expression constructs of porcine cGAS and IFI16 were transfected into 293T cells and PAMs, and their expressions were examined by Western blotting and IFA using the anti-HA antibody. As shown in Figure 1 and Supplementary Figure 1, the porcine cGAS was expressed as a 55-kD protein, mainly localized in the cytoplasm similar to previously reported (27, 30). Conversely, the porcine IFI16 was expressed predominantly in cell nucleus, as a 110-kD protein. We also examined the expression of signaling adaptor porcine STING we previously cloned in pEGFP-C1 vector, and the GFP-STING fusion protein with M.W. of 70 kD was localized in the cytoplasm.
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FIGURE 1. The expressions of porcine DNA sensors cGAS, IFI16, and STING. (A) The pcDNA-cGAS, pcDNA-IFI16, pEGFP-STING, and control plasmids (0.5 μg each) were transfected into 293T cells (4 × 105 cells/well in a 24-well plate) using the Lipofectamine 2000. Forty-eight hours post-transfection, the protein expressions were detected by Western blotting with the indicated antibodies. Numbers 1 and 2 denote the two expression clones. (B) PAMs on coverslips in a 24-well plate (1 × 105 cells/well) were transfected with pcDNA-cGAS, pcDNA-IFI16, and pEGFP-STING as in (A), and the fixed and stained PAMs were examined by confocal microscopy.


The signaling function of porcine cGAS was first examined together with the functionally known human adaptor STING. Porcine cGAS alone did not show any activity in either ISRE promoter or ELAM (NF-κB) promoter assay whereas human STING alone had weak ISRE activity. When porcine cGAS was transfected together with human STING, it showed strong activity in both ISRE and NF-κB promoter assays (Figure 2A). Next, the porcine cGAS was tested with porcine STING, which gave similar results (Figure 2B). Upon dsDNA agonist treatment, the porcine cGAS/STING activity had a modest increase in both ISRE and NF-κB promoter assays (Figure 2B). When stimulated with HSV-1, the porcine cGAS/STING activity showed significant increase in ISRE promoter assay at the high concentration of virus (Figure 2C). The downstream gene inductions including IFNβ, ISG56, and IL8 were obvious in porcine cGAS/STING transfected 293T cells, which normally lack both protein expressions (left panel, Figure 2D). In PAMs, the transfection of porcine cGAS alone was sufficient to induce downstream IFNβ, ISG60, and IL8 productions (right panel, Figure 2D).
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FIGURE 2. Characterization of porcine DNA sensor cGAS. (A) 293T cells grown in 96-well plates were transfected with pcGAS (20 ng), hSTING (10 ng) plus ISRE-Fluc/ELAM-Fluc (10 ng), and Rluc (0.2 ng), which was normalized to 50 ng/well. Twenty-four hours post-transfection, the luciferase activities were measured with Double-Luciferase Reporter Assay. (B) 293T cells were transfected as in (A) with pSTING replacing hSTING, and 24 h later were mock stimulated (NS) or stimulated with dsDNA by transfection. Twelve hours post-stimulation, the luciferase activities were measured. (C) 293T cells were transfected as indicated, and 24 h later stimulated with HSV-1. Twelve hours post-stimulation, luciferase activities were measured. (D) 293T cells and PAM grown in 24-well plates were not transfected (NT) or transfected with 0.5 μg each recombinant plasmid and 24 h later the downstream gene transcription was examined by RT-PCR. *p < 0.05, **p < 0.01 vs. controls. #p < 0.05 vs. non-HSV-1 stimulation.


Porcine IFI16 alone did not have any activity in promoter assay in 293T cells. When co-transfected with either human STING or porcine STING, the porcine IFI16/STING exhibited ISRE promoter activity but not as strong as that of porcine cGAS/STING (Figures 3A,B). The porcine IFI16/STING ISRE activity was significantly upregulated by dsDNA (left panel, Figure 3B) and by high titers of HSV-1 (Figure 3C). In the NF-κB promoter assay, porcine IFI16/STING showed no activity due to its weak signaling activity (right panel, Figure 3B). The downstream gene inductions of IFNβ, ISG56, and IL8 were observed in both PAMs and PK15 cells transfected with porcine IFI16 alone, porcine STING alone, or both (Figures 3D,E).
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FIGURE 3. Characterization of porcine DNA sensor IFI16. (A) 293T cells grown in 96-well plates were transfected with pIFI16 (20 ng), hSTING (10 ng) plus ISRE-Fluc (10 ng), and Rluc (0.2 ng), which was normalized to 50 ng/well. Twenty-four hours post-transfection, the luciferase activities were measured. (B) 293T cells were transfected as in (A) using ISRE-Fluc (left) or ELAM-Fluc (right) with pSTING replacing hSTING, and 24 h later, the cells were stimulated with 1 μg/ml dsDNA by transfection. Twelve hours post-stimulation, the luciferase activities were measured. (C) 293T cells were transfected as in (B), and 24 h later stimulated with HSV-1. Twelve hours post-stimulation, luciferase activities were measured. (D,E) PAMs and PK15 cells grown in 24-well plates were transfected with 0.5 μg of each recombinant plasmid, and 24 h later, the downstream gene transcription was examined by RT-qPCR. *p < 0.05, **p < 0.01, ***p < 0.001 vs. controls. #p < 0.05 vs. non-HSV-1 stimulation.




The Porcine IFI16 Interferes With cGAS Signaling and Downstream Gene Transcription

Several previous studies on human and mouse cGAS and IFI16 investigated their mutual relationship and revealed the cooperation between these two DNA receptors (30–34). To understand whether the two porcine DNA receptors also have cooperative relationship, we first co-transfected IFI16 with cGAS/STING in 293T cells and PK15 cells and examined the downstream gene transcription by RT-qPCR. As shown in Figures 4A,B, the downstream expressions of IFNβ and IL8 genes in 293T and ISG56 and IL8 genes in PK15 (activated by cGAS/STING) were both significantly decreased with IFI16 when compared with those without IFI16. The results indicated that porcine IFI16 does not promote cGAS signaling; instead, it inhibits cGAS activity. Next, we observed a similar inhibition of cGAS/STING ISRE activity by IFI16 in the promoter assay (Figure 4C). We also monitored the activation of DNA signaling pathway molecules with or without IFI16 using Western blotting; it turned out that the phosphorylated TBK1 (p-TBK1) and IRF3 (p-IRF3) activated by cGAS/STING were both slightly downregulated by IFI16 (Figure 4D).
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FIGURE 4. Effects of ectopic porcine IFI16 on porcine cGAS-STING signaling. 293T (A) and PK15 cells (B) in a 24-well plate were transfected with 0.5 μg of each plasmid, and normalized to 1.5 μg of total DNA each well. Next day, cells were subjected to RT-qPCR analysis. (C) 293T cells in a 96-well plate were transfected with the indicated combinations of porcine cGAS (5 ng), IFI16 (20 ng), and STING (2 ng) plus Fluc and Rluc reporters. Twenty-four hours post-transfection, the cells were examined for Fluc and Rluc activities. (D) 293T cells (5 × 105 cells/well in a 24-well plate) were transfected with 0.5 μg of each plasmid, and normalized to 1.5 μg each well. Forty-eight hours later, the cells were subjected for Western blot analysis. The densitometry values of p-TBK1 and p-IRF3 after normalization by actin were indicated at the bottom of the bands. *p < 0.05, **p < 0.01, ***p < 0.001 vs. controls. #p < 0.05, ##p < 0.01 vs. cGAS/STING samples.


To dissect the signaling relationship between porcine cGAS and IFI16 more accurately, we sought to utilize porcine cGAS and IFI16 knockout cells. The CRISPR gRNAs targeting porcine cGAS and IFI16 were designed and cloned into lentiviral vector. The efficacy and specificity of these gRNA expressing lentiviral vectors were verified in transfected cells by Western blotting (Supplementary Figures 2, 3). The packaged lentiviruses were used to infect PAMs and PK15 cells and subjected to puromycin selection to make stable KO cells. As shown in Figure 5, upon stimulation by 45-bp dsDNA and plasmid pcDNA3.1, the downstream IFNβ and ISG56 genes were induced in control PAMs. However, the gene inductions were largely absent in cGAS KO PAMs, which is consistent with the strong cGAS/STING signaling activity observed in transfected cells, suggesting that cGAS is the major DNA sensor in these cells (Figure 5A). Intriguingly, in IFI16 KO PAMs, the DNA-activated IFNβ and ISG56 were both significantly increased compared with those in control PAMs (Figure 5A). HSV-1 stimulated IFNβ and IL8 productions in control PAMs, but the gene inductions were largely decreased in cGAS KO PAMs whereas the same genes were significantly increased in IFI16 KO cells relative to those in control cells (Figure 5B). We also stimulated the PK15 cGAS and IFI16 KO cells with plasmid pcDNA3.1 and HSV-1, and obtained similar results (Supplementary Figures 4A,B). Altogether, the obtained data clearly suggest that porcine IFI16 negatively regulates cGAS signaling and downstream gene transcription.
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FIGURE 5. Effects of IFI16 and cGAS KO on DNA and HSV-1 stimulated gene transcription. PAM cGAS KO, IFI16 KO, and control stable cells in a 24-well plate (2 × 105 wells/well) were stimulated with 1 μg/ml dsDNA, 1 μg/ml pcDNA3.1 by transfection for 12 h (A), or HSV-1 at the indicated concentrations for 8 h (B). The stimulated cells were harvested and subjected for RT-qPCR analysis. NS denotes mock stimulation. *p < 0.05, **p < 0.01, ***p < 0.001.




Porcine IFI16 Inhibits cGAS Signaling by Competitively Binding With Agonist dsDNA and Adaptor Porcine STING

cGAS is responsible for second messenger 2′5′-cGAMP production, which then directly activates STING for downstream signaling. First, we wondered if porcine IFI16 influences cGAMP production during cGAS activation. We first treated IFI16 KO, cGAS KO, and control stable PK15 cells with HSV-1, and then co-cultured the treated PK15 cells, respectively, with porcine STING transfected ISRE luciferase reporter cells we described before (35). The reporter gene expressions were measured to reflect the cGAMP productions during cGAS activation by HSV-1 infection. As shown in Figure 6A, the control PK15 cells stimulated with HSV-1 produced significant higher levels of reporter gene expression reflecting high level of cGAMP. Compared with control PK15 cells, the cGAS KO PK15 cells had lower amount of cGAMP whereas the IFI16 KO PK15 produced slightly but significantly higher amount of cGAMP compared to control PK15 cells, suggesting that porcine IFI16 might control cGAMP production through cGAS. On the other hand, we would like to know if porcine IFI16 modulated the cGAMP-triggered STING-dependent downstream signaling. The IFI16 KO and cGAS KO PK15 were directly stimulated with cGAMP and downstream gene transcription was examined. The results showed that there was no difference of downstream IFNβ, ISG56, and IL8 levels in IFI16 KO and cGAS KO PK15 cells relative to control cells (Figures 6B–D). It indicates that porcine IFI16 is not likely to regulate cGAMP downstream STING signaling.
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FIGURE 6. Effects of IFI16 and cGAS KO on HSV-1 stimulated cGAMP production and cGAMP stimulated and STING activated gene transcription. (A) ISRE reporter cells in a 24-well plate (2 × 105 cells/well) were transfected with 0.5 μg of pEGFP-pSTING, and 24 h later, the transfected cells were collected by trypsin digestion and cell number was calculated. Simultaneously, PK15 cGAS KO, IFI16 KO, and control stable cells in a 24-well plate (3 × 105 cells/well) were stimulated with HSV-1 at the indicated MOIs for 12 h, then the stimulated cells harvested and cell number calculated. Next, 0.3 × 105 pSTING transfected ISRE reporter cells were incubated with 1.2 × 105 of each type of PK15 stable cells (1:4) in a 24-well plate for 12 h. The incubated pool cells were examined for Fluc and Rluc activities. (B–D) The PK15 cGAS KO, IFI16 KO, and control stable cells in a 24-well plate (3 × 105 cells/well) were stimulated with 10 μg/ml 2′3′-cGAMP by transfection for 24 h, and the stimulated PK15 cells were examined for downstream gene transcription by RT-qPCR. NS denotes mock stimulation. *p < 0.05, **p < 0.01, ***p < 0.001, ns, not significant.


Based on the above results and previous reports (31, 33), we hypothesized that porcine IFI16 might interfere with cGAS for agonist DNA binding to produce cGAMP. Indeed, normally, the biotin-streptavidin conjugated dsDNA agarose could pull down porcine cGAS from cell lysate (Figure 7A), but in the presence of porcine IFI16, the binding of cGAS with dsDNA was impaired (Figure 7B). We also checked the interaction between porcine cGAS and STING in Co-IP and found that there was interaction between these two proteins despite no requirement of this interaction for STING function and signaling (Figure 7C). Further, in the presence of porcine IFI16, the interactions between cGAS and STING became weak as shown by Co-IP in both ways (Figures 7D,E).
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FIGURE 7. The binding of dsDNA and STING by porcine cGAS in the presence or absence of porcine IFI16. (A) 293T cells in a six-well plate (8 × 105 cells/well) were transfected with 0.5 μg of pcGAS or control pcDNA3.1 for 48 h, the transfected cells were lysed, and cell lysates were subjected for dsDNA binding assay with the bound cGAS analyzed by Western blotting using anti-FLAG mAb. (B) 293T cells were transfected as in (A) without or with 0.5 μg and 1.0 μg porcine IFI16, respectively, and examined for dsDNA binding. (C) 293T cells in a six-well plate (8 × 105 cells/well) were transfected with 0.5 μg of pcGAS and 0.5 μg of pSTING for 48 h, and the cell lysates were subjected for Co-IP using anti-GFP antibody and subsequent Western blot analysis. (D,E) 293T cells were transfected as in (C) without or with 0.5 μg and 1.0 μg porcine IFI16, respectively, and cell lysates were subjected for Co-IP using anti-GFP antibody (D) or anti-FLAG antibody (E) and subsequent Western blot analysis.


Because of the low sequence identity between porcine and human IFI16, we speculated that species specificity exists. The protein domain prediction by the online software PROSITE from ExPASy (www.ExPASy.org) showed that there is one extra Pyrin domain (Pyrin 2) in porcine IFI16 protein (Figure 8A). To pinpoint the individual roles of each domain in the IFI16 function, we made deletions of each domain and cloned each domain. While the expressions of deletion mutants could be detected by Western blotting, the individual domain expressions were not detectable (Figure 8A). Nevertheless, we proceeded to analyze IFI16 mutants for downstream signaling and gene transcription. In ISRE promoter assay, all the mutants showed activity but much less than full-length IFI16 (Figure 8B). In transfected PK15 cells, all mutants were able to induce downstream IFNβ, ISG56, and IL8 gene transcription, among which domain HIN2 induced close gene transcription to full-length IFI16, while mutant ΔHIN2 had the lowest activity (Figures 8C–E). Correspondingly, similar to full-length IFI16, domain HIN2 significantly inhibited cGAS induced IFNβ and IL8 transcript production, while mutant ΔHIN2 lost the inhibitory ability (Figures 8F,G).
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FIGURE 8. Functional characterization of porcine IFI16 domains. (A) The comparison of pIFI16 and hIFI16 domains and expressions of pIFI16 deletion mutants by Western blotting using anti-HA antibody. (B) 293T cells in a 96-well plate were transfected with 10 ng of pSTING and 20 ng of each IFI16 mutant together with Fluc and Rluc, and 36 h post-transfection cells were examined for Fluc and Rluc activities. (C–E) PK15 in a 24-well plate were transfected with 0.5 μg of each IFI16 mutant for 24 h, and downstream gene transcription was analyzed by RT-qPCR. (F,G) PK15 cells in a 24-well plate were transfected with 0.5 μg of pcGAS together with 0.5 μg of each IFI16 mutant for 24 h, and downstream gene transcription was analyzed by RT-qPCR. *p < 0.05, **p < 0.01.





DISCUSSION

In this study, we functionally assessed the porcine DNA sensors cGAS and IFI16, the two most studied DNA sensors in human and mice, both capable of eliciting STING-dependent signaling (36, 37). IFI16 was identified as a DNA sensor (24); however, IFI16 is a multifunctional protein, once implicated in cell senescence and cell growth control (37, 38). Although IFI16 is a nuclear protein at steady state, as confirmed in our study (Figure 1B), it shuttles between nucleus and cytosol, and its cellular localization appears cell type specific (39). In monocytes and macrophages, it may have significant cytosolic moiety where it exerts canonical DNA sensing function (32, 34), while in non-immune cells such as fibroblasts, it is predominantly localized in nucleus and acts as nuclear DNA sensor, suppressing viral gene expression epigenetically and activating IFN and IFN-stimulated gene (ISG) transcription directly in a non-canonical way (40, 41). More recently, nuclear IFI16 was shown to activate STING via forming complex with p53 and TRAF6 in response to DNA damage (42). The porcine IFI16 has not been studied before despite that the IFI16 from monkey kidney Marc-145 cells was reported to suppress porcine reproductive and respiratory syndrome virus (PRRSV) replication in the cells (43). Regarding porcine cGAS, it has been investigated directly in only one study (44) and for its antiviral properties in several other reports (45–47). We showed here that both porcine cGAS and IFI16 are capable of eliciting IFN signaling dependent on porcine STING, which is exchangeable to human STING (Figures 2, 3). The triple of cytosolic cGAS, IFI16, and STING constitutes the canonical DNA signaling pathway to induce IFN. In the canonical pathway, STING, as an ER resident protein, upon DNA activation traffics from ER to Golgi apparatus and finally to the perinuclear region for degradation. During its trafficking, STING recruits and activates TBK1. In turn, the activated TBK1 phosphorylates IRF3, leading to downstream IFN induction (48).

Importantly, we studied the relationship between porcine IFI16 and cGAS signaling and we did not observe any cooperation between these two DNA receptors. Instead, we found that porcine IFI16 interferes with cGAS for downstream signaling. In comparison, the relation of cGAS and IFI16 in human and mice is quite different. Indeed, several previous studies showed the cooperation between these two DNA receptors during DNA transfection or pathogen infections (30–34). Specifically, human IFI16 was shown to amplify the cGAS-STING canonical pathway to induce IFNβ in response to Listeria monocytogenes infection and the subsequent presence of bacterial DNA in the cytosol of human macrophages (32). Mouse IFI16 counterpart p204 cooperated with cGAS to engage in STING-dependent type I IFN production in response to Francisella novicida infection and the bacterial DNA in the cytosol of murine macrophages (34). Human IFI16 could positively influence cGAS-STING pathway signaling in macrophages through the increase of second messenger cGAMP production by cGAS and the enhanced recruitment of TBK1 to STING (33), while human IFI16 cooperated with cGAS in keratinocytes by only targeting STING activation (31). Additionally, IFI16 in nucleus could be stabilized by cGAS in human fibroblasts during HSV-1 infection and thus the heightened non-canonical function of IFI16 was obtained (30). In our study, ectopic porcine IFI16 suppressed porcine cGAS/STING-induced phosphorylation of TBK1 and IRF3, ISRE promoter activation, and downstream IFNβ, ISG56, and IL8 transcription (Figure 4). Whereas in porcine IFI16 KO PAMs and PK15 cells, the dsDNA and HSV-1 activated, porcine cGAS-induced downstream genes including IFNβ, ISG56, and IL8 were increased (Figure 5 and Supplementary Figure 4). Therefore, the results clearly showed that porcine IFI16 interferes with cGAS signaling. We speculated the reason that may lead to the discrepancy and thought that could be due to the nature of IFI16, which belongs to the very diverse PYHIN family. In this family, human has four members including IFI16, IFIX, MNDA, and AIM2, whereas mice have 13 members with p204 usually considered as the functional ortholog of human IFI16 (49, 50). In fact, among the 13 mouse members, there are varying degrees of functional redundancy; thus, it is difficult to define the exact functional homolog of IFI16 in mice (49). In contrast, the information in porcine PYHIN family is very limited, and current porcine IFI16 is the only available PYHIN protein that has low identity to human IFI16 and harbors one extra Pyrin 2 domain (Figure 8A). Whether there is another functional homolog of human IFI16 in porcine is now unknown and warrants further investigation.

Regarding the molecular mechanism of action by porcine IFI16 to suppress cGAS signaling, we showed here that both porcine IFI16 and cGAS bind with dsDNA (Figures 7A,B). Furthermore, IFI16 was observed to compete with cGAS for DNA binding (Figures 7A,B). Previous studies showed that both cGAS and IFI16 recognize dsDNA in a sequence-independent way (50, 51); thus, it provides the possibility that these two DNA sensors can compete for dsDNA binding. The competition for agonist dsDNA by IFI16 coincided well with the increased cGAMP level in IFI16 KO cells during HSV-1 infection (Figure 6A). We also found that porcine cGAS and STING interact with each other and that this interaction can be disturbed by porcine IFI16 (Figures 7C–E). However, this disturbance seems not to affect porcine STING activation and downstream gene transcription (Figures 6B–D). Even though STING function was not affected, it could not be excluded that porcine cGAS function might be affected, contributing to reduced cGAMP production. By dissecting the individual domains of porcine IFI16, we found that each domain contributes more or less to IFI16 activity dependent on STING while the HIN2 domain activity is closer to full-length IFI16 (Figures 8B–E). Among the IFI16 domains, the HIN domains are responsible for binding with DNA, while the Pyrin domain mediates homotypic interaction and IFI16 oligomerization (39, 51, 52). In porcine IFI16, HIN2 domain had not only prominent STING dependent activity but also the significant ability to inhibit porcine cGAS activity (Figures 8F,G). Since the HIN2 is the most critical domain for dsDNA binding (48, 53), it also explains well the role of HIN2 in competitive binding agonist dsDNA of cGAS by porcine IFI16 (Figures 7A,B).

Collectively, this study isolated two porcine DNA sensors cGAS and IFI16, confirmed their STING-dependent IFN-inducing activity, analyzed the relation between these two DNA sensors, and explored the mechanism of action utilized by porcine IFI16 to regulate cGAS signaling (Figure 9), and therefore revealed unique insights into innate immune biology in the pig, which is the promising model for human diseases.
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FIGURE 9. The schematic illustration of porcine cGAS regulation by IFI16. Porcine cGAS, upon recognition of agonist dsDNA, produces second messenger 2′3′-cGAMP, which directly binds with and activates the adaptor STING. The activated STING traffics from ER to Golgi apparatus to the perinuclear region; during the process, it recruits and activates TBK1 that phosphorylates IRF3/7. However, how STING exactly activates NF-κB is still open. In turn, the activated IRF3/7 and NF-κB drive IFN and other gene transcription. Steady-state porcine IFI16 is mainly in the nucleus, but it shuttles into cytosol where it competes with cGAS for binding to agonist DNA and STING mainly via its HIN2 domain, thus modulating the cGAMP production and downstream signaling.
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As pattern recognition receptors, cytosolic DNA sensors quickly induce an effective innate immune response. Poxvirus, a large DNA virus, is capable of evading the host antiviral innate immune response. In this review, we summarize the latest studies on how poxvirus is sensed by the host innate immune system and how poxvirus-encoded proteins antagonize DNA sensors. A comprehensive understanding of the interplay between poxvirus and DNA-sensing antiviral immune responses of the host will contribute to the development of new antiviral therapies and vaccines in the future.
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INTRODUCTION

Poxvirus is a double-stranded DNA (dsDNA) virus (1, 2) that replicates completely in the cytoplasm. Members of the Poxviridae family include variola virus (VARV), vaccinia virus (VACV), ectromelia virus (ECTV), and monkeypox virus (MPXV). VACV is a prototype member of the Orthopoxvirus genus of the Poxviridae family and has been used as a live vaccine for smallpox eradication (3). Interest in VACV persists because it is an excellent model for studying host pathogen interactions and cell biology (4). ECTV is a mouse-specific pathogen that has been used as a model to study the pathogenesis and immunobiology of Orthopoxvirus infection (5, 6).

The innate immune response against viruses is not only the first line of defense against viral infection but is also important for the establishment of adaptive immunity against viruses. The recognition of the viral DNA genome by DNA sensors, including cyclic GMP–AMP synthase (cGAS), DNA-dependent protein kinase (DNA-PK), and IFN-γ inducible protein 16 (IFI16), is the first step in the innate immune response (7, 8). Next, innate immune signal transduction is initiated by activating adaptor proteins, such as stimulator of interferon genes (STING), resulting in the production of a large number of defense molecules in the host, including interferons (IFNs) and pro-inflammatory cytokines and chemokines (9–11).

The evolutionary arms race between the virus and the host leads to the virus-mediated antagonism of antiviral immunity. Viruses hide their DNA from cellular sensing systems and/or inactivate sensors and downstream signal transduction pathways. These viral strategies include separation or modification of viral nucleic acids, interfering with specific post-translational modifications of pattern recognition receptors (PRRs) or their adaptors, degradation or cleavage of PRRs or adaptors, and separating or repositioning PRRs. For instance, there are a variety of proteins that inhibit the activation of the transcription factors interferon regulatory factor 3 (IRF3) and nuclear factor kappa B (NF-κB) or the Janus kinase (JAK)/signal transducer and activator of transcription (STAT) pathway (2).

Poxvirus encodes the largest number of immune antagonistic virus proteins, thereby showing the most diverse immune escape strategies (4). During infection, these immunomodulatory proteins are delivered to the cytoplasm of the host cell to combat the innate immune response (12, 13). The conserved central region of the poxvirus genome encodes the open reading frames (ORFs) essential for virus replication. The other ORFs are non-essential for viral replication in cell culture (14), with most associated with targeting the innate immune system (15, 16).

In this review, we summarize the DNA-sensing signal pathways in poxvirus-infected cells. In particular, we focus on DNA sensors (cGAS/DNA-PK/IFI16), an adaptor protein (STING), and host defense molecules (IFNs/cytokines). We also describe how poxvirus targets DNA sensors to abrogate the antiviral immune response. Understanding antiviral immunity and poxvirus-mediated antagonism mechanisms may guide the development of live attenuated vaccines and antiviral therapies.



CGAS

In 2013, Sun et al. discovered a new DNA sensor, cGAS, which advanced our understanding of innate DNA sensing (17). cGAS, an enzyme belonging to the ancient oligoadenylate synthase (OAS) protein family (18), is a universal cytoplasmic DNA sensor upstream of STING. cGAS recognizes a large number of cytoplasmic DNA viruses (HSV-1, KSHV, and VACV) and retroviruses (HIV-1, HIV-2) (19–24). cGAS is activated upon binding to DNA, which catalyzes the production of 2'3'-cGAMP from ATP and GTP, resulting in the binding of second messenger cyclic GMP–AMP (cGAMP) to STING (17, 25–29). As an adaptor protein, STING recruits TBK1, which phosphorylates IRF3. Then, IRF3 is relocated to the nucleus to induce IFN and thus establishes an antiviral state (19, 30–33). NF-κB is also activated by STING (32).

The cGAS–STING pathway is very important for sensing ECTV infection, inducing type I IFN production and controlling ECTV replication (34). In the lymph nodes of mice infected with ECTV, inflammatory monocytes (IMOs) are the main cells producing type I IFN in draining lymph nodes (DLNs). To induce the expression of IFN and pro-inflammatory cytokines, IMOs require STING–IRF7 and STING–NF-κB (10).

By using cGAS-deficient mice, researchers showed that type I IFN is not produced during VACV infection (35, 36). In addition, cGAMP, produced by cGAS in virus-infected cells, can be transferred to uninfected neighboring cells through gap junctions, where it promotes STING activation and antiviral immunity reactions independent of type I IFN (37).

Interferon-induced oligoadenylate synthetase-like (OASL) binds specifically to cGAS and inhibits cGAS enzyme activity in the process of DNA virus infection, which inhibits IFN induction and promotes DNA virus replication through the cGAS–STING DNA sensing pathway (38). Deletion of human OASL and mouse OASL2 can inhibit DNA virus infection. OASL1 and OASL2 are negative feedback regulators of cGAS and inhibit cGAS-mediated type I IFN induction (38).

The modified VACV Ankara strain (MVA) has been designed as a vaccine vector (39–41), and it can effectively prevent VARV and MPXV infection (42, 43). IFN in MVA-infected conventional dendritic cells (cDCs) is produced independently of the RNA-sensing pathway mediated by MDA5, MAVS, TLR3, or TRIF and is not affected by the absence of TLR9/MyD88 in the DNA sensing pathway in vivo. The cGAS/STING-mediated DNA-sensing pathway plays a key role in MVA-induced IFN production in CDCs. MVA infection of cDCs triggers the phosphorylation of TBK1 and IRF3, which is abolished in the absence of cGAS and STING. Similar results were also observed in mouse models (44).



TLR9

Of the 10 TLRs found in humans, TLR9 is the only known DNA sensor. TLR9 specifically recognizes the unmethylated CpG motif in dsDNA (CpG DNA), which is common in bacterial and viral genomes (32, 45–47). TLR9 recruits the adaptor protein MyD88 and then recruits tumor necrosis factor receptor associated factor 6 (TRAF6) and IκB kinase (IKK) complexes; the former leads to the activation of IRF7 and ultimately induces the production of type I IFN (48, 49), and the latter leads to the activation of NF-κB, resulting in the induction of inflammatory cytokines (50).

TLR9/MyD88 sensing increased the expression of the NKG2D ligand in virus-infected migratory dendritic cells (mDCs), and induced production of IFN-γ in classical NK cells and innate lymphoid cells (ILCs). IFN-γ induces CXCL9 in uninfected IMOs and induces the recruitment of protective NK cells to DLNs (51). In CD11c+ cells, MyD88–IRF7 recruit IMOs to DLNs, and although the TLR9–MyD88–IRF7 signaling pathway is necessary for IMOs recruitment to DLNs, it is not directly necessary for type I IFN production. The induction of type I IFN in DLNs during ECTV infection is due to the indirect recognition of the virus by the TLR9–MyD88–IRF7 and STING–IRF7/NF-κB pathways (52). Compared with wild-type mice, mice lacking TLR9 and MyD88 showed higher viral loads, more severe pathological liver and spleen conditions, and increased susceptibility to ECTV infection (53–55). C57BL/6 mice lacking IRF7 and NF-κB, which are downstream targets of TLR9–MyD88 and STING, are highly susceptible to ECTV infection (52).



AIM2

Absent in melanoma 2 (AIM2), a member of the PYHIN protein family, is a receptor of cytoplasmic DNA. AIM2 senses viral DNA and can activate the inflammasome pathway (56, 57), which plays an important role in the production of pro-inflammatory cytokines and the clearance of infected cells through pyroptosis (58). After AIM2 binds to DNA through its HIN200 domain, caspase-1 is recruited and activated, leading to the production of inflammatory cytokines, including IL-1β and IL-18. Disabling AIM2 inhibits caspase-1 activation by cytoplasmic dsDNA and VACV infection (59, 60). More importantly, AIM2-deficient cells have a defective innate immune response to VACV (61).



IFI16, DNA-PK, AND OTHER DNA SENSORS

IFI16, a member of the PYHIN protein family, recognizes the DNA virus genome in the nucleus and activates antiviral gene expression and the inflammasome-mediated immune response. IFI16 is mainly located in the nucleus but can also shuttle between the cytoplasm and nucleus in different types of cells (62). IFI16 could bind to the dsDNA fragment of 70 bp from the VACV genome (48). It can also interact with STING to induce the TBK1-dependent IFN-β response. The nuclear induction of IFI16 upon cell exposure to viral DNA activates the inflammasome pathway through ASC and caspase-1, resulting in the production of IL-1β and IL-18 (63).

Both IFI16 and cGAS are necessary for the activation of STING, which is induced by cGAMP. They interact with STING to promote its phosphorylation and translocation. IFI16 is the main nuclear DNA receptor, while cGAS plays an auxiliary role. For example, upon the stabilization of IFI16 to initiate or prolong signal enhancement, the synergistic effect of IFI16 and cGAS can induce immune signaling in response to exogenous DNA in the nucleus (64, 65).

DNA-PK is a protein kinase that binds to cytoplasmic DNA. It is composed of Ku70, Ku80, and catalytic subunit DNA-PKCs. In the case of VACV infection, DNA-PK relies on STING, TBK1, and IRF3 to induce cytokine production (32, 45–47). PRR detection of DNA triggers the production of type I IFN, cytokines, and chemokines through the STING pathway (51).

DNA viruses usually release genomic DNA into the nucleus of host cells after entry. Heterogeneous nuclear ribonucleoprotein A2B1 (HnRNPA2B1) recognizes viral DNA, undergoes homodimerization, and is demethylated by arginine demethylase JMJD6 at Arg226. This modification results in hnRNPA2B1 translocation to the cytoplasm and activation of the TBK1–IRF3 pathway, which enhances IFN-α/β production. In addition, hnRNPA2B1 promotes the modification of N6-methyladenosine (m6A) and the nuclear and cytoplasmic transport of cGAS, IFI16, and spiny mRNA. These factors mediate the amplified activation of the cytoplasmic TBK1–IRF3 pathway. Therefore, nuclear hnRNPA2B1 initiates and amplifies the innate immune response to DNA viruses (52).

RNA polymerase III is a new type of dsDNA cytoplasmic DNA sensor, and RIG-I is pivotal in sensing viral RNA. AT-rich dsDNA serves as a template for this DNA sensor, RNA polymerase III converts poly(dA:dT) to poly(A:U)-rich dsRNA, which, in turn, serves as a RIG-I agonist. Then, activation of RIG-I by this dsRNA induces the production of type I IFN and activation of the transcription factor NF-κB (53–55).



VIRAL ANTAGONISM

Poxvirus inhibits innate immunity through diverse mechanisms that involve multiple players including sensors, adaptors, and effectors. In this review, we focus on sensors and the most recent studies on adaptors and effectors. Therefore, only a small number of poxvirus immune antagonistic proteins are discussed. More poxvirus immune evasion mechanisms have been summarized in previous studies (4, 66–69).



DNA SENSORS

cGAS is the main sensor that mediates IRF activation and ISG response to VACV lacking F17 (44, 70). The poxvirus F17 protein hijacks the mammalian target of rapamycin (mTOR) regulatory factors Raptor and Rictor, leading to an mTOR imbalance. Excess mTOR accumulates in the Golgi apparatus and causes mTOR-dependent cGAS degradation, thus inactivating the cGAS–STING pathway (71). In contrast, when VACV lacking F17 infects the cells, cGAS activates STING. Then, STING is phosphorylated, dimerized, and translocated from the endoplasmic reticulum (ER) to the perinuclear region, where it mediates the activation of IRF3 (72).

DNA-PK can be antagonized by VACV proteins C16 and C4. C16 and C4 bind to Ku and block the binding of Ku to DNA (73), resulting in the reduced production of cytokines and chemokines, decreased recruitment of inflammatory cells, and inhibition of IRF3 signaling. The response to VACV infection is weakened in cells and mice lacking DNA-PK components (49). A model infected with C16-knockout VACV show fewer signs of disease and upregulated cytokine synthesis (73, 74). C4 inhibits NF-κB signaling (75) and cytokine production in vitro and in vivo. The loss of C4 enhances the recruitment and activation of cells involved in innate and acquired immunity.



ADAPTORS

Georgana et al. studied the activation of innate immune signals by four different VACV prototypes. They found that the virulent Copenhagen and Western Reserve VACV strains inhibited STING dimerization and phosphorylation during infection and in response to transfected DNA and cGAMP, thus effectively inhibiting DNA sensing and the activation of IRF3. However, an attenuated MVA strain showed the opposite result, and IRF3 was activated by cGAS and STING after infection (70). Georgana et al. found that virus-encoded protein C16 is a viral DNA sensing inhibitor that acts upstream of STING and has the ability to block STING activation (70).



DOWNSTREAM SIGNALING MOLECULES

The mutation of serine to alanine in the IκBα-like motif of A49 prevented β-TrCP binding, stabilized p-IκBα and inhibited the activation of NF-κB (76). B14 targets IKK complex and inhibits the activation of NF-κB in response to TNF-α, IL-1β, Poly(I:C), and PMA (77). The intracellular immunomodulatory proteins K1L, N1L, and A52R can inhibit the NF-κB signaling pathway (44, 78, 79).

VACV virulence factor N1 is a 14 kDa cytoplasmic protein that facilitates an increase in virulence (80, 81) and plays an inhibitory role in the cGAS–STING–IRF3-dependent cytoplasmic DNA-sensing pathway and in IFN-β gene induction (82).

Poxvirus protein serine protease inhibitor 2 (SPI-2) and cytokine response modifier (CrmA) are involved in a variety of poxvirus immune escape strategies. SPI-2 and CrmA target caspase-1 to prevent apoptosis and cytokine activation. The ectopic expression of SPI-2 or CrmA inhibits the induction of IFN-β and its downstream genes. SPI-2 and CrmA can also bind to TBK1 and IKKε to disrupt the STING-TBK1/IKK ε-IRF3 complex, which is a newly discovered mechanism of the SPI-2/CrmA–mediated immune escape of poxvirus (83).

VACV expresses many proteins that antagonize the IFN system. C6 is a multifunctional IFN inhibitor expressed prior to viral genome replication and resides in the cytoplasm and nucleus. It can reduce IFN production and inhibit IFN-induced signal transduction, thus inhibiting ISG expression (84). C6 inhibits the activation of IRF3 by binding to TBK1 in the cytoplasm, thus blocking the induction of IFN by IRF3 (84).

Poxvirus encodes several soluble IFN receptors. For instance, VACV B8 interacts with IFN-γ and prevents it from binding to IFN-γ receptors (85–87). VACV B18 binds to type I IFN and blocks the signal transduction of IFNAR (88–91).



CONCLUSION AND PERSPECTIVES

In this review, we discussed the interplay between poxvirus and host antiviral innate immune factors, particularly focusing on the STING pathway (Figure 1). The sensor proteins upstream of STING are cGAS, DNA-PK, and IFI16. There are two pathways of downstream STING effectors: TBK1-IRF3 and IKK-NF-κB. These two signaling pathways induce the production of IFNs and cytokines. In addition, we also described other signaling pathways that trigger the innate immune response.


[image: Figure 1]
FIGURE 1. Antagonism of the DNA sensor by poxvirus. During poxvirus infection, the cytosolic DNA sensor activates the adaptor, which in turn activates a series of downstream effectors to produce interferons, cytokines, and interleukins for an antiviral immune response. DNA sensors, adaptors, effectors, and virus-encoded inhibitors are in blue, yellow, green, and red, respectively. dsDNA, double-stranded DNA; TLR9, toll-like receptor 9; IFI16, interferon-γ inducible protein 16; cGAS, cyclic guanosine monophosphate-adenosine monophosphate synthase; DNA-PK, DNA-dependent protein kinase; AIM2, absent in melanoma 2; MyD88, myeloid differentiation factor 88; STING, stimulator of interferon genes; ASC, apoptosis-associated speck-like protein containing a CARD; IFN, interferons; CK, cytokines; NF-κB, nuclear factor κB; TBK1, TANK-binding kinase 1; IRF3, interferon regulatory factor 3; P, phosphorylation; IRF7, interferon regulatory factor 7; IL, interleukin; HnRNPA2B1, heterogeneous nuclear ribonucleoprotein A2B1; ER, endoplasmic reticulum; ISGs, IFN stimulating genes.


Subcellular compartments are involved in the spatiotemporal interplay between poxviruses and DNA sensing molecules. TLR9 is located in endosomes, while STING is located in the ER. Yip1 Domain Family Member 5 (YIPF5) is recycled between the ER and the Golgi, involving the maintenance of the Golgi structure. YIPF5 recruits STING to COPII vesicles and facilitates STING trafficking from the ER to the Golgi apparatus, triggering type I IFN production (92). Interestingly, cGAS and IFI16 are located in the nucleus and cytoplasm. Acetylation of nuclear localization signal sequences targets IFI16 to the cytoplasm, thus fine-tuning the subcellular distribution of IFI16. Endogenous cGAS seems to be uniformly distributed in the cytoplasm and nucleus (93). Although poxvirus replicates in the cytoplasm, many viral proteins are located in the nucleus. cGAS and IFI16 are partially localized to the nucleus; however, no nuclear poxvirus proteins are reported to antagonize cGAS or IFI16 in the nucleus.

To successfully survive, the poxvirus genome encodes a number of immunomodulatory proteins to escape the innate immune response. The key challenge is to translate the viral evasion mechanism into useful applications for the development of new vaccines and antiviral drugs. Knockouts of immunomodulatory proteins or the depletion of specific viral PRR antagonistic mechanisms may lead to changes in virulence and/or the immune response, which may effectively induce long-lasting immune antiviral responses and may improve the immunogenicity of viral vectors.

Through these recent achievements, we have gained a richer understanding of viral evasion mechanisms in host cells. However, there are gaps that need to be investigated further. Firstly, how the interplay between poxvirus and innate immune response affects human viral diseases is unknown. Secondly, what are the relative contributions of the many DNA sensors required for poxvirus sensing? There is no definite answer to date. Finally, what might be the unique viral ligands that activate distinct DNA sensors? Are these DNA sensors involved in different cell types? Determining the molecular mechanism of poxvirus evasion will not only greatly contribute to important insights for the development of antiviral drugs and vaccines but will also provide a viral model for the future study of viral antagonism to host immunity.
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To effectively defend against microbial pathogens, the host cells mount antiviral innate immune responses by producing interferons (IFNs), and hundreds of IFN-stimulated genes (ISGs). Upon recognition of cytoplasmic viral or bacterial DNAs and abnormal endogenous DNAs, the DNA sensor cGAS synthesizes 2’,3’-cGAMP that induces STING (stimulator of interferon genes) undergoing conformational changes, cellular trafficking, and the activation of downstream factors. Therefore, STING plays a pivotal role in preventing microbial pathogen infection by sensing DNAs during pathogen invasion. This review is dedicated to the recent advances in the dynamic regulations of STING activation, intracellular trafficking, and post-translational modifications (PTMs) by the host and microbial proteins.
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INTRODUCTION

The immune response is a complicated process in which the body defends against pathogen infections and confines the disease progression, leading to the eventual recovery, and conferring protective immunity. Innate immunity is the first line to resist viral invasion. A myriad of host factors, such as interferons (IFNs), cytokines, and chemokines, respond quickly to viral invading, and trigger adaptive immunity (1). Due to the special biological features of viruses and their unique relationships with host cells, antiviral immunity not only shares commonalities with antibacterial immunity but also has unique characteristics. Invading viruses trigger innate immunity during and after entry into host cells via germline-encoded molecules termed pattern recognition receptors (PRRs), which detect pathogens by recognition of their conserved molecular structures, called pathogen-associated molecular patterns (PAMPs) (2). In this process, different PRRs jointly participate in the complicated and delicate immune responses by collaboration between multiple PRRs and their downstream factors. Until now, stimulator of interferon genes (STING) is the most important adaptor protein in immune responses against DNA viruses, in cooperation with other well-identified molecules, including cGAS, TBK1, IRF3, and NF-κB (3–5).



DNA VIRUS INFECTION, IMMUNE RESPONSE, AND DISEASES

To date, more than 6,000 types of viruses have been identified according to the International Committee on Taxonomy of Viruses (ICTV). There are approximately 400 kinds of viruses of human health concerns and many are double-stranded DNA (dsDNA) viruses or retroviruses. For instance, the retrovirus human immunodeficient virus (HIV) is considered as a DNA virus here because of the viral dsDNA produced by reverse transcription process, leading to Acquired Immune Deficiency Syndrome (AIDS). Similarly, chronic infection with human hepatitis B virus (HBV), which is harboring a partial double-stranded genomic DNA and belongs to Hepadnaviridae, leads to liver fibrosis and cancers (6). Other pathogenic human DNA viruses mostly belong to the Poxviridae, Herpesviridae, Adenoviridae, Papillomaviridae, and Polyomaviridae families. In the Herpesviridae family, human cytomegalovirus (HCMV) causes immunocompromised symptoms of the brain, liver, spleen, and lung (7). Infection by the herpes simplex virus 1 (HSV-1) results in painful blisters or ulcers (8). What’s more, it might lead to more serious symptoms including encephalitis. HSV-2 infection is a typical sexually transmitted disease (STD) with the symptom of different genital warts (9). Epstein-Barr virus (EBV) is involved in numerous types of lymphomas and gastric cancers (10). Kaposi’s sarcoma–associated herpesvirus (KSHV) is found in Kaposi’s sarcoma, primary effusion lymphoma, and multicentric Castleman’s disease. The incidence of Kaposi’s sarcoma is much higher in immunosuppressed individuals, because of the deficiency of host immunity (10, 11). Especially, Kaposi’s sarcoma has a high fatality rate among AIDS patients (12). Virulent adenoviruses lead to the common cold, fever, sore throat, acute bronchitis, pneumonia, and neurologic disease (in rare cases) (13–15, 187). In the Papillomaviridae and Polyomaviridae families, high-risk human papillomaviruses (HPVs) are admittedly oncogenic and significantly related to cervical cancer and head and neck cancers (16), while low-risk HPVs are responsible for anogenital condyloma, genital warts, and other skin diseases (17). Merkle cell polyomavirus (MCPyV) integration is found in Merkle cell carcinoma. JC polyomavirus and BK polyomavirus are found in organ transplant patients (18, 19). Therefore, a thorough understanding of the arms race between DNA viruses and host immunity is required to develop therapeutic strategies for viral infections.

Innate immunity is vital to restrict viral infections at the early stages of host antiviral immunity (20). After the invasion, viral PAMPs stimulate IFN production in a variety of cells, which possess a broad-spectrum antiviral effect (21). Thus, they would induce antiviral albumin to block viral propagation (22). For innate immune responses to viral invasion, although PRRs and IFN signaling are constituently components in nearly all somatic cells to control early infections in our body, it is believed that leukocytes are the protagonists in the stage to clear propagating viruses, by either secreted IFNs, and cytokines or cell killing. In innate immune cells, macrophages are tissue-residents, and clear virions and infected cells by phagocytosis. Natural killer cells (NK cells) account for 5–10% of the total number of lymphocytes and are constantly undertaking “patrol” tasks in the body. Infected host cells that lack MHC-I molecules are within the scope of NK cell attacking (23, 24). Additionally, dendritic cells (DCs) are the main bridge between innate and adaptive immunity by antigen presentation. DCs are also the major producers of IFNs in the peripheral blood (25, 26).



CELLULAR SENSORS OF ABNORMAL DNA

Several DNA sensing PRRs have been characterized so far, including Toll-like receptors (TLRs), NOD-like receptors (NLRs), C-type lectin receptors (CLRs), and cytosolic DNA sensors including cyclic GMP–AMP synthase (cGAS), IFN-γ (IFN-γ)-inducible protein 16 (IFI16), heterogeneous nuclear ribonucleoprotein A2/B1 (hnRNPA2B1), absent in melanoma 2 (AIM2), DNA-dependent activator of IRFs (DAI), RNA polymerase III, DEAD box helicase 41 (DDX41), DEAH box protein 9 (DHX9)/DEAH box protein 36 (DHX36), leucine-rich repeat flightless-interacting protein 1 (LRRFIP1), Ku70, and Sox2 (3, 27, 28). As the first discovered DNA recognition molecule, DAI binds to dsDNA and induces type I IFN (IFN-I) (29, 30). However, the knockdown of DAI does not affect the innate immune response of mice to B-DNA stimulation in later studies, raising controversy (31). AIM2 is an IFN induced cytosolic protein containing a pyrin domain (PYD) and a HIN200 domain. The HIN domain promotes its binding to DNA. The PYD binds to ASC, the apoptosis-associated speck-like protein containing a caspase recruitment domain (CARD), forming an activated caspase-1 inflammasome to promote releases of IL-1β, and IL-18 (32). RNA polymerase III converts dsDNA poly (dA:dT) into 5′- triphosphate double-stranded RNA, delivering signals to the RIG-I pathway (33, 34). DDX41 (DEAD box polypeptide 41) promotes IFN and IFN-stimulated genes (ISGs) expression in a STING-dependent way. It recognizes intracellular DNA or bacterial c-di-GMP and c-di-AMP and then activates IRF3 by TBK1 (35, 36). IFI16 is predominantly a nuclear protein sensing abnormal DNA in the nucleus (37). HnRNPA2B1 is another recently reported nuclear initiation factor that detects and limits DNA virus infection (38).

Potentiating signals from many other DNA sensors and cyclic dinucleotides (CDNs) binding, places STING a nodal position to restrict DNA viruses. The first promised DNA sensor IFI16 implicating in IFN induction by DNA stimulation localizes both in the nucleus and the cytoplasm but may sense abnormal DNA in the nucleus (39), because HSV-1 ICP0 re-localizes IFI16 from the nucleus to the cytoplasm, hampering IFN responses to viruses (40). Active IFI16 recruits STING to facilitate a TBK1-dependent gene induction. Knockdown of IFI16 or its mouse ortholog p204 impairs IFN-I induction in response to dsDNA or HSV-1 genomic DNA (39). As the PYHIN protein AIM2, IFI16 can activate inflammasome-mediated immune responses (41, 42). DDX41 scaffolds DNA and STING in the cytosol for ISG induction. Knockdown of DDX41 blocks TBK1 phosphorylation, and IRF3- or NF-κB- dependent gene expression in mouse DCs (35). Nuclear protein Ku70 and hnRNPA2B1 also induce IFN expression by STING (43, 44). Ku70 is an important component in the DNA damage repair (DDR) machinery (45), collaborating with STING to maintain the host genomic integrity and clear damaged cells. However, DNA viruses utilize host DDR components during viral DNA replication (46, 47), and the crosstalk between Ku70-STING might also contribute to antiviral immune responses. The newly-identified DNA sensor hnRNPA2B1 senses viral genomic DNA in the nucleus. Undergoing homodimerization and demethylation at the Arg226 site by JMJD6, hnRNPA2B1 translocate into the cytoplasm, where STING and TBK1 are recruiting. HnRNPA2B1 simultaneously promotes cGAS, IFI16, and STING expression, which in turn amplifies cGAS-STING signaling (38). It is noting that STING signals may crosstalk with the RIG-I-MAVS pathway during viral infections (48, 49).

The discovery of cGAS in DNA sensing process greatly expanded the understanding of intracellular exogenous or abnormal DNA sensing (3). Unlike other DNA sensors, cGAS catalyzes and releases the second messenger cGAMP from ATP and GTP after DNA recognitions, instead of directly binding to the adaptor protein STING (50, 51). Cytosolic cGAMP inserts into STING dimer and induces a conformation change, leading to the exposure of C-terminal tail (CTT) of STING for TBK1 recruitment (52, 53). Moreover, cGAS-deficient mice show a complete loss of IFN production in response to DNA stimulation or DNA virus infection (HSV-1, vaccinia virus, and murine γ herpesvirus). It indicates the importance of cGAS in DNA-induced immune responses. cGAMP can be transferred from infected cells to uninfected neighboring cells through gap junctions or exosomes, where it amplifies immune responses to DNA stimulation independent on IFN signaling (54). Leucine-rich repeat containing 8 VRAC subunit A (LRRC8) volume-regulated anion channel facilitates this process (55). These findings uncover a novel host strategy that rapidly conveys antiviral immunity to bystander cells independent of the paracrine signaling of IFNs.

RNA viruses, such as dengue virus, induce mitochondria DNA (mtDNA) leakage into the cytosol and trigger STING signaling (56, 57). This interesting observation partially explained the reduction of IFN expression response to RNA virus infection in STING-deficient cells. Adaptor protein TRIF facilitates STING signaling by the interaction with STING on its carboxyl-terminal domains to promote its dimerization and translocation (58). The crosstalk between adaptor protein STING, MAVS, and TRIF become interesting and elucidated now. Noticeably, these adaptor proteins share some common behaviors, such as phosphorylation patterns and oligomerization (59–61). Although these adaptor proteins seem to all play roles in detecting cytosolic DNA, their contributions to DNA-mediated gene induction are either partial or cell type specific.



THE STRUCTURE AND SUBCELLULAR LOCALIZATION OF STING

Abnormal cytosolic DNA molecules trigger a dsDNA sensing process, which consequently induces IFNs and ISGs expression (62). As mentioned above, nuclear DNA sensors also potentiate the signaling in the cytoplasm after intracellular translocation. STING locates in the ER and consists of four transmembrane regions, which is expressing in a variety of endothelial cells, epithelial cells, and hematopoietic hepatocytes (61, 63). Human STING encodes a protein of 379 amino acids (aa), containing a predicted transmembrane portion (1-173aa) in the N-terminus and an intracellular soluble portion (174-379aa) in the C-terminus (64). The N-terminus regulates its cellular localization and homodimerization, since the transmembrane domains cross the ER membrane (61, 65). The C-terminal domain (CTD) functionally docks downstream molecules, including TBK1/IKKε, and IRF3/IRF7 (66–68). To potentiate the signaling, the native ligand cGAMP binds to the V-shaped hydrophilic pocket in STING dimer (50). Undergoing a conformational change, the hidden CTT of STING is exposed to TBK1 and IRF3 (69–73). During this process, STING is transported from the ER to the ER-Golgi intermediate compartment (ERGIC), Golgi, and then perinuclear regions (74). Although the cGAMP induced STING activation via a closed conformation, the artificial agonist diABZI activates STING with an open conformation (75). It is still unclear that if STING conformation changes are required for the following intracellular translocation. Studies should be pursued to elucidate the details.

The classical STING signaling starts on the appearance of DNA in the cytoplasm, which is considered as an abnormal signal. Once triggered by free DNA in cytoplasm, cytoplasmic cGAS catalyzes the synthesis of cGAMP to activate STING (50, 76). Alternatively, other PRRs directly bind to STING, such as hnRNPA2B1 and IFI16 (38, 77). After activation, STING travels to the endosome through the ER and the Golgi apparatus via intracellular trafficking or autophagy process (78). STING dimers are closely arranged side by side in the lipid membrane under the active state. Dimerized STING can be connected to adjacent dimers, and these connections are stabilized by connecting the dimer’s ring at its interface (79). Without cGAMP bound, the connecting element may stabilize the inhibitory direction of the interface loop. It is hypothesized that the rearrangement of the connecting element on cGAMP binding is related to the STING activation. Although it is still hard to understand how to form chemical bonds between adjacent STING dimers for the side by side oligomer maintenance, there is no other better explanation at this moment.

TBK1 dimer associates with STING at the perinuclear region after cellular trafficking. It docks on top of the cGAMP binding domain of STING. This interaction is mediated by the conserved eight amino acid residues in the CTT domain of STING, which is highly flexible, and hard to be crystalized (72). The peptide linker between cGAMP binding pocket and C-terminus of STING, allows TBK1, and STING to adopt different orientations with each other (50). The ligand cGAMP might be an initiator in the pathway and not needed in the following intracellular trafficking and TBK1 binding. Thus, cGAMP binds to dimerized STING in ER, triggers its conformation change and oligomerization to initiate signaling (50, 80). In the process, STING is transported to the ERGIC, Golgi, and perinuclear regions, where it meets downstream factors, including protein kinase TBK1/IKKε, transcription factors IRF3 and NF-κB, and other cellular factors. Ultimately, IRF3 is phosphorylated by TBK1 and enters into the nucleus to induce IFN and cytokine production (4, 81–84).



STING-RELATED SIGNALING PATHWAY

As shown in Figure 1, in the presence of cytosolic DNA, STING translocates sequentially from the ER to ERGIC, Golgi apparatus, and eventually relocates to perinuclear regions where activated STING recruits TBK1 (63, 74). TBK1 phosphorylates and activates IFN regulatory factors (IRFs) and NF-κB, which induces IFN-I, IFN-III, and other pro-inflammatory genes (85, 86). IRF3 and TBK1 dock on polymerized STING complex, thus phosphorylated IRF3 dissociates from the complex and translocate into the nucleus to potentiate gene transcription (51, 84, 87). The regulation of STING signaling mainly focuses on the activation, trafficking, post-translational modifications (PTMs), and downstream pathway. Notably, TOLLIP exerts an important role in STING-mediated immune response and maintain the immune homeostasis. As a stabilizer of STING, TOLLIP interacts with STING directly and maintain the stabilization of STING protein by inhibiting the ER stress sensor IRE1α which suppresses resting-state of STING turnover. Knockdown of TOLLIP reduced the phosphorylation of IRF3 (88). In addition to the activation of STING signaling pathway, STING-mediated immune response also needs to maintain the stabilization of STING protein to ensure an effective response.
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FIGURE 1. Diagram of STING-mediated immune response to viruses. The cytosolic dsDNA derived from DNA viruses, bacteria CDNs and mitochondria are sensed by cGAS, which catalyzes ATP and GTP to generate cGAMP. Cyclic GAMP directly binds to the pocket of STING dimer and initiates the translocation of STING. STING translocates from the ER to ERGIC, Golgi apparatus and endosome, where it is degraded in the lysosome. The phosphorylation, ubiquitination, and palmitoylation are essential for the activation of STING. The activated STING dimer recruits TBK1 to form the translocation complex. By recruiting and phosphorylating IRF3, the complex promoted IRF3 to entry into nucleus. STING induces the expression of type I IFN genes and other pro-inflammatory cytokines through the TBK1–IRF3 axis and NF-κB signal pathway.


As activation, silencing is also critical in signal transduction. The negative feedback loop of STING signals is not clearly understood. To prevent chronic signaling, the active STING together with TBK1 are eventually degraded in a lyso-endosome dependent way (53, 84). STING colocalizes with Rab7 containing vesicles, which are late endosomes or lysosomes, but not early endosomes (Rab5-containing vesicles), or recycling endosomes (Res; Rab11-containing vesicles). Inhibiting acidification of the endo-lysosome pathway prevents activation-induced STING degradation (89, 90). Moreover, cytosolic dsDNA would be cleared in STING induced autophagosomes to prevent chronic cGAS activation. Cells deficient in either cGAS or STING fail to induce autophagy in response to dsDNA (91, 92). In macrophages, the autophagosomal marker LC3 colocalizes with dsDNA as well as cGAS, STING, and TBK1, suggesting the direct role of autophagy in dsDNA clearance and STING degradation (93–95). Cyclic GMP-AMP would be degraded by the extracellular phosphodiesterase ENPP1 to terminate STING signals (96). Besides, it is reported that the cytosolic nuclease poxins (poxvirus immune nucleases) from the vaccinia virus and its homologs from moths, butterflies, and their pathogenic baculovirus, also act as cGAMP-degrading enzymes to prevent cGAS-STING activation (97). More detailed regulation by ubiquitination-mediated degradation would be discussed later. The STING signaling is negatively regulated by protein degradation as well as clearance of the stimulus. Besides ubiquitination, many other posttranslational modifications regulate STING signal transduction and the crosstalk of the STING pathway with other cellular processes. Understanding these mechanistic details may be important for uncovering STING intracellular trafficking and signal transduction.



STING TRAFFICKING AND ISG INDUCTION

STING trafficking is critical in IRF3 and NF-κB induced ISG expression in response to cytosolic DNA (98). As shown in Figure 2, it is regulated by multiple factors and has not been fully elucidated yet. STING mostly locates in the ER and partially in the mitochondria and mitochondria-associated membranes in resting cells (48, 63, 99). Immediately after ligand binding, dimeric STING translocates between intracellular membranes, from the ER to ERGIC, Golgi apparatus, and perinuclear microsomes or punctate structures (74, 100, 101). Constitutively active STING mutants aggregate in the ERGIC in the absence of ligands, suggesting the ligand-binding itself is not required during the intracellular trafficking process (100). To date, many proteins are known to involved in the regulation of STING trafficking, including the translocon-associated protein β (TRAPβ), the translocon adapter Sec61β, exocyst complex component Sec5, iRhom2, SCAP, SNX8, and YIF5 (63, 102–106). Because STING mutant induced disordered STING translocation and ligand-independent activation contributes to autoinflammatory and autoimmune diseases in patients (107, 108), detailed investigations of STING trafficking become both biological and clinical meaningful (100).
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FIGURE 2. The process and regulation of STING trafficking. After stimulated by cytosolic dsDNA, STING dimer exist from the ER to ERGIC, Golgi, and endosomes. The process of trafficking is mediated by diverse proteins. The thick black arrows indicate the pathway that lead to activation and trafficking of STING. The thin black arrows indicate the regulators which positively regulates the trafficking of STING. The white arrows indicate the regulators which negatively regulates the trafficking of STING. Full name of the abbreviations: VPS34 (Vacuolar protein sorting-associated protein 34); SNX8 (Sorting nexin-8); YIPF5 (Yip1 Domain Family Member 5); MTMR3/4 (Myotubularin Related Protein 3); TRAPβ (Translocon-associated protein β); Sec61β (SEC61 Translocon Subunit Beta); iRhom2 (inactive rhomboid 2); ATG9A (Autophagy-related protein 9A); and Cop II (Coat protein II).


Several pathogen-encoded antagonists of STING have been characterized. The ERGIC localizes between the ER exit sites and the Golgi apparatus as a bridge. The ERGIC sorts ER-derived COPII vesicles for anterograde transport to the Golgi or retrograde transport to the ER (109). The Shigella effector protein IpaJ efficiently inhibits gene induction by blocking STING trafficking from the ER to the ERGIC via de-myristoylating the ARF1 GTPase. After exiting from the ERGIC or Golgi, STING translocates to perinuclear punctate structures where it meets TBK1. The VirA protein from Shigella blocks STING trafficking from the ERGIC to Golgi by hydrolyzing the Rab1-GTP to Rab1-GDP (74). Even in the presence of STING ligands, inhibition of the translocation either from the ER to ERGIC by IpaJ, or from the ERGIC to Golgi by VirA, hampers STING induced IFN-I expression (99, 100).

Studies on iRhom2 furtherly elucidate the intracellular trafficking in STING signal transduction. iRhom2 is originally reported to promote the trafficking of TACE (TNFα convertase) from the ER to the cell surface and facilitates LPS induced TNFα expression (110). Recent studies are showing that iRhom2 is essential to the immune responses to DNA viruses (106), which is transported from the ER to ERGIC/Golgi apparatus and perinuclear punctate structures together with STING after HSV-1 infection. STING fails to leave ER in iRhom2 deficiency cells, suggesting that viral DNA induced STING translocation is dependent on iRhom2. iRhom2 might adapt STING to interact with TRAPβ, an important translocon-associated protein because knockdown of TRAPβ inhibits STING trafficking and gene induction (106).

In addition to proteins, STING trafficking is also regulated by small molecules, such as phospholipids. Cellular levels of PtdIns (phosphatidylinositol) and PtdIns5P are regulated by myotubularin related protein MTMR3 and MTMR4, which dephosphorylate 3′ position in phosphatidylinositol (PtdIns). MTMR3 and MTMR4 generate PtdIns5P and PtdIns from PtdIns (3, 5) and PtdIns3P, respectively, (111). Increased PtdIns3P is accumulated in enlarged cytosolic puncta in MTMR3 and MTMR4 double knockout (DKO) cells, and STING is aberrantly accumulated in PtdIns3P positive puncta after DNA stimulation. In DKO cells, STING rapidly translocates from the ER to Golgi and produces an enhanced IFN expression in response to IFN-stimulatory DNA (ISD) and HSV-1 infection (111). As shown in Figure 2, MTMR3 and MTMR4 are suppressing STING trafficking in response to DNA stimulation by regulating cellular phospholipid metabolism.

STING is tracking the native vesicular transporters in response to the stimulus, which might inherit from its ancestral functions in autophagy machinery (112). YIPF5 maintains the integrity of Golgi and ER (113, 114), and low levels of YIPF5 are still able to preserve a relatively normal ER network (115). It is essential for viral or intracellular DNA triggered production of IFN and ISGs, by interacting with both STING and components of COPII to facilitate STING recruitment into COPII-coated vesicles and the cellular trafficking from the ER to the Golgi apparatus (105). SNX8, a protein involving in endocytosis and endosomal sorting, belongs to the sorting nexin protein family, which is previously found as a component of IFNγ-triggered non-canonical signaling pathway (116, 117). SNX8 boosts DNA-triggered innate immune responses by recruitment of class III phosphatylinositol 3-kinase VPS34 to STING (118). VPS34 is the key component in STING trafficking from the ER to perinuclear microsomes. SNX8–/– mice fail to respond to HSV-1 infection and exhibiting a lower level of serum cytokines and higher viral titers in mouse brains (118). NLRC3 (nucleotide-binding, leucine-rich-repeat containing protein) negatively regulates STING translocation in response to DNA viral infection. In the presence of NLRC3, STING trafficking to the perinuclear region is prevented (119). NLRC3 is originally reported as an inhibitor in the PI3K-mTOR pathway (120). It is suggesting that STING trafficking may share some common factors in mTOR signals.

In addition to STING, TBK1 and IRF3 also translocate to perinuclear regions in dsDNA stimulated cells. Since the integration of TBK1, IKKs, IRF3, and NF-κB is a later event in the evolutional history of the STING pathway, it is hypothesized that the translocation of TBK1 and IRF3 is dependent on STING trafficking (112). In perinuclear puncta, STING recruits TBK1 to activate transcription factor IRF3 by phosphorylation. STING deficiency leads to the retention of TBK1 to perinuclear regions after dsDNA stimulation. The ATPase inhibitor Brefeldin A (BFA) prevents STING-mediated IRF3 phosphorylation and ISG expression by restriction of STING trafficking (121). Sec5, the exocyst complex component, is essential for the antiviral responses to recruit and activate TBK1 (122). DNA stimulation leads to translocation of STING to Sec5-containing endosome from the ER or ERGIC (63, 102). During this process, TRAPβ, and Sec61β are needed. TMED2 that belongs to the transmembrane emp24 domain/p24 (TMED) family promotes STING-TRAPβ interaction and enhances STING trafficking and gene induction (123). Knockdown of TRAPβ, Sec61β, and Sec5 inhibits STING dependent gene expression. These studies suggest that STING links cytosol DNA stimulation to TBK1 activation through the intracellular trafficking between the ER and perinuclear punctate structures. Similarly, SCAP recruits IRF3 into STING complex and translocates from the ER to perinuclear microsomes after viral infection (124). It could be interesting to disrupt scaffold proteins between STING-IRF3 and STING-TBK1 to figure out the driver factor in the orchestrated process.

Notably, endocytosed cyclic di-nucleotides (eCDNs) released from damaged or dying infected cells could activate bystander cells. Upon binding to eCDNs, cGAS undergoes a conformational change and promotes its interaction with STING. It facilitates the formation of eCDNs/cGAS/STING perinuclear signalosomes to enable STING activation (125). This finding provides an insight into the differences between eCDNs and cGAMP in STING activation and trafficking. Detailed molecular mechanisms are still remaining to be elucidated.



VIRAL INFECTION AND STING TRAFFICKING

Viral DNA and virus-induced leakage of mtDNA trigger STING activation and trafficking (98, 126). Viruses have to evolve certain strategies to defeat host immunity for efficient infection. For example, HSV-1 encodes series of proteins to antagonize STING signals, including viral ubiquitin ligase ICP0, deubiquitylase (DUB) UL36USP, protein kinases (US3, VP24), and protein-protein interaction inhibitors (PPis) (127). Since ubiquitination regulates protein trafficking, it is natural to wonder if viral ICP0 and UL36USP would change intracellular trafficking of STING and components in STING signaling. Adenovirus E1A and human papillomavirus E7 inhibit cGAS-STING signals by direct interaction between the LXCXE motifs of viral oncoproteins and STING (128). NS4B of hepatitis C virus and NS2B3 protein of dengue virus directly cleave STING (129, 130). VP24 of HSV-1 and vIRF1 of KSHV impair STING-TBK1 interaction (128, 131). HSV-1 VP1-2 and HTLV-1 Tax protein deubiquitinate STING and inhibit its downstream signals (132, 133). Interestingly, the conserved hemagglutinin fusion peptide of RNA virus influenza virus A (IVA) interacts STING and abolishes STING dependent IFN induction by membrane fusion (134). It reflects a cGAS- and CDNs- independent STING activation.

Increased studies are showing that viruses inhibit the intracellular trafficking of STING. HSV-1 γ134.5 protein perturbs STING trafficking from the ER to Golgi by interaction with STING on its N-terminus. STING is colocalizing with ER marker calreticulin in cells infected by wild type virus, while it forms puncta with GM130 (Golgi apparatus) in cells infected by γ134.5 deletion viruses (135). It is still unknown how viral γ134.5 protein inhibits STING trafficking. HCMV tegument protein UL82 is a negative regulator of the STING pathway by direct interaction with STING. It inhibits STING trafficking from the ER to perinuclear punctate structures by breaking the iRhom2-mediated assembly of the STING-TRAPβ translocation complex. STING fails to recruit TBK1 and IRF3 (101). Moreover, virulent African swine fever virus (ASFV) strain Armenia/07 attenuated STING-dependent IFN induction by re-localizing STING. ASFV is a complex, cytoplasmic dsDNA virus. STING colocalizes with clathrin adaptor protein AP1 outside from perinuclear structures in attenuated strain ASFV/NH/P68 but not in virulent strain Armenia/07 infected cells (136). With the increasing understanding of STING signaling transduction, more and more viral proteins would be found to manipulate the intracellular trafficking of the STING pathway.



STING TRAFFICKING, AUTOPHAGY AND RECYCLING

Autophagy possesses important functions, including innate immune responses, and inflammation. Of note, dsDNA-induced STING trafficking involves autophagy (78). The autophagy-related gene ATG9A negatively regulates dsDNA-induced IFN expression by inhibiting the trafficking of STING. In ATG9A-deficient cells, translocation of STING to the perinuclear puncta and the assembly of STING-TBK1-IRF3 complexes are raised upon dsDNA stimulation (103). Moreover, knockdown of VPS34 (PI3KC3) inhibits STING trafficking and IFN induction by dsDNA stimulation. The Beclin-1-PI3KC3 (VPS34) core complex manipulates autophagy by generating PtdIns 3-phosphate-rich membranes, which are regarded as the platform for the recruitment of autophagy-related proteins and autophagosome maturation (137, 138). Beclin-1 interacts with cGAS and decreases STING induced IFN expression by repressing the enzymatic activity of cGAS (94). cGAS is required for dsDNA-induced Beclin-1 dependent autophagy (94). The cGAS–STING axis orchestrates ISGs and autophagy pathways to boost host immune responses to DNA viruses (93, 139–141). However, STING triggers autophagy independent of TBK1 activation and IFN induction. Above all, upon binding cGAMP, STING translocation to the Golgi is dependent on the COP-II complex and ARF GTPases. STING-coated ERGIC is the membrane source for LC3 lipidation, which initiates autophagosome maturation. cGAMP triggers LC3 lipidation by WIPI2 and ATG5 but independent of the ULK and VPS34-beclin-1 (78). LC3-positive membranes enfold dsDNA, bacteria, and viruses to form autophagosomes (142). Prabakaran and colleagues have found the interaction between STING and the selective autophagy receptor p62/SQSTM1, which attenuates cGAS-STING signaling. P62 is activated by TBK1-mediated phosphorylation. Phosphorylated p62 ubiquitinates STING and facilitates STING degradation by autophagy (143).

The translocation of STING plays a crucial role in the activation of downstream pathways. At the same time, dsDNA-induced autophagy is important for the removal of DNA and viruses in the cytoplasm. Upon cGAMP stimulation, STING induces autophagy but not IFN expression, indicating that autophagy induction is the original function of the cGAS-STING pathway (78, 144). Although the relationship between STING re-localization and autophagy has been established, the precision mechanism by which STING translocation is initiated remains unclear. Regarding the question of whether STING preferentially recruits IRF3 to perinuclear microsomes or via autophagosomes to activate the related immune response needs further exploration.

Moreover, STING translocates to the REs, and then to the p62-positive compartments/lysosomes after exiting from the Golgi apparatus (143). Chloroquine or BFA prevents the lysosomal degradation of STING and enhances STING-induced antiviral gene expression. The palmitoylation of STING is not required for its degradation because the palmitoylation-deficiency mutant (C88/91S) cannot prevent STING degradation. There are still controversies about the effect of the autophagic process in STING degradation (98).



POST TRANSLATIONAL MODIFICATIONS AND STING REGULATION

Post-translational modification is important in the initiation, dynamic regulation, and silence of signal transduction pathways. It affects the pathway by regulation of protein localization, stabilization, and conformational changes (145). Examples of these regulations include ligand-dependent EGFR activation, Janus kinase (JAKs) regulated STAT signals, and ISG15-dependent regulation in TLR signals (146–148). The common types of PTMs are ubiquitination, phosphorylation (including serine/threonine phosphorylation and tyrosine phosphorylation), palmitoylation, glycation, lipidation, acetylation, methylation, and so on (149–151). It has been reported that ubiquitination, phosphorylation, and palmitoylation regulate the innate immune responses to dsDNA by STING. These modifications occur on all components in the pathway, including cGAS, STING, TBK1, and IRF3 (148).

Monoubiquitination and polyubiquitination regulate protein trafficking and degradation. K48-linked polyubiquitination is related to proteasomal degradation, while K63-linked polyubiquitination is related to signal transduction. Mostly, ubiquitin covalently binds to the lysine residue in substrate proteins through a multi-enzyme cascade, and the de-ubiquitination of proteins involves deubiquitinating enzymes (DUBs) (151, 152). However, it is clear now that polyubiquitin chains can also bind to substrates non-covalently. The E3-ligases TRIM32 and TRIM56 promote the recruitment of TBK1 by STING in response to the stimulus, by targeting STING for K63-linked ubiquitination at K150. Overexpression of these E3 ligases enhances IFNβ expression while knockout of either could abrogate STING-dependent responses. In a later study, researchers could not observe polyubiquitinations of STING in the presence of TRIM32 and TRIM56. The question about the precise coordination of TRIM32 and TRIM56 to STING in the process still remains to be elucidated (153–155).

Together with insulin-induced gene 1 (INSIG1), the autocrine motility factor receptor (AMFR) boost STING signaling by catalyzing a K27-linked polyubiquitination. Wang et al. reported that K27-linked di-ubiquitin chains bind the ubiquitin-like domain (ULD) of TBK1 directly (156). Four lysine residues of STING, K137, K150, K224, and K236, may involve in this process. However, it becomes controversial if the K27-linked polyubiquitination of STING is essential for TBK1 recruitment, since earlier studies are showing that TBK1 binds Escherichia coli derived recombinant STING fragments (84). RNF5 impairs STING signaling by modification of STING at K150 with K48-linked polyubiquitination, which promotes STING degradation. RNF26 catalyzes a K11-linked polyubiquitination at the same residue to antagonize RNF5-mediated STING degradation (157–159). The detailed regulations of TRIM32-, TRIM56-, RNF5-, and RNF26- dependent STING K150 polyubiquitination are worth exploring. Meanwhile, TRIM30α negatively regulates the STING pathway by the K48-linked ubiquitination of STING on K275. Knockdown and deficiency of TRIM30α enhance the production IFN-I and IL-6 upon dsDNA stimulation, and TRIM30α–/– mice are more resistant to HSV-1 infection than wild type mice. Detailed studies show that TRIM30 interacts with STING through its SPRY domain (160, 161). Since TRIM30 could be induced by STING-NF-κB in response to dsDNA, it suggests that TRIM30 is a self-negative regulation component in STING signaling (161). It is worth noting that TRIM30α is absent in human (162). The E3-ligases TRIM29 inhibits the expression of STING and catalyzes the K48-linked ubiquitination of STING on K370. In the presence of cytoplasmic DNA, TRIM29 is highly expressed and impairs the expression of IFN-I. It is suggested that TRIM29–/– mice are less susceptible to HSV-1 or adenovirus infection than wild type mice. TRIM29 plays a similar role as TRIM30 to inhibit innate immune responses (163). In addition, CD40 is reported to regulate the K48-linked ubiquitination of STING. The ubiquitin-ligase TRAFs are involved in the ubiquitination and stability of STING. Increased level of CD40 competes with STING to interact with TRAFs, reduces the degradation of STING, and promotes STING-mediated IFN-I responses (164). The mitochondrial E3 ubiquitin protein ligase 1 (MUL1) catalyzes K63-linked polyubiquitination of STING at K224, and deliver TBK1 to IRF3. It is found that the ubiquitination-deficient mutant STING K224R fails to translocate to perinuclear puncta in response to the stimulus, suggesting K63-linked polyubiquitination of STING at K224 is essential for STING trafficking (165). Interestingly, the MUL1- mediated STING ubiquitination is required in STING-IRF3 activation but not STING-NF-κB signals. It is noting that the dominant ubiquitination of STING on K236 and K338 are found in the same study (165).

As mentioned above, iRhom2 boosts gene induction by STING in responses to DNA viruses. It recruits the eukaryotic translation initiation factor 3, subunit 5 (EIF3S5) to STING, which removes K48-linked polyubiquitin of STING and inhibits STING degradation by the proteasome (106). USP13, a deubiquitinating enzyme, interacts with STING and catalyzed removal of K27 O- or K33 O-linked but not K27 R-linked polyubiquitin chains from STING. It impairs the recruitment of TBK1 by STING (166). USP13m/m mice are more resistant to HSV-1 infection with a higher survival rate and a robuster IFN and cytokines in sera (166). Many viral proteins have already been found to de-ubiquitinate STING, which is discussed earlier in this review.

Palmitoylation is an important form of protein posttranslational lipid modification for regulating protein transport, stability, and cellular localization (167, 168). Palmitoylation of STING is found after trafficking to the Golgi apparatus, which is essential for the activation of STING (169, 170). The palmitoylation inhibitor 2-bromopalmitate (2-BP) impairs IFN induction via STING. The STING C88/91S mutant, which is deficient in palmitoylation, cannot induce ISGs expression in the presence of STING stimulus. It is demonstrated that STING is palmitoylated at the Golgi, and this PTM is essential for STING signaling (98, 169). Small molecules C-178 and its derivatives inhibit STING- mediated gene expression by antagonizing palmitoylation of STING with a covalent bond between C88/91 residue of STING and compound (171). This unique lipidation of protein may be maintaining the active STING oligomer on ERGIC or Golgi apparatus.

Protein phosphorylation is involved in almost all biological processes and is regulated by both kinases and phosphatases. Phosphorylation of STING at residue S366 by TBK1 promoted the recruitment and activation of IRF3. However, it is reported that phosphorylation of activated STING at S366 by ULK1 inhibits the activation of IRF3 at an earlier time (121). In both studies, S366A mutant that mimics unphosphorylated STING has a greatly reduced IFNβ expression in response to the stimulus, it is more convinced to conclude that phosphorylation of STING at S366 residue is a positive regulation. Besides, the residue S358 of STING is reported to carry through the phosphorylation process (172). Protein phosphatase Mg2+/Mn2+ dependent 1A (PPM1A) dephosphorylates STING at S358 and suppresses the formation of perinuclear puncta, which leads to reduced responses. The relationships between S358 and S366 phosphorylation are still unclear. Collectively, these studies reveal the positive effect of phosphorylation on STING activation (173). Currently, it is reported that the ribosomal protein S6 kinase 1 (S6K1) interacts with phosphorylated STING and TBK1 to form the transduction complex (174). It is a piece of the missed parts in the regulation of STING pathways, and partially explains the function of phosphorylation of STING in this signal.

Although tyrosine phosphorylation accounts for a small percentage of all protein phosphorylation modifications, it is critical in many processes. Tyrosine phosphorylation of STING has been identified in a preliminary experiment, in which STING (MPYS in this work) has been detected in immunoprecipitated samples by anti-pTyr antibodies (175). In the following years, less has been known for tyrosine phosphorylation of STING. In 2015, researchers found that Bruton’s tyrosine kinase (BTK) positively regulates STING-dependent signaling. BTK belongs to the Tec family of cytoplasmic tyrosine kinases. It is vital for B cell receptor signaling and lymphopoiesis (176). BTK interacts with STING and DDX41 and then phosphorylates DDX41. Y364 and Y414 of DDX41 are critical for DNA recognition and binding to STING. Y414 phosphorylation increases its affinity to STING by increasing the number of hydrogen bonds and salt bridges with STING. The finding indicates the interaction between DDX41 and the transmembrane region of STING by the tyrosine phosphorylation of DDX41 (177). Later, it is found that phosphorylation of Y245 in STING is important for STING activation. PTPN1 and PTPN2 dephosphorylated STING at Y245 and then facilitated STING degradation by 20S proteasome (178).



THERAPEUTIC AGENTS TARGETING STING

Considering the nodal role of STING in the innate immune responses against abnormal DNA and viral invasion, it is tempting to harness this activity for therapy. The STING agonists and antagonists are immunotherapy drugs suitable for a variety of diseases. STING antagonists are supposed to cure autoimmune diseases, while STING agonists would be used in anti-tumor and antiviral therapies. We summarize the recent advances of STING agonists here.

STING agonists could activate innate and following adaptive immune responses for the treatment of many diseases, especially for cancers, and infectious diseases. Vascular disrupting agents DMXAA (also known as Vadimezan or ASA404) is the first STING agonist utilized in clinical trials, which directly interacts with mouse STING to activate TBK1-IRF3 and induces IFNs and cytokines. DMXAA reduces HBV DNA replication intermediates in the livers of HBV-injected mice. Unfortunately, DMXAA can only bind to mouse STING (179). It has extremely good efficacy in the mouse model, but the clinical trials failed in phase III (73). Meanwhile, immunotherapy based on STING agonists has always been considered to sweep the field of tumor immunotherapy (180–182). Researchers have discovered and designed a series of molecules to develop an effective activator of STING. To mimic the native agonist, nucleotidic agonist ADU-S100 (also called ML-RR-S2-CDA or MIW815) was designed and tested in clinical trials (180). Following this strategy, Merck, GlaxoSmithKline, and Bristol-Myers Squibb have patented different nucleotidic agonists of STING. Non-nucleotidic agonist diABZI was optimized from a small molecule lead compound amidobenzimidazole (ABZI). It binds to STING with an IC50 of 20 ± 0.8 nM and inhibits STING induced IFN-I expression in cells with an EC50 of 130 ± 40 nM (75). Until now, many other STING agonists or activators were reported, including IACS-8803, IACS-8779, and CL656 (183–185). Except for DMXAA, other STING agonists are developed for tumor immunotherapy. It is also believed that STING agonists might be used in antiviral therapies. One of the potential advantages of these new molecules is that they can be transported through blood (186). This new immunotherapy drug greatly enhanced the adaptive immune function. On one hand, the immune mechanism targeting STING provides new ideas for the entire anti-tumor and antiviral immunotherapy researches. On the other hand, the new STING agonists have also promoted the emergence and clinical application of new immune drugs.



CONCLUDING REMARKS

A series of studies in the recent years demonstrated a critical role of STING signaling in the recognition of pathogenic DNA as well as endogenous DNA, and therefore in autoimmune diseases and tumor immunity. However, there remains a number of key questions unaddressed. For instance, the precise mechanism of regulation of the STING trafficking from the ER to the Golgi complex remains to be determined. In addition, STING has TBK1-independent and cGAS-independent functions. How these processes are regulated is not yet completely clear.

There is also substantial interest in identifying STING agonists and antagonists. DMXAA activates murine STING in vitro and in vivo, and CDNs activate human STING, potentially inhibiting metastatic tumors. It has shown that STING agonists may become another dark horse for immunotherapy. Given that direct IFN administration causes flu-like symptoms and other adverse effects, using CDNs or other small-molecules may reduce these side effects and lead to a more plausible therapy strategy.
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Cells express multiple molecules aimed at detecting incoming virus and infection. Recognition of virus infection leads to the production of cytokines, chemokines and restriction factors that limit virus replication and activate an adaptive immune response offering long-term protection. Recognition of cytosolic DNA has become a central immune sensing mechanism involved in infection, autoinflammation, and cancer immunotherapy. Vaccinia virus (VACV) is the prototypic member of the family Poxviridae and the vaccine used to eradicate smallpox. VACV harbors enormous potential as a vaccine vector and several attenuated strains are currently being developed against infectious diseases. In addition, VACV has emerged as a popular oncolytic agent due to its cytotoxic capacity even in hypoxic environments. As a poxvirus, VACV is an unusual virus that replicates its large DNA genome exclusively in the cytoplasm of infected cells. Despite producing large amounts of cytosolic DNA, VACV efficiently suppresses the subsequent innate immune response by deploying an arsenal of proteins with capacity to disable host antiviral signaling, some of which specifically target cytosolic DNA sensing pathways. Some of these strategies are conserved amongst orthopoxviruses, whereas others are seemingly unique to VACV. In this review we provide an overview of the VACV replicative cycle and discuss the recent advances on our understanding of how VACV induces and antagonizes innate immune activation via cytosolic DNA sensing pathways. The implications of these findings in the rational design of vaccines and oncolytics based on VACV are also discussed.
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INTRODUCTION

Vaccinia virus (VACV) is the prototypic and the most widely and intensely studied member of the family Poxviridae, a family of cytoplasmic-replicating viruses harboring large ~200 kbp linear dsDNA genomes. VACV is a very immunogenic virus that served as a vaccine for the eradication of smallpox, the only human disease eradicated so far. The virus causing smallpox, variola virus (VARV), and VACV belong to the genus Orthopoxvirus (OPXV), which also includes several other viral species infecting mammals. The origins and evolution of VACV are complex, but likely to share an ancestor with the now extinct horsepox virus (1). Multiple VACV strains exist and were used during the smallpox vaccination campaign around the globe. Although highly similar, the genetic content of these strains may vary, possibly as a reflection of their historical passage and use (2). In 1990, the group of Enzo Paoletti published the genome sequence of VACV strain Copenhagen (COP), one of the most studied strains (3). In this review, the COP nomenclature is used to identify VACV genes, but reference is also given to the Western Reserve (WR) strain, which is commonly used as a research tool. Despite the huge potential of using VACV as a vaccine vector for other infectious diseases, the smallpox eradication campaign revealed side-effects and complications derived from the use of live replication-competent VACV strains, and highlighted the need for safer vaccines with safety records conforming with current standards. This need fuelled (i) the search for proteins contributing to virulence, and hence likely to attenuate the virus when removed, and (ii) the use of severely attenuated strains generally obtained after serial passages in cell culture. One of this highly attenuated strains is Modified Vaccinia virus Ankara (MVA), a derivative of the Turkish smallpox vaccine strain chorioallantoic VACV Ankara (CVA) that has lost many immunomodulatory and host range genes and is unable to replicate in human cells. The excellent safety profile of MVA and its rapid induction of immune protective responses has fostered its development as vaccine vector against multiple diseases (4). In addition, MVA has become a great tool to understand how VACV is sensed by the host innate immune system, thereby allowing rational improvement of vaccine design.

As a poxvirus VACV is a very complex virus. It follows an exclusively cytosolic replicative cycle, as opposed to most DNA viruses which replicate in the nucleus. Viral genome replication and assembly of nascent virions takes place in specific areas of the cytoplasm generally known as viral factories (5, 6). Establishment of viral factories is preceded by genome release and expression of early genes, which occurs inside the viral cores before these are dismantled and the genome becomes permissive for replication (7–10). Once produced nascent virions travel through the Golgi apparatus and mature into a double-membraned form known as extracellular virus (EV). EV mediate viral spread to neighboring cells and are critical to establish infection within an individual (11, 12). As the infection progresses, single-membraned virions known as mature virus (MV) accumulate inside the cytosol and are released upon cell lysis. In the host, VACV infection initiates in skin fibroblasts and proceeds to inflammatory monocytes recruited to the site of infection (13, 14), which can contain infection but also spread the virus through the blood stream. A core set of genes conserved amongst OPXV can be identified in the central part of the linear genome and are mostly involved in viral replication and morphogenesis. These conserved genes render OPXV antigenically similar and generate cross-protection after immunization. On the contrary, the genome termini are rich in accessory genes whose function is to modulate the host immune response and determine host range. Most of these genes are therefore specific to each member of the genus and have sometimes followed clear duplication and speciation events. For instance, VACV is rich in genes coding for proteins that resemble the cellular B-cell lymphoma (Bcl)-2 family despite having minimal sequence conservation amongst them (15, 16). Equally, other genus members such as cowpox virus (CPXV) or ectromelia virus (ECTV) are rich in genes coding for proteins containing Ankyrin repeats (17–19). Research on the functions of these proteins indicates strong convergent evolution on suppression of host innate immunity. Most of the VACV immunomodulatory genes are under the control of early promoters and are therefore deployed as soon as infection initiates. Some have been identified into the viral particle and may become immediately available upon entry (20–22). Between one-third and one-half of VACV proteins are estimated to interfere with the host immune response, some by more than one mechanism. Given this arsenal of immunomodulatory proteins it remains puzzling how VACV is such an immunogenic virus and induces potent humoral and cellular responses to self and foreign antigens. A unique property of VACV and poxviruses is to replicate in the cytosol, where most innate pattern recognition receptors (PRR) reside (23, 24). The innate immune system provides a rapid and robust response to invading pathogens that is well-known to impact and shape the subsequent adaptive response clearing the infection. The evolutionary interplay between host innate sensors and viral antagonists in the highly hostile cytosolic niche occupied by VACV is likely to profoundly determine the outcome of infection and therapeutic treatment.

Here, we review the current knowledge on how cells sense VACV infection through its DNA genome and how VACV in turn prevents this recognition. VACV produces several intracellular proteins targeting the core components of host DNA sensing signaling and others targeting components acting downstream. VACV also encodes soluble decoy receptors neutralizing some of the host cytokines induced by DNA sensing pathways such as interferons (IFN) and tumor necrosis factor (TNF)-α, but these are not covered here and we refer the reader to previous reviews on the topic (16, 25–27). Finally, we discuss the implications of VACV DNA sensing in the therapeutic use of VACV as a vaccine vector and oncolytic agent.



OVERVIEW OF ANTIVIRAL CYTOSOLIC DNA SENSING

The presence of foreign RNA and DNA within the cell cytosol is a clear sign of danger. Intracellular DNA is detected by a number of PRR that lead to a robust cellular response characterized by a rapid production of chemokines and cytokines including type I IFN (IFN-I) and the subsequent expression of IFN-stimulated genes (ISG). Induction of this antiviral response mostly relies on transcriptional activation by IFN responsive factors (IRF) and the nuclear factor κ-light-chain-enhancer of activated B cells (NF-κB), although transcription-independent mechanisms exist. This is the case of the Absent in Melanoma (AIM)-2-like receptors, which initiate the release of the potent inflammatory cytokines interleukin (IL)-1β and IL-18 upon recognition of cytosolic DNA (28, 29). Activation of antiviral IRF and NF-κB signaling in response to DNA mostly derive from cytosolic DNA sensors, but also from the membrane-bound Toll-like receptor (TLR)-9 which recognizes DNA contained in endosomal vesicles (30, 31). TLR9 expression is mostly restricted to specialized immune cells and it transduces signal via myeloid differentiation primary response 88 (MyD88) to eventually phosphorylate IRF3 and IRF7 (31, 32). Amongst cytosolic DNA sensors cyclic GMP-AMP synthase (cGAS) stands out as a critical molecule since it appears essential for IFN production in every setting where this has been tested (Figure 1). cGAS is a DNA-binding enzyme that produces the small second messenger 2′ 3′ -cyclic GMP-AMP (cGAMP) upon recognition of dsDNA (48–52). cGAS belongs to the family of nucleotydiltransferases, loosely related to the oligoadenylates synthetases (53). The unique phosphodiester linkage in cGAMP (the 2'-OH of GMP binds to the 5′ of AMP and the 3′ -OH of AMP binds to the 5′ phosphate of GMP) confers greater affinity to the stimulator of IFN genes (STING) than other reported cyclic dinucleotides (CDNs) (51, 54, 55). cGAS patrols the cell cytosol as a sensor for abnormal situations revealed by mislocalised DNA either from invading pathogens or cellular stress (56). Its product cGAMP binds to and activates STING to promote IRF and NF-κB activation in the stimulated cell (57–60), but also in unstimulated neighbor cells via intercellular and extracellular transfer (61–64).


[image: Figure 1]
FIGURE 1. Anti-viral DNA sensing and its antagonism by VACV. Upon infection the VACV genome is released into the cytosol and recognized primarily by cGAS, although other sensors such as DNA-PK play a role in a cell-specific manner. Activated cGAS catalizes the production of 2′ 3′ -cGAMP, which binds and activates STING. In addition, cGAMP is transferred to neighboring cells via gap junctions and imported from the extracellular environment via the transporter SLC19A1. cGAMP-bound STING oligomers mediate the recruitment of TBK1, which subsequently leads to the activation of IRF3 and NF-κB signal transduction and the induction of anti-viral responses. A number of VACV proteins have the capacity to block cytosolic DNA sensing and are shown here in orange or red depending on the level of conservation (see Table 1). These proteins counteract multiple stages of the signaling cascade (shown here with a blocked line). Evidence exists for additional inhibitors acting in the cell nucleus, although they remain yet unidentified. At present no VACV inhibitors of STING have been discovered, but this is a convergent signaling point known to be blocked by several viruses. These potential target sites are indicated with a question mark.


Upon cGAMP binding, STING dimers translocate from the endoplasmic reticulum (ER) to Golgi compartments where several post-translational modifications, including palmitoylation and ubiquitylation, take place to establish the STING signalosome (65–68). Here the C-terminal tail of STING interacts with TANK-binding kinase (TBK)-1 to mediate IRF3 activation in a complex trans-phosphorylation process that has recently been enlightened by structural advances (69–71) and has been reviewed in detail elsewhere (72, 73). Phosphorylated IRF3 dimerises and translocates to the cell nucleus to drive expression of IRF-dependent genes including the IFNβ enhanceosome. It is also known that STING oligomerisation induces the subsequent degradation of the inhibitor of κB (IκB)-α and activate, albeit to a lower extent, NF-κB responses including the production of TNFα, IL-1β and IL-6 (57, 58, 74–76). Canonical NF-κB signaling deriving from cytokine receptors or TLR requires the use of TNF receptor-associated factor (TRAF)-6 or TRAF2 to activate the IκBα kinase (IKK) complex, which in turn phosphorylates IκBα and triggers its proteasomal degradation via the E3 ligase β-TrCP. STING responses require the IKK complex, which can be redundantly activated by TBK1 and its homolog IKKε in a manner that may involve the upstream kinase transforming growth factor-β-activated kinase 1 (TAK1) (76, 77). NF-κB would usually be found as the p65/p50 (RelA/NF-κB1) heterodimer, the most common of NF-κB protein dimers (78). Following the degradation of IκBα, NF-κB becomes free to move from the cytoplasm to the nucleus (78, 79). There it can induce the transcription of several target genes, which include immunomodulatory proteins as well as IκBα, which is required to maintain a negative feedback loop (80). There also exists a non-canonical pathway, which comes into play during DNA damage. This pathway involves the activity of ataxia telangiectasia mutated (ATM) and poly ADP-ribose polymerase 1 (PARP-1), initiating an outside signal from within the cell that goes through IFNγ-inducible protein 16 (IFI16) and STING, without the aid of cGAS, and eventually reaches the IKK complex and activates NF-κB (75).


Table 1. VACV proteins counteracting intracellular DNA sensing pathways.
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Before and after the discovery of cGAS other molecules were found to affect DNA sensing signaling. Although the specific biochemical pathways used by these molecules are not always deciphered, nearly all of them converge on STING and may act as cofactors, modulators or regulators of the cGAS-cGAMP-STING axis in a species, cell type and/or self- vs. non-self-specific manner. This list includes DNA-dependent activator of interferon (DAI) (81), RNA polymerase III (82, 83), IFI16 (84), the DExD/H-box helicases DHX9, DDX36 (85) and DDX41 (86); the DNA damage proteins Ku70/80 (87), DNA-PK (88), Mre11 (89) and PQBP1 (90); LSM14A (91); and G3BP1 (92). For a detailed review of this topic, we refer the reader to recent publications (72, 73). Two of these molecules, IFI16 and DNA-PK, have been reported to have direct roles in VACV sensing and are discussed below in more detail. One of them, namely DNA-PK, has been recently implicated in STING-independent IFN-I production in response to DNA and involves the downstream signaling of the heat shock protein HSPA8, in what is being referred to as the STING-independent DNA sensing pathway (SIDSP) (93).



DNA SENSING ACTIVATION IN RESPONSE TO VACV

Understanding the interplay between host DNA sensing and VACV is difficult because VACV suppresses cell responses through expression of multiple antagonists acting upstream and downstream of these pathways (16, 94). Insights are therefore usually gained using attenuated VACV strains such as MVA that have lost most of these antagonists or employing live animal models that can reproduce the complex immunological responses generated upon infection. VACV can cause pathology in commonly used mouse breeds such as Balb/c or C57BL/6, so genetically engineered mice lacking specific DNA sensing and innate immune molecules can provide insights into VACV immunity, with the caveat that DNA sensing in mice may differ from humans as it is becoming increasingly reported (93, 95). Inoculation of VACV into transgenic mice deficient for cGAS revealed a mild increase in viral replication and tissue pathology (14, 96) that correlated with reduced IFN-I expression, which was also observed in STING deficient mice (14). Similar experiments performed with ECTV, a mouse-specific virus and the causative agent of mousepox, showed enhanced mortality in STING deficient mice (97), but varied susceptibility in cGAS deficient mice (97, 98). In contrast, mice lacking IFI204 (the mouse ortholog of IFI16) survived ECTV infection and did not exhibit significant differences in viral replication and viral burden (98). Whilst these studies demonstrated the role of cGAS and STING in mounting responses against VACV and ECTV in vivo, the observed effects were rather mild. This suggests that VACV and ECTV minimize the activity of this pathway to the point that genetic ablation of an already targeted signaling nodule had reduced effect on the overall response. The discovery of viral inhibitors of DNA sensing (discussed below) has allowed a better assessment of the impact of the cGAS-cGAMP-STING axis and recently, ECTV lacking the viral cGAMP nuclease vSchlafen has shown extreme attenuation in multiple models of infection (99). This has revealed the enormous importance of cGAS-STING in poxvirus immunity.

The use of the highly attenuated VACV strain MVA has proven pivotal in understanding DNA sensing immunity against VACV. The MVA genome is significantly shorter than its parental CVA due to five large deletions and additional mutations in at least 25 genes resulting in truncated proteins (100). Since many of these proteins are non-essential immune modulators, it is not surprising that MVA acts as potent inducer of immune responses in most mammalian cells. Before the discovery of DNA sensing pathways, MVA infection was known to be recognized by TLR dependent and independent pathways including the RNA sensor melanoma differentiation-associated protein (MDA)-5 in macrophages and dendritic cells (101–104). MDA5 converges onto IRF3 signaling and IFN-I production via mitochondrial antiviral signaling protein (MAVS) and recognizes long dsRNA in the cytosol (105, 106), a by-product of poxviral gene expression in this compartment. Subsequently, several studies have shown that IFN-I induction by MVA relies on cGAS and its downstream adaptor STING (88, 94, 107, 108). Deletion or depletion of cGAS or STING in mouse and human cells results in impaired induction of IFNα, IFNβ, and CXCL10 in response to MVA. These findings are in line with results obtained with other poxviruses and in the context of replicative VACV lacking specific DNA sensing inhibitors (97, 109, 110). In addition to cGAS other DNA sensors have been implicated in VACV immunity: DNA-PK and IFI16. DNA-PK consists of a heterodimer of the DNA-binding proteins Ku70 and Ku80 and DNA-PKcs, its catalytic subunit. DNA-PK is best known for its role in DNA repair and V(D)J recombination (111), but it also acts as a PRR in response to intracellular DNA (88). DNA-PK leads to IRF3 activation and cytokine production including IFN-I in response to cytoplasmic DNA, particularly in fibroblasts. Although the specific biochemical pathway induced by DNA-PK is not as clear as for cGAS, it has been shown to trigger innate immune activation through the cGAS-STING-IRF3 pathway (88, 112) and more recently, in a STING-independent manner (93). DNA-PK is essential for cell viability and this limits its genetic manipulation. Nonetheless, murine fibroblasts deficient for specific DNA-PK components show reduced levels of IFN-I, CXCL10 and IL-6 when infected with MVA whilst retaining complete responsiveness to RNA virus infection, and this correlated with DNA-PK translocation to viral factories (88). IFI16 has also been shown to translocate to viral factories, particularly in keratinocytes, and this correlated with reduced CCL5 and ISGs production in response to MVA (113), although no difference in IFN-I has been observed in macrophages (107), suggesting a cell-specific role for IFI16 in sensing VACV infection. IFI16 is a critical sensor for nuclear DNA viruses and is actively targeted for immune evasion (114, 115). Whilst a VACV inhibitor for IFI16 remains to be discovered, VACV encodes at least 2 molecules preventing DNA-PK-mediated sensing (39, 41).



VACV ANTAGONISTS OF DNA SENSING RESPONSES

VACV employs several strategies to suppress cytosolic DNA sensing. The discovery of these viral inhibitors has served to enlighten these relatively recent innate signaling pathways and provide important insights into their mechanisms of activation and regulation. These inhibitors and strategies are reviewed below and summarized in Table 1 and Figure 1.


Targeting DNA-PK (Proteins C16 and C4)

The first VACV protein reported to suppress cytosolic DNA sensing during infection was C16, first characterized by Fahy et al. (116). It is a 37.5 kDa non-essential protein comprising 331 amino acids, encoded by the C16L gene (WR010/209), two copies of which are present in the ITRs on both ends of the VACV genome. C16 is highly conserved among some OPVX members such as VARV, ECTV, and CPXV, while in others such as monkeypox virus (MPXV) or camelpox virus (CMLV) the sequence contains disruptions that alter the reading frame (116). Originally, C16 was found to enhance VACV virulence via an unknown mechanism (116). Only later was its role in DNA sensing inhibition revealed as a DNA-PK inhibitor. During VACV infection C16 binds to the Ku70/80 heterodimer of the DNA-PK complex using its C-terminal domain (41). This prevents the recognition of VACV DNA since the Ku proteins mediate DNA binding. An engineered VACV lacking C16 caused less weight loss and induced higher levels of cytokines and chemokines in mice after intranasal inoculation (41, 116). Furthermore, MVA, which contains a deletion of 5 amino acids in the Ku-binding domain, induced IFN-I production in a DNA-PK-dependent manner (88). It is worth noting that VACV C16 is a multifunctional protein that has also been shown to manipulate hypoxic signaling and reprogramme energy metabolism (117, 118).

More recently, a second VACV protein has been found to target DNA-PK. Protein C4 (WR024) shares 43% identity with C16; it is highly conserved between several members of the OPXV genus; and it is non-essential for virus growth (119). C4 exhibits a similar function to C16 in regards to DNA sensing inhibition (39). C4 uses its C-terminal region to bind the Ku proteins and this reduces IRF3 phosphorylation and cytokine induction. Indeed, the binding of both C16 and C4 to Ku70 has been narrowed to three conserved amino acids. Viruses lacking expression of each of these proteins were attenuated in an intranasal model of infection inducing enhanced recruitment of immune cells and T cell activation, but remained as virulent as their parental viruses after intradermal inoculation (116, 119). Interestingly, a double deletion virus lacking both C16 and C4 revealed attenuation upon intradermal injection, demonstrating that these proteins had redundant in vivo roles in this model of infection (39). Why VACV devotes three genes (two copies of C16L and a copy of C4L) to suppress DNA-PK cytosolic DNA sensing remains unknown, but an explanation might be the high abundance of DNA-PK, particularly in fibroblasts, a primary cell target in the skin. Interestingly, it has been recently shown that DNA-PK can activate a second DNA sensing pathway completely independent of STING activation (93). This could further emphasize the role of C16 and C4 in immunomodulation and DNA sensing inhibition given that these proteins may also inhibit SIDSP.



Targeting cGAS (Protein F17)

Besides the discovery of VACV inhibition of DNA-PK evidence existed that VACV was able to prevent STING activation by other mechanisms (94). One of these was reported by Meade et al. and involved protein F17 (42). F17 (WR056) is a conserved structural protein that constitutes the largest component of the virion lateral bodies and is essential for the formation of infectious virions (120–122). F17 exploits a complex cellular circuit connecting immune sensing and the metabolic rheostat mTOR (mammalian targets of rapamycin). mTOR is composed of two different complex systems, namely mTOR1 and mTOR2, both of which are regulated by distinct subunits conforming a negative feed-back loop (123, 124). F17 sequesters the subunits Raptor and Rictor so their regulatory feed-back is disrupted, allowing VACV to usurp mTOR control from the cell. This leads to overactive mTOR that enhances protein synthesis, but also suppresses innate activation at multiple levels including cGAS downregulation by a process that involves Akt (125) and dysregulation of STING vesicles in the ER (42). These effects suppress IRF3 translocation and trigger a potent suppression of ISG induction in both fibroblasts and macrophages, particularly late during infection in agreement with F17 late expression (42, 109). In the absence of F17 VACV infection leads to detectable ISG expression that depend on cGAS, but not IFI16, presence (109), thus supporting the primordial role of cGAS as a poxvirus DNA sensor. Of note, cGAS deletion did not completely abrogate ISG responses in fibroblasts (109), making room for a second IRF3-activating pathway sensing VACV in these cells. The high conservation of F17 not only across OPXV, but also across most vertebrate poxviruses, highlights the fundamental functions of this protein in poxvirus infections.



Targeting cGAMP (Protein B2)

cGAMP plays a pivotal role in antiviral DNA sensing responses. As a product of activated cGAS it binds STING and triggers innate immune activation in the infected cell. However, it also induces antiviral responses in neighboring cells by multiple mechanisms. cGAMP is transferred to neighboring cells via gap junctions (61) and membrane fusion events (126), is incorporated into exiting viral particles (127, 128) and imported into cells from the extracellular milieu via the transporter SLC19A1 (62, 63). Via these mechanisms cGAMP has the capacity to activate non-infected cells including immune cells and constitutes a potent antiviral signaling molecule. VACV neutralizes the effects of cGAMP by encoding a cGAMP nuclease in gene B2R (WR184), discovered by Eaglesham et al. and named poxvirus immune nuclease (poxin) (36). Poxin was identified in a screen for viruses able to destroy cGAMP, which included 24 viruses belonging to 13 different viral families. Only VACV was found to degrade cGAMP, a reflection of its unique nature as a cytosolic replicating virus, and mass spectrometry confirmed the activity to derive from product B2. Poxin binds and linearises cGAMP cleaving the 3′ -5′ bond and converting it into linear Gp[2′ -5′] Ap[3′]. VACV lacking Poxin shows no defect in growth, but displays a significant reduction of viral titer in mice (36). Homologs of Poxin are found in baculovirus and their insect hosts, perhaps revealing a common origin since insect poxviruses and baculoviruses share ecological niches. Within the Poxviridae, Poxin is not universally conserved and surprisingly in most OPXV it appears as vSchlafen, a fusion of Poxin with a second protein with high similarity to the mammalian family of Schlafen proteins (also known as gene B3R in VACV). Deletion of the entire vSchlafen or only its cGAMP nuclease domain in the context of ECTV renders the virus unable to suppress IRF3 activation during infection and leads to a dramatic 5-log drop in virulence in mice (99), the natural host of ECTV. Despite its critical role in counteracting the antiviral effects of cGAMP both B2R and B3R are swarmed with inactivating mutations in VARV. Poxin and vSchlafen are early genes, a class of genes expressed from within intact cytoplasmic viral cores (8–10). This allows production of early immune evasion factors before the viral genomic DNA is released and exposed to DNA sensors, and in conjunction with late factors like F17, it ensures complete suppression of innate activation throughout the entire life cycle.



Downstream IRF3 Inhibitors

Beyond the aforementioned, VACV possesses several different non-essential immunomodulatory proteins, most of which were reported when our knowledge on cytosolic DNA sensing was in its infancy. The discovery of DNA sensing pathways provides now a new dimension to their seemingly redundant roles. In most cases the function of these molecules as DNA sensing modulators has not been formally proven, but when the molecular mechanism of action has been elucidated, their antagonistic role can be anticipated. VACV proteins acting downstream of STING, and therefore expected to antagonize DNA sensing, include protein C6, which acts at the level of TBK1/IKKε. C6 binds to the cellular proteins TANK, NF-κB-activating protein (NAP)-1 and similar to NAP1 TBK1 adaptor (SINTBAD) (40). All three molecules work as adaptors for TBK1 and share a conserved TBK1/IKKε-binding domain (129). TBK1 and its adaptors act as a convergence point for TLRs, RNA and DNA sensing pathways and consistent with this, C6 is able to suppress IFN-I induction in response to poly(I:C), poly(dA-dT) and RNA virus infection, but did not affect NF-κB activation. VACV lacking C6 expression replicated normally in cell culture, but was significantly attenuated in mice (40). C6 was also shown to suppress IFN-I signaling (130, 131). Given this multifunctionality C6 becomes an important VACV IFN antagonist and its deletion increases immunogenicity in mice both in the context of virulent and avirulent VACV such as MVA where C6 is not inactivated (132–136). The related VACV protein K7 also targets the TBK1/IKKε complex to inhibit IRF3 activation. As well as possessing the ability to inhibit NF-κB activation (137), K7 binds to and inhibits the DEAD-box RNA helicase DDX3, a TBK1 adaptor and substrate required for optimal IRF responses (44, 138). K7 binds to the N-terminal region of DDX3 to inhibit its function, ensuring a decreased TBK1/IKKε-dependent IFN-β promoter induction (44, 139). Like C6, K7 contributes to VACV virulence in mice and its removal leads to enhanced immunogenicity and memory immune responses (132, 134). Finally, the VACV Bcl-2 protein N2 acts as an IRF3 inhibitor in the nucleus, although its specific target remains elusive (47). N2 is dispensable for virus growth, but contributes to virulence (47), and MVA deleted for gene N2L enhances immunogenicity and the immune response to infection, marked by an increase in the production INF-β and other pro-inflammatory cytokines immune activation (140).



Downstream NF-κB Inhibitors

Multiple studies have demonstrated that production of inflammatory cytokines via STING-dependent DNA sensing requires NF-κB responses that depend on the IKK complex and the NF-κB heterodimer. VACV encodes multiple immunomodulators known to suppress NF-κB activation and detailed molecular mechanisms of action exist for several of them (16). VACV protein B14 is a Bcl-2-like protein encoded by the VACV B14R gene that is well-conserved among OPXV such as VARV and CPXV and contributes to virulence (37, 141). B14 binds to the N-terminal kinase domain and the scaffolding and dimerisation domain of IKKβ, and prevents its phosphorylation and activation, which in turn prevents the phosphorylation and subsequent degradation of IκBα (38, 142). This interaction is mediated by a surface of B14 that is otherwise utilized for dimerisation (37, 143). B14 can also activate the mitogen-activated protein kinase (MAPK)/activator protein 1 (AP-1) pathway (144) and is inactivated in MVA (145), confirming its non-essential role in virus growth. The related VACV protein N1 is a potent virulence factor that serves a dual role as inhibitor of apoptosis and inflammatory signaling (37, 45, 46, 107, 146, 147). Both functions map to different binding interfaces of the protein (45) and the ability to block NF-κB activation correlates with an impaired CD8 T cell effector and memory response (148). Although its exact mechanism of action for suppressing innate immune activation remains unknown, the inhibitory action of N1 on NF-κB signaling is believed to be downstream of the TRAFs. N1 is also known to be modified by ubiquitylation during infection, but this did not affect its ability to suppress NF-κB activation (149). A third VACV Bcl-2 protein evolved to suppress NF-κB signaling is A49, which contains an N-terminal region that mimics the IκBα degron sequence that mediates its proteasomal destruction (33, 150). A49 is phosphorylated by IKKβ and subsequently recognized by the E3 ubiquitin ligase β-TrCP, but unlike IκBα it is spared because it lacks the ubiquitin acceptor sites located upstream of the degron (33, 150). Using this mechanism A49 binds tightly to β-TrCP only when IKKβ is activated and canonical β-TrCP targets including IκBα and β-catenin accumulate in their phosphorylated forms and are not processed (33, 150, 151). A49 antagonism of NF-κB contributes to virulence (33, 34), but mutant A49 viruses unable to bind β-TrCP retain some degree of virulence suggesting the existence of other β-TrCP-independent functions, perhaps mediated by a second product identified in the A49 ORF (34, 152). In addition to these proteins, several VACV proteins including K1 and A55 have been shown to act at the level of the NF-κB heterodimer preventing their translocation or their normal processing (35, 43, 153). Thus, they also have the potential to suppress STING-induced NF-κB activation. Lastly, evidence exists that VACV downregulates NF-κB-dependent gene expression after p65 translocation by yet unidentified viral strategies (154).




IMPLICATIONS FOR THE THERAPEUTIC USE OF VACV

VACV-based therapeutics involve the use of VACV as a vaccine vector and oncolytic agent, as well as the use of VACV-derived proteins and peptides as biologicals. The development of VACV as a vaccine and for virotherapy holds promise and some forms of the virus are now in clinical studies, whereas the development of VACV-derived biologicals is at a much less advanced stage. VACV strain ACAM2000 (a derivative of Wyeth's Dryvax vaccine) and MVA (marketed as Jynneos) are approved by the USA Food and Drug Administration (FDA) for their use against smallpox and monkeypox, and various VACV strains have been engineered to carry heterologous antigens for diseases such as AIDS, malaria or tuberculosis amongst others (2). Enhancing immunogenicity and/or attenuating the virus remain desirable goals to increase VACV safety profile, elicit stronger immunological memory and reduce dosage and administration regimes. The discovery of DNA sensing pathways and their critical biological roles creates novel opportunities for the improvement of VACV as a therapeutic agent. The recognition of foreign incoming DNA in the cytosol triggers a potent immune and inflammatory reaction that includes IFN-I and IFN-III responses known to be beneficial for immune activation. Therefore, strategies aimed at increasing recognition of the VACV genome and boost intracellular DNA sensing signaling are likely to enhance vaccine efficacy and immunogenicity. These may include the deletion of immunomodulatory virulence factors from the virus or the co-administration of STING agonists. Evidence exists for the enhancement of immunogenicity and memory immunity upon removal of VACV immunomodulators [recently reviewed in (155)]. Some of these immunomodulators are listed above as viral DNA sensing antagonists. Therefore, this strategy seems logical to enhance IFN and cytokine production. An important aspect of consideration is whether removal of these viral immunomodulatory proteins is expected to impact on cGAMP levels. cGAMP triggers a STING-dependent, but cGAS-independent induction of cytokines when transferred between cells. Horizontal transfer of cGAMP during infection therefore has the potential to boost and shape the adaptive response. Indeed, deletion of ECTV cGAMP nuclease vSchlafen led to a marked IFN-I signature in the draining lymph node and spleen that correlated with enhanced NK cell activation and survival to an otherwise lethal infection (99). Furthermore, studies have reported how the cGAS-STING axis promotes the generation of cytotoxic T cells (CTL) via the expression of IFN-I and the cross-presentation of antigens by dendritic cells (DC), in some cases after administration of exogenous cGAMP (156–159). Therefore, preventing the degradation of cGAMP by, for instance, removal of Poxin/B2 from VACV is likely to contribute favorably to the outcome of vaccination. A similar beneficial outcome may derive from the removal of VACV DNA-PK antagonists so DNA-PK-mediated innate immunity responses are unleashed.

A second positive prospect from these studies is the value of STING agonists as adjuvants and anti-virals. Although smallpox was eradicated 40 years ago, the importance of compounds with anti-OPXV activity is increasing due to the emergence of zoonotic OPXV infections, particularly by MPXV. MPXV causes human monkeypox, an emerging zoonotic smallpox-like disease that has a mortality rate of 5–10% and has caused several outbreaks with hundreds of cases in Central and West Africa and outbound travelers (160, 161). At present, ST-246 (marketed as tecovirimat) is the only FDA-approved drug for the treatment of OPXV infections and although it has good activity range against multiple OPXV species including VARV (162–164), alternative strategies are still desirable. Administration of exogenous cGAMP has been shown to elicit strong immune responses and protect mice against lethal ECTV infection (98, 99). This suggests that STING immunity is an attractive antiviral therapeutic target, although further experimentation is needed to determine the effects and specificity of cGAMP delivery pre- and post-infection as well as through different routes of inoculation.

A similar beneficial outcome in enhancing cGAS-STING signaling by either removal of viral immunosuppressive strategies or delivery of STING agonists might be expected in the context of oncolytic VACV. Oncolytic viruses are those that can selectively infect and/or grow in tumor cells leading to their destruction. VACV is a popular oncolytic virus for multiple reasons including its wide cell tropism and cytotoxicity, its ability to grow in hypoxic environments, the possibility for stable transgene expression and the fact that it does not integrate its DNA in the genome of the cell (165–167). Like tumor cells, VACV exploits multiple strategies to suppress cell death (168), some of which might be redundant with cancerous cells. However, whereas cancers tend to establish an immunosuppressive tumor microenvironment, VACV is immunogenic and is capable of altering the immune landscape, co-stimulating acquired anti-tumor immunity following replication within tumor tissues. In the case of immunogenic tumors, it has been reported that their recognition by the host immune system relies on STING-dependent cytosolic DNA sensing (156, 159). It has also been shown that intratumoral injection of MVA generated adaptive anti-tumor immunity in melanoma and colon cancer that was dependent on STING (169) and a GM-CSF (granulocyte-macrophage colony-stimulating factor)-secreting vaccine showed increased anti-tumor efficacy when formulated with STING CDN agonists (170). In addition, susceptibility of certain cancers to viral oncolysis correlates with STING and STING signaling (171, 172). Collectively, these studies demonstrate the importance of the cGAS-cGAMP-STING axis in immunotherapy and offer scope for the improvement of oncolytic VACV and its therapeutic potential.

Finally, a number of human diseases have been connected with cytosolic DNA sensing. Mutations in several human genes result in the accumulation and mislocalisation of DNA molecules leading cGAS activation, and this is best exemplified in the form of the Aicardi-Goutières syndrome (AGS), a rare devastating disease characterized by systemic inflammation (173). The persistent stimulation of cGAS-STING signaling has also recently been associated with systemic lupus erythematosus (SLE) (174), a much more prevalent disease associated with IFN-I dysregulation. Our increased knowledge on VACV antagonism of cytosolic DNA sensing may identify novel components or regulatory mechanisms of these cellular pathways and may reveal novel strategies to counteract the functions of these attractive therapeutic targets. For instance, detailed mechanistic and structural insights into VACV DNA sensing antagonists can allow the development of small molecule inhibitors mimicking the mode of action of the viral proteins. A proof of principle for these approaches is provided by the design of peptides deriving from VACV TLR inhibitors A46 and A52 (175, 176).



CONCLUSIONS

As our knowledge on nucleic acid immunity and inflammation expands it is becoming increasingly clear that the activation and regulation of intracellular DNA sensing has broad implications for human health and disease. VACV is a fantastic tool for discovery in human biology and virus pathogenesis as well as an important therapeutic tool. VACV has already proven pivotal in the discovery of cellular mechanisms for regulation of DNA sensing including uncovering the existence of viral and cellular cGAMP nucleases. VACV targets innate immune signaling at multiple levels and given the importance of DNA sensing for a cytosolic replicating virus it is likely that new viral inhibitors remain to be identified. Further research is also needed to address how VACV is sensed as the virion uncloaks and is recognized by cellular sensors. The identity and relative importance of these in the different cell types that are relevant for VACV infection and spread is also a necessary area of investigation. These findings need to be reciprocated in other poxviruses and can enlighten similar processes in viruses with similar biology such as the African Swine Fever virus and intracellular bacteria. Furthermore, many questions remain unanswered about how cells launch cell intrinsic defense mechanisms against VACV that involve recognition of its genome. Importantly, this knowledge is crucial to increasing the potential of VACV-based therapeutics both in the form of vaccines and oncolytic virus.
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We conducted a large genome-wide association study (GWAS) of the immune responses to primary smallpox vaccination in a combined cohort of 1,653 subjects. We did not observe any polymorphisms associated with standard vaccine response outcomes (e.g., neutralizing antibody, T cell ELISPOT response, or T cell cytokine production); however, we did identify a cluster of SNPs on chromosome 5 (5q31.2) that were significantly associated (p-value: 1.3 x 10−12 – 1.5x10−36) with IFNα response to in vitro poxvirus stimulation. Examination of these SNPs led to the functional testing of rs1131769, a non-synonymous SNP in TMEM173 causing an Arg-to-His change at position 232 in the STING protein—a major regulator of innate immune responses to viral infections. Our findings demonstrate differences in the ability of the two STING variants to phosphorylate the downstream intermediates TBK1 and IRF3 in response to multiple STING ligands. Further downstream in the STING pathway, we observed significantly reduced expression of type I IFNs (including IFNα) and IFN-response genes in cells carrying the H232 variant. Subsequent molecular modeling of both alleles predicted altered ligand binding characteristics between the two variants, providing a potential mechanism underlying differences in inter-individual responses to poxvirus infection. Our data indicate that possession of the H232 variant may impair STING-mediated innate immunity to poxviruses. These results clarify prior studies evaluating functional effects of genetic variants in TMEM173 and provide novel data regarding genetic control of poxvirus immunity.
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Introduction

Until its eradication in 1980, smallpox (caused by the variola virus) was a deadly, debilitating disease estimated to have killed hundreds of millions of individuals over the last two centuries alone (1). Eradication was made possible by using vaccines based on vaccinia virus (1). These live-virus vaccines elicited robust, long-lasting immunity in nearly all vaccine recipients (2, 3). Routine smallpox vaccination was halted in the United States before global eradication due to rare but serious adverse events, including death; however, poxviruses remain a public health issue for several reasons, including zoonotic poxvirus outbreaks (4–7) and concerns regarding the release of variola virus as a biological weapon and novel poxviruses (8). The increasing use of poxviruses as platform vectors for other vaccines and therapeutics has also enhanced our need for a better understanding of poxvirus immunity. While highly effective, the smallpox vaccine has numerous contraindications as well as rare but serious, potentially life-threatening adverse reactions that limit its widespread use, if needed, in the population. Understanding how poxvirus immunity is controlled may assist in the development of safer yet still effective poxvirus-based vaccines and can provide insights into immunity to other DNA viruses/vaccines.

Although seroconversion rates after smallpox vaccination are high (>97%), antibody titers and cellular immune responses vary widely among recipients (1, 9–12). We have previously reported on a small subset of individuals who develop the classical vaccine take (i.e., response) but fail to mount vigorous adaptive immune responses (13). Previous research by our lab and others demonstrates that genetic polymorphisms are correlated with immune outcomes to multiple viral vaccines, including the smallpox vaccine (11, 12, 14, 15). To move beyond statistical genetic associations, functional studies are also needed to elucidate the biologic mechanisms underlying these associations and link them to gain a better understanding of how genomic factors contribute to inter-individual variation in immune response.

Recognition of foreign nucleic acids by the cGAS/STING pathway leads to type I IFN responses and is an important component of the innate response to viral and bacterial infection (16). Cytosolic DNA is recognized by cGAS, leading to the generation of the cyclic dinucleotide 2’3’cGAMP, which, in turn binds to STING. STING is also able to directly recognize bacterially produced cyclic dinucleotides. Both direct activation of STING and indirect activation through cGAS trigger the phosphorylation of TBK1 and IRF3, resulting in the transcription of type I interferons, TNF, IL-6, with subsequent activation of interferon regulated genes and inflammation. STING has been found to mediate the IFN response to bacteria and DNA viruses, including herpes simplex viruses, CMV, HPV, and poxviruses such as vaccinia and ectromelia (17–21).

We have previously reported the findings from the first genome-wide association study (GWAS) examining the association of single nucleotide polymorphisms (SNPs) with immune responses in a cohort of primary smallpox vaccines (11, 12, 15). Here, we report a cluster of SNPs on chromosome 5 (5q31.2) that were significantly associated with IFNα response following in vitro stimulation of PBMCs with vaccinia virus. We report the results from the functional testing of rs1131769, which is a non-synonymous SNP in TMEM173 that introduces an amino acid change from the arginine at position 232 (R232) to histidine (H232) in the STING protein (18–21). Our results indicate that the H232 variant of STING is associated with a significant reduction in the IFNa response and that this effect is independent of the effect previously described for SNPs in the STING HAQ haplotype (22). We also report the results of molecular modeling and molecular dynamics (MD) simulations investigating differences in how the H232 and R232 variants interact with the signaling ligand. Overall, our study provides novel and important data regarding genetic control of poxvirus immunity in humans by linking specific genetic polymorphisms in TMEM173 to differential STING pathway activation during innate immune responses (IFNα) to vaccinia virus. These results may also explain inter-individual variations in the innate immune response to other DNA viruses (e.g., HPV, VZV, HSV-1), which also stimulate the STING pathway, as well as the large number of bacterial pathogens that also activate STING.



Materials and Methods


Study Cohorts

Two previously described study cohorts were combined for our analyses (11, 12, 15). Briefly, the San Diego cohort consists of 1,076 Dryvax® recipients (primarily U.S. Navy personnel) recruited in 2003–2006. The U.S. cohort consists of 1,058 ACAM2000® or Dryvax® recipients (primarily U.S. Army personnel) recruited in 2010–2013. For both cohorts, subjects had received their first (and only) smallpox vaccination between 1 and 4 years prior to study enrollment. All participants gave written informed consent for this study. Approval for all study procedures was obtained from the Institutional Review Boards of the Mayo Clinic (Rochester, MN) and the Naval Health Research Center (NHRC; San Diego, CA).



Measurement of Vaccinia-Specific IFN α Responses

Subject PBMC samples were cultured in the presence/absence of inactivated vaccinia virus (NYCBOH) at an MOI of 0.05. Vaccinia virus was inactivated using psoralen (5ug/ml: Sigma Aldrich, P8399) and long-wave UV light (23). The full panel of cytokines included: IL-1β, IL-2, IL-4, IL-6, IL-10, IL-12p40, IL-12 p70, IL-18, IFNα, IFNβ, and TNFα. Interferon alpha (IFNα) production by vaccinia virus-stimulated PBMC samples was measured by commercial ELISA assay (PBL Biomedical Laboratories, Piscataway, NJ), as previously described (15, 24). PHA was used as a viability control. Cells from subjects that were unable to secrete cytokines (e.g., IFNγ, TNFα, IL-2) upon stimulation by PHA were deemed unviable and not included in the analyses.



Genotyping and Fine Mapping

DNA from all subjects was extracted using Gentra Puregene kits (QIAGEN, #158445) (11). Genome-wide genotyping for the study cohort was performed as previously described (11, 12, 15, 25). For the SD cohort (recruited in 2003–2006), subjects were genotyped with either the Illumina 550 array or the Illumina 650 array. Genotype quality control (QC) prior to imputation was conducted separately for each platform. QC for the Illumina 550 and 650 arrays involved removing monomorphic SNPs and those on the Y chromosome. We also removed all SNPs with a call rate <95%, and all subjects with a call rate <95%. SNPs were also excluded if they failed Hardy-Weinberg Equilibration (HWE) test p-value > 10−5. Genetic sex was verified by PLINK. Subjects in the U.S. cohort were recruited in 2010–2013 and genotyped with the Illumina Omni 2.5 array. For the Omni 2.5 array, mitochondrial SNPs, those on the Y chromosome, and monomorphic SNPs were removed. SNPs were required to have a call rate at least 99%, and subjects had a minimum call rate of 95%. No inconsistencies were found between reported sex and genetic-determined sex. Across these cohorts, a total of 2,062 subjects passed QC for genotyping.

The 1000 Genomes cosmopolitan samples (Build 37: African, AFR; American, AMR; Asian, ASN; European, EUR) served as a reference for SNP imputation. Observed SNPs were eliminated prior to imputation if they could not be converted to the forward strand or if more than one SNP mapped to a given position. The reference genome was filtered to exclude SNPs whose minor allele frequency (MAF) was < 0.005. The data were then phased using SHAPEIT (26) and imputed via IMPUTE2 (27). SNPs were included in analyses if their imputation dosage allele R2 was at least 0.3 and their MAF was at least 0.01. These GWAS QC restrictions resulted in a dataset with 6,210,296 SNPs for the HumHap550 array; 6,244,529 SNPs for the HumHap650 array; and 6,243,494 SNPs for the Omni 2.5 array.

Fine mapping on the chromosome 5 region was performed using a custom Illumina iSelect panel that included known SNPs in the following gene regions: TMEM173, KCNN2, DNAJC18, and TRIM36 (the coding region, the intronic regions, and 10kb upstream and downstream in order to capture regulatory regions). We then identified all SNPs highly correlated (r2 > 0.9) with each of the target SNPs of interest based on the GWAS results. SNPs were excluded from the fine-mapping effort for the following reasons: low rank on the Illumina design score metric (indicating a low likelihood of successful genotyping); any Illumina error codes; previously genotyped SNPs; and monomorphic SNPs (based on HapMap and 1000 Genomes data). The resulting list of 2,406 SNPs were included on the Illumina iSelect panel. The genotyping was performed in Mayo Clinic’s Clinical Genome Facility on 2,208 subjects: 2,011 subjects from the SD and U.S. cohorts; and 197 subjects used for quality control (55 negative controls, 48 trios of father/mother/child). 1,996 of these subjects passed all QC metrics filters (e.g., call rate at least 99%, duplicates removed, etc.). Of the genotyped SNPs, a total of 580 SNPs were used in the analysis (156 SNPs failed genotyping; 10 SNPs had call rates < 95%; 32 SNPs had HWE p-values < 10E−6, and 1,500 were monomorphic). For the Caucasian subgroup, an additional 126 SNPs were removed because they were monomorphic in that subgroup.



Genetic Ancestry and Population Stratification

Genotypes from the GWAS arrays were used to assign ancestry groups (i.e., Caucasian, African American, or Asian) to participants using the STRUCTURE software (28) and the 1000 Genomes reference data. Genetic ancestry proportions were estimated within cohorts and arrays (San Diego/550, San Diego/650, US/Omni 2.5), as previously described (11, 15). A linkage disequilibrium (LD) pruning process (29) was utilized to ensure that the SNPs used for STRUCTURE and for sample eigenvectors were not drawn from small clusters within specific locations (30). Resulting SNPs were entered into to the STRUCTURE program (28), and participant ancestry was classified based on the largest ancestry proportion estimated by STRUCTURE.

Within ancestry groups, eigenvectors were estimated for population-stratification purposes. SNPs with a MAF < 0.01 and those with a HWE p-value < 0.001 were excluded, as were insertion/deletions (INDELS). The remaining SNPs were pruned according to the following variance inflation factors: window size of 50 kilobases; step size of 5; and variance inflation factor threshold of 1.05. SmartPCA was used to create the eigenvectors (31) following the procedures implemented in EIGENSTRAT software. Eigenvectors were included as potential covariates if they had a Tracy-Widom p-value < 0.05.



Selection of Covariates to Adjust for Potential Confounders

For analysis purposes, the immune-response trait of interest (IFNα secretion) was calculated by first computing the difference of the mean stimulated and unstimulated values and then transforming to a normal distribution using normal quantiles. In order to combine data from the two cohorts, potential confounder effects for each ancestry group and cohort were adjusted by linear regression models as described (29). Categorical variables with a very large number of categories were binned using hierarchical clustering. This was achieved by using hierarchical clustering on the estimated regression coefficients for the different categories while binning categories with similar regression coefficients. Categorical variables were included in regression models by using indicator variables for categories, treating the most common category as baseline. Residuals from the linear models were used as the primary adjusted traits for GWAS analyses.



GWAS Analysis Strategy

In order to maximize the power to detect SNPs associated with smallpox vaccine immune response phenotypes, data across genotyping arrays and the two cohorts was pooled after preparing the data as described above. The pooled analyses were then performed using the adjusted traits described above in a regression analysis, along with an indicator of cohort as an additional adjusting covariate. Because the largest ancestry group was Caucasian, we restricted our pooled analysis to the Caucasian subjects (n=1,605). Multiple testing was controlled for by using the standard p-value threshold (p-value< 5x10−8) to determine genome-wide statistical significance (32, 33). Statistical analyses were performed with the R statistical software and PLINK (34).



Generation of Stably Transduced BJAB Cell Lines

BJAB cell lines, each expressing one of the rs1131769 variants of interest, were created using custom suCMV promoter-based lentivectors containing a Blasticidin resistance gene (GenTarget Inc.; San Diego, CA). Lentiviral particles were produced in 293T packaging cells using the SureTiter™ Lentiviral vector system (GenTarget Inc.; San Diego, CA), in DMEM with 10% FBS at approximately 107 IFU/per ml. Transduction with lentiviral particles was performed at MOI of 10 in the presence of Polybrene (Millipore Sigma) at 8 µg/mL, and stable cell clones were selected for using Blasticidin (InvivoGen; San Diego, CA) at 10 µg/mL.



Transfection of Cells With STING Variants

For HEK 293 T cells, transfection was performed with 20 ng of the STING plasmid constructs (pUNO1-hSTING-H232 and pUNO1-hSTING-WT, InvivoGen; San Diego, CA) and with 20 ng cGAS (pUNO1-hcGAS, InvivoGen; San Diego, CA) using Lipofectamine LTX and PLUS™ Reagent (Invitrogen; Carlsbad, CA), according to the manufacturer’s instructions.



Cellular Stimulation With STING Ligands

STING allele-expressing BJAB cells were plated at 300,000 cells/mL, 0.5 mL/well in a 24-well plate. 50 ug/mL of 2’3’ cGAMP or ddH2O were added to stimulated and mock-stimulated wells, respectively. Stimulated and control cells were harvested at the indicated times after 2’3’ cGAMP stimulation and centrifuged 5 min at 5,000 rpm in microcentrifuge tubes. Supernatants were collected and frozen for ELISA analysis. Cells were resuspended in 200 uL RNAProtect (Qiagen; Valencia, CA) and frozen at -20°C.



Protein Phosphorylation (Western Blot)

Protein expression and phosphorylation (for IRF3 and TBK1) was assessed in transiently transfected HEK 293 T cells and lentivirus-transduced stable BJAB cell lines, expressing the STING alleles of interest. For protein expression and western blotting experiments, cells were incubated overnight in antibiotic-free medium and then stimulated with 2’3’cGAMP (Invivogen; 20 µg/mL for the HEK 293 T cells and 100 µg/mL for the BJAB cells) for different timepoints (15 min, 30 min, 1 h, 2 h, and 4 h). The cells were lysed in RIPA lysis buffer (Sigma) containing protease and phosphatase inhibitors (protease inhibitors cOmplete™ and phosphatase inhibitors PhosSTOP™, Roche). Lysates were centrifuged at 16,000 RPM and 4°C for 20 min. Protein concentrations were quantified using the Pierce BCA Protein Assay Kit (ThermoFisher Scientific; Minneapolis, MN), and equal protein amounts (2 to 3µg) were used for western blot analysis. Laemmli buffer (Bio-Rad; Hercules, CA) with β-mercaptoethanol was added to the samples, and the lysates were denatured by incubating at 95°C for 5 min and were centrifuged at 16,000 RPM for 1 min. Samples were loaded onto 4–20% Criterion™ gels (Bio-Rad; Hercules, CA), and then proteins were transferred to Trans-Blot® Turbo Midi PVDF membranes (Bio-Rad; Hercules, CA) using the Trans-Blot® Turbo™ Transfer System (Bio-Rad; Hercules, CA). Blots were blocked with 3% BSA and probed overnight (at 4°C) with primary monoclonal rabbit anti-STING (cat. # 13647), anti-TANK-binding kinase 1 (TBK1, cat. # 3504), anti-pTBK1 (cat. # 5483), anti-interferon regulatory factor 3 (IRF3, cat. # 4302), and anti-pIRF3 antibody (cat. # 4947) (all from Cell Signaling Technologies; Beverly, MA), or mouse monoclonal anti-alpha tubulin antibody (cat. # 40742, Abcam; Cambridge, MA) for loading control. Membranes were washed and incubated for 1 h at room temperature with the appropriate HRP-labeled pre-absorbed goat anti-rabbit (cat. # sc-2054) or anti-mouse (cat. # sc-2055) secondary antibodies (Santa Cruz Biotechnology, Inc.; Dallas, TX). The membranes were washed, developed using Clarity Western ECL Substrate Solution (Bio-Rad; Hercules, CA) for 10 min, and imaged using the ChemiDoc™ Touch Gel Imaging System (Bio-Rad; Hercules, CA). Comparisons were assessed using Student’s t-test.



Gene Expression (qPCR)

Total RNA was extracted from frozen cells using Qiagen RNeasy Plus mini kits according to the manufacturer’s instructions, and RNA concentrations were normalized between samples. Random-primer reverse transcription was done using RT2 First Strand kits (Qiagen; Valencia, CA), including a genomic DNA removal treatment, according to the manufacturer’s instructions. qPCR was then done on each sample using the Qiagen RT2 SYBR Green/ROX qPCR Mastermix system using the following primers (35): IFN-α, 5’-AAATACAGCCCTTGTGCCTGG-3’and 5’-GGTGAGCTGGCATACGAATCA-3’; IFN-β, 5’-AAGGCCAAGGAGTACAGTC-3’ and 5’-ATCTTCAGTTTCGGAGGTAA-3’; IFN-λ1, 5’-CGCCTTGGAAGAGTCACTCA-3’; IFN-λ1 5’-GAAGCCTCAGGTCCCAATTC-3’; b-actin, 5’-AAAGACCTGTACGCCAACAC-3’; b-actin 5’-GTCATACTCCTGCTTGCTGAT-3’; STING, Commercial Qiagen RT2 qPCR Primer Assay for Human TMEM173, MxA, Commercial InvivoGen IFNr qRT-Primer set, hOAS1-F and hOAS1-R; OAS1, Commercial InvivoGen IFNr qRT-Primer set, hMX1-F and hMX1-R. Quantitative PCR was done using an ABI ViiA-7 machine at the standard qPCR conditions starting with incubation at 95°C for 10 min, followed by 40 cycles of 95°C for 15 s and 60°C for 1 min. Ct values were normalized to β-actin levels and unstimulated controls by the standard 2ΔΔCT method. Experimental conditions were compared using Student’s t-test.



Promoter Reporter Assays

The promoter reporter assays were performed in HEK 293 T cells, stably expressing one of the STING alleles of interest (for rs1131769 – WT/R232 and H232) under blasticidin selection (36). We used pNiFty2-IFNB-SEAP and pNiFty2-56K-SEAP promoter-reporter plasmids (InvivoGen; San Diego, CA), encoding the INFβ minimal promoter and the ISG-56K promoter, respectively. Co-expression with constitutively activated IRF3 (or IRF7) leads to promoter induction measured by the inducible expression of the secreted embryonic alkaline phosphatase (SEAP) reporter gene. Promoter assays were performed as previously described (36) but with some modifications. Briefly, 2.5 x 104 cells per well (stably expressing STING alleles of interest under blasticidin selection) were cultured overnight in 96-well plates in antibiotic-free medium [DMEM (Gibco Invitrogen Corporation; Carlsbad, CA)], containing 10% fetal bovine serum (FBS, HyClone; Logan, UT). On the following day, cells were transfected with Lipofectamine® LTX (Invitrogen; Carlsbad, CA), according to the manufacturer’s protocol, using a constant amount of reporter plasmid (100 ng of either pNiFty2-IFNB-SEAP or pNiFty2-56K-SEAP per well), 0.2 µL PLUS™ Reagent (Invitrogen; Carlsbad, CA) per well, and 0.25 µL Lipofectamine LTX per well. After overnight incubation, the medium was switched to Opti-MEM (Gibco Invitrogen Corporation; Carlsbad, CA), and cells were stimulated with one of two STING ligands: 2’3’ cGAMP (100 µg/ml), or inactivated vaccinia virus (MOI of 10) at 37°C for different time periods. Promoter induction was measured by the SEAP reporter secretion (quantified at 620 nm following addition of Quanti-Blue™ media, Invivogen, per the manufacturer’s instructions). Experimental conditions were compared using Student’s t-test.



ELISA Measurement of Secreted Type I and Type III IFNs

IFNα and IFNλ production by 2’3’ cGAMP-treated STING-transduced BJAB cells were measured in triplicate using commercial sandwich ELISA assay sets (IFNα: VeriKine-HS™ Human Interferon Alpha All Subtype ELISA Kit, PBL Assay Science; Piscataway, NJ, and IFNλ: Human IL-29/IL-28B [IFN-lambda 1/3] DuoSet ELISA set, R&D Systems; Minneapolis, MN) according to the manufacturer’s instructions. Standard protein samples were diluted in cell culture media for accurate standard curve construction and calculations. Recombinant IFNs were used as positive controls while cell culture media served as the negative control. Biological duplicate samples from each timepoint were each assayed in technical duplicate. The level of sensitivity for the IFNα and IFN λ assays were 12.5 and 62.5 pg/mL, respectively.



Molecular Modeling

The atomic structure of the cyclic dinucleotide binding domain of STING has been experimentally solved (37). As is common for crystallographic structures, mobile loops were not resolved in these structures. To initially place residues within these mobile loops, we used the SwissModel server (38) and template PDB structures 4QXP (39) (open conformation with inhibitor bound) and 4F5Y (40) (closed conformation with cdGMP bound). Mutations present in each template were reverted to WT amino acids according to the UniProt sequence of the canonical transcript (Q86WV6-1). Simulations were run for the apo (un-liganded), cdGMP, and cGAMP ligand states.

We used NAMD (41) and the CHARMM27 with the CMAP (42) force field for Generalized Born implicit solvent molecular dynamics (isMD) simulations using previously optimized conditions (43) that included the following: 1) an interaction cutoff of 15Å; 2) strength tapering (switching) starting at 12Å; 3) a 1fs simulation time step with conformations recorded every 2ps; 4) an initial conformation that was energy minimized for 20,000 steps; and 5) heating to 300K over 300ps via a Langevin thermostat. From each of the 12 conditions (two initial conformations, two alleles, and three ligand states), 100ns of simulation trajectory was generated and the final 70ns analyzed. Three additional and independent 20ns replicates for each condition were generated using the same procedure. All trajectories were aligned to the initial R232 closed conformation using Cα atoms. Trajectories were then evaluated using multiple metrics, including C-alpha Root Mean Squared Deviation (RMSD), Root Mean Squared Fluctuation (RMSF), Principal Component (PC) analysis, alignment-free distance difference matrix (44–46), and distance monitors across the ligand binding site. We quantified variance of atomic Cα−Cα (Figure 7A) distances using median absolute difference (MAD). Analysis was performed using custom scripts on the Bio3D R package (46) and VMD (47).




Results


Overview of Cohorts and IFNα Response

We conducted a GWAS meta-analysis on two cohorts (n=1,076 and 1,058) of smallpox vaccine recipients (11, 12, 15) with immune outcome data and genome-wide SNP-typing. We imputed additional SNPs, as described in Materials and Methods section. As the full dataset was available for all subjects, the cohorts were combined to increase statistical power, and a final study sample of 1,653 Caucasian subjects was available for analysis (see Supplementary Table 1 for demographic information). The actual cohort used in the analysis for each immune outcome varied depending on how many of those 1,653 individuals had data for that specific outcome. Our original intent was to determine whether or not there were genetic polymorphisms associated with markers of vaccine-induced cellular immunity, as had been noted in preliminary reports on the San Diego Cohort (24, 25, 48). VACV was inactivated in order to minimize the immunomodulatory effect of poxvirus-encoded proteins and to allow full development of the cytokine response. Our outcomes of interest included both innate anti-viral outcomes (secretion of IL-1β, IL-6, IFNα) and markers associated with adaptive immune responses (neutralizing antibody titer, IFNγ ELISPOT response in PBMCs, IFNγ ELISPOT in CD8+ T cells, as well as secretion of IL-2, IFNγ, IL-12p40, and TNFα).

Surprisingly, our GWAS analysis found only a strong signal on chromosome 5 associated with IFNα secretion that exceeded the genome-wide significance level (Figures 1A, B). There were two suggestive signals: one on chromosome 11 associated with the CD8+ T cell IFNg ELISPOT response and another on chromosome 9 associated with IFNγ secretion. The remaining outcomes were not associated with any genetic variants. Due to the strength of the IFNα signal and the fact that the other two potential signals did not reach a genome-wide threshold for significance, we focused our efforts on exploring the region on chromosome 5 associated with IFNα secretion.




Figure 1 | GWAS genotyping results in the combined smallpox vaccine recipient cohort. (A) Manhattan plot indicating SNPs associated with IFNα response. (B) QQ plot of genome-wide p-values. (C) Locus-zoom plot depicting region on chromosome 5 with the strongest association signal. SNP LD is shown in color. The name and location of each gene is shown at the bottom of the panel.



The locus-zoom plot in Figure 1C depicts the SNPs with the strongest statistical association with IFNα response. We used a genome-wide threshold of p-value <5 x 10−8 to establish statistical significance. Further details on the SNPs meeting this threshold are provided in Table 1. Of the 1,653 individuals with genotyping available, 1,605 also had IFNα secretion data. This cohort had a median IFNα secretion level of 126 pg/mL (IQR: 48.6–229.6) in PBMC cultures after vaccinia virus stimulation. As illustrated in Figure 2, TT homozygotes (H232 STING) had a median IFNα response of 17.7 pg/mL, while individuals homozygous for the R232 STING allele (CC genotype) had an 8-fold higher response (143.6 pg/mL). Heterozygotes had an intermediate phenotype. We did not identify any SNPs in other genes (including those associated with the STING pathway, such as cGAS, TBK1, or IRF3) associated with variations in IFNα secretion.


Table 1 | Top SNPs significantly associated with vaccinia virus-specific IFNα secretion.






Figure 2 | IFNa response in smallpox vaccine recipients displays a dose-dependent association with rs1131769. (A) Box and whisker plots for major allele homozygotes (CC), heterozygotes (CT), and homozygous minor allele (TT) subjects. The C allele corresponds to the R232 STING variant and the T allele corresponds to the H232 STING variant. (B) Median IFNa response (pg/mL) by rs1131769 genotype group.



Several of the SNPs significantly associated with IFNα secretion were located in TMEM173, which encodes for STING—an adaptor molecule mediating type I IFN responses to cyclic dinucleotides and double-stranded DNA. STING has previously been shown to play an important role in the innate immune response to poxviruses (20, 49).

A number of additional non-synonymous polymorphisms potentially affecting STING function have previously been identified, including R71H (rs11554776), G230A (rs78233829), R293Q (rs7380824), and R232H (rs1131769) (22, 50). In order to determine which SNPs in the haplotype contributed to the response, while accounting for correlation among SNPs, we used haplo.stats software in R to compute the haplotype frequencies for these four SNPs: rs11554776; rs78233829; rs1131769; and rs7380824 (51).

The haplotype frequencies were very close between the U.S. and San Diego cohorts; therefore, we proceeded to use the combined sample to evaluate the association of haplotypes with IFNα response. The results presented in Table 2 illustrate the effects of the haplotypes on IFNα response and the frequencies of the haplotypes. We compare the haplotype CCTC (H232) with the most frequent haplotype CCCC (R232: treated as the baseline in the linear regression model) in order to focus on the effect of the T allele for rs1131769 while controlling for the effects of the other three SNPs on the haplotype, and identified a statistically significant (p <2E-16) decrease in IFNα response. The contrast of the haplotype CCCT with the baseline was not statistically significant, but we had limited power for this comparison because of the low frequency of the haplotype CCCT. We also used likelihood ratio statistics to contrast the effects of the haplotypes CGCT and TGCT, which differed only at the first SNP position, but the effects of these haplotypes were not significantly different (p-value = 0.46), but once again power was limited because of the rarity of haplotype CGCT. These analyses suggest that the SNP rs1131769 is likely the main variant in the haplotype impacting the association with IFNα response. However, the strong association of the haplotype TGCT with IFNα response suggests that there might be additional SNPs in the region that are in linkage disequilibrium with our measured SNPs that are also associated with IFNα response. To further explore this, we computed the dose of the minor allele for each of the four SNPs and performed backward regression, thereby ignoring haplotypes. The two SNPs rs7380824 and rs1131769 remained in the model (each with p-value < 2E−16), illustrating that each SNP is strongly associated with IFNα response after adjusting for the other SNPs. The other two SNPs, rs78233829 and rs11554776, were not statistically significant and were both strongly correlated with rs7380824 (Pearson correlations > 0.95).


Table 2 | The Effect of rs1131769 on IFNα Response is Independent of the Effect Mediated by the HAQ Haplotype.





Promoter Activity of rs1131769 Variants

Two plasmids expressing the secreted embryonic alkaline phosphatase (SEAP) reporter gene, under control of either the INFβ promoter or the interferon stimulated gene (ISG)-56K promoter, were used to measure ligand-stimulated promoter activity in HEK293T cells expressing either R232 or H232 STING (Figure 3). Both 293T variant cell lines expressed high levels of STING mRNA (Figure 3D) with no significant difference between alleles. Upon 2’3’ cGAMP stimulation, IFNβ promoter induction was significantly higher at 10 h post-stimulation in R232 cells compared to cells expressing H232 (Figure 3A, p=0.02). Similarly, we observed statistically significant higher induction of the ISG-56K promoter activity in R232 upon stimulation with either 2’3’ cGAMP at 4 h and 8 h post-stimulation (Figure 3B, p=0.006 and p=0.004, respectively) or inactivated vaccinia virus at 8 h post-stimulation (Figure 3C, p=0.002).




Figure 3 | IFNβ and ISG-56K Promoter Activity is Greater in HEK 293T Cells Stably Expressing the R232 STING Variant. (A) IFNβ promoter induction following cGAMP stimulation. (B) ISG-56K promoter activity after cGAMP stimulation. (C) ISG-56K promoter activity after stimulation with inactivated vaccinia virus (inact. VV). Data points for (A), (B, C) show the means with error bars representing the standard deviations of three replicates. (D) STING expression in HEK293T stably expressing R232 or H232 STING. Data points for (D) show the means with error bars representing the standard deviations of eight replicates. A two-tailed t-test* detected significant differences; see text for p-values. Each experiment was performed twice with nearly identical results.



In vitro stimulation of our H232 and R232 STING-transfected cells lines with live vaccinia virus resulted in global downregulation of gene expression, preventing us from examining differential effects between the two STING variants. In order to avoid such confounding issues with viral infection, we stimulated cells with 2’3’ cGAMP or inactivated vaccinia virus for all further experiments.



Gene Expression of rs1131769 Variants

mRNA was extracted from PBMCs of individuals homozygous for the CC genotype (R232) and the TT genotype (H232), and the two TMEM173 variants were PCR amplified and cloned into lentivirus expression vectors. BJAB cells were transduced with these vectors, creating stable cell lines that constitutively overexpress each STING variant. The PCR products and completed expression vectors were both sequenced to verify the insertion of the correct genetic variants. As illustrated in Figure 4A, stable transfectants express >1,000-fold higher (and comparable between the two variants) STING mRNA than normal BJAB cells. Expression of both TMEM173 variants transiently and minimally (less than 2-fold) increased after 2’3’ cGAMP stimulation, indicating the STING protein levels of either variant are unlikely to be significantly affected by cGAMP treatment (Figure 4B). Finally, we found that MB21D1 (encoding cGAS, an essential upstream nucleotidyltransferase in the STING pathway that generates cyclic cGAMP) gene expression was not significantly different between the two variants (Figure 4C), indicating that signaling pathway function upstream of STING was not affected by the STING gene variants. Note that the HEK293T lines used in this report were also transfected with MB21D1 as this cell line is known to be deficient in cGAS expression (52).




Figure 4 | Stable transfection of H232 or R232 STING into BJAB cells results in high level expression that is stable upon cGAMP stimulation. (A) Untransduced and stably transduced BJAB cell lines expressing STING alleles were harvested and assayed for STING mRNA using quantitative PCR. Values are shown as fold-levels relative to normal STING expression in untransduced BJAB cells. Data represent means and standard deviations of four biological replicates, assayed with technical duplicates. (B) Time course of TMEM173 expression in 2’3’ cGAMP-stimulated (50ug/ml) in transduced BJAB cells stably expressing STING variants. (C) Time course of cGAS expression in stable BJAB transfectants stimulated with cGAMP. Values are presented as fold-increases over mock-treated cells, normalized to β-actin loading controls. Data points are the average of 8 replicates coming from four biological duplicates. Each experiment was performed twice. Two-tailed t-test: *p < 0.05. **p < 0.005.





Effect of rs1131769 Variants on Downstream Phosphorylation

Transiently transfected HEK293T and stably transfected BJAB cells were stimulated with 2’3’ cGAMP for the indicated time periods, and phosphorylation of downstream intermediates TBK1 and IRF3 was evaluated (Figures 5A, B). In transiently transfected HEK293T cells (also expressing cGAS), H232 STING expression was accompanied by a delay in phosphorylation of both TBK1 and IRF3 until 1 hour after stimulation. Interestingly, we observed substantial pTBK1 and pIRF3 baseline phosphorylation (at timepoint 0) for the R232 STING variant (but not for the H232 variant associated with diminished phosphorylation/activation), which is likely due to STING overexpression. The H232 STING expression at timepoints 0 and 30 min was slightly reduced, but TBK1 and IRF3 protein expression were similar between the two variants, which demonstrates that the observed differences in phosphorylation/activation are valid. In the stably transduced BJAB line, the delayed phosphorylation was observed with both STING variants and the pattern/kinetics of phosphorylation was similar; however, the magnitude of TBK1 and IRF3 phosphorylation was significantly reduced (in particular at 2h and 4h post-stimulation) in cells expressing H232 compared to cells expressing R232 STING. No major differences in STING protein levels, or in the unphosphorylated forms of either TBK or IRF3, were observed between the cells expressing the two STING variants at the observed timepoints.




Figure 5 | Phosphorylation of IRF3 and TBK1 is delayed and decreased in the presence of H232 STING. (A) STING pathway activation (phosphorylation of IRF3 and TBK1) after 2’3’ cGAMP stimulation of HEK 293 T cells, transiently expressing WT or H232 STING variants/alleles and cGAS. (B) STING pathway activation (phosphorylation of IRF3 and TBK1) after 2’3’ cGAMP stimulation of lentivirus-created BJAB cell lines, stably expressing WT or H232 STING variants under Blasticidin selection. Each experiment was conducted three times with two biological duplicates per sample.





Effect of rs1131769 Variants on IFN Response

Reasoning that differences in TBK1 and IRF3 phosphorylation between these variants should have downstream consequences, we decided to examine differential pathway activity mediated by the two STING variants. We stimulated R232 and H232 STING variant-expressing stable BJAB cell lines with 2’3’ cGAMP and measured gene expression (qPCR, Figure 6A) and protein secretion (ELISA, Figure 6B) over time. cGAMP stimulation induced both type I (IFNα, IFNβ) and type III (IFNλ1) interferons, with significantly higher levels of IFNs (mRNA and protein) observed in R232 cells. This effect was consistent regardless of the cGAMP isomer used for stimulation (Supplementary Figure S1). Furthermore, the expression of the classical antiviral ISGs, MX1 and OAS1, after 2’3’cGAMP stimulation confirmed the greater STING pathway activation in R232 STING-expressing cells over the H232 STING-expressing cells (Figure 6C).




Figure 6 | WT and H232 STING-mediated IFN response in stably transduced BJAB cells. (A) Time course of IFNA, IFNB, IFNL1 gene expression after cGAMP stimulation. (B) Time course of cytokine secretion after cGAMP stimulation. (C) Activation of representative interferon-stimulated genes after cGAMP stimulation. All data points in (A, C) are means and error bars representing the standard deviations of total of eight replicates coming from four biological duplicates. For cytokine secretion (B) biological duplicate samples from each timepoint were each assayed in duplicate for a total of four replicates. Each experiment was performed twice. Two-tailed t-test: *p < 0.05. **p < 0.005.





Molecular Modeling of STING Variants

In order to begin elucidating the mechanism underlying the greater STING activity in R232-expressing cells, we used molecular modeling and molecular dynamics simulations to examine structural and functional differences between the R232 and H232 variants. H232 exhibited larger overall deviation from the initial experimental structure, as quantified by RMSD (Figure 7A). This greater deviation (a reflection of mobility) occurred both in the presence or absence of ligand. As RMSD is a global measure, we also quantified per-residue mobility using RMSF (Figure 7B), which indicated that the ligand-binding loops were more mobile for H232 compared to R232, particularly when the 2’3’ cGAMP ligand was bound. We further quantified the displacement of the ligand-binding loops using simple distance measures between residue 232 in each monomer. Regardless of the presence or absence of cGAMP, the ligand-binding loops of H232 were further separated from each other (Figure 7C) and from the base of the ligand-binding site (Figure 8) compared to R232. Our initial simulations assumed that the ligand-binding loops were closed over the base of the ligand-binding site; structures displayed in Figures 7D, E highlight the difference in STING conformation between H232 and R232. Simulations assuming an open ligand-binding loop conformation observed the same effect of H232 compared to R232 (Supplementary Figure S2). In summary, H232 exhibited greater structural flexibility and mobility of the ligand-binding loops in both the open or closed conformations and in the presence or absence of cGAMP.




Figure 7 | Molecular Simulation ligand binding loop contact with cGAMP in R232 (wt) and H232 STING. (A) H232 consistently showed greater deviations from the initial open conformation, both in the presence and absence (marked as: “apo”) of cGAMP. Simulation data from R232 is shown in blue, H232 in orange, and cGAMP-bound forms are in a darker shade. This color coding is continued throughout each panel. (B) Residues within the ligand binding loops, indicated by black bars, show less difference in mobility between unbound and cGAMP-bound forms. The ligand binding site residues, indicated by red bars, are more comparable in their mobility. (C) We monitored the distance between residue 232 from each monomer of the STING dimer as a measure of the separation of the ligand binding loops starting from the closed loop conformation. The separation was greater for H232, compared to R232, in both the unbound and cGAMP-bound forms. (D) Representative conformations from the end of cGAMP-bound simulations are shown and the ligand binding loop circled and residue 232 (shown in ball-and-stick representation). The altered conformation of H232 is evident. (E) Similar changes to the ligand binding loop conformation were observed in the absence of cGAMP.






Figure 8 | Changes in the ligand binding loop between R232 and H232 are consistent across conditions. (A) Diagram of the STING structure showing one monomer of the closed conformation in white and the second monomer in gray, with the three Cα atoms used to compute distances marked by black spheres. The bound cGAMP is shown as a ball-and-stick representation. A rotated view, with the second monomer omitted for clarity, more clearly shows the relationship between these Cα positions and the ligand binding site. (B) H232 lead to a consistent expansion of the distances between the ligand binding loops and from the ligand binding loops to the base of the ligand binding site. Probability density plots are shown with the most frequently sampled regions colored black and scaling through red and yellow as data become more sparse. The medians for additional independent replicates are indicated by Xs and a circle indicating the level of variability.






Discussion

Our GWAS across two cohorts of smallpox vaccine recipients, totaling just over 1,600 individuals, identified a highly significant (p < 1 x 10−30) association signal from a region on chromosome 5 that was linked to significant inter-individual variations in IFNα response to in vitro stimulation with vaccinia virus. The lack of genetic association with vaccine response markers (e.g., neutralizing antibody titer and IFNg ELISPOT) indicates that the signal observed is likely reflective of an innate response to poxvirus infection rather than a T cell response. This suggests that our findings are broadly applicable to the response to poxvirus infection rather than smallpox vaccination.

Fine-mapping analysis identified a number of putative causal SNPs, including several in TMEM173, which encodes for the signaling adaptor protein STING. STING mediates IFN responses to dsDNA and cyclic dinucleotides through a pathway involving cGAS and the phosphorylation of TBK1 and IRF3. Our regression modeling also indicated that multiple SNPs within TMEM173 have independent effects on the phenotypic outcome. Homozygotes for the H232 allele of rs1131769 in TMEM173 exhibit a 90% reduction in IFNα secretion compared to R232 homozygotes. This is a highly significant effect that may have significant downstream consequences for poxvirus immunity. We have previously reported that a small percentage of smallpox vaccine recipients have impaired innate immune responses to vaccinia virus and that these same individuals also have suboptimal cellular immunity (13). Our current results provide additional support to existing data (53, 54) suggesting that appropriate innate immune responses are necessary for robust adaptive immunity to vaccinia virus. Further investigation of this effect on smallpox immunity is warranted.

We conducted a series of experiments with the intention of elucidating functional effects of this SNP that might be underlying the identified genotype–phenotype association. We assessed gene expression of both variants of TMEM137 by PCR and STING expression by western blot and did not detect significant differences between variants in either gene or protein expression. We observed higher promoter activity of downstream IFN-inducible genes in the R232 variant compared to the H232 variant, which suggests that there are differences in activation of the STING pathway. Upon stimulation with 2’3’ cGAMP, the R232 STING variant elicited faster phosphorylation of both TBK1 and IRF3 as well as resulted in a greater quantity of phosphorylated TBK1 and IRF3 in the cells. These changes led to a significant increase in IFN and IFN-stimulated gene expression in R232-expressing cells, confirming that the statistical association was rooted in differential biological activity. As is true of most transfection systems, the TMEM173 gene was overexpressed in our cell lines, with the HEK293T cells expressing ~10,000 times as much TMEM173 as untransfected cells. The BJAB transfectants also expressed high levels of TMEM173, but the overexpression was an order of magnitude lower. More relevant to our results, protein expression was similar to the expression levels of endogenous IRF3, TBK1, and tubulin, suggesting that protein expression was within normal limits despite the upstream overexpression of STING observed at the gene level. We note that the expression (at the gene and protein level) of both variants was consistent; therefore, differences in activity are not a result of differential gene or protein expression between the variants.

Multiple genetic variants of TMEM173 have been described, including three non-synonymous SNPs: rs1131769 (H232R), which was the focus of our study; rs11554776 (R71H); and rs7380824 (R293Q). R71H and R293Q, together with a fourth SNP, rs78233829 (G230A), form the HAQ haplotype (22). Zhang et al. have previously reported that expression of the H232 variant results in reduced IFNβ transcription (55). Our results confirm and extend these initial findings, demonstrating that IFNα secretion is also affected, as is the expression of multiple interferon-stimulated genes. Regarding the 3 alleles in the HAQ haplotype, there has been some controversy over the biological effects of these alleles (56, 57). In one study, cells carrying the G230 variant had fully functional STING activity and the HAQ haplotype effect was attributed to the R71H and R293Q SNPs (50). A similar study evaluating TMEM173 variants found that the R232H, R293Q, and AQ (G230A, R293Q) variants had minimal effects on endogenous STING activity while the reduced STING function of the HAQ (R71H, G230A, R293Q) haplotype was attributed to the R71H variant (22). Our analysis supported previous findings that possession of the HAQ haplotype leads to reduced STING activity, demonstrated that the H232 variant also leads to reduced STING activity, and verified that this functional effect is independent of the HAQ haplotype. Thus, our haplotype and regression model results indicate that multiple SNPs/haplotypes are independently associated with variations in IFNα secretion. Our study also provides a potential biochemical mechanism for the reduced IFNα activity mediated by the R232H variant; however, further work will be required to tease apart the contributions of each individual SNP to the resulting immune response phenotype.

The crystal structure of STING has been resolved, as has the structure of the H232 variant bound to cGAMP (58). Our molecular modeling simulations, using these structure data, revealed that the ligand-binding loops of STING were more mobile for H232 compared to WT; that is, H232 loop conformations were more open and flexible than R232, even in the presence of bound cGAMP. We speculate that this may reflect a failure of the ligand-binding loops to either stay closed when beginning from a closed conformation, or to close when beginning from an open conformation. This may be indicative of weaker binding (and/or faster disassociation) between cGAMP and the H232 variant of STING. Our data suggest that the alterations in loop dynamics and weaker affinity of H232 STING for its ligand are the underlying molecular mechanism for the reduced STING activity that we observed for this variant. This hypothesis will require additional experimental data to confirm or refute.

With regard to poxviruses, it has been demonstrated that Modified Vaccinia Ankara (MVA) infection of dendritic cells (DCs) triggers type I IFN production through a STING and cGAS-dependent pathway involving cyclic dinucleotides (49). This type I IFN response is not seen during wild type vaccinia virus infection, likely due to the presence of viral immunomodulatory proteins such as C6L, E3L, and N1L in the wild type virus but not in MVA (20, 21). A recent report confirmed that MVA activated IRF3 in a cGAS- and STING-dependent manner, whereas wild type vaccinia strains failed to do so (19). Our experiments found clear differences in R232 and H232 STING activity in the presence of cyclic dinucleotides and inactivated vaccinia virus. It is possible that possession of the H232 STING variant may alter the effects of viral immunomodulation of this innate immune pathway during infection. This may happen through differential interactions with viral proteins, or indirectly as reduced secretion of type I IFNs may render viral immunomodulation more effective.

We have demonstrated that carriage of the H variant of rs1131769 results in a 90% decrease in innate immune response (secreted IFNα) to vaccinia virus. This data helps resolve prior conflicting reports regarding functional effects of STING polymorphisms. We hypothesize that the effect of this polymorphism is due to different flexibility/mobility in STING H232 loop conformations, which results in reduced ability of H232 STING to phosphorylate downstream signaling intermediates and mediate effective STING pathway activation.

Poxviruses represent a continuing public health concern due to the risk of bioterrorism use, zoonotic outbreaks (e.g., monkeypox, buffalopox, vaccinia-like viruses, and novel poxviruses), the increasing use of poxviruses for oncolytic viral therapy, and their use as vectors for vaccine antigens against HIV, rabies, Ebola, Zika, and other pathogens. STING also plays an essential role in triggering protective innate responses to DNA viruses (e.g., poxviruses, herpes simplex viruses, varicella zoster, EBV, HPV, and others) and multiple bacterial pathogens. Polymorphisms that reduce the effectiveness of the innate response to these threats are likely to enhance disease susceptibility and may have a deleterious effect on vaccine immunogenicity in the ~15% of the population with this genotype. Given the broad potential impact of this pathway, this is an area that merits additional investigation.

Understanding how genetic factors control the immune response to poxviruses will have important clinical implications in how, when, and in whom these vectors can be safely and effectively used. Furthermore, this information may inform the use of adjuvants to overcome this defect and enhance vaccine responses or the development of therapeutic drugs that can be used to enhance the innate antiviral response during an infection.
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DNA viruses are a source of great morbidity and mortality throughout the world by causing many diseases; thus, we need substantial knowledge regarding viral pathogenesis and the host’s antiviral immune responses to devise better preventive and therapeutic strategies. The innate immune system utilizes numerous germ-line encoded receptors called pattern-recognition receptors (PRRs) to detect various pathogen-associated molecular patterns (PAMPs) such as viral nucleic acids, ultimately resulting in antiviral immune responses in the form of proinflammatory cytokines and type I interferons. The immune-stimulatory role of DNA is known for a long time; however, DNA sensing ability of the innate immune system was unraveled only recently. At present, multiple DNA sensors have been proposed, and most of them use STING as a key adaptor protein to exert antiviral immune responses. In this review, we aim to provide molecular and structural underpinnings on endosomal DNA sensor Toll-like receptor 9 (TLR9) and multiple cytosolic DNA sensors including cyclic GMP-AMP synthase (cGAS), interferon-gamma inducible 16 (IFI16), absent in melanoma 2 (AIM2), and DNA-dependent activator of IRFs (DAI) to provide new insights on their signaling mechanisms and physiological relevance. We have also addressed less well-understood DNA sensors such as DEAD-box helicase DDX41, RNA polymerase III (RNA pol III), DNA-dependent protein kinase (DNA-PK), and meiotic recombination 11 homolog A (MRE11). By comprehensive understanding of molecular and structural aspects of DNA-sensing antiviral innate immune signaling pathways, potential new targets for viral and autoimmune diseases can be identified.
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Introduction

Viruses are a threat to humans since ancient times; therefore, many mechanisms exist in the human body to cope with viral infections. A tremendous amount of resources is utilized worldwide to control the spread of viral infections because such infections pose a huge burden to the health sector by resulting in life-threatening diseases. The innate immune system is the body’s first line of defense against pathogenic microbes and is essential in conferring antiviral immune responses, which ultimately lead to the pathogen clearance. Numerous innate immune receptors named pattern-recognition receptors (PRRs) are present at the cell surface or within the cells, which are employed by the innate immune defense to detect conserved structural features of the pathogens called pathogen-associated molecular patterns (PAMPs) (1). In the case of viruses, PAMPs include viral genomic material, surface structures such as glycoproteins, capsids, and replication products. Millions of years of evolution have evolved PRRs substantially in three ways: (i) they not only control the infection but also induce cellular senescence (2); (ii) they operate at cellular intrinsic levels and meanwhile are associated with cellular machinery so that a danger signal can be relayed to the local microenvironment when necessary (3, 4); and (iii) they have obtained the capability to detect the presence of non-compartmentalized host nucleic acids (5, 6). Hence, mammalian cells can utilize PPRs to execute a response to the dangerous build-up of endogenous or exogenous nucleic acids. Multiple receptors can recognize a single virus, and one receptor may target different viruses (7). Pathogen-derived nucleic acids as single-stranded (ss) or double-stranded (ds) DNA and RNA serve as the most potent PAMPs that derive antiviral responses that are fundamental for the induction of resulting acquired immunity (8). Over the last decade, several nucleic acid sensors, including members of toll-like receptors (TLRs), RIG-I like receptors (RLRs), NOD-like receptors (NLRs) families, and cyclic GMP-AMP synthase protein families have been identified. Signaling pathways that result in the synthesis of interferons, inflammatory cytokines, and chemokines are triggered by the activation of such receptors and lead to anti-viral inflammatory and cell-mediated immune responses (9–11). Two paradigmatic cytosolic nucleic acid sensing pathways in mammalian cells include the cGAS-STING (cyclic GMP-AMP synthase-stimulator of interferon genes) pathway and RLR-MAVS (RIG-I like receptor-mitochondrial antiviral signaling protein) pathway, which sense cytosolic DNA and RNA respectively (12). Table 1 lists DNA sensors that detect the nucleic acids of various viruses, bacteria and fungi.


Table 1 | A list of DNA sensors which detect the nucleic acids of various viruses, bacteria and fungi.





Sources of Cytotoxic DNA

The cytosol of eukaryotic cells is deprived of DNA under physiological conditions; nevertheless, multiple factors can contribute to the accumulation of ss or dsDNA in the cytosol, for example, infection by DNA viruses (59), infection by retroviruses which carry out their transcription in the cytosol through the action of viral retro-transcriptase (60), endosomal escape of bacteria (59), activation of regulated cell death (RCD) pathways which results in mitochondrial rupture and consequent release of mitochondrial DNA (mtDNA) into the cytosol (9, 61), reactivation of endogenous retroviral sequences (10), genetic mutations in affecting the activity of the nucleases (12), the formation of micronuclei due to mitotic defects (11, 62, 63), DNA damage following radiation therapy (64) and cytosolic DNA accumulation following phagocytosis, micropinocytosis or uptake of DNA-rich exosomes (65, 66). Hence, there is a continuous risk of cytosolic accumulation of ectopic DNA in both normal and malignant cells, which needs to clear off efficiently to maintain the normal functions of the cells.



DNA Sensors

DNA sensors are DNA-binding proteins that are component of the innate immune system which are capable of detecting perturbations in DNA homeostasis of the cell and activate the intracellular signaling cascades of the innate immune system as a response (67). DNA sensors can induce a broad range of innate immune responses, and such responses are of particular importance during viral infection when elicitation of type I IFNs is a key immune response that works in a paracrine and autocrine way to confer an anti-viral immunity to the host (4). Type I IFNs, which are induced during the anti-viral immunity, control the viruses in infected cells and restrict their spread to neighboring cells. DNA sensors not only induce type I IFNs but also induce programmed cell death as an innate immune response to the infection. For example, cGAS-STING and TLR9 can induce apoptosis, while IFI16 and AIM2 can induce pyroptosis (68). Although our understanding of the molecular and structural features of DNA sensors has increased significantly over the last few years, however, it is still unclear how various DNA sensing systems are allocated to various locations within the cells and how they cooperate. Differentiating viral and self DNA is very crucial for the host to launch suitable innate responses against viral infections. Based on current knowledge, the signaling specificity of DNA sensors is attributed to various factors such as (i) length, 3D structure and sequence of cytotoxic DNA (8, 69, 70); (ii) subcellular localization of DNA molecules (71); (iii) methylation status of DNA (68) and (iv) association of histones and non-histone chromatin-binding proteins with cytotoxic DNA molecules (8, 71). How the actual source of cytotoxic DNA and each of the factors mentioned above impact the activity of various DNA sensors yet remain to be fully explored.

There exist two broad categories of innate immune DNA sensors based on their expression pattern and subcellular localization. The first category comprises endosomal DNA sensors, such as members of the TLR family. Located in the endosomal membrane of many immune cells such as macrophages, dendritic cells (DCs), and B cells, these TLRs monitor the lumen of lysosomes and endosomes for the presence of cytotoxic DNA, e.g., bacterial and viral DNA. The second category accounts for the cytosolic DNA sensors that detect cytoplasmic nucleic acids in virtually all types of cells. Figure 1 depicts the signaling cascades and resultant immune responses which are triggered by various DNA sensor.




Figure 1 | Endosomal and cytosolic DNA sensors and their related signaling pathways. Endosomal DNA sensor TLR9 recognizes the CpG DNA of viral origin and recruits MyD88 leading to activated IRF7 and NF-κB, which mediate induction of type I interferons (IFNs) and inflammatory cytokines. RNA pol III transcribes AT-rich double-stranded DNA (dsDNA) into 5’-triphosphate double-stranded RNA (5’-ppp-dsRNA), leading to the activation of the RIG-I-MAVS signaling pathway. Viral or bacterial DNA can also be detected by cGAS and other putative DNA sensors, all reported to activate the endoplasmic reticulum residing adaptor protein STING. STING travels from the endoplasmic reticulum to the Golgi complex for TBK1-IRF3 and NF-κB activation, triggering the production of type I IFN and inflammatory cytokines. AIM2 and IFI16 detect the viral DNA and respond by forming inflammasome by recruiting ASC and caspase-1 in the cytoplasm and nucleus. Active inflammasome leads to proteolytic cleavage of pro-IL-β and pro-IL-18 to produce mature cytokines. (AIM2, absent in melanoma 2; cGAMP, cyclic GMP-AMP; cGAS, cyclic GMP-AMP synthase; DAI, DNA-dependent activator of IRFs; DDX41, DEAD-box polypeptide 41; DHX9, DEAH-Box Helicase 9; DHX36, DEAH-Box Helicase 36; DNA-PK, DNA-dependent protein kinase; ER, endoplasmic reticulum; IFI16, interferon gamma-inducible protein 16; IFN, interferon; IRF3, Interferon regulatory factor 3; IRF7, Interferon regulatory factor 7; IL-1β, Interleukin-1β; IL-18, Interleukin-18; MAVS, Mitochondrial antiviral-signaling protein; MRE11, meiotic recombination 11 homolog A; NF-κB, Nuclear factor-κB; NEMO, NF-kappa-B essential modulator; RIG-I, Retinoic acid-inducible gene I; STING, Stimulator of interferon genes; TBK-1, TANK-binding kinase 1).





Endosomal DNA Sensors


TLR DNA Sensors

Members of the TLR family have the propensity to detect a range of microbial products such as DNA, RNA, and microbial surface molecules. TLRs are type I transmembrane receptors, and they harbor extracellular leucine-rich repeats (LRRs), a transmembrane domain, and a Toll/IL-1 receptor (TIR) domain, which can transduce signals to downstream adaptor molecules such as TIR-domain-containing adapter-inducing interferon-β (TRIF) and myeloid differentiation primary response gene 88 (MyD88) which bring about NF-κB activation. In humans, 10 members of TLRs have been identified, of which five members TLR3, TLR7, TLR8, TLR9, and TLR13 are involved in recognition of pathogenic nucleic acids. These receptors function by utilizing two signaling pathways: TLR7, TLR8, TLR9, and TLR13 mediate the activation of MyD88, while TLR3 activates TRIF (72–74). At present, TLR3, TLR7, TLR8, and TLR9 have been structurally characterized.



TLR9

TLR9 is the only known endosomal localized DNA sensor and was the first reported PPR to detect DNA (68). TLR9 is highly expressed in both plasmacytoid dendritic cells (pDCs) and B cells, and senses un-methylated cytosine–phosphate–guanosine (CpG) motif-containing DNA of viral and bacterial genomes (68, 75, 76) and results in the induction of IFN-α, IFN-λ, many chemokines and cytokines (13, 77–79). The CpG motifs in mammals are methylated at the cytosine base (80), while the bacterial and viral CpG sites are un-methylated; therefore, TLR9 can distinguish between self and non-self to prevent unwanted immune reactivity (81). TLR9 has been reported to detect the DNA of herpes simplex viruses 1 and 2 (HSV-1 and HSV-2), herpes papillomavirus (HPV), varicella-zoster virus (VZV), Merkel cell polyomavirus, cytomegalovirus (CMV), Kaposi’s sarcoma-associated herpesvirus (KSHV), ectromelia virus (ECTV) and Epstein-Barr virus (EBV) (29, 32, 33, 36, 37, 82). Additionally, a role for TLR9 in the detection of HIV has also been suggested (38).

In unstimulated pDCs, TLR9 is found associated with the endoplasmic reticulum (ER) in its inactive form. Upon the presence of CpG DNA, TLR9 is trafficked to the lysosomes by the action of 12-membrane-spanning ER protein UNC93B, which interacts with TLR9 directly (83). In endolysosomal compartments, the proteolytic cleavage of TLR9 in response to the presence of CpG DNA converts it into active processed form (84). Clathrin-dependent endocytic pathways internalize CpG DNA, which is then translocated to the lysosomes, interacting with active TLR9. It is still ambiguous how TLR9 is triggered to translocate from ER to CpG containing lysosomes. After recognizing CpG DNA, TLR9 interacts with its adaptor protein MyD88, which contains a death domain and a TIR domain (85). MyD88 further interacts with IL-1R associated kinase 1 (IRAK-1), IRAK-4, and IRF-7, which subsequently induces TNF receptor-associated factor 3 (TRAF3) and TRAF6 recruitment, activating the transforming growth factor β-activated kinase 1 (TAK1), mitogen-activated protein kinase (MAPK), and NF-κB ultimately inducing the inflammatory cytokines (85).

Like other TLRs, TLR9 also contains an extracellular LRR domain carrying out ligand recognition, a transmembrane domain, and a cytoplasmic TIR domain that interacts with adaptor proteins and initiates downstream signaling cascades. TLR9 contains 26 LRRs arranged in a ring-shaped structure maintained by multiple interactions (86). A long inserted loop called Z-loop containing about 40 amino acid residues is present in TLR9, whose proteolytic cleavage in endolysosomes is reported to be necessary for the generation of mature functional TLR9. This cleavage also prevents undesired activation of the receptor by the cellular DNA (87). At present, three types of crystal structures of TLR9 are available: unliganded TLR9, CpG-DNA bound TLR9, and inhibitory DNA (iDNA) bound TLR9 (86). These structures have conferred crucial information on the functional mechanism and signaling activities of TLR9. Based on these structures, the activation mechanism of TLR9 has been proposed, which describes that inactive TLR9 is present as a monomer and it dimerizes upon ligand binding to attain an active “m” shaped structure, in which two TLR9 protomers closely position their C-terminal regions as shown in Figure 2A. The dimerization of LRR domain regions also induces TIR domain dimerization, which leads to the resultant recruitment of adaptor proteins. The unliganded TLR9 is present in a ring-shaped monomeric form in both solution and crystal and manifests the inactive form of TLR9 (88). It has been validated through ultracentrifugation, and gel-filtration analysis that cleaved TLR9 dimerizes upon CpG DNA binding (86). Although TLR9 having intact Z-loop has also been shown to bind with CpG DNA, but this binding does not induce dimerization of TLR9; therefore, Z-loop processing, if not necessary for binding with DNA, is essential for mediating the CpG-DNA-induced dimerization of TLR9 (86). In ligand-bound TLR9, a 2:2 complex of TLR9 and CpG-DNA is formed in which CpG-DNA is wedged between the two TLR9 protomers and stabilizes the structure as shown in Figure 2A. In this structure, two C-terminals of TLR9 dimer are located at a proximity of approximately 30 Å from each other. The CpG binding groove formed by the LRR-NT, LLR1, and LLR2 is located at the N-terminus of interface 1 of TLR9, and multiple interactions are formed between cytosine and guanosine of CpG motif and TLR9 in the binding groove. The flanking regions of CpG dinucleotide also contribute the binding, interface 2 of TLR9 involves in recognizing the phosphate backbone of the CpG DNA, and histidine residues in interface 2 establish electrostatic interactions with phosphate groups present in the DNA backbone (86). The binding of TLR9 to CpG DNA is pH-dependent (89), and under acidic conditions, the binding affinity is stronger (86). The crystal structure of the TLR9-iDNA complex depicts that iDNA is present as a stem-loop structure formed through intramolecular base pairing, and it engages the interior of the TLR9 ring structure (Figure 2B), and in contrast to the TLR9–CpG–DNA complex, which exhibits 2:2 stoichiometry, TLR9-iDNA is a monomer (86).




Figure 2 | The structures of endosomal and cytosolic DNA sensors. (A) TLR9/CpG DNA complex. CpG DNA binding induces the dimerization of TLR9. Two TLR9 molecules are shown in green and cyan colors (PDB code 3WPC) (B) TLR9/iDNA complex. iDNA shown in red color forms a stem-loop structure that occupies the interior of ring-shaped TLR9 shown in green color (PDB code 3WPD). (C) The overall structure of apo-form of human cGAS. The catalytic residues are shown in the sticks (PDB code 4MKP). (D) The structure of human cGAS catalytic domain bound to 18 bp dsDNA. DNA binds to two distinct positively charged surfaces of cGAS, inducing dimerization and conformational rearrangement of cGAS active site (PDB code 4O6A). (E) The overall structure of cGAS in complex with 2’3’-cGAMP (PDB code 6MJX). (F) The structure of STING bound with cGAMP which is shown as sticks (PDB Code 5CFP). (G) The structure of the AIM2 HIN : DNA. HIN domains are represented as green- and magenta-colored ribbons with DNA positioned between them (PDB code 3RN2). (H) The structure of the IFI16 HINb: DNA complex is shown as green, cyan, wheat, and magenta ribbons for each HINb domain and orange ribbon for the dsDNA (PDB code 3RNU). (I) A ribbon representation of the DEAD domain of DDX41 with secondary structural elements labeled. Helix, sheet, and loop are colored in red, yellow, and green, respectively (PDB code 5H1Y). (J) The overall structure of the hZβDAI/Z-DNA complex. The protein and DNA are drawn as a ribbon diagram. The N and C termini, the secondary structure elements of hZβDAI, and 5′ and 3′ of DNA are labeled. Helix, sheet, and loop are colored in cyan, magenta, and light pink, respectively (PDB code 3EYI). All the images in the figure were drawn by PyMOL molecular graphics system (v1.7.4.0) by using the mentioned PDB IDs which were obtained from Protein Data Bank (https://www.rcsb.org/).






DNA Sensors in the Cytosol

After endocytosis, many DNA viruses pass through the cytoplasm to reach the nucleus where they release their genomic material. Viral capsid protects the DNA genomes and is not discarded until the viral DNA is injected into the nucleus; therefore, it is worthy of questioning how DNA sensors in the cytosol detect viral DNA under physiological conditions. This question is easier to answer for viruses like smallpox, which replicates in the cytoplasm (90), and polyomavirus simian virus 40, whose capsid is dissembled in the ER and its genomic DNA is released into the cytoplasm (91). Hence, such viruses can trigger the DNA sensing pathways in the cytosol. Nonetheless, many viruses such as herpesviruses expose their DNA only in the nucleus; therefore, there must exist some mechanisms that leak their DNA into the cytoplasm. One explanation for herpesviruses DNA is that it can be sourced from the defective virion particles in the cytoplasm and is ultimately detected by the cytosolic DNA sensors. In HCMV and HSV-1, ubiquitination can label the capsid for proteasomal degradation in the macrophages, leading to the release of their DNA into the cytoplasm (14). Cellular stress-dependent leakage of mtDNA can also occur in the case of herpesviruses, which can lead to the activation of the cGAS-STING pathway (92).

Unlike endosomal sensors for viral sensing, which are limited to TLRs, cytosolic DNA sensors present an array of different PRRs that sense viral nucleic acids and lead to the production of either type I interferons/inflammatory cytokines or caspase 1-dependent secretion of IL-1β. Since type I IFN production is the major anti-viral defense strategy employed by the host, it is the main outcome of DNA sensing in the cytosol. Multiple cytosolic DNA receptors have been identified through intensive investigation of past years such as DAI, RNA polymerase III, cGAS, AIM2, and IFI16, which results in type I IFN production by converging at a common pathway, STING-pathway (59). STING is a transmembrane protein expressed by the outer mitochondrial membrane and ER, and it relocalizes with TANK-binding kinase 1 (TBK1), which executes phosphorylation activation of IRF3 and IRF7 (59, 93). The STING-TBK1 axis is pivotal for driving interferon responses and host resistance against DNA viral infections (59). In the next section, we will discuss major anti-viral cytosolic DNA sensors.


cGAS-STING Pathway

Cyclic GMP-AMP synthase (cGAS) is a DNA-sensing nucleotidyl transferase enzyme that is a member of the nucleotidyltransferase (NTase) family and functions as a cytosolic DNA sensor (41, 94). cGAS is known to recognize various viruses such as DNA viruses, including vaccinia virus, HSV1 and HSV2, cytomegalovirus, adenoviruses, human papillomavirus, and murine gammaherpesvirus 68, which are counteracted by type I IFNs through cGAS–STING pathway (15). Retroviruses such as murine leukemia virus, simian immunodeficiency virus (SIV), human immunodeficiency virus (HIV), West Nile virus, vesicular stomatitis virus (VSV), and Dengue virus have also been reported to be detected by cGAS (40, 41). Besides, it can also sense Gram-positive and Gram-negative bacteria. It is activated by direct binding with DNA, and this binding induces liquid–liquid phase separation to produce liquid droplets acting as a microreactor where the concentration of cGAS is enhanced to increase the synthesis of cyclic GMP-AMP (cGAMP) utilizing ATP and GTP (94, 95). cGAMP has unique mixed phosphodiester linkages between the 2′-hydroxyl group of GMP and the 5′-phosphate of AMP, and also between the 3′-hydroxyl group of AMP and the 5′-phosphate of GMP, forming a unique 2′3′-cGAMP isomer (96, 97). cGAMP’s binding to STING yields dimers, tetramers, and higher-order oligomers of STING (98) and activates the STING to produce type I IFNs and NF-κB-dependent proinflammatory cytokines (94).

cGAS can be activated by both self and foreign DNA to induce conformational changes in its structure that are necessary for its enzymatic activity. It can bind to DNA of ~20 bp, but longer dsDNAs of >45 bp result in a ladder-like structure of cGAS dimers, which are more stable and have stronger enzymatic activity (99, 100). The binding affinity of cGAS to dsDNA and ssDNA is Kd ∼87.6 nM and Kd ∼1.5 μM, respectively (101). Many groups have solved the structure of cGAS alone or DNA-bound cGAS (99–104) (Figures 2C-E), which provides significant insights about mechanistic aspects of cGAS activation by DNA binding and its enzymatic activity. A substantial conformational change is observed in cGAS upon DNA binding, which induces dimerization and makes its catalytic pocket accessible. The catalytic domain of cGAS possesses a two-lobed structure in which N-lobe exhibits canonical NTase fold while a tight five-helix bundle is present at C-lobe. A deep groove between these two lobes contains the active site, which has three catalytic residues, glutamate 225, aspartate 227, and aspartate 319, crucial for the enzymatic activity of cGAS because their mutations have been shown to abrogate enzymatic activity (99). The C-terminal region of cGAS contains a conserved zinc ribbon domain, essential for its activity (101, 102). In cGAS dimer, hydrogen bonding between the residues of the zinc-binding loop joins the two molecules of cGAS. cGAS is inactive before DNA binding since its active site presents a scrambled structure, and the NTase domain is destabilized (99). The structure of porcine and mouse cGAS:dsDNA complexes (102, 103) shows that cGAS and dsDNA bind with a 1:1 stoichiometry, and interaction occurs via the single binding site. However, two other studies have reported that a 2:2 complex in which each cGAS molecule binds to two dsDNA molecules via two binding sites (Figure 2D), one of which is the same as reported by previous studies (102, 103), while one binding site is new (99, 100). Both DNA binding sites contain multiple positively charged residues and have shape and charge complementarity with dsDNA (99). After activation of cGAS, a two-step catalytic reaction mediates the formation of cGAMP, and an intermediate pppGpA is formed, and then cyclization of this intermediate yields cGAMP (103). When cGAMP binds with STING, it leads to a conformational change by which two wings of STING are brought to each other in juxtaposition, and the ligand is buried deep in the binding pocket (Figure 2F). The binding pocket shows a top lid consists of four antiparallel β-sheet strands, which confer a close confirmation to the structure. A rotation of 180° is observed in ligand-binding pocket upon cGAMP and STING binding, which results from side-by-side packing of STING dimers yielding STING oligomers (105).

Presence of cGAS in the nucleus has been reported by multiple studies (106–108) however, recently it is proposed that tight tethering of chromatin to the cGAS suppresses autoreactivity to self-DNA in the nucleus. The structure of the cGAS catalytic domain bound to a nucleosome has been resolved by many groups, which reveals that cGAS inhibition in the nucleus is mediated by interaction through histone 2A–2B but not through nucleosomal DNA binding. The interaction between cGAS and histone embeds the cGAS DNA-binding site B, and prevents the formation of active cGAS dimers (108–110). Kujirai et al. has reported a cryo-electron microscopy structure with two cGAS molecules bridging two nucleosome core particle (NCP). This configuration shows that all three known cGAS DNA binding sites that are required for cGAS activation become inaccessible, and cGAS dimerization is also inhibited (111). Another structure by Boyer et al. reported the structure of cGAS bound to a single nucleosome. This binding sterically abrogates cGAS oligomerization required to yield functionally active 2:2 cGAS–dsDNA complex (112). These recent findings have provided important information that how cGAS is maintained in an inhibited state in the nucleus.

STING contains four transmembrane helices (TM1–TM4), one folded soluble domain previously assigned as TM5, and a large cytosolic domain (amino acids 173–379) (113, 114). STING is kept in the ER through its binding to Ca2+ sensor stromal interaction molecule 1 (STIM1) (115); however, it’s binding to cGAMP mediates its trafficking from ER to ER–Golgi intermediate compartment (ERGIC) and the Golgi apparatus by the action of cytoplasmic coat protein complex II (COPII) and ADP-ribosylation factor (ARF) GTPases (116). The palmitoylation of STING takes place in the Golgi apparatus, which is crucial for its activation (117). After translocation to the Golgi apparatus, STING binds with TBK1, which phosphorylates the C-terminal tail region of STING, a docking site for IRF3. TBK1 also phosphorylates IRF3 inducing its activation (104) and activated IRF3 dimerizes and translocate to the nucleus to regulate the transcription of interferon-β (IFNβ) (118), which activates heterodimeric receptor complex comprising IFNα receptor 1 (IFNAR1) and IFNAR2, which further activates the Janus kinase (JAK)-signal transducer and activator of transcription (STAT) signaling pathway to incite the transcription of several ISGs whose protein products ultimately block viral replication, assembly, and release (119). Downstream of the cGAS-STING pathway, programmed cell death, mainly apoptosis, can be activated. Furthermore, the cGAS-STING pathway can induce necroptosis, as well (120).



STING as DNA Sensor

STING has been demonstrated to bind DNA directly, but we still need to fully disclose the physiological relevance of DNA binding by STING (121). A study has reported that amino acids 181–379 in the C-terminal of STING could bind the dsDNA without any stipulation from other proteins; nonetheless, STING bound to dsDNA with only Kd ∼200–300 μM affinity, which is significantly lower than the binding affinity of the cGAS to DNA (Kd ∼88 nM). Furthermore, ectopic expression of STING in HEK293T cells, which are deprived of endogenous STING, did not produce IFNβ in response to dsDNA, suggesting that STING cannot execute DNA sensing in cells (94, 122). Therefore, future studies are needed to verify if STING can act as a DNA sensor.

STING polymorphism is suggested to be involved in the pathogenesis of Coronavirus disease 2019 (COVID-19). No data is currently available to demine if COVID-19 alters STING activation during early infection; however, during the second phase of infection, an excessive amount of damaged host DNA activates the STING, which ultimately causes cytokine storm, a characteristic feature of COVID-19 (123).



PYHIN Family Members

PYHIN protein family (pyrin and HIN200 domain-containing proteins, also known as p200 or HIN200 proteins) have been associated with recognizing both microbial and self DNA, resulting in a wide range of innate immune responses. The characteristic features of most family members are the presence of pyrin domain (PYD) at N-terminal capable of mediating protein-protein interactions and one or two C-terminal HIN200 domains, which carry out DNA binding (124). The human genome has been reported to encode 4 PYHIN proteins (124), out of which two proteins, absent in melanoma 2 (AIM2) and IFN-γ inducible 16 (IFI16), are known DNA sensors and have the propensity to execute DNA-induced innate immune responses (16, 125, 126). Structures of PYHIN proteins coordinate with their proposed role as DNA PRRs, and members AIM2, IFI16, and murine protein p204 are now designated to a new family of PRRs termed as AIM2-like receptors (ALRs) (127).



AIM2

AIM2 is mainly expressed in intestinal epithelial cells, keratinocytes, and monocytic lineage (126, 128) and can detect DNA from diverse sources such as self-DNA, bacterial and viral DNA (125, 129, 130). AIM2 is reported to detect vaccinia virus and mouse cytomegalovirus (28). AIM2 contains an N-terminal PYD domain, C-terminal HIN200 domain, which is positively charged and binds with negatively charged DNA. DNA sensing by AIM2 results in the assembly of inflammasome, which is a supramolecular multi-protein complex. The PYD domain of AIM2 establishes interaction with the PYD domain of the adaptor protein of inflammasome known as an apoptosis-associated speck-like protein containing a carboxy-terminal CARD (ASC), while the CARD domain of ASC associates with the CARD domain of pro-caspase-1, leading to the assembly of activated AIM2 inflammasome (126). The autocatalytic cleavage of pro-caspase-1 generates caspase-1, which converts pro-IL-18 and pro-IL-1β into their active forms, which, in turn, mediate downstream inflammatory responses and pyroptosis. AIM2 inflammasome is also known to induce apoptosis (131). AIM2 inflammasome is entirely indispensable for type I IFNs production in response to dsDNA (132, 133), while it is essential to produce active caspase-1 to induce inflammatory responses. This fact underscores that cells use different mechanisms to execute innate immune responses against cytotoxic DNA. Currently, two structures of AIM2PYD are available, one harbors an N-terminal MBP tag, while the other contains surface mutations and these structures reveal that AIM2PYD adopts a six helical bundle shape, which is a characteristic feature of the death domain superfamily (134, 135). It has been proposed that AIM2PYD domain is sequestered by the AIM2HIN domain through intramolecular interactions during the resting state of AIM2; however, upon dsDNA binding, AIM2PYD is displaced from the association of AIM2HIN so that it can interact with PYD domain of ASC (134). However, a later study by Sohn and colleagues reported that acid patch mutant of AIM2PYD, which had impaired binding with AIM2HIN, also presented loose binding between dsDNA and AIM2HIN, thus, ruling out the previously described inhibitory role of AIM2PYD.

Furthermore, after reaching a certain threshold concentration, full-length AIM2 was able to self-associate with DNA; therefore, DNA serves as a one-dimension ruler upon which AIM2 clusters itself and increases its local concentration (136). The structure of DNA-bound AIM2HIN domains (Figure 2G) reveals that the molecular basis of DNA sensing by AIM2 is sequence-independent because all the interactions of AIM2HIN take place with the phosphate backbone of the dsDNA, not with the individual DNA basis (137). In X-ray crystallographic structure, both strands of B-form DNA are bound by the HIN domain through electrostatic interactions between arginine and lysine of HIN, and sugar and phosphate groups of DNA backbone (134, 137) (Figure 2G).

Full activation of AIM2 in cells requires ~80 bp of dsDNA, while isolated AIM2HIN associates with 20-bp dsDNA of ~30 nM affinity, although the footprint of one AIM2HIN is 8–9 bp (137). Even when DNA is present in excess amount, AIM2HIN and AIM2FL both clustered upon the same DNA molecule (136, 138). AIM2PYD does not bind with DNA, but it is involved in the clustering of AIM2HIN on DNA molecules. Moreover, the weak interactions among AIM2HIN protamers also contribute to DNA clustering because mutating the residues involved in HIN: HIN interactions in AIM2HIN and AIM2FL also diminished their cooperative binding with dsDNA (136). Cryo-EM structure has revealed that binding of multiple AIM2 molecules on the same DNA enhances the local concentration of AIM2PYD, which then interacts with each other to produce long helical filaments with the core filament being a right-handed one-start hollow filament having an inner diameter of ~20 Å and an outer diameter of ~90 Å (138). ASCPYD subunits assemble to form filaments using AIM2 as a nucleating platform, and it has been demonstrated that AIM2FL + dsDNA and AIM2PYD both promoted the filament formation by ASCPYD subunits (139). Negative stain EM spectra and crystal structure both have reported similarities in subunit organization and diameter of AIM2PYD and ASCPYD (136, 139).



IFI16

The first cytosolic DNA sensor to be reported was IFN γ-inducible protein 16 (IFI16), which induces innate immune responses against ss and ds intracellular cytotoxic DNA (16, 140). It has been reported to sense the DNA of many viruses such as herpesviruses (17, 141), Kaposi’s sarcoma herpesvirus (KSHV), cytomegalovirus, and Epstein–Barr virus to mediate STING-dependent IFN-β responses (14, 16, 34). Located predominantly in the nucleus and in small fractions in the cytoplasm, IFI16 can function to activate both type I IFN responses and functional ASC- and CASP1-containing inflammasome (17, 142). For example, during KSHV infection, after recognizing the viral dsDNA, IFI16 forms the AIM2-independent inflammasome complex, which is then transported to the cytoplasm (17); however, details of inflammasome formation by IFI16 are still not fully clear. Furthermore, during HIV infection, IFI16 mediates caspase-1 activation resulting in pyroptosis (143). In contrast, HSV-1 infection leads to IFI16-STING mediated production of IFNβ (16). In macrophages and keratinocytes, IFI16 has been indicated to activate the catalytic activity of cGAS in addition to employing the effectors of STING (144).

The murine PYHIN protein p204 is an orthologue of IFI16 and was crucial for HSV-1 and DNA-induced activation of transcription factor and expression of IFNβ in a macrophage cell line of the mouse (16). It comprises two HIN domains named as HINa and HINb, and contains N-terminal PYD domain that can establish homotypic interactions with other PYD-containing proteins to form higher complexes (145). Due to similarity in domains structure, p204 is suggested to perform similar functions as IFI16, however, further evidience is required to fully establish its role.

IFI16 contains one N-terminal PYD domain, and two tandem HIN200 domains termed as HINa and HINb. The nature of the PYD domain of IFI16 differs from AIM2; thus, it may use a different mechanism for inflammasome assembly as compared to AIM2. The crystal structure of the HIN domain revealed two interlinked oligonucleotide/oligosaccharide binding (OB) fold domains (146, 147). The structure of both DNA-bound HINa and DNA-bound HINb is available now (137, 148) (Figure 2H) which revealed that IFI16 binds to dsDNA in a cooperative and length-dependent manner (142, 149), and scans the dsDNA in one-dimension utilizing its HIN domains (142). HIN domains of IFI16 bind with both ss and dsDNA mainly through electrostatic interactions (16) with the same affinity because dsDNA is recognized as two single strands by HIN domains (148). Although both HINa and HINb can bind to the DNA, they have different affinities for DNA binding (16), and have different DNA binding surfaces (148).

The HIN domains of IFI16 have been proposed to use two distinct modes of DNA binding. The first mode represents AIM2-like DNA binding, in which the linker joining the two OB folds is used as a tether to bind to DNA (137), while the second mode is like p202 HINa binding to DNA in which loops from OB1 and OB2 folds are utilized for DNA binding (150). It has also been suggested that these two distinct modes of DNA binding mediate different immune responses. IFI16 is also implicated to participate in DNA damage response pathways (17); therefore, it is also possible that it can bind with nicks, gaps, and ends of damaged DNA resulting in the initiation of immune responses. Evidence for this feature comes from the ability of the HIN1 domain to recognize different DNA topologies (148). For most of the in vitro tested DNA, HINa domain can form complex with DNA relatively faster than HINb, while HINb binds GC-rich DNA more tightly than HINa. One domain of HINb interacts with both strands of DNA, while one domain of HINa binds only one strand of DNA (148). As stated previously, the PYD domain of IFI16 is different from PYD domains of other PYHIN family members; therefore, we need future studies to elucidate the exact mechanism that how the PYD domain of IFI16 interacts with STING to mediate IFN production.



DExD/H-Box Helicase Family Members (DHX9, DHX36, DDX41, DDX60)

DExD/H-Box helicase family has many RNA and DNA helicases involved in DNA-mediated production of type I IFNs. Two subgroups are present in this family, which are the DEAH-box helicases (DHX) and the DEAD-box helicases (DDX) (18, 19). DEAD/H (Asp-Glu-Ala-Asp/His) box polypeptide 9 (DHX9) and DHX36 are involved in the sensing of dsRNA in myeloid DCs and CpG-rich DNA in human pDCs. DHX9 regulates TNF-α expression and induces the activation of NF-κB through MyD88 in human pDCs, whereas DHX36 induces the production of IFN-α and IRF7 activation through MyD88 (19). DDX60 can sense both dsRNA and dsDNA and mediates the expression of CXCL10 and IFN-β. It also augments signals from RIG-I and MDA5 (42).



DDX41

DEAD (Asp-Glu-Ala-Asp) box polypeptide 41 (DDX41) is a cytoplasmic DNA sensor and has been reported to detect the DNA of HSV-1 and adenovirus in myeloid DC and murine bone marrow-derived DC. It can induce type I IFN response through STING-TBK1 signaling after sensing DNA through its DEAD domain. Upon limiting the basal expression of IFI16 in vitro, DDX41 served as the initial cytoplasmic DNA sensor and induced the IFN expression; thus, it can be deduced that the expression pattern of different DNA sensors may define their innate response pattern (18).

DDX41 comprises a disordered N-terminal region, a helicase domain, and a DEAD domain. These two domains are conserved among the DEAD-box family members, and they contain multiple conserved motifs, e.g., motif I and Q motif, which are crucial for ATP binding (151). The currently available crystal structure of DDX41 is based on truncated hDDX4 protein and reveals α/β fold found in other DEAD-box family proteins. There are ten α-helices (α1–α10) and a β-sheet organized by eight β-strands (β1–β8) in the overall structure (Figure 2I). Helices α1-α5 are present on one side of the β-sheet, whereas helices α6–α10 are positioned on the other side (152). The DEAD domain’s crystal structure contains motif Q, P-loop, motif Ia, motif Ib motif II, and motif III positioned at either β-strand-loop or helix loop transitions. Nucleotide-binding is associated with the P-loop (152). Binding with the dsDNA facilitates the interaction of DDX41 with STING, which ultimately induces type I IFN production (148). The dsDNA-bound DEAD domain’s docking model suggested that the DNA-binding site involves arginine 267, lysine 304, tyrosine 364, and lysine 381 present at the C-terminal region (151).

Although DDX41 is reported as a DNA sensor by multiple studies, some studies have also reported that RNAi induced depletion of DDX41 resulted in little effect on the induction of IFN-β upon stimulation with DNA virus infection or DNA (121, 153, 154); therefore, further research is indispensable to clarify the exact role of DDX41 as a DNA sensor.



RNA Polymerase III

RNA polymerase III (RNA pol III) serves as a cytosolic dsDNA sensor through produced RNA and transduces signals for RIG-I and MAVS signaling pathways (20, 30). Initially, it was very puzzling that how poly (dA:dT) in some human cell lines could induce IFN-β production through RIG-I/MAVS signaling pathways; however, subsequent research resolved this conundrum by demonstrating that transfected poly (dA:dT) is converted into RNA containing 5’-triphosphate and double-stranded secondary structures by the action of RNA pol III which serves as bona fide trigger of RIG-I (20, 30). This feature gives the host advantage of utilizing the RIG-I-MAVS pathway to detect DNA viruses and bacteria. RNA pol III mediates the synthesis of IFN-inducing small RNA from the DNA of adenovirus in murine bone marrow-derived DCs (155), and inhibition of RNA pol III affected late immune responses during adenovirus infection in murine RAW267.4 cells (156). Although RNA pol III was shown to respond to HSV-1 infection in mouse macrophages (20), the results were challenged by later studies, showing that IFN and cytokine expression are RNA pol III independent in both human and mouse macrophages (16, 157). Nonetheless, recently it was demonstrated that mutations in RNA pol III during VZV infection in children resulted in reduced IFN production, which could not be compensated by other DNA sensors such as cGAS, DDX41, and IFI16 (24). It can be anticipated that future studies will further elaborate on the role of RNA pol III as a DNA sensor in the innate immune responses.



DAI

DNA-dependent activator of IRFs (DAI, also termed as ZBP1 or DLM1) was the first putative DNA sensor identified by Takaoka et al. and was found to mediate IRF3 activation through TBK1 leading to type I IFNs production (21). Overexpression of DAI resulted in elevated DNA-induced synthesis of type I IFNs, while its inhibition through RNAi suppressed IFN induction in L929 cells. Despite first reports designating DAI as a cytosolic sensor of viral DNA, later studies using DAI-deficient mouse embryonic fibroblasts and mice reported them to induce normal IFN response (158). Therefore, DAI maybe working as an indispensable cytosolic DNA sensor or maybe cell-type specific; nonetheless, future studies are needed to fully decipher its potential as a DNA sensor. N-terminal domain of DAI comprises 2 tandem Z-DNA binding domains (ZBDs or Zα and Zβ) and a third DNA binding region (D3), which binds right-handed B-DNA is present next to the second ZBD. D3 domain has also been shown to bind Z-DNA. C-terminal of DAI interacts with TBK1 after activation (21). The crystal structure of the Zβ domain of human DAI (hZβDAI) reported that it shares the same fold as other ZBDs but opts for a unique binding mode to recognize Z-DNA. In hZβDAI, a residue in the first β-strand contributes to the binding with the DNA compared to the residues of β-loop in other ZBDs. This structural data also revealed that both ZBDs of DAI could simultaneously bind the DNA and are required for complete B to Z conversion. It can be expected that the binding of both ZBDs to the same dsDNA may assist in DAI’s dimerization (159). The NMR structure of hZβDAI reports conformation deviations from its crystal structure, such as the β-sheet wing movement, which disengages the β-loop of the wing from the Z-DNA movement of the recognition helix. The N-terminal of α3 recognition helix contains charged residues, which seems important for recognizing both B- and Z-conformations of DNA (160).



DNA-PK and MRE-11

DNA-dependent protein kinase (DNA-PK) is a protein involved in DNA damage response and implicated in cytosolic DNA sensing. It comprises three subunits, Ku70, Ku80, and the catalytic subunit DNA-PKcs. Affinity pull-down assays in HEK293T cells have revealed the DNA sensing potential of this protein. Mouse embryonic fibroblasts and mice lacking DNA-PKcs exhibited attenuated cytokine production upon stimulation with viral DNA (161). Furthermore, its subunit Ku70 was also reported to induce IFN-λ1 production upon stimulation with cytosolic DNA in HEK293T cells (22). A very recent study has reported that DNA-PK uses the STING-independent DNA sensing pathway (SIDSP) to exert its functions because the DNA-sensing ability of DNA-PK is not impaired in STING-deficient cells (162). We can anticipate that future updates will render important information on the significance of this new signaling axis.

Meiotic recombination 11 homolog A (MRE-11) is also proposed as a cytosolic DNA sensor that activates the STING pathway (163). MRE-11 is implicated in dsDNA break repair, homologous recombination, and telomere length maintenance. This protein possesses 3’ to 5’ exonuclease activity and endonuclease activity and interacts with RAD50 for non-homologous DNA end-joining (164). Cryo-EM structures of the E. coli MRE11-Rad50 homolog SbcCD reveals that in the resting state of MRE11, ATP-Rad50 blocks its nuclease domain. When DNA is bound, its nuclease domain is freed, and it assembles a DNA cutting channel to carryout nuclease reaction on the DNA end (165). Future studies are required to disclose the complete details of its DNA sensing function.




Concluding Remarks and Future Directions

In the last decade, research in the field of innate immune sensing of pathogen-derived nucleic acids has witnessed fruitful progress and disclosed important signaling cascades such as a cGAS-STING pathway for the detection of cytosolic DNA and RLR-MAVS pathway for sensing cytoplasmic RNA. Furthermore, many DNA sensors’ structural information has undoubtedly yielded important data regarding critical events by which these sensors function. These structural data have advanced our understanding of DNA sensors’ regulatory mechanisms, their ligand-binding sites, proteolytic processing, and how they interact and bind DNA. Further updates in this direction are anticipated to elucidate the potential targets for antiviral therapy. Despite the current progress, many crucial questions are still lacking answers. For example, the cellular compartments are guarded by various innate immune receptors to cope with viral infections and given the fact that many viruses replicate in the nucleus, then there must exist receptors for nuclear surveillance, as IFI16 is predominantly located in the nucleus. It needs to be investigated how the nucleus maintains immune surveillance against viruses and which mechanisms are employed.

Furthermore, there is significant redundancy among the cytosolic DNA sensors with multiple sensors contributing to the antiviral immunity; however, we need to decipher the biological importance of this redundancy and crosstalk between them. Besides, the role of inflammasomes in DNA sensing of viruses yet needs to be fully discovered since only a few inflammasomes are known to participate in viral DNA sensing, while for other pathogens such as bacteria, many different inflammasomes are known. Therefore, there is a possibility that viral DNA may be activating some novel yet unknown inflammasomes. Moreover, we lack comprehensive structural data for many DNA sensors, and it is important to understand the complete structural basis of DNA recognition by these sensors, which can point out important targets for drug development. Finally, it will be of immense significance to know if these DNA sensors detect only naked viral DNA or can sense DNA-associated proteins as well.
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Upon recognition of microbial DNA or self-DNA, the cyclic-GMP-AMP synthase (cGAS) of the host catalyzes the production of the cyclic dinucleotide cGAMP. cGAMP is the main activator of STING, stimulator of interferon genes, leading to interferon synthesis through the STING-TBK1-IRF3 pathway. STING is also a hub for activation of NF-κB and autophagy. The present review details the striking similarities between T and B cell responses in severe coronavirus disease 2019 (COVID-19) and both animal or human models of STING gain of function (SAVI syndromes: STING-associated vasculopathy with onset in infancy). Those similarities may be further clues for a delayed activation of STING in severe COVID-19 patients, due to DNA damages following severe acute respiratory syndrome coronaviruses (SARS-CoV-2) infection and unusual role of STING in SARS-CoV-2 control. In early stages, Th2 differentiation are noticed in both severe COVID-19 and SAVI syndromes; then, CD4+ and CD8+ T cells functional exhaustion/senescent patterns due to TCR hyper-responsiveness are observed. T cell delayed over-responses can contribute to pneumonitis and delayed cytokine secretion with over-production of IL-6. Last, STING over-activation induces progressive CD4+ and CD8+ T lymphopenia in SAVI syndromes, which parallels what is observed in severe COVID-19. ACE2, the main receptor of SARS-CoV-2, is rarely expressed in immune cells, and it has not been yet proven that some human lymphocytes could be infected by SARS-CoV-2 through CD147 or CD26. However, STING, expressed in humans T cells, might be triggered following excessive transfer of cGAMP from infected antigen presenting cells into activated CD4+ and CD8+ T cells lymphocytes. Indeed, those lymphocytes highly express the cGAMP importer SLC19A1. Whereas STING is not expressed in human B cells, B cells counts are much less affected, either in COVID-19 or SAVI syndromes. The recognition of delayed STING over-activation in severe COVID-19 patients could prompt to target STING with specific small molecules inhibitors already designed and/or aspirin, which inhibits cGAS.
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Introduction

To account for the quite different outcomes of coronavirus disease 2019 (COVID-19), including in young people, as well as the lower prognosis of male, obese, and aged patients, we previously put forward the hypothesis that a delayed over-activation of the stimulator of interferon (IFN) genes (STING) pathway, could be central to the pathogenesis of severe COVID-19 (1, 2). This delayed over-activation could be the consequence of gain of function in the cGAS-STING axis, and/or cytosolic damages induced by severe acute respiratory syndrome coronaviruses (SARS-CoV-2) in epithelial, endothelial, or innate cells (1, 2). This hypothesis was partly deduced from the observation that bats withstand SARS-CoV viruses, thanks to a loss of function mutation of STING, associated with higher synthesis of IFN-α and much lower synthesis of IFN-β (3).

This hypothesis would fit with the Kawasaki-like features and high thrombosis rate observed in severe COVID-19 (2). Indeed, over-activation of the STING pathway can lead to the release of IFNβ and tissue factor (through induction of pyroptosis by the STING-gasdermin pathway) in infected epithelial cells and/or endothelium (2).

As functional consequences of DNA sensing by the cGAS-STING pathway differ according to antigen presenting cells or lymphocytes (4), which had not been the focus of previous articles (1, 2), the present review aims: i) to study arguments for a possible contribution of over-activation of the cGAS-STING pathways to the disturbances of T and B cell responses observed in previous SARS-CoV, and in severe COVID-19 (Table 1); ii) to raise further hypotheses to test in COVID-19 (Table 2).


Table 1 | Similarities in T and B cells features in severe coronavirus disease 2019 (COVID-19), and STING over-activation, including SAVI (STING-associated vasculopathy with onset in infancy) syndromes.




Table 2 | Questions and hypotheses to address.




In Vivo Infection of T Cells by SARS-CoV-2 Has Not Yet Been Demonstrated

SARS-CoV-2 invades most host cells via binding of its structural spike glycoprotein to angiotensin-converting enzyme 2 (ACE2) (5, 6). Although ACE2 is upregulated by type I IFN and IFN-γ, and to a lesser extent type II IFNs (7), but not type III IFN (8), it is usually not expressed in immune cells (5, 6), especially in T and B cells.

Nevertheless, it was shown that some immune cells, including T cells, can be infected by the SARS-CoVs and middle-east respiratory syndrome coronavirus (MERS-CoVs) (9, 10) [although they poorly replicate in lymphocytes (9)]. This suggests that other receptors can contribute to entry of those SARS-CoVs in some lymphocytes. A first possibility could be CD147 [also known as basigin (5, 11)]. CD147 is strongly expressed in whole blood, neutrophils, classical monocytes, macrophages, plasmacytoid dendritic cells, NK cells, naïve CD4+ T cells, terminal effector CD4+ T cells, naïve CD8+ T cells, effector memory CD8+ T cells, naïve B cells, and plasmablasts (5, 12). It has also been suggested that CD147 could act as a secondary receptor for SARS-CoV-2 in T cell lines (10) (Table 2).

CD26 (DPP4) is another receptor important in SARS-CoV infections, described in MERS-CoV, and potentially recognizing SARS-CoV-2 (13). Similar to CD147, CD26 is expressed in nearly all immune cells, but, contrary to CD147, not in B cells (5).

However, contributions of CD147 and CD26 to COVID-19 still remain unproven, and ACE2 should be still considered as the only receptor for SARS-CoV-2 (14) (Figure 1).




Figure 1 | Consequences of STING over-activation on antigen presenting cells and T cells following severe acute respiratory syndrome coronaviruses (SARS-CoV-2) infection. In antigen presenting cells (left), due to poor virus control by RNA sensors (including RIG-1, and MDA5) and despite the help of STING (red hexagon), SARS-CoV-2 induces delayed cell damages, with mitochondrial DNA and dsDNA release. It can add to damaged self-DNA secondary to ageing and/or obesity/diabetes. cGAS catalyzes those self-DNA in cyclic nucleotides, mainly cGAMP, which in turn activates STING (red hexagon). This activation of STING may be enhanced by: i) a lack of miRNAs, (like miR-576-3p, which normally suppress STING translation); ii) excess of IFIT3, which interacts with STING gene to promote its expression. Binding of cGAMP to STING first induces activation of the STING-TBK1-IRF3 pathway, leading to IFN-I synthesis. In COVID-19, the SARS-CoV-2 NSP 3 and 16 lower this IFN secretion, but IFN enhances expression of ACE2 on cell membrane. cGAMP, which can be released to by-stander cells through viral exosomes, can also be transmitted by B cells (low), to activated T cells (right), through specific channels. Independently of the STING-TBK1-IRF3 pathway, binding of cGAMP to STING can also: i) induce pyroptosis; ii) promote autophagy and lymphopenia; iii) activate NF-κB and both TNF and IL-6 synthesis. SARS-CoV-2 NSP 9 and 10 still enhances IL-6 release through inhibition of NKRF. Some beta-coronaviruses can also impede ULK1 and its negative feed-back loop, further enhancing IL-6 secretion. Excess of cGAMP can be internalized by by-stander activated CD4+ and CD8+T cells, which highly express the cGAMP importer SLC19A1. Therefore, even without infection of T lymphocytes, STING activation could also occur in activated T lymphocytes, especially those already stressed by a continuous activation by their hyper-responsive TCR. Defective retro-control of STING (dashed red loop) by IL-6 (see above) could still enhance STING activation in severe COVID-19. In activated T cells, STING overactivation leads to autophagy, up to lymphocyte death. This contributes much to the lymphopenia observed in rodent and human gain of function of STING models, and perhaps also in COVID-19, with subsequent poor virus control.





The STING Pathway Modulate Various T Cells Functions


STING Is the Major Sensor of Self and Foreign Cytosolic DNA

STING is a pattern recognition receptor localized in the endoplasmic reticulum (ER) membrane. The cGAS-STING pathway plays a central role in sensing cytosolic DNA upon infection with DNA from bacteria and DNA-viruses (including endogenous retroviruses). Lack of expression of STING by some cell types contribute to preferential homing of DNA viruses. For instance, hepatitis B virus has a tropism for human hepatocytes, which have undetectable levels of STING protein (15).

Those DNA viruses can reduce STING signaling by increasing autophagy-mediated turnover of STING or interfering with STING trafficking. They can also interfere with IRF signaling and antiviral IFN I responses, rather than with NF-κB responses. For instance, herpes-virus 1 (HSV-1), reduce the ratio of full-length human STING/truncated STING isoforms, induced by alternative splicing of STING RNAs. The three STING truncated isoforms fail to induce IFN-β, and they act as selective pathway inhibitors of full-length STING, even in combination with upstream inducer cyclic-di-GMP-AMP synthase (16).

Importantly, although mainly a DNA sensor, STING is also necessary for full control of enveloped RNA viruses, like influenza virus and coronaviruses, independently of cGAS. Indeed, sensing of lipid membrane fusion through STING also contributes to the antiviral response against enveloped RNA viruses, so that complete protection against RNA viruses also relies on STING (17). STING can also participate in viral RNA sensing through its interaction with the mitochondrial antiviral signaling protein (MAVS) (17). STING further transduces the signaling induced by RNA-derived PAMPs through retinoic acid-inducible gene (RIG-I)-like sensors (RIG-I and melanoma differentiation-associated protein 5 (MDA-5) (17) (Figure 1).

Multiple Flaviviridae (including zikaviruses, dengue virus, West Nile virus, Japanese encephalitis virus) and hepatitis C virus disrupt STING-mediated signaling (18). Some do so by cleaving STING or cGAS, but others only interfere with the STING-TBK1 interaction (18), explaining why the IFN axis can be affected but not the NF-κB axis (19).

So far, there is no evidence that betacoronaviruses increase autophagy-mediated turnover of STING, interfere with STING trafficking, or cleave STING or cGAS. However, it has been shown that various SARS-CoV-2 protases [non structural protein 3 (NSP3) and NSP16] strongly inhibit the downstream STING-TBK1-IRF3 pathway and IFN synthesis (20). Conversely, SARS-CoV-2 NSP9 and NSP10 protases still increase signaling and IL-6 production by inhibition of NKRF, an endogenous NF-κB repressor (21) (Figure 1).

Importantly, STING also senses intra-cellular damaged self-DNA [mitochondrial DNA, and self-dsDNA released in extra-cellular space, including dsDNA from neutrophil extracellular traps (NETs) (22)] secondary to bacterial or viral infections. Therefore, at late stages of RNA viruses infection, the evasion of STING by RNA viruses can be counterbalanced by its activation following released of damaged self-DNA (Figure 1).

Upon recognition of non-self (microbial) DNA or self-DNA, the cyclic-GMP-AMP synthase (cGAS) of the host catalyzes the production of cyclic dinucleotides, like cGAMP (from GMPs and AMPs) (Figure 1). The length of DNA, rather than its sequence, determines its ability to generate cGAMP following recognition by cGAS (23). Since the endogenous DNA fragments are often short in size, whereas viral and bacterial DNA fragments are generally much longer, this can partly permit discrimination between self and non-self DNA. However, a large amount of self-DNA in cytoplasm outside of the nucleus or mitochondria can also activate the cGAS-STING pathway.

Once activated, STING recruits TANK-binding-kinase (TBK1), which can activate and phosphorylate IFN-regulatory factor 3 (IRF3), to induce type-I IFNs. Those type I IFN then engage the IFN I receptor, thereby activating the JAK/STAT pathways and inducing the transcription of IFN-stimulated genes (ISGs) (23). As the STING gene is itself an ISG, a positive feedback loop can ensue (24). This STING-TBK1-IRF3 axis can be selectively inhibited by viral protease in COVID-19 (20).

However, STING is also a cytosolic hub for other pathways, which can be activated independently of the IFN-TBK1-IRF3 axis. For instance, downstream signaling of STING also lead to NF-κB and/or inflammasomes activation, and secretion of various cytokines, like IL-6 and TNF (1, 16), as also observed in COVID-19 (21) (Figure 1).

STING is highly conserved throughout evolution, being observed >500 million years ago, and has also other primitive functions than secretion of IFN-I and cytokines to fight viruses or intra-cellular bacteria (23, 25, 26).

First, it activates the process of autophagy (critical for the elimination of DNA and viruses in the cytosol of innate immune cells), independently of TBK1 activation and IFN-I signals (25) (Figure 1).

Second, if foreign nucleic acids accumulate despite autophagy, further activation of the STING pathway can lead to growth arrest, up to apoptosis or pyroptosis (23), which can contribute to increase the risk of thrombosis (Figure) (2). Those STING-mediated cell deaths might be critical for preventing pathogen dissemination (23, 26).

Reciprocally, some bacterial pathogens (and possibly some DNA viruses) have learned to exploit those STING-induced deaths to impair T cell response (27). They sort their DNAs into extracellular vesicles and deliver them to T cells, to excessively stimulate the cGAS-STING pathway, after ingestion, which primes those T cells for apoptosis (27, 28). In HSV-1 infections, STING can also be directly transferred to previously uninfected cells through exosomes (29) (Figure 1) in order to force those cells to detect earlier their invasion by HSV-1.

This strategy should less apply to the SARS-CoVs, since they are RNA viruses, less directly recognized by cGAS-STING. However, SARS-CoVs could indirectly tease T cell response through the cGAS-STING pathway. Indeed, viral-induced DNA damage in by-stander cells of T cells (including B cells) can lead to cGAMP synthesis in those neighbor cells (Figure 1). Transfer of this cGAMP to T cells can also activate the cGAS-STING pathway in activated CD4+ and CD8+ T cells. Indeed, those activated T cells highly express the cGAMP importer SLC19A1 (whereas naïve T cells do not) (Figure 1) (28).

SLC19A1 is a folate-organic phosphate antiporter, and the major transporter of CDNs like cGAMP through the cell membranes, of activated T cells (30). Interestingly, in human cell lines and primary cells ex vivo, CDN uptake through SLC19A1 is inhibited by both folates and two anti-folates medications of rheumatoid arthritis and other inflammatory rheumatisms: sulfasalazine and methotrexate (30). Accordingly, the outcome of rheumatoid arthritis with severe COVID-19 treated or not by methotrexate or sulfasalazine could be worth to study, although methotrexate as only limited efficacy against SAVI (STING-associated vasculopathy with onset in infancy) syndromes.



Consequences of cGAS-STING Activation in Murine and Human T Cells


STING Is a Co-Signal Which Modulates Many T Cell Function in Mice

STING is strongly expressed in most cells, except human B cells, and recent studies showed that mouse CD4+ T cells express even higher amounts of STING protein than macrophages and dendritic cells (28). The activation of mouse T cells upon T cell receptor (TCR) recognition of antigen peptide-MHC is regulated by STING (23, 31), which can modulate various T cell functions, such as cytokine production, cell growth, and differentiation (23). STING can make the mouse T lymphocytes more responsive to ER stress induced by T cell receptor (TCR) signaling. It also leads to lymphocytes death following excessive triggering of TCR, in cells with other sources of ER stress (32, 33).



Some Features of STING Signaling Seem Less Efficient in Human T Cells

In humans, key components of the DNA sensing machinery are expressed in activated T cells, including STING itself (34). However, as compared with other cells (including myeloid immune cell types and non-immune cells), STING seems much less functional in human T cells, at least regarding IFN secretion (Figure 1) (18). It has been highlighted in the most recent review on STING that lack of an IFN I response downstream of STING in human T and B lymphocytes is in line with the observation that functional DNA sensing pathway in T and B lymphocytes would lead to continuous IFN I production in those highly proliferative cells and detrimental auto-inflammatory diseases (18).

A compromised expression of the cGAS-STING cascade has also been confirmed in CD8+T cells from cancer patients, with reduced stem-like central memory CD8+T cells subsets (35). This is a selective advantage for survival and growth for cancers (36). Several studies showed that STING re-activation can stimulate antitumor immune responses in numerous cancers, including leukemia, melanoma, glioma, and hepatocellular carcinoma (37).

In HIV patients, resting CD4+ T cells, some of which harbor HIV, are also defective in STING-dependent IFN I production (34). A defective STING pathway may render human T cells vulnerable to other pathogens, due to low production of IFN, including other retroviruses (e.g., human T-lymphotropic virus type 1), or viruses (e.g., VZV and HHV 6) that replicate through a DNA (18). Conversely, other downstream signaling of STING than IFN, like NFκB, are less affected in human T cells, as shown in HIV-1 lymphocytes (38). This is also observed in SAVI syndromes (induced by gain of function of STING), where over-activation of STING by viruses can lead to T cell hyper-responsiveness with IL-6 secretion (as well as T cell exhaustion, and autophagy-induced lymphopenia).



Sources of Activation of STING Within T Lymphocytes

The final sources of cGAMP for the activation of STING in T cells should differ according to the possibility (or not) of a direct infection of T cells by SARS-CoV-2 through CD147 or CD26. Such infection has not yet been demonstrated, but might be searched in subsets of activated T cells of severe COVID-19) (Table 2), including memory T cells which upon activation exhibit much greater up-regulation of CD147 than naïve T cells (39) (Figure 1).

In such event, STING might be activated by: i) cGAMP incorporated into viral particles during encapsidation in antigen presenting cells, to accelerate STING activation in neighboring T cells and their apoptosis; ii) endogenous cGAMP synthetized from damaged cytosolic self-DNA within T cells, including virally damaged mitochondrial self-DNA, as shown for dengue virus infected cells (40) (T cells are permissive for dengue virus); iii) a non-canonical mechanism involving lipid membrane alterations, as observed following influenza virus infection in mouse embryonic fibroblast cells (41).

However, even if T cells are not infected by SARS-CoV-2, STING could still be activated within T cells by: iv) exogenous cGAMP released in extra-cellular spaces by dying cells, and internalized by activated CD4+ and CD8+T cells (15) (which highly express the cGAMP importer SLC19A1); v) cGAMP transmitted by B cells to T cells via other cellular channels; vi) DNA damages occurring in T cells themselves, including oxidized mitochondrial-DNA (Figure 1).





T Cell Responses Observed in Coronavirus Disease 2019 and Following STING Activation


Th2 Differentiation at Early Stages


A Th2 Immune Response Is Observed at Onset of Coronavirus Disease 2019

At 24h after the first clinical signs of COVID-19, interleukins (IL-1α, IL-1β, IL-6, IL-10), and IFNs (IFN-α2, IFN-β1, IFN-II) are significantly elevated, but the cellular sources of those cytokines are probably more epithelial and innate cells than T lymphocytes (42). After several days, naïve lymphocytes differentiate in Th2, in line with the role of eosinophils in fighting RNA viruses [ascribed to the RNAses inside their granules (43)]. Such Th2 profile had previously been described in SARS patients, and lethal outcomes correlated with elevated Th2 cell serum cytokines (44).



A Th2 Immune Response Is Also Induced by STING Activation

The main ligand for STING, cGAMP, can also preferentially induce a Th2 differentiation (23, 45). Co-stimulation of antigen presenting cells and T cells by foreign or self-DNA similarly suppresses T-bet expression, followed by the induction of GATA-3 and Th2 cytokines (23, 45). The extra-cellular self dsDNA of neutrophil extracellular traps (NETs) induced by rhinovirus infection of upper airways is associated with a preferential Th2 response (46). Accordingly, the shift towards a Th2 response in early stages of COVID-19 would fit with STING activation (Table 1).

However, the expression of the aryl hydrocarbon receptor (AhR) on T cells following CD28 activation can later shift Th1/Th2 balance towards a Th1 response (45). This could explain why, in lungs of mice models of SAVI syndromes, Th1, rather than Th2, seem to play a critical role in tissue damage and the persistence of inflammation (47). Whether SARS-CoV-2 could activate AhR has not been addressed so far (Table 2), but a murine coronavirus does it, contributing to cytokine modulation and viral infection (48).




Exhausted/Senescent Phenotypes Are Observed in Severe Coronavirus Disease 2019, But Also Following STING Over-Activation

In most patients, COVID-19 is a benign and even asymptomatic infection, and recognition of some viral peptides by T cells (including some memory T cells already primed by previous encounter with human or animal coronaviruses) could help innate cells to clear SARS-CoV2. Recent findings using immunospot essay assessing IFNγ production, showed that 6/8 contacts of index patients developed a SARS-Cov-2 specific T cell response lasting up to 80 days against structural and/or accessory SARS-CoV-2 proteins, although none developed antibodies, and all were tested negative by PCR (49).

Conversely, due to genetically encoded differences in innate and/or T cells, or epigenetic changes acquired during life, innate and/or adaptive cells could remain inefficient to clear SARS-CoV-2 in the minor subset of patients with severe COVID-19. Those genetically encoded differences might be loss of function mutations polymorphisms: inborn errors of TLR3- and IRF7-dependent type I IFN immunity have been found in 3.5% of life-threatening COVID-19 pneumonia in patients with no prior severe infections (50). However, gain of function mutations in other genes, including genes of the STING pathways, should also be searched, since delayed over-reaction to virus damage might be as important as poor initial control of SARS-CoV-2.


Exhaustion of T Cell Lymphocytes With Delayed Secretion of IL-6 in Severe Coronavirus Disease 2019

Increased presence of strongly activated T cells, characterized by expression of HLA-DR, CD38, CD69, CD25, CD44, and Ki-67 has been reported in several studies on COVID-19 (51). In intensive care (ICU) units, both virus-specific CD4 and CD8 T cells were detected in all COVID-19 patients (at average frequencies of 1.4 and 1.3%, respectively), with phenotypes suggestive of either CD4 central memory, or CD8 effector memory T cells (52).

Although SARS-CoV-2 restrains antigen presentation by down-regulating MHC class I and II molecules, CD4+ T cells, and even more CD8+ T cells (20, 53), exhibit functional exhaustion/senescent patterns (51). The expression of NK group 2 member A receptor (NKG2A), programmed cell death 1 (PD-1), and T-cell immunoglobulin and mucin containing protein-3 (TIM-3) (51) increased as patients progressed from prodromal to overtly symptomatic stages (54). In critically ill patients, cellular functionality was also shown to be impaired in CD4 and CD8 T cells (20). This could explain why, despite initial over-activation of lymphocytes, at autopsy, patients who succumbed to infection all had high virus levels in the respiratory tract and other tissues (55).

Elevations in CRP (C-reactive protein), strongly associated to interleukin (IL)-6 levels, appear to be unique to COVID-19 patients when compared to other viral infections (20). Those elevated IL-6 levels are associated with ICU admission, respiratory failure, and poor prognosis (20). Various activated and expanded antigen presenting cells, including macrophages and dendritic cells, seem usually responsible for the cytokine storm with high IL-6 secretion, and for the high serum levels of CRP (54). This is in line with previous studies on other betacoronaviruses human infections (SARS-CoV and MERS-CoV). Indeed, most of the exhausted T cells express less cytokines than innate cells, and T cell numbers are negatively correlated to serum IL-6, IL-10, and TNF-α concentration. However, IL-6 increases fairly late during the disease’s course |20] [which much reduces its prognostic value at earlier stages (56)].

A first hypothesis for this delayed raise of IL-6 could be the deferred re-expression of ACE2 receptor (57) on previously infected epithelial cells, following IFN secretion, leading to re-activation of macrophages and dendritic cells (Figure 1). A second hypothesis is an increased peripheral blood frequency of a subset of polyclonal GM-CSF+ CD4 T cells capable of prodigious ex-vivo IL-6 and IFN-γ production, which has been described in COVID-19, although only in critically ill patients (58).



Over-Activation of the STING-Pathway Can Also Activate T Lymphocytes, and Lead to Secretion of IL-6

Unlike in innate immune cells, cGAMP alone does not induce IFN-I production by mouse naïve CD4+ and CD8+ T cells, since both TCR stimulation and STING activation are required (23). Conversely, in effector CD4+ and CD8+ T cells, the STING activation by cGAMP can lead to IFN-I and probably various cytokines production, even without TCR co-stimulation (although cGAMP-induced IFN-I production is further increased by IL-2 and TCR binding) (23). The amount of IFN-I produced by mouse effector Th1 and activated CD8+ T cells in response to co-stimulation with TCR and cGAMP is even higher than in dendritic cells (23). This is in line with the much greater ability of previously activated T cells to internalize cGAMP from neighbor cells, as compared to naïve T cells (22).

This continuous secretion of IFNs by effector T cells help to clear intra-cellular pathogens at the early stages of viral infections. Early or preventive treatment by IFN-α or IFN-β improved the outcomes of SARS-CoV and MERS-CoV infection in mice and in non-human primates. However, some viruses, including SARS-CoVs, not only can lower IFN production, but can also take advantage of some subtypes of IFN, like IFN-β, to persist in the host at later stages (7). This could explain why in humans, survival rates in MERS-CoV infection were not increased, possibly because those drugs were given too late (59). At this stage, the delayed IFN-β response in some murine models of severe acute respiratory syndrome (SARS) is, on the opposite, associated with excessive influx of pathogenic inflammatory monocytes-macrophages and a much worse prognosis (60) (Table 2).

STING over-activation might similarly paradoxically enhance SARS-CoV-2 replication in lung monocytes-macrophages through transient increase secretion of IFN-β. This contributes to T lymphocyte exhaustion up to final fall of IFN-I secretion. Indeed, following infection by gamma-herpesvirus 68 (γHV68), the increased secretion of IFN-I also promoted the replication of this virus in cultured macrophages of a mouse model of gain of function of STING (N153S) (61). Furthermore, IFN-β can also induce up-regulation of ACE2 in airway epithelia (7) (Figure 1). This might fuel new infections by SARS-CoV2, and impair antigen-specific T cell responses to SARS-CoV antigens (60).

The contribution of IFN-β to COVID-19 remains quite uncertain however in humans, since: i) IFN-I over-secretion induced early by STING activation in infected cells is quickly counterbalanced by a strong inhibition of the downstream STING-TBK1-IRF3 pathway by various SARS-CoV-2 protases (Figure 1) (20); ii) IFN-I, II and III expression was seemingly not significantly increased in lung tissues infected with SARS-CoV-2 (62); iii) although an increased expression of IFN-I, and IFN-I related genes, were observed in human blood during the first stages of COVID-19, they declined when the patient got worse (63).

Nevertheless, STING activation can lead to nuclear-factor kappa B (NFκB) and cytokine secretion, including IL-6, independently of IFN secretion. First, SARS-CoV-2 non-structural protein (NSP)9 and NSP10 still increase IL-6 production, by inhibition of NF-κB-repressing factor (NKRF), an endogenous NF-κB repressor (21) (Figure 1). Second, whereas the induction of IFN-response genes are maximally up-regulated in PBMCs from SAVI patients (exposure to cGAMP brought about no change), conversely, transcription of the genes encoding tumor necrosis factor (TNF) and IL-6 was elevated in unstimulated peripheral blood mononuclear cells (PBMCs) from SAVI patients, and was still augmented on exposure to cGAMP (64). This is reminiscent of what is observed in severe COVID-19 patients (Table 1) (65).

A subdomain within the C terminus domain (CTT) of STING (mini_CTT), appears to be required for STING-mediated, TBK1/IRF3-independent, NF-κB activation in a human system (31). This mini_CTT domain might also be required for cGAMP-induced inhibition of mammalian target of rapamycin complex 1 (mTORC1) signals in T cells (Figure 1). Accordingly, gain of function of this subdomain of STING could be preferentially studied in young patients with severe COVID-19 (Table 2).




Lymphopenia Is an Early Prognosis Factor in Coronavirus 2019, and Is Also Induced by STING Over-Activation


T Cell Lymphopenia and Severe Coronavirus 2019

In COVID-19, a sustained decrease in CD4+ and CD8+ T cells, especially CD8+ T cells, is observed, despite an increase in IL-6, IL-10, IL-2, IFN-γ levels, and neutrophil counts. This fall is even more pronounced in patients requiring ICU (54), whatever the age (42). Decreased counts of NK cells, eosinophils (53), and γδ-T cells (66), are also observed in severe cases (53). In most severe COVID-19, this lymphopenia is associated with atrophy of lymphoid organs (67). Regulatory T cells are moderately increased at the onset of mild COVID-19, but similarly later decline in severe cases (68).

In mild cases, this lymphopenia might partly reflect redistribution of lymphocytes to lymphoid organs and tissues, since IFN-I, IL-6, and TNF-α can promote retention of activated lymphocyte in lymphoid organs (54). However, although some autopsy study showed extensive lymphocyte infiltration in the lungs (55), others observed only found neutrophilic infiltration in the lung (69), or death of lymphocytes in spleen and lymph nodes (70).

This T cell lymphopenia appears to predict morbidity and mortality, even at early stages, while elevated levels of CRP, LDH, D-dimer, as well as decreased blood platelets are only late prognosis factors (20).Therefore, rather than a cytokine storm induced by NF-κB stimulation, a marked and widespread virus-induced lymphopenia may be the real cause of death in many patients (71).



Excess of TGF-Signaling Could Contribute to This Lymphopenia

Among the numerous mechanisms for the functional exhaustion/senescent patterns of T lymphocytes in severe COVID-19, the release of TGF-β1 could contribute to impair T cell function (and may also be responsible for switch in IgG to IgA production observed in COVID-19 patients). TGF-β1 levels are indeed associated with more severe COVID-19 (72). Similar observations were previously made in patients with severe acute respiratory syndrome (SARS): TGF-β1 was continuously up-regulated during the entirety of SARS, and its prolonged over-production was associated with severity of SARS and memory TCD8 depletion (73). Whether STING also increase TGF-β1 signaling has not been directly addressed in humans, but in rodents STING deficiency in liver effectively reduced the severity of hepatic fibrosis, which was closely associated with the inhibition of TGF-β1 signaling (74). Therefore, STING activation could also reinforce some TGF-β functions in humans (75) and contribute to lymphopenia (Figure 1).



But T Cell Lymphopenia Is Also a Direct Consequence of STING Over-Activation

In humans, a marked lymphopenia with reduced memory CD4+ and CD8+ T cells in the periphery (23) is a major feature of SAVI syndrome (76). In a knock-in model carrying an amino acid substitution (V154M) in mouse STING (corresponding to a mutation seen in human patients), the mice also developed a severe combined immunodeficiency disease affecting B, T, and NK cells, with a significant compensatory expansion of monocytes and granulocytes (77). This phenotype is reminiscent of what is observed in severe COVID-19 (Table 1).

B- and T-cell developments were blocked since early immature stages, either in bone marrow or thymus (77). Excess of IFN-I (31) does not contribute to this lymphopenia. Signs of inflammation in lungs and kidneys were also IFN-independent (77), and probably driven by over-reactivity of the TCR (32, 78). This is in line with the observation that in mice STING-associated vasculopathy, STING regulates T cell proliferation in cell culture, independently of IRF3 (32).

Radiations chimeras confirmed that T cell lymphopenia depends on T cell intrinsic expression of the SAVI mutation (79). Co-stimulation of CD4+ T cells by STING and TCR activation can induce growth arrest and lymphopenia by inhibiting mammalian target of rapamycin complex 1 (mTORC1) activation (Table 1). This STING-mediated inhibition of mTORC1 signals following TCR activation is partly dependent on both IFN regulatory factor 3 (IRF3) and IFN regulatory factor 7 (IRF7) (Figure 1), but not on TBK1 and IKKϵ (23). The identification of this unique pathway in T cells is critical for the development of new therapeutic strategies for targeting STING in T cells, and to prevent lymphopenia (23).

STING mutants also induce chronic activation of ER stress and unfolded protein response (UPR) within T lymphocytes. STING-N154S disrupts calcium homeostasis in T cells, and primes them to become hyper-responsive to T cell receptor signaling induced ER stress, leading to cell death, both in CD4+ and CD8+ T cells (32, 78). The mouse CD4+ and CD8+ T cell death through ER stress can be restored (as well as lung disease) by changing TCR specificity (36).

cGAMP-induced STING activation can also lead to the inhibition of IL-2 signaling pathways, which decreases the synthesis of regulatory T cells (Tregs) (23) (Table 1).



This T Cell Lymphopenia Can Be Partly Reversed by IL-7

Interleukin 7 (IL-7) is essential for lymphocyte survival and expansion (80). IL-7 therapy has been shown to restore lymphocyte counts and functional activity, leading to decreased viral load and clinical improvement in several life-threatening viral infections (71). The effect of compassionate use of IL-7 in 12 critically ill patients with COVID-19 and severe lymphopenia was compared to the outcome of 13 matched controls who did not benefited from IL-7. IL-7 was associated with a restored lymphocyte count, with the IL-7 group having levels more than two-fold greater than the control group (71). However, functional defects of the exhausted lymphocytes could persist, since at day 30, mortality was 42 and 46%, respectively.





The Human STING-Associated Vasculopathy With Onset in Infancy Syndromes, Induced by Gain of Function Mutation of STING, Share Other Features Than T Cell Exhaustion and Lymphopenia, With Severe Coronavirus 2019, Including Pneumonitis

SAVI syndromes share other striking similarities with COVID-19: a variable combination of fever, rashes, an inflammatory vasculopathy mimicking lupus chilblains, up to vaso-occlusive process and acral necrosis, and pulmonary inflammation leading to interstitial lung disease (64).

In STING N153S SAVI-like mice model, mice lacking adaptive immunity had no lung disease, and T-cell receptor β chain (Tcrb)−/− STING N153S animals only had mild disease (79). Therefore, T cell over-response seems important for lung disease induction, despite the concurrent lymphopenia induced by STING over-activation (79). Crossing those mice to animals lacking cGAS, IRF3/IRF7, IFN-alpha/beta receptor alpha chain (IFNAR1), adaptive immunity, αβ T cells, and mature B cells, showed that lung disease developed independently of cGAS, IRF3/IRF7, and IFNAR1, suggesting that other triggers than cyclic dinucleotides (the ligands of cGAS) and/or IFN, contribute to STING over-activation within T cells (79). A defective retro-control of STING (Figure 1) might be one explanation for those findings, either in patients with gain of function of STING, and/or severe COVID-19.

In normal cells, IL-6 is a negative feed-back regulator of STING induced by double-stranded DNA, since IL-6 promotes STING degradation by activating/dephosphorylating UNC-51-like kinase (ULK1) (65) (Figure 1). It would be worth testing the hypothesis that this feedback is mitigated in severe COVID-19 by modulation of autophagy (81), and inhibition of molecules like ULK1 by SARS-CoVs (Table 2), in as much they can infect activated/memory T cells expressing CD147. Indeed, HSV-1 can inhibit ULK1 to escape the autophagy process (82), and previous studies on other betacoronaviruses showed that, upon cell infection, these viruses inhibit macro-autophagy (83). For instance, the porcine hemagglutinating encephalomyelitis (PHEV) betacoronavirus inhibits the expression of the ULK1 protein (84). Such virally induced lack of negative feedback on STING expression might indeed contribute, together with gain of function variants of the cGAS-STING pathway variants, to a delayed increase of STING activation in activated CD4+ or CD8+ memory T cells following infection by betacoronaviruses, and worse pneumonitis.

The paradoxical poor control of virus in lung macrophages of SAVI models is partly due to excess of IFN-I and II, as deduced by a strong increase of expression of IFN-stimulated genes, which leads to ACE2 over-expression (Figure 1). The over-response of some T cell subsets to viral antigens in the lung of SAVI and COVID-19, with subsequent fibrosis (61), could also be the consequence of an imbalance between effector T cells and Tregs. Normally, cytosolic DNA sensing via the STING/IFN-β pathway also induces indoleamine 2,3 dioxygenase (IDO). IDO then catabolizes tryptophan to suppress effector and helper T-cell responses and activate Foxp3-lineage CD4(+) Tregs (85). However, Tregs might be even more prone to exhaustion and/or lymphopenia than effector T cells in mouse or humans with over-activation of cGAS-STING, since marked decreases of Tregs have been reported in severe COVID-19 (51) (Table 2).



B Cell Responses


B Cell Responses in Coronavirus Disease 2019

Like T cells counts, blood B cells count decline with COVID-19 severity [lower counts being associated with increased length of virus shedding (86)], albeit B cell lymphopenia is much less pronounced than T cell lymphopenia (25, 87).

Like T cell, B cells are markedly activated, with highly oligoclonal B cell populations, and profound CD27+CD38+ plasmablasts expansion in some patients. This plasmablast expansion is uncorrelated with decreases in memory B cell subsets, or with the limited changes observed in the circulating T follicular helper cells (cTfh) compartment (87). Long-term studies on serology kinetics in SARS-CoV and MERS-CoV infections, showed that most IgG were neutralizing but waned over time, and usually in less than 3 years, with longer durations of detectable antibody associated with more severe symptoms (88). Whether gain of function and/or activation of STING in subsets of cTfh cells leading to their premature apoptosis due to hyperresponsiveness to TCR signals, contribute to this rather short duration of antibodies towards SARS-CoV infections has not been addressed so far (Table 2).

Sero-conversion occurs between 7 and 14 days after the onset, but this robust antibody response alone is insufficient to avoid severe COVID-19 (20). The high levels of anti-SARS-CoV-2 antibodies in aged COVID-19 do not prevent from severe clinical outcomes, and COVID-19 ICU patients often have high titers SARS-CoV-2 specific antibodies (89).

Another argument suggesting that antibodies might be less important than T cells to control SARS-CoV-2 is the possibility of only mild COVID-19 in patients with severe hypogammaglobulinemia. In a report on seven patients (32 to 79 years-old) with primary antibody deficiencies and COVID-19, five had common variable immune deficiencies (CVIDs) (dysfunctional B lymphocytes), and two had agammaglobulinemia (lacking B lymphocytes). All were substituted and had similar immunoglobulins levels. Whereas the two patients with agammaglobulinemia had a benign COVID-19 course, the five patients with CVIDs presented with a severe form of COVID-19, requiring treatment with multiple drugs, including IL-6–blocking drugs and mechanical ventilation (90). This suggests an active contribution of over-activated but pathogenic subsets of T-bet+ B cells in severe COVID-19 (87), in line with the observation that the granulomatous-lymphocytic interstitial lung diseases occurring in 10% of patients with CVID are partially reversed by B-cell–depleting drugs (90).



B Cell Responses and STING


In Mice

B cell receptor (BCR) and STING signaling pathways act synergistically to promote antibodies responses independent of type I IFN (91). However, STING functions autonomously in B cells responding to CDNs, and can be activated by cGAMP without the need of previous BCR ligation (91). This can lead to IFN-β production (92), while IFN-I expression by B cells induces an altered polarization of macrophages toward a regulatory/anti-inflammatory profile, at least in vitro, that might benefit to some pathogens (93).

Mitochondria-mediated apoptosis induced by STING is also more pronounced in normal mouse B cells than in other cells, since upon stimulation, STING is degraded less efficiently in B cells (94).



In Humans

Activation of MHC class II in human B cells is associated with enhancement of STING signaling (95). However, whereas STING is strongly expressed in mice B cells, in resting humans B cells, STING is poorly expressed and dysfunctional (Figure 1), despite the detection of DNA sensing and signaling proteins of the STING pathway [cGAS, gamma-IFN-inducible protein (IFI16), TBK1 and IRF3] (96). The very poor expression of STING in human SAVI B cells could explain why in humans SAVI severe B lymphopenia and hypo-gammaglobulinemia are not observed [whereas in knock-in mice poor B cell development and an almost complete lack of antibodies are found (77)].

This lack of STING signaling in human B cells might be an explanation for the use of B cells as a reservoir for persistent infection by Epstein-Barr virus (EBV), and other human gamma-herpesviruses (96). Consequently, although human B cells appear equipped to sense invading DNA viruses by other sensors than cGAS-STING, yet they fail to induce an IFN-I response upon cytoplasmic DNA exposure in EBV-negative B cells. EBV-transformed B cell lines do express STING, but these lines, as well as STING-reconstituted EBV-negative B cells, do not produce more IFN-I upon dsDNA or cGAMP stimulation than EBV-negative lines, showing that the cytoplasmic cGAS-STING pathway remains dysfunctional, even in EBV-positive human B cells (96).

Of note, a similar abrogation of signal transduction downstream of STING phenomenon has been reported for some subsets of activated human T lymphocytes that produce substantial levels of STING protein (34), and it might also be worth to study the functionality of the STING pathway in all subsets of memory B and T cells in COVID-19 (Table 2).

Although they poorly express STING, B lymphocytes could indirectly contribute to activate STING in other T cells in COVID-19. Indeed, to alert other cells of viral infections, triggering of cGAS in infected B cells can result in cGAMP production and packaging, and subsequent transfer of this danger message to other cells, including activated T cells (97) (Figure 1).

Consequently, B cells infected by SARS-CoV might contribute to T cell activation and exhaustion in COVID-19, and possibly more frequently in EBV positive patients, which could also contribute to explain why young children have usually much less severe COVID-19 than adults (Table 2).






Discussion: Scenario For T Cells and B Cells Response in Covid-2019

The striking similarities between clinical and biological features of SAVI syndromes and severe COVID-19, as well as other studies on the role of STING on T and B lymphocytes (Table 1), support the hypothesis of some delayed over-signaling downstream of cGAS-STING in severe COVID-19, despite initial inhibition of the STING-TBK1-IRF3 axis (and IFN secretion) by papain-like-proteases contained within the NSP3 and NSP16 proteins (98) (Figure 1).

A lower IFNα/IFN-β ratio downstream of STING could also promote the replication of SARS-CoV, including SARS-CoV-2, as observed in mice models of SARS-CoV and MERS-CoV (60, 99). Parallel activation of macrophages, dendritic cells, and B cell up to exhaustion, might also lead to excessive triggering of TCR and STING from CD4+ and CD8+ and NK cells, leading to their exhaustion and deaths, and further spreading of SARS-CoV-2.

Cases of severe COVID-19 in very young children suggest that some genetically encoded, and perhaps not yet described, gain of function mutations of the cGAS-STING pathway could be a first explanation for severe SARS-CoV-2 infections in the young. However, most old patients with severe COVID-19 never exhibited previous features of SAVI syndromes, so that other explanations than mutations of cGAS-STING must be discussed, which might also be more specific for SARS-CoV infections.

The first one is mutants in various other molecules controlling the STING pathways. For instance, the Ca2+ sensor stromal interaction molecule 1 (STIM1) ensures correct localization of STING at the ER, and its down-regulation should enhance STING activation (100). A more attractive candidate is IFN induced protein with tetratricopeptide repeats 3 (IFIT3) (Figure 1), which is highly up-regulated in SARS-CoV-2 infected bronchial epithelial cells (101): IFIT3 interacts with both STING and TANK-binding kinase 1 genes, and activate them in some disorders like lupus (102).

The second explanation could be poor control of STING expression levels by microRNAs (miRNAs) (Figure 1). Induction of miR-576-3p (only present in higher primates: humans, chimpanzee, bonobos, gorilla, and orangutan) by IRF3 and IFN-β triggers a feedback mechanism to suppress STING translation and reduce IFN expression (103). During RNA and DNA virus infections, miR-576-3p sets an antiviral response threshold to likely avoid excessive inflammation (103). Deficient production of miR-576-3p has not yet been searched in severe COVID-19 (Table 2).

Therefore, the third and most attractive hypothesis so far is a delayed over-activation of the cGAS-STING pathway, due to a rebound effect following initial STING inhibition by viral proteases. This could occur when damaged self-DNA and mitochondrial DNA [especially in elderly patients, or patients with metabolic disorders (1, 104)], combine with STING over-activation induced by transfer of cGAMP and/or STING from infected antigen presenting cells to T cells (Table 2) (Figure 1).

This rebound effect might be even more severe in patients with mitigated negative feed-back of STING activation by IL-6, induced by disturbances of the autophagy processes, secondary to ULK1 inhibition by beta-coronaviruses, especially in T cells (65, 81) (Figure 1). Lymphopenia, a predictor of poor prognostic, is reversed in 1 week by tocilizumab injection (105). The T CD4+, T CD8+, and NK cells reduced anti-viral cytokine production capabilities and cytotoxic potential, are also partially restored by inhibition of IL-6 by tocilizumab (53). However, inhibition of IL-6 has not yet demonstrated its ability to reduce the death rate in severe COVID-19, although it was associated with seemingly better outcomes of COVID-19 in patients who survived (106). A defect of the negative feed-back of STING activation by IL-6 in most severe cases might contribute to explain those observations.

Confirmation of a delayed over-activation of the STING pathways in severe COVID-19 would prompt to test drugs already designed to specifically and timely control STING activation (107), like endogenous nitro-conjugated linoleic acid (NO2-cLA) (108). Although a reduced release of IFN-I has already been confirmed, those drugs should be tested first in animal models of STING gain of function, to make sure that they also correct STING-induced lymphopenia and NFκB over-activation (108). They may be added to vitamin-D and aspirin, which probably also prevent STING over-activation (2).

STING is indeed a “hub” of the immune response, not restricted to the TBK1-IRF3 pathway, and a driver of cell death, including T lymphocytes death. Directly targeting STING might be more efficient to restrain the delayed cytokine storm and prevent lymphopenia, pneumonitis, and vasculopathy, than blocking only a single cytokine like IL-6. Direct inhibition of STING delayed over-activation in severe COVID-19 might also better protect from premature apoptosis of memory central T cells, and early (109), or late recurrences of SARS-CoV-2 infections, even in young patients.

The striking similarities noticed between SAVI syndromes and signs of severe COVID-19 including pneumonitis (1), inflammatory vasculopathies with acral thrombosis or Kawasaki-like features (2), and the lymphocyte changes described above, are not evidences that the cGAS-STING axis plays a central role in COVID-19 pathogenesis. However, those numerous analogies could prompt to study the contribution of STING activation in T and B cells changes observed during severe COVID-19, and to address some of the questions listed in Table 2.

This could reinforce the rationale of using drugs preventing from over-activation of STING to treat COVID-19, including as cheap and well tolerated drugs as vitamin-D and aspirin (2). Interestingly, in a large retrospective study performed in American ICUs, even low-dose aspirin seemed to decrease by half mechanical ventilation, ICU admission, and in-hospital mortality in hospitalized patients with COVID-19 (110). If confirmed by prospective studies, this finding would have major consequences on the future of the COVID-19 pandemic.
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IFI16, hnRNPA2B1, and nuclear cGAS are nuclear-located DNA sensors that play important roles in initiating host antiviral immunity and modulating tumorigenesis. IFI16 triggers innate antiviral immunity, inflammasome, and suppresses tumorigenesis by recognizing double-stranded DNA (dsDNA), single-stranded DNA (ssDNA), damaged nuclear DNA, or cooperatively interacting with multiple tumor suppressors such as p53 and BRCA1. hnRNPA2B1 initiates interferon (IFN)-α/β production and enhances STING-dependent cytosolic antiviral signaling by directly binding viral dsDNA from invaded viruses and facilitating N6-methyladenosine (m6A) modification of cGAS, IFI16, and STING mRNAs. Nuclear cGAS is recruited to double-stranded breaks (DSBs), suppresses DNA repair, and promotes tumorigenesis. This review briefly describes the nuclear functions of IFI16, hnRNPA2B1, and cGAS, and summarizes the transcriptional, post-transcriptional, and post-translational regulation of these nuclear DNA sensors.
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Introduction

The first line of host defense against pathogenic threats is orchestrated by the innate immune system, which relies on the ability of immune cells to recognize the presence of extracellular or intracellular pathogen-associated molecular patterns (PAMPs) through germline-encoded pattern recognition receptors (PRRs) (1). Viral nucleic acids are the main PAMPs generated during viral infection. Once infected, the interactions between PRRs and viral nucleic acids evoke a series of signaling transduction cascades that lead to the initiation of cell defense to eliminate viruses. For instance, recognition of viral DNA by cytosolic DNA sensors like cyclic GMP-AMP synthase (cGAS) elicits the activation of the adaptor protein stimulator of interferon genes (STING), which further recruits and activates TANK-binding kinase 1 (TBK1) and interferon-regulatory factor 3 (IRF3) (2–4). STING also activates the transcription factor nuclear factor-κB (NF-κB), which subsequently collaborates with IRF3 to promote the expression of type I IFNs (IFN-Is) and proinflammatory cytokines (5–7). Additionally, cytosolic DNA binds to the receptor absent in melanoma 2 (AIM2), leading to the recruitment of the apoptosis-associated speck-like protein containing CARD (ASC) and pro-caspase-1 to assemble a multi-protein complex termed inflammasome, which constitutes a group of PRRs and plays essential roles in response to viral infection (8). Once assembled, the AIM2 inflammasome complex further promotes the proteolytic maturation and secretion of proinflammatory cytokines, including interleukin 1 beta (IL-1β) and IL-18, thereby initiating the inflammatory cascade (9).

Although the stimulation of cytosolic nucleic acid sensors by viral nucleic acids is critical for host antiviral defense, multiple viruses replicate in the nucleus with much less or no opportunities for cytosolic engagement of viral nucleic acids. In the past few years, accumulating evidence has demonstrated that nuclear DNA sensors, such as IFN-γ-inducible protein 16 (IFI16), heterogeneous nuclear ribonucleoprotein A2/B1 (hnRNPA2B1), and nuclear cGAS, also exert critical roles in initiating host antiviral immunity (10). However, compared to the wealth of knowledge about cytosolic DNA sensors and the other PRRs, studies for the roles and underlying mechanisms of nuclear DNA sensors are only just emerging (11–13). Recent evidence indicates that nuclear DNA sensors are also involved in tumor development beyond pathogenic DNA recognition. Aberrant or damaged self-DNA species generated due to genomic instability serve as ligands to engage these nuclear DNA sensors during tumorigenesis.

This review focuses on the latest findings to provide a more comprehensive understanding of the functions of nuclear DNA sensors during viral infection and tumorigenesis. It also summarizes the regulation of these nuclear DNA sensors, including transcriptional, post-transcriptional, and post-translational regulation during viral infection and tumorigenesis.



Nuclear DNA Sensors Facilitate Antiviral Immunity 

IFI16 is a member of the pyrin and HIN200 domain-containing protein family (PYHIN) that contains a pyrin domain and two DNA-binding HIN domains. It has been identified as a nuclear DNA sensor that mediates the induction of IFN-Is (14). Upon detecting viral DNA in the nucleus, IFI16 translocates to the cytoplasm where it oligomerizes and relays signals through adaptor molecule STING, engaging the TBK1-IRF3 axis and the NF-κB pathway to induce the transcription of IFN-Is (2, 15, 16). IFI16 has also been shown to interact with Kaposi’s sarcoma-associated herpesvirus (KSHV) genomic DNA in the nucleus, leading to the formation of a functional inflammasome. Different from the cytosolic AIM2 inflammasome, the IFI16 inflammasome complex is initially assembled in the nucleus and subsequently translocates to the cytoplasm, suggesting a nucleus-associated inflammasome sensor component against KSHV infection (17, 18). The overexpression of IFI16 with other inflammasome components in HEK293T cells is of note as it exhibits a low-level production of IL-1β. When these cells are infected by KSHV, an elevated level of IL-1β is observed, implying that the IFI16 inflammasome requires additional cofactors for optimal activation. The work of Brunette et al. further supports this notion that IFI16 and its mouse homolog p204 are poor activators of either STING-dependent IFNs or ASC-inflammasome, while AIM2 robustly activates both IFNs and the inflammasome in an experimental overexpression system (19).

hnRNPA2B1 is a member of the hnRNP family and has been recently identified as a nuclear DNA sensor (12). Upon sensing viral DNA in the nucleus, hnRNPA2B1 dimerizes and is demethylated by arginine demethylase JMJD6, which results in the cytoplasmic translocation of hnRNPA2B1. The cytoplasmic hnRNPA2B1 dimers interact with STING and activate the TBK1-IRF3 signal transduction cascade to facilitate the transcription of downstream IFN-Is. Moreover, hnRNPA2B1 can disassociate with fat mass and obesity-associated protein (FTO) after virus infection, leading to the promotion of N6-methyladenosine (m6A) modification, nucleocytoplasmic trafficking, and translation of cGAS, STING, and IFI16 mRNAs to amplify the activation of IFN-Is in antiviral innate immune response (20). A recent study shows that hnRNPA2B1 plays a vital role in transporting herpes simplex virus 1 (HSV-1) from the envelopment site to the extracellular environment (21). Interestingly, hnRNPA2B1 facilitates the replication of hepatitis E virus (HEV), an ssRNA virus, though hnRNPA2B1 is initially identified as a DNA sensor (22).

cGAS is a member of the nucleotidyltransferase family, the binding of cytoplasmic pathogenic DNA to cGAS induces a phase transition to liquid-like droplets, promoting the production of the secondary messenger cyclic guanosine monophosphate–adenosine monophosphate (cGAMP) and subsequent induction of IFN-Is through the STING-TBK1-IRF3 signaling axis (23, 24). cGAS mainly localizes in the cytoplasm, yet cGAS expresses in interphase and may translocate to the nucleus due to nuclear envelope rupture or mitosis (24, 25). Nuclear cGAS usually maintains a suppressed state by chromatin tethering to limit reactivity against self-DNA (26, 27). A recent study reveals that upon nuclear entry of the human immunodeficiency virus (HIV), NONO, an innate immune sensor of the viral capsid proteins is associated with cGAS in the nucleus and is required to retain cGAS in the nucleus but has no impact on the cytosolic pool of cGAS. The crosstalk between NONO and cGAS in the nucleus enables the sensing of DNA intermediate during HIV infection. The detection of the nuclear viral capsid by NONO promotes DNA sensing by cGAS and reveals an innate strategy of distinguishing viruses from self in the nucleus (28).



IFI16 Suppresses Viral Replication as a Transcriptional Repressor 

Several studies have reported that IFI16 functions as a transcriptional repressor (29). For instance, IFI16 has been described as a restriction factor for human cytomegalovirus (HCMV) replication on account of suppressing the transcriptional activity of the viral DNA polymerase gene (UL54) (30). Besides, IFI16 transcriptionally represses HSV-1 gene expression such as the immediate-early proteins (ICP0 and ICP4), the early proteins (ICP8 and TK), and the late proteins (GB and Us11), and limits viral replicative capacity (31, 32). IFI16 has also been demonstrated to function as a restriction factor for human papillomavirus 18 (HPV18) replication through histone modifications (33). A recent study shows that IFI16 limits HIV-1 transcription and latency reactivation by targeting the transcription factor Sp1 (34). Overall, these data identify IFI16 as a transcriptional repressor for various DNA viruses in the nucleus, of which the mechanisms still need deeper investigation.

Most studies suggest that IFI16 modulates transcription mainly through association with transcription factors or promoters. As mentioned above, IFI16 binds to the transcription factor Sp1 to suppress HIV-1 transcription (34). Similarly, Cristea et al. show that IFI16 interacts with the major immediate-early promoter (MIEP), and participates in controlling the viral immediate-early gene transcription by HCMV virion protein pUL83 (35). In addition to associating with transcription factors or promoters directly, IFI16 prevents transcription factors from interacting with their promoters. For instance, IFI16 has been shown to inhibit the association of some transcription factors such as Sp1 with the HCMV promoter (30).

Additionally, a study shows that IFI16 blocks the interaction of transcription factors, TATA-binding protein (TBP), and Octamer-Binding Transcription Factor 1 (Oct 1), with HSV-1 promoters (31). Meanwhile, the study also suggests that IFI16 may facilitate global histone modifications by modulating the formation of heterochromatin and euchromatin for both viral and cellular genes. Consequently, IFI16 may modulate transcription through chromatin modification. Another study also suggests that IFI16 promotes the addition of heterochromatin marks and the reduction of euchromatin marks on viral chromatin, thereby inhibiting viral gene expression and replication (36). Furthermore, IFI16 promotes the assembly of heterochromatin on HPV DNA, thus reducing both viral replication and transcription (33). Altogether, IFI16 is involved in transcriptional repression through association with transcription factors or promoters, preventing transcription factors from binding to their promoters and inducing changes in chromatin markers.



Nuclear DNA Sensors Regulate Tumorigenesis

Despite the essential roles of nuclear DNA sensors in the host antiviral defense, studies on these PRRs have also been well documented in the absence of infection. IFI16 acts as a DNA damage amplifier by interacting with p53 through its C-terminal domain and consequently promotes the accumulation and activation of p53 caused by DNA damage (37, 38). Increased levels of IFI16 promote the transcription of known p53 target genes, such as the cell cycle kinase inhibitor p21 and the proapoptotic Bcl-2 family member Bax, inducing p53-mediated cell cycle arrest and apoptosis in human cancer cells (38, 39). Decreased IFI16 mRNA expression is observed in numerous breast cell lines, which results in dysfunction of p53-mediated apoptosis and leads to cancer development (38). Subsequently, Lin et al. show that IFI16 functions as a tumor suppressor in hepatocellular carcinoma (HCC) by activating the p53 signaling pathway and inflammasome (40). In turn, functional activation of p53 stimulates the transcription of IFI16 through associating with the regulatory region of the IFI16 gene in the cells treated with DNA-damaging agents, suggesting a positive feedback loop between p53 and IFI16 (41). A recent research indicates that IFI16 positively regulates programmed cell death 1 ligand 1 (PD-L1) in cervical cancer cells by activating the STING-TBK1-NF-κB pathway, which can interact with the proximal region of the PD-L1 promoter to facilitate PD-L1 expression, and promoting the progression of cervical cancer (42).

Studies have also provided evidence that hnRNPA2B1 functions as a putative proto-oncogene in some cancers such as glioblastoma, pancreatic cancer, liver cancer, and pancreatic ductal adenocarcinoma (PDAC) (43–46). The upregulated expression of hnRNPA2B1 facilitates the malignant phenotypes of cancer cells by modulating many downstream target genes. hnRNPA2B1 is also overexpressed in a variety of other tumors. For instance, the expression of hnRNPA2B1 in human ovarian cancer tissues is significantly higher than that in normal ovarian epithelium tissues, and increased hnRNPA2B1 level is related to the poor prognosis of ovarian cancer patients (47). hnRNPA2B1 also serves as a diagnostic marker for the early detection of lung cancer (48–50).

Another recent study by Liu et al. confirms that DNA damage triggers nuclear translocation of cGAS and leads to the recruitment of cGAS to the site of double-stranded breaks, suppressing homologous recombination DNA repair (HR) and increasing genomic instability and, consequently, tumorigenesis (51). This observation is further supported by a study by Jiang et al., which found that nuclear cGAS inhibits HR in a STING-independent manner (52). These findings suggest that nuclear cGAS is a tumor enhancer by modulating the DNA damage response and influencing genome stability, indicating potential implications for inhibitors that block the nuclear translocation of cGAS for cancer intervention. The above studies suggest that nuclear DNA sensors play critical roles in tumorigenesis and might be a valuable prognostic marker for malignancy development and patient survival.

The functions of nuclear DNA sensors in regulating antiviral immunity, inflammasome activation, transcriptional repression, and tumorigenesis are summarized in Figure 1. Due to their important functions, the expression and cellular location of nuclear DNA sensors are tightly regulated (Figure 2).




Figure 1 | Major functions of nuclear DNA sensors. Upon detecting nuclear viral DNA, IFI16 is transported to the cytoplasm to activate the STING signaling cascade, inducing IFN‐Is expression through the TBK1‐IRF3 and NF‐κB axis. IFI16 also activates inflammasome to promote IL-1β and IL-18 maturation. Additionally, IFI16 functions as a transcriptional repressor to restrict viral replication by associating with transcription factors or promoters, preventing transcription factors from binding to promoters, and inducing chromatin marker changes. Nuclear hnRNPA2B1 dimerizes and is demethylated by JMJD6 after binding to viral dsDNA, resulting in the cytoplasmic translocation of hnRNPA2B1. The cytoplasmic hnRNPA2B1 activates the STING-TBK1-IRF3 signal to facilitate the transcription of IFN-Is. Moreover, demethylated hnRNPA2B1 enhances nucleocytoplasmic trafficking and translates cGAS, STING, and IFI16 mRNAs to amplify the antiviral immune response. Besides, the roles of nuclear DNA sensors during tumorigenesis have also been investigated. IFI16 is shown to act as a tumor suppressor in several types of cancers by interacting with p53 and enhancing p53-mediated transcriptional activation. In turn, functional activation of p53 stimulate the transcription of IFI16 through associating with the regulatory region of the IFI16 promoter. DNA damage triggers nuclear translocation of cGAS. Nuclear cGAS promotes tumorigenesis by modulating the DNA damage response and increasing genomic instability. ASC, apoptosis-associated speck-like protein containing a CARD; STING, stimulator of interferon genes; TBK1, TANK-binding kinase 1; IKK, IκB kinase; IRF3, interferon regulatory factor 3; IFN-I, type I interferon; A2B1, hnRNPA2B1; JMJD6, jumonji domain containing 6; Me, methylation; m6A, N6-Methyladenosine; FTO, fat mass and obesity-associated protein; KPNA, karyopherin alpha; PARP1, Poly (ADP-Ribose) Polymerase 1. γH2AX, phosphorylated H2A histone family member X (H2AX) on serine 139.






Figure 2 | Regulation of nuclear DNA sensors. The expression and activation of DNA sensors are finely controlled during viral infection and tumorigenesis. p53 facilitates IFI16 transcription by directly binding to the promoter region of IFI16, and IL-6 drives IFI16 transcription in a STAT3-dependent manner. Post-transcriptional regulation also involves modulating the expression of nuclear DNA sensors. During DNA virus infection, hnRNPA2B1 functions as an m6A modulator to promote nucleocytoplasmic trafficking of cGAS and IFI16 mRNAs. UL41 from HSV-1 significantly reduces the expression of cGAS and IFI16 by degrading their transcripts. Furthermore, PTMs, particularly the phosphorylation, ubiquitination, acetylation, and methylation, play critical roles in regulating the activity and stability of nuclear DNA sensors. Phosphorylation of IFI16 controls its subcellular localization, and related antiviral immunity and BLK-mediated phosphorylation of cGAS facilitates its cytosolic retention. ICP0 from HSV-1 induces the ubiquitination and proteasome-dependent degradation of IFI16 and thus suppresses inflammasome activation. STING promotes IFI16 degradation via the ubiquitin-proteasome system by TRIM21. The acetyltransferase p300 mediates acetylation of IFI16 during HSV-1 infection, an essential step for inflammasome assembly and cytoplasmic translocation, activation of cytoplasmic STING signaling, and downstream IFN-β production. The sensing ability of IFI16 is modulated by acetylation of Lys99 and Lys128 within its NLS, and this PTM of IFI16 promotes the cytoplasmic translocation of IFI16, whereas HDACs promotes its nuclear import. hnRNPA2B1 is demethylated by JMJD6 in the HSV-1-infected cells, which consequently initiates IFN-α/β production and enhances STING-dependent cytoplasmic antiviral signaling. BLK, B-lymphoid tyrosine kinase; MVB, multivesicular bodies; ICP0, human HSV-1 infected cell polypeptide 0; TRIM21, tripartite motif-containing protein 21; Ub, Ubiquitination; Ac, Acetylation; Me, Methylation; STAT3, signal transducer and activator of transcription 3; NLS, nuclear localization signal; HDAC, histone deacetylase; PRMT5, protein arginine N-methyltransferase 5.





Transcriptional Regulation of Nuclear DNA Sensors

IFI16 mRNA is induced by both IFN-I (IFN-α and IFN-β) and IFN-II (IFN-γ) in multiple human cell lines such as human myeloid leukemia cells and fibrosarcoma cells (53, 54). IFNs are key molecules that contribute to the pathogenesis of systemic lupus erythematosus (SLE), and overproduction of IFN-I is always observed in patients with SLE (55–57). Consistently, the IFI16 transcripts in peripheral blood monocytes (PBMCs) of patients with SLE are significantly higher than that of healthy people (58). Infection with DNA viruses such as vaccinia virus (VACV), HSV-1, and human T-lymphotropic virus type 1 (HTLV-1) induces IFI16 expression dramatically (15, 20, 59, 60). IFI16 mRNA expression is correlated with high viral load and low CD4+T cell counts in HIV patients (61). IFI16 epigenetically suppresses hepatitis B virus (HBV) covalently closed circular DNA (cccDNA) by targeting an interferon-sensitive response element (ISRE) located in cccDNA. However, HBV infection downregulates the mRNA expression of IFI16 in the hepatocytes and liver tissues of patients with chronic hepatitis B (62). In addition to being tightly controlled transcriptionally during viral infection, IFI16 expression is precisely regulated during tumorigenesis. For instance, as mentioned above, IFI16 directly binds to the C-terminal region of p53 and enhances p53-mediated transcriptional activation (37, 38). Moreover, p53 also facilitates IFI16 transcription by directly binding to the promoter region of IFI16 and thus provides positive feedback regulation of p53 signaling (41). The IL-6/JAK/STAT3 pathway plays a key role in the growth and development of many human cancers (63). IL-6 treatment induces STAT3 phosphorylation and drives IFI16 transcription in a STAT3-dependent manner in human adenocarcinoma cell lines (64). The oncogene ZNF217 acts as a transcriptional repressor and plays an important role during neoplastic transformation (65–67). Consistent with its oncogenic role, ZNF217 represses the transcription of IFI16 (68).

hnRNPA2B1 mRNA levels are constitutively expressed during viral infection (20). By contrast, it is overexpressed in various malignant tumor tissues and cancer cell lines (69–72). For example, increased mRNA level of hnRNPA2B1 has been found in breast cancer cell lines deficient for breast cancer susceptibility gene 1 (BRCA1) expression. The restoration of BRCA1 expression reverts hnRNPA2B1 upregulation, implying the involvement of BRCA1 in the regulation of hnRNPA2B1 (73). Long non-coding RNA (lncRNA) CACNA1G-AS1 promotes the expression of hnRNPA2B1 in non-small cell lung cancer (NSCLC) cell lines, inducing malignant cell invasion, migration, and epithelial-mesenchymal transformation (EMT) (74). cGAS is an interferon-stimulated gene (ISG), and two adjacent ISREs in the promoter region of cGAS mediate the induction of cGAS by IFN-Is (75). The cGAS mRNA is upregulated in the PBMCs from patients with SLE (76). Both HSV-1 infection and IFN-α treatment induce cGAS mRNA expression in neonatal PBMCs from 1-month-old infants (77). LncRNA NEAT1 epigenetically inhibits cGAS expression to regulate the malignant phenotype of cancer cells and cytotoxic T cell infiltration in lung cancer (78).



Post-Transcriptional Regulation of Nuclear DNA Sensors

Post-transcriptional regulation also plays a key role in modulating the expression of nuclear DNA sensors and related host antiviral immunity and tumorigenesis. Three isoforms of IFI16, isoform-A, B, and C, are widely detected in multiple cell lines and primary cells due to IFI16 pre-mRNA alternative splicing (79, 80). The spliceosome-associated factor, CTNNBL1, regulates the expression and alternative splicing of IFI16 and promotes proliferation and invasion in ovarian cancer (81). A novel transcript isoform of IFI16, which contains two HIN domains but lacks the PYD domain, interacts with AIM2 to impede the formation of a functional AIM2-ASC complex and inhibits AIM2 inflammasome (82). hnRNPA2B1 is a nuclear m6A reader and mediates m6A-dependent primary microRNA processing events (83). During DNA virus infection, hnRNPA2B1 functions as an m6A modulator to promote the m6A modification and nucleocytoplasmic trafficking of cGAS and IFI16 mRNAs after viral DNA recognition by hnRNPA2B1 (20). In addition to alternative splicing and m6A modification, viral proteins control IFI16 and cGAS mRNAs stability. UL41 from HSV-1 significantly degrades cGAS mRNA in HSV-1-infected human foreskin fibroblast (HFF) cells abrogating cGAS-STING-mediated IFN-I production dependent on its RNase activity (84). UL41 also reduces the expression of IFI16 by degrading its transcripts (85).



Post-Translational Modification of Nuclear DNA Sensors

Post-translational modifications (PTMs) play important roles in regulating the activity, stability, and folding of targeted proteins by inducing their covalent linkage to new functional groups, such as phosphate, methyl group, and acetate (86). PTMs including phosphorylation, ubiquitination, methylation, and acetylation have been shown to influence PRR-dependent antiviral immunity and inflammatory responses by targeting the innate sensors and downstream signaling molecules, including receptors, adaptors, enzymes, and transcription factors (1, 86, 87). Moreover, PTMs dynamically change the compartmentalization, trafficking, and physical interaction of key molecules that control immunological processes. Here, this review summarizes the PTMs involved in the positive and negative regulation of the nuclear DNA sensors during viral infection and tumorigenesis, and a summary of the post-translational modifications of nuclear DNA sensors are listed in Table 1.


Table 1 | PTMs of nuclear DNA sensors.



Phosphorylation is the most extensively investigated PTM type in antiviral innate immunity (87, 94). IFI16 contains a CcN motif that targets a heterologous protein to the nucleus and subsequently undergoes phosphorylation, particularly by the CcN-motif-phosphorylating protein kinase (CK2). The IFI16 CK2 phosphorylation site enhances nuclear import by facilitating binding to a nuclear component, and the nuclear-import characteristics of the IFI16 CcN motif were consistent with those of the HIV-1 Tat nuclear target signal (95). The viral protein kinase pUL97 of HCMV, which binds and phosphorylates nuclear IFI16, contributes to the nucleocytoplasmic translocation of IFI16 to overcome the restriction activity of IFI16 (88). These studies indicate that the phosphorylation of IFI16 controls IFI16 cellular location and relates antiviral immunity. Up until recently, there was no direct evidence indicating that IFI16 can be phosphorylated at specific sites upon inflammasome assembly.

Although IFI16 is required for the maximal phosphorylation and activation of p53 induced by ionizing radiation (38), it is unclear whether phosphorylation of IFI16 is also critical for its pro-apoptosis and antitumor role during tumorigenesis. DNA damage induces the nuclear translocation of cGAS, which suppresses DNA repair and promotes tumorigenesis by interacting with PARP (51). However, the B-lymphoid tyrosine kinase (BLK)-mediated phosphorylation of cGAS at Tyr215 facilitates the cytosolic retention of cGAS, which may be important for its antiviral role as a cytosolic DNA sensor (51).

Ubiquitination is also a key regulatory mechanism for nuclear DNA sensors, particularly for IFI16. The protein ubiquitination of target substrates involves a stepwise catalyzation by three enzymes, ubiquitin-activating enzyme (E1), ubiquitin-conjugating enzyme (E2), and ubiquitin ligase (E3) (96, 97), resulting in mono-ubiquitination. Ubiquitin can be further conjugated to additional ubiquitin moieties via the same three-step process, yielding polyubiquitin chains. Ubiquitin undergoes ubiquitination itself at its seven lysine residues (K6/K11/K27/K29/K33/K48/K63) or its amino-terminal methionine, which generates different types of ubiquitin chains with distinct functions (98). For instance, the K48-linked ubiquitin chain often induces the proteasomal degradation of targeted proteins, while the K63-linked ubiquitin chain is involved in the transduction of signaling pathways (99, 100). In addition to inducing IFN-I production as a DNA sensor, IFI16 induces the assembly of inflammasome complexes in response to DNA viruses, which is essential in immune protection against viral infections (17, 101). To counter IFI16-triggered antiviral immune responses, HSV-1 expresses an immediate-early protein, infected cell protein 0 (ICP0), an E3 ubiquitin ligase. After HSV-1 infection, ICP0 promotes the ubiquitination and proteasome-dependent degradation of IFI16 and suppresses inflammasome activation (89). Moreover, a previous study showed that the viral ICP0 protein leads to nuclear re-localization and the degradation of IFI16, resulting in the downstream inhibition of IRF3 signaling during HSV-1 infection (102). However, another study indicates that ICP0 is neither sufficient nor necessary for the degradation of IFI16 during HSV-1 infection (103). Due to these controversial results, the role of IFI16 ubiquitination mediated by ICP0 in antiviral immunity needs to be further clarified. Furthermore, it was recently found that STING facilitates ubiquitination on the first three lysines in the N-terminal region of IFI16 and promotes IFI16 degradation via the ubiquitin-proteasome pathway by recruiting the ubiquitin E3 ligase TRIM21 and restricting IFN-I overproduction during host antiviral immunity (90).

The acetylation of lysine residues, which is inversely regulated by acetyltransferases and deacetylases, occurs commonly in the proteome and plays an important role in numerous biological processes, such as chromatin remodeling, nuclear transport, and innate immunity (104). The sensing ability of IFI16 is modulated by acetylation of Lys99 and Lys128 within its nuclear localization signal (NLS), and the PTM of IFI16 promotes the translocation of IFI16 from the nucleus to the cytoplasm, whereas histone deacetylases (HDACs) promotes its nuclear import (91). The acetyltransferase p300 mediates acetylation of IFI16 during HSV-1 infection, which is essential for IFI16-inflammasome assembly in the nucleus and cytoplasmic translocation, activation of STING in the cytoplasm, and IFN-β production (92). Another relevant study also reported that IFI16 in complex with BRCA1-H2B or with BRCA1 recognizes the viral genome, leading to BRCA1 mediated p300 recruitment, interaction with IFI16, acetylation of IFI16 and H2B by p300, and the cytoplasmic transport of acetylated IFI16-H2B-BRCA1 via Ran GTP during KSHV or HSV-1 infection (105).

The methylation of lysine or arginine residues, which is inversely regulated by methyltransferases and demethylases, plays an important role in innate immune responses (106). A recent study demonstrated that IFI16 is methylated by protein arginine methyltransferase 5 (PRMT5) and suppresses the activation of the STING pathway (93). Moreover, a newly identified nuclear DNA sensor, hnRNPA2B1, is methylated in the resting cells. However, hnRNPA2B1 is demethylated by JMJD6 in the HSV-1-infected cells. Demethylated hnRNPA2B1 initiates IFN-α/β production and enhances STING-dependent cytoplasmic antiviral signaling (20).

Together, PTMs, particularly the phosphorylation, ubiquitination, acetylation, and methylation of nuclear DNA sensors, play a vital role in controlling antiviral immunity and tumorigenesis.



Conclusion and Future Perspectives

Despite rapid advances in understanding of the functions and mechanisms of cytosolic DNA sensors in regulating host antiviral and antitumor immunity, studies that identify novel key nuclear DNA sensors and elucidate these functions are only just emerging. Given the important roles of nuclear DNA sensors during viral infection and tumorigenesis, it is critical to control expression. In this review, we briefly describe the nuclear functions of IFI16, hnRNPA2B1, and cGAS, and summarize the transcriptional, post-transcriptional, and post-translational regulation of these nuclear DNA sensors. However, several intriguing and important topics require further investigation.

The cytosolic DNA sensor, cGAS, has been found to translocate to the nucleus and is recruited to chromatin double-stranded breaks after DNA damage, where it suppresses homologous-recombination-mediated repair and promotes tumor growth (51, 52). Similarly, DNA-dependent protein kinase (DNA-PK) plays a critical role in the nucleus, where it is necessary for non-homologous end joining (NHEJ) and repairing double-strand DNA breaks. DNA-PK was recently identified as a cytosolic DNA sensor that activates a STING-independent DNA sensing pathway (107–109). These studies show that DNA-PK functions as a DNA sensor in the cytoplasm. However, considering that it predominantly localizes in the nucleus, it may also sense viral DNA in the nucleus and trigger an antiviral immune response like that of nuclear DNA sensors. Since all the three nuclear DNA sensors IFI16, hnRNPA2B1, and cGAS shuttle between cytoplasm and nucleus, all of them are involved in regulating both IFN-I-dependent antiviral immunity and tumorigenesis and newly identified nuclear DNA sensors may possess functions both in cytoplasm and nucleus.

The presence of host self-DNA generally in the nucleus was believed to be an immune-privileged cellular compartment. It is essential to understand how nuclear DNA sensors escape self-DNA-triggered activation in the immune response. cGAS has been reported to maintain an inhibitory state in the nucleus by binding nucleosome tighter to prevent autoreactivity to self-DNA (27, 110–112). A circular RNA named cia-cGAS has been identified to suppress nuclear cGAS by blocking its enzymatic activity, thereby preventing cGAS from sensing self-DNA to maintain host homeostasis (113). The multiple layers of regulation of nuclear DNA sensors may participate in avoiding inappropriate sensing self-DNA.

Invaded HSV-1 regulates IFI16 at multiple levels. HSV-1 infection-triggered IFN-I production induces IFI16 transcription (15, 20, 59, 60). UL41 protein from HSV-1 degrades IFI16 mRNA via its RNase activity and suppresses IFI16 expression post-transcriptionally (85). The ICP0 protein of HSV-1 degrades IFI16 post-translationally (89). HBV infection also downregulates the IFI16 mRNA level, which is worthy of further investigation (62). Several models have been proposed for the HBV-mediated inhibition of IFI16 expression: 1) HBV may suppress IFI16 transcription by promoting hypermethylation of IFI16 promoters; 2) HBV may stimulate the production of some non-coding RNAs to directly degrade the IFI16 mRNA or target the cellular factors responsible for IFI16 transcription; 3) HBV may actively suppress some innate immune signaling, which is important for IFI16 expression (62). There is always a race between host antiviral innate immunity and the immune evasion strategies of viruses (114). The novel regulation mechanism of nuclear DNA sensors by viral components will be an interesting focus in future studies.

PTMs, including phosphorylation, ubiquitination, methylation, and acetylation, have been shown to regulate the expression and activity of nuclear DNA sensors. Other PTMs, such as glutamylation, SUMOylation, and lactylation, also potentially regulate nuclear DNA sensors during antiviral immunity and tumorigenesis. Hence, three main aspects should be extensively investigated in the next few years: 1) the identification of more important nuclear DNA sensors; 2) elucidation of the novel strategies used by invaded viruses to inhibit the expression and function of nuclear DNA sensors; and, 3) the observation of more PTMs of nuclear DNA sensors and elucidation of related mechanisms.
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Herpes simplex viruses (HSVs) are experts in establishing persistent infection in immune-competent humans, in part by successfully evading immune activation through diverse strategies. Upon HSV infection, host deploys pattern recognition receptors (PRRs) to recognize various HSV-associated molecular patterns and mount antiviral innate immune responses. In this review, we describe recent advances in understanding the contributions of cytosolic PRRs to detect HSV and the direct manipulations on these receptors by HSV-encoded viral proteins as countermeasures. The continuous update and summarization of these mechanisms will deepen our understanding on HSV-host interactions in innate immunity for the development of novel antiviral therapies, vaccines and oncolytic viruses.
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Introduction

Herpesviridae is a family of large DNA viruses that establish persistent infection within their immune-competent host. Members of the family are further grouped into three subfamilies, i.e., alpha-, beta-, and gamma-herpesviruses based on their genome organization, biological characteristics, and cell tropism (1, 2). Herpes simplex virus type 1 (HSV-1 or human herpesvirus 1, HHV-1) and type 2 (HSV-2 or human herpesvirus 2, HHV-2) belong to the alpha-herpesvirus subfamily and the genera simplex virus. They are neurotropic viruses that establish latent infection in the trigeminal ganglia (TG) and dorsal root ganglia (DRG) for the entire life of the host (3). Seropositive for HSV are high, averaging nearly 70% in the general population and approaching 100% in senior citizens of 65-year or older (4, 5). Clinical manifestations of HSV-1 infections include various mucocutaneous diseases, such as herpes labialis, genital herpes, herpetic whitlow, and keratitis (6). It can cause encephalitis that is often life-threatening, in a small portion of the infected individuals who are immune-compromised (6). HSV-2 infection frequently causes genital sores (7).

HSV-1 and HSV-2 are structurally closely related. Herpes simplex virions are spherical particles with a diameter of 186 nm, with glycoprotein protrusions on the surface, making the full diameter approximately 225 nm (8). Both viruses contain a linear double-stranded DNA (dsDNA) genome that is ~150 kilobase (kb) in size and encodes more than 70 open reading frames (ORFs). The viral genomes are caged by a 125 nm icosahedral capsid, which is surrounded by an amorphous layer called tegument (9). Packaged within the tegument compartment, a large number of viral structural proteins are released into the infected cell to establish an environment that is conducive for viral replication. The tegument is enveloped by a lipid bilayer within which multiple viral glycoproteins are embedded. These surface glycoproteins mediate the entry and fusion of the virus with the target cell (10).

HSV-1 and HSV-2 share almost identical replication cycles. Viral entry into host cells is mediated by the interactions between cellular receptors and viral glycoproteins anchored within the virion envelope. The initial binding occurs through the binding of envelope glycoprotein C (gC) and/or gB to heparan sulfate proteoglycan, which is immediately followed by gD association with one of the three known receptors to initiate virus entry (11). The receptors involved are cell-type dependent. While nectin-1 is the main receptor of epithelial cells, neuronal cells and fibroblasts (12), HVEM is the main receptor of T cells and cornea epithelial cells, for HSV infection (13, 14). Upon fusion of the virion envelope with the host cell membrane, tegument proteins are released into the cytoplasm of the infected cells to facilitate capsid trafficking and evade host antiviral immunity. The de-enveloped nucleocapsid is transported along microtubules to the nuclear pore, where the viral genome is injected into the nucleus. At this point, HSVs adopt two modes of infection. In neuronal cells located at the peripheral ganglia region and lab-isolated primary neurons, the viral genome stays as a circularized episome with no active gene transcription except for the latent-associated transcripts (LATs) (15). LATs do not encode proteins, but two major RNA species and several small non-coding RNAs that regulate cell survival and viral lytic gene expression (16). Therefore, this stage is termed as viral latency with no clear clinical manifestation. However, the virus can be periodically reactivated and enters the lytic cycle, largely due to stress responses and other stimuli not fully understood. During the lytic cycle, the viral genome serves as the template for transcription, leading to the sequential production of viral messenger RNAs and polypeptides of the immediate early (IE), early (E), and late (L) phases (17). Tegument protein VP16 and cellular factors promote transcription of IE genes [e.g., infected cell polypeptide 0 (ICP0), ICP4, ICP22, ICP27 and ICP47]. IE proteins then promote transcription and translation of E genes, which produce the necessary components for viral DNA replication. Replicated viral genomes collaborate with transcription factors to promote the expression of L proteins that are structural components of HSV virions (such as glycoproteins and capsid proteins VP5, VP21, VP23, VP24 and VP26), thereby maximizing viral protein production in preparation for viral assembly and egress. Nucleocapsids assemble in the nucleus, undergo envelopment and de-envelopment at the nuclear membrane, and re-envelopment in the TGN to acquire their tegument and glycoprotein-embedded membrane, en route to the maturation and release of amplified virion progeny (18). Importantly, viral latency, reactivation and lytic replication collectively contribute to the life-long ‘persistent infection’ of HSV in an immune-competent host, leading to the recurrent pathogenesis associated with the virus.

Upon infection, host cells sense invading viruses via cellular pattern-recognition receptors (PRRs) to initiate the antiviral innate immune defense. Structurally, PRRs can be generally classified into several major families, including Toll‐like receptors (TLRs), RIG‐I like receptor (RLRs), NOD‐like receptors (NLRs), C‐type lectin receptors (CLRs), AIM2‐like receptors (ALRs), and cyclic GMP‐AMP synthase (cGAS). These PRRs can recognize various pathogen-associated molecular patterns (PAMPs) from bacteria, viruses, fungi and protozoa. Microbial PAMPs can be lipoproteins, carbohydrates, lipopolysaccharides and nucleic acids. PRRs also recognize endogenous damage- or danger-associated molecular patterns (DAMP) from the host, which are related to immune homeostasis and autoimmune diseases. Among PAMPs, the nucleic acid RNA and DNA have attracted much attention. PRRs recognizing the nucleic acids include: DNA sensors such as endosomal Toll-Like Receptor 9 (TLR9), cytosolic Absent In Melanoma 2 (AIM2), Interferon Gamma Inducible Protein 16 (IFI16), DNA-dependent Activator of Interferon-regulatory factors (DAI) and cyclic GMP-AMP synthase (cGAS); RNA sensors TLR3, TLR7, TLR8, and cytosolic Retinoic acid-Inducible Gene I (RIG‐I), Melanoma Differentiation-Associated protein 5 (MDA5), NLR Family Pyrin Domain Containing 3 (NLRP3), and Nucleotide-binding Oligomerization Domain-containing protein 2 (NOD2) (19). TLRs are transmembrane receptors, while cytosolic or nuclear receptors are soluble within their corresponding compartments. After sensing PAMPs or DAMPs, PRRs activate their adaptors and downstream Interferon Regulatory Factors (IRFs) and Nuclear Factor kappa-light-chain-enhancer of activated B cells (NF-κB), leading to the transcription and translation of cytokines, chemokines, MHC, and co-stimulatory molecules. In addition, PRRs can trigger signal transduction and induce cellular processes that do not rely on transcription, such as phagocytosis, autophagy, cell death, and inflammasome activation. These processes work in concert with innate immune response to mesh a network of antiviral host defense (19). In this review, we will summarize the recent findings on the contribution of cytosolic PRRs to sense HSV in host defense, and the counteractive measures deployed by HSV to deflect these PRRs to establish persistent infection.



The RIG-I- and MDA5-MAVS Pathway

RLRs, including RIG-I (20), MDA5 (21, 22), and probable ATP-dependent RNA helicase DHX58 (LGP2), are cytoplasmic PRRs that recognize virus-derived or viral infection-associated cellular double-stranded RNA (dsRNA). RIG-I recognizes short, blunt-ended dsRNA carrying terminal 5’-triphosphate or 5’-diphosphate moieties (23), while MDA5 prefers longer dsRNA independent of its terminal phosphate groups.

Upon engaging viral dsRNA, RIG-I and MDA-5 hydrolyze ATP to induce their oligomerization on the dsRNA, thereby exposing their N-terminal caspase activation and recruitment domains (CARDs) to relay immune activation via seeding the oligomerization of the adaptor protein MAVS (also known as IPS-1, CARDIF, and VISA) (24–28). LGP2 lacks the CARD domain and is reported to inhibit RIG-I-mediated antiviral responses. Once activated, MAVS forms prion-like oligomers on the outer membrane of mitochondria (29), which further recruits the tank-binding kinase-1(TKB1) and IκB kinase (IKK) complex to activate IRF and NF-κB transcription factors, respectively. Therefore, RIG-I and MDA5 exhibit antiviral activities to a broad spectrum of RNA viruses, including influenza A virus, hepatitis C virus, dengue virus, encephalomyocarditis virus, coronavirus, etc (30). Post-translational modifications, such as phosphorylation and ubiquitination, are discovered to tightly regulate the activation of RIG-I (31–35).

Unlike RNA viruses, genomes of DNA viruses such as herpes simplex viruses (HSV-1 and -2) do not carry the structural features required for binding to RLRs. Remarkably, RLRs demonstrate antiviral activities against HSVs. During HSV-1 latency, two small non-coding RNAs (sncRNAs) coded by the LAT, sncRNA1 and sncRNA2, were shown to interact with and activate RIG-I in neuronal cells, resulting in type I interferon induction and NF-κB activation that promote viral latency and neuronal survival (36). Upon viral entry, early studies have shown that RIG-I and MDA5 non-redundantly activate type I IFN genes upon cytosolic DNA stimulation (37). In support of this, DNA-dependent RNA polymerase III (Pol III) is reported to convert cytosolic DNA to 5’-ppp RNA that activates RIG-I (38). Regarding the source of cytosolic DNA, in macrophages, HSV-1 capsid is found to be degraded by the ubiquitin-mediated proteasome system, thereby releasing viral DNA into the cytosol (39). As such, RIG-I and TLR9 is reported can cooperate to enable the production of type I IFN in HSV-2–infected mouse macrophages (40). However, MDA5 mediates a Pol III-independent pathway to sense HSVs in primary human macrophages (41). The identity of viral RNA or other ligands activating MDA5 remains unknown. In nonimmune cells infected with HSV, studies have detected dsRNA localized in the cytosol, which activates the RIG-I-mediated IFN induction (42). It is proposed that dsRNA molecules originated from the complementary transcription of HSV activate RIG-I. Interestingly, transcripts derived from a cellular 5S ribosomal RNA pseudogene are found to be unmasked by HSV-1 to induce RIG-I activation (43). These findings collectively support the role of RIG-I and MDA5 to sense herpes simplex viruses and induce IFN response.

To counteract RIG-I- and MDA-mediated type I IFN responses, HSV has evolved strategies to directly target these receptors. HSV-2 virion host shutoff (Vhs) protein selectively suppresses the expression of TLR2, TLR3, RIG-I and MDA-5 in human vaginal epithelial cells (44). Given that Vhs is not a sequence-specific endonuclease, it remains unknown how Vhs selectively targets these mRNAs of innate immune function for destruction. It was shown that Vhs targets mRNA for degradation, via associating with translation initiation factors (45, 46). Thus, infection-induced translational activation of mRNAs of immune function may be preferentially degraded by Vhs. US11, a dsRNA-binding protein packaged in the virion, binds to RIG-I and MDA5 in a manner independent of its RNA-binding domain and inhibits their interactions with MAVS (47). Released from the tegument upon infection, UL37 displays an intrinsic enzyme activity to deamidate RIG-I during HSV-1 infection (42). Deamidation of two asparagine residues in the helicase domain of RIG-I abrogates its binding to dsRNA and subsequent RNA-stimulated helicase activity. As such, recombinant HSV-1 containing a point mutation that abolishes UL37 deamidase activity triggers more robust RIG-I activation and potent IFN responses than wild-type HSV-1. This recombinant HSV-1 is highly attenuated in vitro and in mice.



The cGAS-STING-IFN Pathway

Stimulator of interferon genes (STING), also known as Met-Pro-Tyr-Ser (MPYS), mediator of IRF3 activation (MITA) (48), Endoplasmic Reticulum IFN stimulator (ERIS) (49), transmembrane protein 173 (TMEM173), is an endoplasmic reticulum adaptor that mediates innate immune activation in response to cyclic dinucleotides (CDNs) (48, 50). These CDNs include cyclic-di-AMP, cyclic-di-GMP, and cyclic-GMP-AMP. Upon activation, STING oligomerizes and translocates to the trans-Golgi network (TGN) where STING recruits TBK1 and IKK kinase complex to activate IRF and NF-κB, leading to the production of type I interferons and inflammatory cytokines. Notably, K27- and K63-linked polyubiquitin chains of STING are essential for the activation of the transcription activity of IRF3 (51).

In response to HSV-1 infection, STING is required for IFN production in multiple cell lines, including murine embryonic fibroblasts, macrophages and dendritic cells (52). Moreover, STING protects mice from HSV-1 lethal infection via intravenous and intracerebral routes, while mucosal infection of HSV-1 in STING−/− mice results in the increased corneal and trigeminal ganglia viral titers, demonstrating the importance of STING in host defense against HSV-1 in vivo (53). As one of the countermeasures, HSV-1 deploys UL36 (also known as VP1–2) to deubiquitinate STING, thus impeding the activation of TBK1 and IRF3. UL36 is the largest protein encoded within HSV and likely provides a scaffold for tegument protein incorporation (54). In fact, HSV-1 ΔDUB mutant induces more robust IFN induction in microglia and shows reduced replication in the brain compared with wild-type HSV-1 (55). Besides UL36, γ134.5 (ICP34.5) interacts with STING and disrupts its translocation from endoplasmic reticulum to Golgi apparatus, a step that is essential for STING to transduce innate immune signals (56). Lastly, ICP27, expressed during HSV-1 de novo infection in macrophages, interacts with the activated TBK1-STING signalosome to inhibit IRF3 activation (57), thereby evading immune response downstream of STING.

Paradoxically, in several cell lines, including HEp-2 and HeLa, STING is found to be stabilized by HSV-1 viral proteins, and depletion of STING impedes HSV-1 productive infection (58). The mechanism by which STING enhances HSV-1 replication in these cell lines remains unclear. Nevertheless, these findings suggest the opposing function of STING in host defense is cell type-dependent. One possibility is that the STING-dependent immune defense pathway is rewired by the tumor cell to promote proliferation or growth, which is usurped by HSV-1.

Cyclic guanosine monophosphate (GMP)-adenosine monophosphate (AMP) synthase (cGAS), is a sensor that binds to virus or cell-associated DNA in a sequence-independent manner (59). cGAS is previously demonstrated to mainly reside in the cytoplasm to detect cytoplasmic DNA as it represents a danger signal. Recent finding also suggests that cGAS enters the nucleus to inhibit DNA double-stranded breaks and promotes tumorigenesis (60). The binding of cGAS to DNA induces its oligomerization and concomitant conformational changes, enabling its enzymatic domain to catalyze the synthesis of a second messenger, cyclic GMP-AMP (cGAMP), from cellular GTP and ATP. cGAMP serves as a ligand to activate STING and the downstream IRF and NF-κB branched pathways (61). Therefore, the cGAS-STING pathway plays pivotal roles in inducing type I IFNs and cytokines to mount innate immune responses against bacterial, DNA viruses, cellular genome instability and other related danger signals.

Soon after its discovery, the contribution of cGAS to antagonize HSV-1 was demonstrated by that cGAS−/− mice were more susceptible to HSV-1 challenge than wild-type mice (62). cGAS deficiency also led to impaired IFN expression in microglia, thus resulting in the susceptibility of the mice to herpes simplex encephalitis (HSE) upon ocular infection (63). As cGAS senses HSV-1 DNA to trigger innate immune responses, it is not surprising that HSV-1 evolved diverse strategies to antagonize this pattern recognition receptor and its downstream signaling. HSV-1 tegument protein UL41, an mRNA-specific endonuclease, downregulates the mRNA and protein level of cGAS to abrogate cGAS- and STING-mediated signaling (64). In addition, another tegument protein VP22 is found to interact with cGAS and directly inhibit its enzymatic activity (65). β-catenin is found to be required for the optimal induction of IFN induced by cGAS. As such, HSV-1 US3 phosphorylates β-catenin at Thr556 and blocks its nuclear translocation to dampen cGAS-dependent host antiviral responses (66). We identify that HSV-1 tegument deamidase UL37 targets cGAS, in addition to RIG-I, for deamidation (67). Deamidation of N210, which is in close proximity to the catalytic triad of cGAS, abolishes its catalytic activity to synthesize cGAMP, thereby shutting down cGAMP production and downstream signaling. Interestingly, deamidation does not impair DNA-binding and oligomerization of cGAS, implying the dominant negative effect of deamidated cGAS on the cGAS-IFN pathway. Importantly, non-human primates are resistant to HSV-1 infection and their cGAS proteins contain histine or arginine at the equivalent location of residue 210, which makes cGAS resistant to HSV-1–induced deamidation (67). These findings suggest that cGAS deamidation contributes to the host susceptibility of HSV-1. Altogether, our studies highlight the utmost immune evasion functions of UL37 by targeting multiple sensors for deamidation.



IFI16

IFI16 belongs to the IFN-inducible PYHIN-200 gene family. Members in this family carry the signature HIN domain (IFI16 has two) that binds to dsDNA or ssDNA in a sequence-independent manner. In addition to a DNA-binding domain, IFI16 contains a PYRIN domain (PYD) that mediates protein-protein interactions. Binding to DNA can trigger two distinct signaling pathways, i.e., IFN signaling and inflammasome signaling, depending on the nature of the stimulating signal (68). During viral infection, IFI16 is proposed to bind viral DNA and trigger the activation of STING and induction of IFN, although the detailed mechanism remains unknown (68).

Depletion of IFI16 in the cornea by in vivo siRNA transfection results in the decrease of IRF3 phosphorylation and correspondingly increase of HSV-1 viral replication, while MyD88−/− and Trif−/− double knockout mice demonstrate similar IFN production compared to WT controls. This result suggests that IFI16, rather than TLRs, mediates the innate immune response in corneal epithelium against HSV-1 (69). Unlike the cornea, IFI16 is largely dispensable for host defense against HSV-2 in the urogenital system, while TLR2, TLR9, and DAI are essential for IFN and cytokine production (70). In primary human foreskin fibroblasts (HFFs), nuclear resident IFI16 senses the HSV-1 DNA to induce IFN production in a STING-dependent manner, while cGAS promotes IFI16-mediated IFN induction via stabilizing IFI16 protein (71). However, how nuclear IFI16 triggers STING activation remains to be addressed. Another study reports a different mechanism of IFI16 to restrict HSV-1 replication in multiple cell lines, where IFI16 selectively binds to HSV-1 transcription start sties to block viral gene transcription via inducing repressive histone modifications (72). These studies demonstrate multiple functions of IFI16 to restrict HSV-1 replication. The controversy on IFI16 and cGAS as the HSV-1 sensor could be explained by the differential compartmentalization of the two sensors. For example, cGAS plays major roles in sensing HSV-1 DNA in macrophages, where viral DNA is exposed in the cytosol due to capsid degradation (39). In contrast, IFI16 may detect and mount innate immune response in cells where DNA is delivered into the nucleus. However, a number of recent studies reported that part of the cGAS resides in the nucleus (60, 73), adding to the complexity of the nuclear DNA-sensing mechanism against HSV-1. Following the sensing of nuclear DNA, an immediate question is how nuclear signal of activated IFI16 is relayed to the cytoplasmic STING and downstream signaling events. These questions call for further investigation.

To counteract IFI16, HSV-1 encodes ICP0, a E3 ligase, to induce IFI16 degradation in a proteasome-dependent manner (74). Interesting, ICP0 reduces IFI16 protein in HFFs and oral keratinocytes (NOKs), whereas HSV-1–induced loss in IFI16 protein is dependent on Vhs-mediated mRNA decay (75). These findings highlight distinct mechanisms by which HSV-1 antagonizes the expression of IFI16 in a cell type-specific fashion.



AIM2

Transfection of bacterial, viral and cellular DNA into macrophages leads to the formation of inflammasomes (76, 77). The inflammasome is a protein complex formed in response to the activation of several sensors, including the NLR (NOD-like receptor) or PYHIN (containing pyran and HIN domains) proteins upon recognizing varieties of viral PAMPs (78). Genetic manipulation via RNA interference in cultured cells and knockout in mice demonstrates that AIM2 is a cytosolic DNA sensor (79–84). AIM2 consists of a C-terminal HIN-200 domain and an N-terminal pyrin domain, which form an intramolecular loop to establish a self-repressing state (85). Upon stimulation, the HIN-200 domain binds directly to the sugar-phosphate backbone of dsDNA, releasing the pyrin domain which forms homotypic interaction with the pyrin domain of apoptosis-associated speck-like protein containing a carboxy-terminal CARD (ASC) (86). The CARD of ASC then interacts with the CARD of pro-caspase-1 to activate caspase-1 and form the AIM2 inflammasome. Finally, the activated caspase-1 cleaves the pro-IL-1β and pro-IL-18 and induces the release of the mature IL-1β and IL-18 from the cell (85, 87). Importantly, the expression of the sensors and the cytokine precursors requires a priming step that is stimulated by pro-inflammatory signals such as LPS. Besides cytokine releasing, activated AIM2 inflammasome also induces an inflammatory cell death to protect infected host from invading pathogens, including intracellular bacteria (88, 89), vaccinia virus (79, 89), and murine cytomegalovirus (a beta-herpesvirus) (89). In the absence of microbial infection, AIM2 also plays an important role in sensing damage-associated molecular patterns (DAMPs) released by distressed or damaged cells (90). The cellular DNA, as one of the DAMPs produced by nuclear DNA damage or immunogenic cell death, activates AIM2 and initiates inflammasome assembly to promote the secretion of IL-1β and IL-18 (91–93). It was reported that inhibition of potassium efflux inhibited the secretion of IL-1β mediated by AIM2 (94), suggesting that like NLRP3, AIM2 inflammasome activation may depend on distinct ion fluxes and concentrations (95).

Because viral DNA can be released into the cytoplasm during HSV-1 infection in macrophages, it should engage cytoplasmic DNA sensors such as AIM2 (39, 96). However, HSV-1 infection of macrophages induces inflammasome activation independent of AIM2, in stark contrast to murine cytomegalovirus that efficiently induces AIM2-dependent inflammasome activation (89). Based on this observation, it is hypothesized that HSV-1 may have evolved a mechanism(s) to evade AIM2-dependent inflammasome activation. Indeed, HSV-1 tegument protein VP22 was reported to inhibit AIM2-dependent inflammasome activation and IL-1β secretion in infected macrophages (97). VP22 interacts with AIM2 and prevents its oligomerization, an essential step in AIM2 inflammasome activation. Consequently, recombinant VP22-deficient HSV-1 (HSV-1ΔVP22) potently induces AIM2 inflammasome activation and subsequent secretion of IL-1β and IL-18. Similarly, HSV-2 and PRV VP22 homologues also demonstrate inhibitory effect on AIM2-dependent inflammasome activation (97). Interestingly, KSHV tegument protein ORF63 interacts with an inflammasome sensor NLRP1 and prevents its oligomerization to block inflammasome activation in ways similar to VP22 (98). Collectively, these findings reveal a mechanism that the inhibition of AIM2-dependent inflammasome activation appears to be shared by diverse herpesviruses.



DAI

DNA-dependent activator of IRFs (DAI, also known as ZBP-1) is the first putative cytosolic DNA receptor identified (99). DAI recruits TBK1 and IRF3, and induces type I IFN production after binding to dsDNA. HSV-1 induces DAI activation in the murine fibroblast cell line L929 (99). Structurally, DAI contains tandem amino-terminal Z-DNA-binding domains, Zα1 and Zα2 (also called Zβ), which binds double-stranded Z-form DNA (99, 100). In addition to Z-DNA-binding domains, DAI also contains RIP homotypic interaction motifs (RHIMs) that trigger necroptosis and activate NF-κB pathway by interacting with the receptor-interacting kinase-3 (RIPK3) (101, 102). RIPK3 and its downstream substrate Mixed Lineage Kinase domain-Like protein (MLKL) contributes to the programmed necrotic cell death, which curtails viral replication and restricts dissemination of virions (103, 104). In this pathway, DAI acts as a nucleic acid sensor to detect viral RNA transcripts rather than the cytoplasmic viral DNA during the infection of influenza (105–108), vaccinia (109), MCMV (110, 111), and HSV1 (112, 113), and triggers necroptosis. On the other hand, these viruses manage to inhibit necroptosis by encoding gene products to target DAI-mediated signaling (109, 114, 115). MCMV M45 inhibits virus-induced necroptosis by blocking DAI-dependent oligomerization and activation of RIPK3 (115), while HSV-1 deploys ICP6 (UL39) to prevent the formation of DAI-RIPK3-MLKL complex induced by virus infection (116). Therefore, MCMV and HSV1 deploy similar strategies to block DAI-mediated necroptosis and maintain the viability of the infected cells.



PKR

DsRNA-dependent protein kinase R (PKR), an interferon-stimulated serine/threonine kinase, is a potent antiviral protein whose activity depends on dsRNA binding (117, 118). PKR consists of two dsRNA-binding domains (dsRBDs) and a kinase domain (119). Encountering dsRNA, DsRBDs bind to the backbone of a RNA in a sequence-independent manner, thus triggering a conformational change and subsequent oligomerization of PKR (120). PKR undergoes cis-phosphorylation within the activation loop by its kinase domain (121). Once activated, PKR phosphorylates the translation initiation factor eIF2α, leading to the suppression of eIF2 in cap-dependent translation and a global shutdown of translation (122). As such, PKR exerts its antiviral activity on a broad spectrum of DNA and RNA viruses by blocking the translation of cellular and viral mRNAs. Besides inhibiting protein synthesis, PKR was reported to promote the RLR-mediated type I interferon signaling via phosphorylation of IκB (123) and stabilization of mRNAs of type I interferon genes (124). Nevertheless, the molecular mechanism underpinning the PKR-dependent amplification of interferon signaling is not fully understood.

In HSV-1–infected cells, PKR is shown to be activated, which is required for the activation of NF-κB (125). It remains unclear whether dsRNAs activating PKR originate from HSV-1–encoded symmetrical transcripts or the HSV-1–infected host genome. Interestingly, HSV-1 may activate PKR via a cellular protein activator known as PACT (126). To escape PKR-mediated antiviral responses, HSV-1 deploys γ134.5 (ICP34.5) to recruit cellular protein phosphatase 1α (PP1) that counteracts PKR-mediated eIF2α phosphorylation and restores translation (127–129). Moreover, ICP34.5 antagonizes Beclin 1-mediated autophagy, an antiviral process that is dependent on PKR (130). US11, a tegument protein, directly binds PKR to inhibit its conformational change and activation by PACT (126). It was later demonstrated that virion-associated US11, rather than its expression during replication, mediates the inhibition of PKR autophosphorylation (131). Additionally, Vhs degrades RNAs to block PKR activation during early stages of HSV-1 infection (132). These diverse viral strategies to antagonize PKR further emphasize the importance of PKR as a potent anti-HSV molecule.



Discussion

In the current review, we summarized the recent findings on the contribution of cytosolic PRRs in sensing HSVs and the direct countermeasures evolved by these viruses (Figure 1). During HSV-1 infection, diverse molecular patterns throughout the virus life cycle, including viral DNA genome, transcription-derived RNA species, unmasked cellular RNA, etc., are dynamically sensed by the PRRs to trigger innate immune signaling. On the other side of the coin, HSV develops various countermeasures, ranging from transcription shutoff, protein degradation, interaction competition to enzymatic activity disruption, to escape PRR detection. These lessons learnt from our characterization of HSV-PRR interactions deepen the understanding of the nature and regulations of PRR-mediated innate immune signaling, and may lead to the discovery of novel antiviral modalities. Importantly, strategies interfering with these manipulations can be potentially developed into novel antiviral therapies, while immune modulatory-deficient HSV mutants are good candidates for vaccine and oncolytic virus strains, further highlighting the translational value of the basic research.




Figure 1 | HSV manipulations on the cytosolic pattern recognition receptors. Viral infection derives molecular patterns (DNAs and RNAs) which activate pattern recognition receptors (light blue) to transduce innate immune signaling through distinct adaptor proteins (blue) and ultimately trigger antiviral responses, including but not limited to cytokine production, inflammasome activation, translational inhibition and necroptosis. To escape innate immune surveillance, HSV encode viral proteins (red) to manipulate multiple steps of each signaling pathway via diverse mechanisms, resulting in a complex HSV-host interaction network on innate immunity.



One of the knowledge gaps to fill is on the functional redundancy of the PRRs in sensing HSV, as controversy remains on defining the ‘true’ sensor for HSV. While a simple explanation is that such redundancy may have been evolved by the host as backup protections during the arms races with the virus, emerging studies have implicated these PRRs have unique roles in mounting immune responses and antagonizing HSV-1 infection in a temporal and cell/tissue-specific manner. Notably, part of the previous studies relies heavily on a single model cell line, sometimes cancer cell lines, to characterize HSV-PRR interactions, which limits the scope of the findings as some PRRs or signaling pathways may be missing. Thus, more investigations are needed to systematically address the contributions of PRRs, including more in vivo studies of HSV infection using tissue-specific knockout mouse models.

Interestingly, ‘functional redundancy’ applies to the virus too, because HSVs deploy multiple proteins to target the same sensor, e.g. RIG-I and cGAS, though via distinct molecular mechanism. One possibility is that these viral proteins sequentially work on the sensor throughout the HSV life cycle to maintain constant immune evasion. Alternatively, these viral proteins are cooperating to synergistically antagonize PRR functions or operate in a tissue-specific manner. It will require more work to define the ‘major players’ in these viral proteins that potently antagonize innate immune responses, as efforts in manipulating such proteins confer the greatest susceptibility of the virus to immune response and thus could serve as the best antiviral strategy.
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The anti-viral immune response is dependent on the ability of infected cells to sense foreign nucleic acids. In multiple species, the pattern recognition receptor (PRR) cyclic GMP-AMP synthase (cGAS) senses viral DNA as an essential component of the innate response. cGAS initiates a range of signaling outputs that are dependent on generation of the second messenger cGAMP that binds to the adaptor protein stimulator of interferon genes (STING). Here we show that in chicken macrophages, the cGAS/STING pathway is essential not only for the production of type-I interferons in response to intracellular DNA stimulation, but also for regulation of macrophage effector functions including the expression of MHC-II and co-stimulatory molecules. In the context of fowlpox, an avian DNA virus infection, the cGAS/STING pathway was found to be responsible for type-I interferon production and MHC-II transcription. The sensing of fowlpox virus DNA is therefore essential for mounting an anti-viral response in chicken cells and for regulation of a specific set of macrophage effector functions.
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Introduction

The ability of virally infected cells to mount an effective innate immune response is dependent on the intracellular sensing of nucleic acids by pattern recognition receptors (1). The PRRs that sense and respond to intracellular DNA are well characterized in a number of mammalian and non-mammalian organisms but are less studied in avian species, including chickens (2). The PRR cyclic cAMP-GMP (cGAMP) synthase (cGAS) binds intracellular viral DNA and, via production of the second-messenger 2’3’-cGAMP, triggers a range of signaling outputs including type-I interferon (IFN-I) production, cell death and cellular senescence (3). The absence of cGAS or the adaptor protein, stimulator of interferon genes (STING), which binds cGAMP, results in the susceptibility to DNA virus infection in knockout mice and impairs IFN-I production by cells infected with DNA viruses or transfected with linear double stranded DNA (4). Through its ability to sense mislocalized self-DNA, the cGAS/STING signaling axis is also a potent regulator of autoinflammatory and anti-tumor immune responses (5, 6). People with activating mutations in STING or loss-of function mutations in the 5’-3’ exonuclease TREX1, which removes excess cytoplasmic dsDNA, suffer from interferonopathies (7).

The ability of cGAS/STING signaling to drive multiple downstream signaling outputs is dependent on the activation of a number of distinct signaling mechanisms, some of which are better defined than others. The production of IFN-I in this context is dependent on STING recruiting and facilitating activation of TANK-binding kinase-1 (TBK1) and the transcription factor interferon regulatory factor-3 (IRF3) (8). IRF3 phosphorylation, dimerization, and translocation to the nucleus results in IFN-I transcription. The mechanism or mechanisms by which STING can promote cell death are less well described, but include inflammasome activation (9) and apoptosis of various cell types including myeloid and T cells (10, 11). cGAS can also activate a programme of cellular senescence in fibroblasts by sensing damaged self-DNA (12). It is not currently clear in what contexts these disparate signaling outputs are activated by cGAS/STING and to what extent they cross-talk with each other.

Chickens are economically important livestock birds that are infected by numerous viruses including fowlpox virus (FWPV). Fowlpox is a virus from the poxviridae family that replicates its double stranded DNA genome in the cytoplasm of infected cells. The infection is characterized by proliferative lesions in the skin that progress to thick scabs (cutaneous form) and by lesions in the upper GI and respiratory tracts (diphtheritic form) (13). Transmitted mechanically by biting insects, it causes significant losses to all forms of poultry production systems (from backyard, through extensive to intensive commercial flocks). It is particularly challenging in tropical climes where control of biting insects is difficult. FWPV is also used as a live recombinant vaccine vector in avian and mammalian species (14). Like other poxviruses the cytoplasmic replication cycle of FWPV exposes large amounts of foreign DNA to intracellular DNA sensing PRRs, making cGAS a likely candidate for sensing FWPV infection and making FWPV a potentially useful tool for delineating nucleic acid sensing mechanisms in avian systems. The mechanisms by which FWPV is sensed by PRRs during infection have not, however, been described.

In this study we show the existence of a cGAS/STING pathway in chicken macrophages and determine its downstream signaling outputs. Using cGAS and STING CRISPR/Cas9 knockout HD11 cells and pharmacological inhibitors of STING and TBK1 in primary macrophages, we show that the activation of cGAS by intracellular DNA induces an IFN-I response and that this response can be enhanced by priming cells with IFNα. As well as driving IFN-I production, we show that cGAS/STING signaling in macrophages can enhance transcription of specific immune recognition molecules including genes encoding the class II major histocompatibility complex (MHC-II) and co-stimulatory proteins, but without altering phagocytosis. Using FWPV mutants that are deficient in specific immunomodulators we are able to overcome the immunosuppression of wild type FWPV and show that this virus is sensed by cGAS, resulting in IFN-I and MHC-II transcription. These data show that the cGAS/STING/TBK1 pathway senses viral DNA in chicken macrophages and that this pathway regulates not only the antiviral interferon response but also modulates specific components of macrophage effector function machinery.



Materials and Methods


Reagents

Calf Thymus (CT) DNA (Sigma), Herring Testes (HT) DNA (Sigma), polyinosinic-polycytidylic acid (poly(I:C), Invivogen), 2’3’-cGAMP (Invivogen) and chicken interferon alpha (Yeast-derived Recombinant Protein, Kingfisher Biotech, Inc) were diluted in nuclease-free water (Ambion, ThermoFisher). H-151 and BX795 (Invivogen) were diluted in DMSO, following the manufacturer’s protocols.



Cell Culture

HD11 cells, an avian myelocytomatosis virus (MC29)-transformed chicken macrophage-like cell line (15), were incubated at 37°C, 5% CO2. They were grown in RPMI (Sigma-Aldrich, Germany) complemented with 2.5% volume per volume (v/v) heat-inactivated foetal bovine serum (FBS; Sera Laboratories International Ltd), 2.5% volume per volume (v/v) chicken serum (New Zealand origin, Gibco, Thermo Fisher Scientific), 10% Tryptose Phosphate Broth solution (Gibco, Thermo Fisher Scientific), 2 mM L-glutamine (Gibco, Thermo Fisher Scientific), 50 µg/ml of penicillin/streptomycin (P/S; Gibco, Thermo Fisher Scientific).

Chicken embryonic fibroblasts (CEFs) (Pirbright Institute, Woking) were incubated at 37°C, 5% CO2 and were grown in Dulbecco’s Modified Eagle Medium (DMEM) -F12 with Glutamax (Gibco), 5% v/v FBS, and 50 µg/ml P/S.



Knock-Out HD11 Cell Line Generation by CRISPR-Cas9


CRISPR Guide Design

According to the MB21D1 (cGAS) and TMEM137 (STING) sequences obtained from the Ensembl database (release 94), single guide (sg)RNA sequences (Table 1) were designed targeting the catalytic domain (residues 11-13 and 109) and start of the open reading frame, for cGAS and STING, respectively.


Table 1 | CRISPR/Cas9 guide RNAs.





Knock-Out Cell Lines Generation Using CRISPR-Cas9

Genome editing of HD11 was performed using ribonucleoprotein (RNP) delivery. tracrRNA was mixed with the target specific sgRNA (Table 1), followed by an incubation at 95°C. To form the RNP complex, the tracrRNA/sgRNA mix was incubated with the Cas9 protein (IDT, Leuven, Belgium) and electroporation enhancer at 21°C.

To generate knockout cells, 1x106 cells per guide were electroporated with the corresponding RNP complex using Lonza Electroporation Kit V (Lonza). After 48 h, the cells were expanded for future experiments and their DNA were extracted using the PureLink Genomic DNA Kit (Thermo Scientific, Waltham, MA, USA). The knockout efficiency was evaluated by genotyping the polyclonal cell populations using MiSeq (Illumina) according to a published method (16). The primers used for the sequencing are listed Table 2.


Table 2 | Illumina sequencing primers.



The successfully edited populations (using guides cGAS sg3 and STING sg1) were diluted to a concentration of 0.5 cell/well and seeded in 96-well plates. Individual clones were sequenced by MiSeq and the confirmed knockout clones were expanded for experiments.




Primary Macrophages

Chicken bone marrow derived macrophages (BMDM) were generated as previously described (17). Briefly, femurs and tibias of 4 week-old immunologically mature White Leghorn (PA12 line) outbred chickens were removed, both ends of the bones were cut and the bone marrow was flushed with RPMI supplemented with P/S. Cells were then washed and re-suspended in RPMI, loaded onto an equal volume of Histopaque-1077 (Sigma-Aldrich, Germany), and centrifuged at 400 g for 20 min. Cells at the interface were collected and washed twice in RPMI. Purified cells, pooled from three homozygous chickens, were seeded in triplicates at 1×106 cells/ml in sterile 60 mm bacteriological petri dishes in RPMI supplemented with 10% FBS, 25 mM HEPES, 2 mM L-glutamine, P/S and 25 ng/ml recombinant chicken colony stimulating factor 1 (CSF-1) (Kingfisher Biotech, Inc) at 41°C and 5% CO2. Half of the medium was replaced with fresh medium containing CSF-1 at day 3. At day 6, adherent cells were harvested and cultured in RPMI supplemented with 10% FBS, 25 mM HEPES, 2 mM L-glutamine, and P/S prior to stimulation. Procedures were performed in strict compliance with legal dispositions applicable in France, which state that animal euthanasia for the only purpose of organ or tissue use is not considered as an experimental procedure with obligation of submission to ethics committee for approval (Ordinance 2013-118, article R.214-89, published in the Journal Officiel de la République Française # 0032 of the February 7, 2013, pp. 2199).



Stimulation Assays

HD11 (WT, cGAS and STING knockouts) were seeded in 12-well plates at a density of 3×105 cells/well. In the following day, the cells were transfected using TransIT-LT1 (Mirus Bio, USA) with HT-DNA (1, 2, or 5 µg/ml), CT-DNA (1, 2, or 5 µg/ml) or Poly(I:C) (1 µg/ml), and harvested 6 or 16 h post-transfection. In the priming assays, IFNα (200 ng/ml) was added 16 h prior to transfection. 2’3’ cGAMP was added at a concentration of 2.5 µg/ml and cells were harvested 6 h post-treatment.

BMDM were seeded in 6-well plates at 8x105 cells/ml. In the following day, cells were transfected using TransIT-LT1 with HT-DNA (2 µg/ml), CT-DNA (2 µg/ml), or Poly(I:C) (1 µg/ml), and harvested 6 h post-transfection. In the priming assays, IFNα (50 ng/ml) was added 16 h prior transfection to the cells supernatants. 2’3’ cGAMP was added to cells supernatants at the concentration of 10 µg/ml and the cells were harvested 6 h post-treatment.



Chicken IFN-I Bioassay

The presence of IFN-I in supernatants of stimulated BMDM was measured indirectly using a luciferase-based Mx-reporter bioassay (18). Briefly, cells from the quail fibroblast cell line CEC32 carrying the luciferase gene under the control of chicken Mx promoter (kindly provided by Prof. Peter Stäheli, University of Freiburg, Germany) were seeded at 2.5×105 cells/well in 24-well plates and incubated at 41°C under 5% CO2. The next day, cells were incubated for 6 h with the diluted supernatants (1/10 of total volume). Medium was removed and cells were washed twice with PBS. Cells were lysed using the Cell Culture Lysis Reagent (Promega, USA), according to the manufacturer’s instructions, and luciferase activity was measured using the Luciferase assay reagent (Promega, USA) and a GloMax-Multi Detection System (Promega, USA).



Cell Viability

BMDM or HD11 viability following different stimuli was assessed using the fluorescent DNA intercalator 7-aminoactinomycin D (7-AAD, BD Biosciences, USA). Briefly, following stimulations, supernatants were discarded, and the cells were harvested and washed in PBS. Cells were stained according to the manufacturer’s protocol and the viability was analyzed by flow cytometry (BD FACS Calibur). Data were expressed as the percentage of 7AAD positive cells over total acquired events (50,000 cells).



RNA Extraction

Cells were lysed by overlaying with 250 µl of lysis buffer containing 4 M guanidine thiocyanate, 25 mM Tris pH 7, and 143 mM 2-mercaptoethanol. As a second step, 250 µl of ethanol was added, and the solution was transferred to a silica column (Epoch Life Science, Inc., Sugar Land, TX, USA) and centrifuged; all centrifugation steps were performed for 90 s at 16,600 g. The bound RNA was washed by centrifugation with 500 µl of buffer containing 1 M guanidine thiocyanate, 25 mM Tris pH 7, and 10% ethanol, followed by a double washing step with 500 µl of wash buffer 2 [25 mM Tris pH 7 and 70% (v/v) ethanol]. RNA was eluted by centrifugation in 30 µl of nuclease-free water and the concentration was measured using a NanoDrop 2000 Spectrophotometer (Thermo Scientific, Waltham, MA, USA).



cDNA and qPCR

Using 500 ng of RNA extracted from HD11 cells, cDNA was produced using SuperScript III reverse transcriptase, following the manufacture’s protocol (Thermo Scientific, Waltham, MA, USA). Samples were diluted in nuclease-free water in a 1:2.5 ratio. One μl of the diluted product was used for quantitative PCR (qPCR) in a final volume of 10 μl. qPCR was performed using SybrGreen Hi-Rox (PCR Biosystems Inc.) using primers described in Table 3. Fold change in mRNA expression was calculated by relative quantification using hypoxanthine phosphoribosyltransferase (HPRT) as endogenous control.


Table 3 | qRT-PCR primer sequences.



Total RNA (up to 1 µg per reaction) from BMDM was reverse transcribed with iScript cDNA synthesis kit (Bio-Rad, USA). Quantitative PCR was performed using 1 µl of cDNA, 5 µl of iQ SYBR Green Supermix (Bio-Rad, USA), 0.25 µl of each primer pair and 3.5 µl of nuclease-free water in a total reaction volume of 10 µl. Fold-increase in gene expression was calculated by relative quantification using HPRT and Glyceraldehyde 3-phosphate dehydrogenase (GAPDH) as endogenous controls.



Phagocytosis Assay by Flow Cytometry

HD11 WT cells were seeded at a confluence of 3x105 cells/ml in 12-well plates. The cells were primed with IFNα for 16 h and then with transfected exogenous DNA (HT- and CT-DNA – 2 μg/ml) or treated with 2’3’cGAMP (5 μg/ml) for 6 h. After this, the cells were incubated with Zymosan coated beads conjugated with FITC at a ratio of 30 beads to 1 cell for all conditions for 40 min at 37°C. The cells were wash two times in PBS and fixed in suspension using the solution (missing ref; BD Biosciences) with 4% PFA. Cell populations were counted by analysis on a CytoFLEX cytometer.



Fowlpox Virus Growth and Titration

Fowlpox WT (FP9) and mutants [FPV012 (19) and FPV184 (20)] were propagated in primary chicken embryonic fibroblasts (CEFs) and grown in DMEM-F12 (Thermo Fisher Scientific, Waltham, MA, USA) containing 1% FBS and 5% P/S, and harvested 5 days later. Ten-fold dilutions of cell supernatants were prepared in serum-free DMEM-F12 and used to inoculate confluent monolayers of CEFs for 1.5 h at 37°C. Cells were then overlaid with 2xMEM : CMC (1/1 ratio). The foci were counted 7 days later after staining with Toluidine Blue.



Fowlpox Virus Infection

HD11 cells were seeded in 12-well plates in the day prior infection. Fowlpox viruses were diluted in serum-free DMEM-F12 at a multiplicity of infection (MOI) of 3 and added in the cells (1 ml per well). Infected cells and supernatants were collected from infections at 8 and 24 h post-infection.



Statistical Analysis

Prism 7 (GraphPad) was used to generate graphs and perform statistical analysis. Data were analyzed using an unpaired t test with Welch’s correction unless stated otherwise. Data with P < 0.05 was considered significant and 2-tailed P-value were calculated and presented as: *p < 0.05, **p < 0.01, ***p < 0.001; ****p < 0.0001. Each experiment has at least two biological replicates unless stated.




Results


Intracellular DNA Activates an IFN-I Response in Chicken Macrophages

In order to assess the ability of chicken macrophages to sense and respond to intracellular DNA, we used a combination of the monocytic cell line HD11 and primary bone marrow derived macrophages (BMDM). Transfection of CT DNA, increasing doses of HT-DNA or the RNA analogue poly(I:C) into HD11 cells resulted in transcription of chicken interferon-β (IFNβ) and the interferon stimulated gene (ISG) ISG12.2, an orthologue of mammalian IFI6 (Figure 1A). A dose-dependent response to DNA was observed. Transfection of DNA into primary BMDMs also resulted in IFNβ and ISG12.2 transcription (Figure 1B) and IFN-I secretion as measured by a bioassay (Figure 1C), indicating that this response is present in both primary macrophages and the transformed monocytic HD11 cell line.




Figure 1 | Intracellular DNA activates an IFN-I response in chicken macrophages. (A) HD11 cells were transfected with HT-DNA (1, 2, and 5 µg/ml), CT-DNA (5 µg/ml) or Poly(I:C) and transcription of IFNB and ISG12.2 measured by qRT-PCR 6 h later. (B) Chicken BMDM were transfected with HT- DNA, CT-DNA (2 µg/ml) or Poly(I:C) (1 µg/ml) and transcription of IFNB and ISG12.2 measured by qRT-PCR 6 h later. (C) Resting BMDMs or BMDMs primed with IFNα for 6 h were transfected with HT- DNA, CT-DNA (2 µg/ml) or Poly(I:C) (1 µg/ml) and interferon activity in the supernatants was measured after 24 h using a bioassay. IFNα stimulation is a positive control in this assay. (D) HD11 or BMDM were primed with IFNα for 6 h, transfected with HT-DNA, CT-DNA, or Poly(I:C) and transcription of IFNB and ISG12.2 measured by qRT-PCR 6 h later. (E) HD11 (top) or IFNα-primed BMDM (bottom) were transfected with HT-DNA, CT-DNA, or Poly(I:C) and cell viability measured by 7AAD staining 24 or 48 h later. *p < 0.05, **p < 0.01, ***p < 0.001; ****p < 0.0001; ns: no significant difference. Data is representative of two or more replicates.



Since in mammalian systems STING is recognized as an interferon stimulated gene (ISG) (21), we sought to understand the effect of IFN-I priming of macrophages on the response to intracellular DNA. Pre-treatment of HD11 or BMDM with chIFNα resulted in an enhancement of IFNβ transcription following DNA stimulation and confirmed ISG12.2 as an ISG (Figure 1D). This signaling enhancement might be explained by increased transcription of STING and/or IRF7 following IFNα treatment (Supplementary Figure 1). Across all HD11 and BMDM DNA stimulations we found that there was little observable or measurable cell death (Figure 1E), indicating that, in chicken macrophages, cell death is likely not a specific output of STING signaling.



Intracellular DNA Stimulates Transcription of MHC-II and Co-Stimulatory Molecules

The sensing of both intracellular and extracellular pathogens activates macrophages, causing up-regulation or enhancement of effector functions designed to combat infection. We hypothesized that DNA transfection, mimicking the presence of intracellular infection, might result in direct effects on the molecules that contribute to T cell stimulation. In chickens, there are two classical MHC-II genes encoded by BLB1 and BLB2, as well as a DM system that includes the DMB1 and DMB2 genes encoding class II-specific chaperones or peptide editors (22), all of which were transcriptionally upregulated by DNA stimulation in chicken BMDMs (Figure 2A). In HD11 cells, only BLB1 transcription was upregulated by DNA stimulation, while BLB2 transcription was upregulated only by IFNα pre-treatment (Supplementary Figure 2) and DMB1/2 were not altered by any stimuli (not shown), highlighting possible differences between primary and transformed cells in this specific context (Figure 2B). CD86 and CD40 are key co-stimulatory molecules in T cell activation. In BMDM CD86 and CD40 transcription was upregulated in response to DNA stimulation (Figure 2A). There was, however, no measurable impact of DNA stimulation on phagocytosis as measured by bead-uptake assays in HD11 cells (Figure 2C). As such, key molecules involved in T cell activation by macrophages are regulated by DNA stimulation, but not all macrophage effector functions are equally enhanced by this signal.




Figure 2 | Intracellular DNA stimulates transcription of MHC-II and co-stimulatory molecules. (A) BMDMs or (B) HD11 cells were transfected with HT-DNA, CT-DNA, or Poly(I:C) and transcription of BLB1, BLB2, DMB1, DMB2, CD40, and CD86 measured by qRT-PCR 6 h later. (C) HD11 cells were stimulated with HT-DNA, CT-DNA, or Poly(I:C) and 6 h later phagocytosis was monitored by FITC-conjugated, zymosan coated bead uptake. Histograms of non-treated versus treated cells (left panels) and respective percentages of FITC positive cells for each treatment tested (right panel) are presented. *p < 0.05, **p < 0.01, ***p < 0.001; ns, no significant difference. Data is representative of two or more replicates.





STING and TBK1 Contribute to DNA-Driven Transcriptional Responses in Chicken BMDMs

In order to dissect the signaling pathway downstream of intracellular DNA sensing, we first used the ligand 2’3’-cGAMP, the enzymatic product of cGAS that directly binds and activates STING (23). Treatment of BMDMs or HD11 cells with 2’3’-cGAMP led to increased transcription levels of IFNb, ISG12.2, BLB1, BLB2, CD86, and CD40 (Figures 3A, B). This response, and the response to DNA and cGAMP stimulation, could be reduced by small molecule inhibitors of STING (H151) and the kinase TBK1 (BX795), indicating the existence of a STING and TBK1-dependent signaling pathway in chicken macrophages and evidencing the cross-species utility of these two pharmacological inhibitors (Figures 3C, D). As with DNA stimulation, there was no measurable impact of cGAMP treatment on phagocytosis in HD11 cells (Figure 3E).




Figure 3 | STING and TBK1 contribute to DNA-driven transcriptional responses in chicken BMDMs. (A) HD11 and (B) BMDM cells were treated with 2’3’cGAMP (10 μg/ml) and qRT-PCR carried out 6 h later for the indicated genes. (C) BMDM were treated with the STING inhibitor H-151 (10 uM) or TBK1 inhibitor BX795 (1 uM) for 1 h before transfection with HT-DNA and CT-DNA. Six hours later, RNA was extracted and qRT-PCR carried out for the indicated genes. (D) BMDM were treated with the STING inhibitor H-151 (10 uM) or TBK1 inhibitor BX795 (1 uM) for 1 h before treatment with 2’3’cGAMP (10 μg/ml). Six hours later, RNA was extracted and qRT-PCR carried out for the indicated genes. (E) HD11 cells were treated with 2’3’cGAMP (2.5 µg/ml) 6 h later phagocytosis was monitored by FITC-conjugated, zymosan coated bead uptake. *p < 0.05, **p < 0.01, ***p < 0.001; ****p < 0.0001; ns: no significant difference. Data is representative of two or more replicates.





cGAS Is Essential for Intracellular DNA-Dependent IFN-I and MHC-II Transcription in HD11 Cells

To address the possibility that cGAS is a principle PRR responsible for sensing intracellular DNA in chicken macrophages, we generated HD11 knockout cell lines using CRISPR/Cas9 genome editing. To do this, we analyzed the annotated cGAS sequence in the current release of the Gallus gallus genome and designed gRNA sequences targeting regions of the gene which exhibited high conservation across multiple orthologues. By sequencing single cell clones we generated multiple cGAS knockout cell lines with two different gRNAs. By sequencing across the gRNA PAM target sites, we characterized indels to confirm the knockout status in these clones (e.g., Figure 4A). Stimulation of multiple cGAS knockout HD11 clones, each with a different indel, with DNA resulted in an abrogation of IFN-I and ISG transcription indicating that cGAS is a key PRR for sensing intracellular DNA in chicken macrophages (Figure 4B and Supplementary Figure 3). cGAS knockout also abrogated the upregulation of DNA-driven BLB1 stimulation, indicating the cGAS-dependent signaling is responsible for regulation of MHC class II transcription in this context (Figure 4B). These data were independent of IFNα pre-treatment, which enhanced IFN-I and BLB1 transcription in WT DNA-stimulated cells, but did not affect cGAS KO cells (Figure 4C). Consistent with the mammalian cGAS mechanism, stimulation of WT or cGAS KO cells with 2’3’-cGAMP resulted in robust IFN-I transcription, indicating IFN-I production by direct STING ligation was not affected by cGAS KO (Figure 4D). These data confirm the intracellular DNA PRR function of cGAS in chicken macrophages.




Figure 4 | cGAS is essential for intracellular DNA-dependent IFN-I and MHC-II transcription in HD11 cells. (A) Example of identification of indel in clonally selected HD11 cGAS KO using NGS sequencing. (B) WT and cGAS KO HD11 cells were transfected with HT-DNA, CT-DNA (2 μg/ml) or Poly(I:C) (1 μg/ml) for 6 h and transcription of the indicated genes measured by qRT-PCR. (C) cGAS KO HD11 cells were primed with IFNα for 6 h, transfected with HT-DNA, CT-DNA, or Poly(I:C) and transcription of IFNB and ISG12.2 measured by qRT-PCR 6 h later (D) WT or cGAS KO cells were treated with 2’3’cGAMP (10 μg/ml) and transcription of IFNB measured by qRT-PCR 6 h later. *p < 0.05, **p < 0.01, ***p < 0.001; ns, no significant difference. Data is representative of two or more replicates.





STING Is Essential for Intracellular DNA-Dependent IFN-I Transcription in HD11 Cells

In parallel, using the same methodology, we generated multiple STING knockout HD11 cell lines (Figure 5A). Stimulation of these cells with DNA phenocopied the cGAS knockout lines, and neither STING or cGAS KO altered tonic IFNB transcription, confirming the function of chicken STING downstream of cGAS in the intracellular DNA sensing pathway (Figure 5B, Supplementary Figures 4 and 5). These data are consistent with the presence of a cGAS/STING pathway in HD11 cells and, in concert with the data using H151 in BMDMs, indicate the function of STING as a critical adaptor protein for intracellular DNA sensing in chicken macrophages.




Figure 5 | STING is essential for intracellular DNA-dependent IFN-I transcription in HD11 cells. (A) Example of identification of indel in clonally selected HD11 STING KO using NGS sequencing. (B) WT and STING KO HD11 cells were transfected with HT-DNA, CT-DNA (2 μg/ml) or Poly(I:C) (1 μg/ml) for 6 h and transcription of the indicated genes measured by qRT-PCR 6 h later. *p < 0.05, ***p < 0.001; 2difference. Data is representative of two or more replicates.





Fowlpox Triggers a cGAS/STING Dependent DNA Sensing Pathway in HD11 Cells

FWPV replication exposes large quantities of DNA to the cytoplasm of infected cells making it a prime target for intracellular DNA sensing PRRs. Despite this, using the wild-type vaccine strain FP9 we, and others (13, 19), observe little or no IFN-I transcription in infected cells, and indeed a downregulation of IFN and MHC transcription (Figure 6A). The lack of IFN-I response in poxvirus infected cells is likely due to the presence of numerous virally-encoded suppressors of PRR signaling and IFN-I production (19, 24), hence deletion of specific innate immunomodulators from the viral genome can result in a virus that stimulates host IFN-I signaling. We made use of FWPV mutants FPV012 and FPV184 (19, 20), each deficient in single genes that are proposed immunomodulators, and both of which induce IFN-I production from infected cells (19), including HD11 cells (Figure 6B). In the absence of cGAS or STING the transcription of IFN-I, ISG12.2, BLB1 and CD40 by FPV184 or FPV012 was significantly lower at 24 h post infection (Figures 6B, C), despite robust infection of HD11 cells by all three virus strains (Figure 6D), indicating that FWPV is sensed in infected cells by the DNA sensing PRR cGAS and that the cGAS/STING pathway is responsible for FWPV-induced IFN-I production and MHC-II transcription. Despite its importance for the IFN-I response, in HD11 cells loss of the cGAS/STING pathway did not affect the replicative capacity of the FP9 or mutant viruses (Figure 6E).




Figure 6 | Fowlpox triggers a cGAS/STING dependent DNA sensing pathway in HD11 cells. (A) HD11 cells were infected with FWPV strain FP9 at a multiplicity of infection of three. Twenty-four hours later, RNA was extracted and qRT-PCR carried out for the indicated genes. (B, C) HD11 WT, cGAS or STING KO cells were infected with FP9 (black bars), FPV012 (blue bars), FPV184 (red bars), at a multiplicity of infection of three. Twenty-four hours later, RNA was extracted and qRT-PCR carried out for the indicated genes. (D) HD11 cells were infected with FWPV strain FP9 at a multiplicity of infection of three. Twenty-four hours later, RNA was extracted and qRT-PCR carried out for the indicated FWPV genes. (E) HD11 WT, cGAS or STING KO cells were infected with FP9, FPV012, or FPV184 at a multiplicity of infection of three, cell supernatants harvested and released FP9 was titrated on CEFs to measure focus forming units (ffu) per ml. *p < 0.05, **p < 0.01, ***p < 0.001; ****p < 0.0001; ns, no significant difference. Data is representative of two or more replicates.






Discussion

The ability of innate immune cells to detect virus infection is dependent on a set of PRRs that directly bind viral nucleic acids. Macrophages act in this context as tissue-resident sentinel sensors of infection that express a broad repertoire of PRRs and mount a rapid and robust innate immune response to viruses and other pathogens. Indeed intracellular DNA sensing was first described in macrophages (25). As well as interferon and cytokine production, activated macrophages use effector functions for pathogen clearance and for activation of adaptive immunity. In mammalian systems the signaling outputs downstream of intracellular DNA detection in macrophages include IRF-dependent IFN and cytokine production and cell death driven by the AIM2 inflammasome. In chicken macrophages, which lack AIM2, we find that intracellular DNA sensing produces IFN but does not result in measurable cell death, rather it upregulates a specific set of antigen presentation machinery including the MHC-II gene BLB1 and co-stimulatory molecules, providing a direct link between anti-viral innate sensing and the initiation of adaptive immunity.

During DNA virus infection, the cGAS/STING-dependent signaling pathway is triggered by viral DNA, resulting in type-I interferon production via activation of TBK1 and the IRF family of transcription factors. Although well defined in mammalian systems, the function of chicken cGAS and STING has only more recently been identified (26, 27). FWPV is an avian poxvirus that causes skin lesions and respiratory infections and can infect multiple cell types including macrophages (28). Here we show that the cGAS/STING pathway in chicken macrophages can sense FWPV infection and is responsible for the IFN-I response as well as for upregulation of BLB1.

In order to escape detection and evade host anti-viral responses, poxviruses like FWPV encode a broad range of immunomodulatory proteins that target PRR signaling pathways resulting in these viruses being able to effectively inhibit IFN production from infected cells. These immune evasion mechanisms mask the signaling outputs of PRR signaling during infection with wild type poxviruses. To overcome this issue, we used two mutant FWPVs with deletions in individual genes that block IFN-I production during infection. Infection of cells with FPV184 and FPV012 (29) resulted in interferon and ISG transcription, which was lost in cGAS and STING knockout lines. FWPV DNA is therefore sensed by the cGAS/STING pathway and the downstream signaling response leading to IFN-I production is effectively blocked by the wild type virus. In culture the loss of cGAS or STING didn’t lead to significant alterations FWPV’s replicative capacity in infected cells (Figure 6E), but it remains to be seen how individual PRRs like cGAS contribute to protection against FWPV infection in vivo. In mice cGAS/STING are essential for the host response to poxvirus infections such as vaccinia and ectromelia viruses, and the protective effects are meditated via IFN-I, despite the presence of large numbers of immunomodulators targeting PRR signaling, including the cGAS/STING systems in these viruses. As such it is likely that cGAS/STING mediated FWPV DNA sensing and IFN-I production has a significant contribution to host defence against FWPV infection in chickens, although mechanistically it remains to be seen exactify how IFN-I mediates this defence against this avian poxvirus.

Birds occupy the same habitats as mammals, have comparable ranges of life span and body mass, and confront similar pathogen challenges, yet birds have a different repertoire of organs, cells, molecules and genes of the immune system compared to mammals (30). It is increasingly evident that the immune system of avian species is rather different from those of model mammalian species. Untested extrapolation from mammalian systems cannot provide the quality of knowledge that is required for understanding host-pathogen relationships in birds. Here, we find that the signaling downstream of chicken cGAS leading to IFN-I transcription is similar to that found in mammalian systems. The presence of orthologues of STING and TBK1 in the chicken genome and their functional inhibition by small molecule compounds (H151 and BX795) is indicative of mechanistic signaling pathway conservation. The chicken genome also contains an orthologue of IRF3, which is the main transcription factor downstream of STING/TBK1 activation, although chicken IRF7 (as this gene is annotated) is not equivalent to mammalian IRF3 or IRF7 and may be considered more as a hybrid these two genes (31). It is likely that chicken IRF7 and TBK1 are recruited by STING following 2’3’-cGAMP ligation and that subsequent phosphorylation, dimerization, and nuclear translocation of IRF7 leads to DNA-induced IFN-I transcription (27, 32). In mammalian systems, the transcription of IFNβ also requires activation of NF-κB, to a greater or lesser extent depending on the species (33, 34). STING can itself be responsible for NF-κB activation following virus infection (35). The extent to which chicken IFNβ transcription downstream of cGAS activation requires NF-κB activity along with IRF7 remains to be explored (32). Recent evidence has implicated chicken cGAS and STING in avian antiviral defence, in particular against Marek’s Disease Virus (MDV) and chicken adenovirus 4 (36, 37) in fibroblasts. Using CRISPR/Cas9 technology to knockout STING and cGAS in a transformed monocytic cell line (HD11) and complementing these data in primary macrophages with pharmacological inhibitors we have been able to show this cGAS/STING/TBK1 pathway is active in chicken macrophages. The use of primary cells in this context is important as transformation or immortalization can significantly alter PRR pathways so as to obscure physiological signaling mechanisms.

IFN-I is one of the most effective anti-viral innate immune mediators. Secretion and subsequent ISG transcription induced by autocrine and paracrine IFN receptor signaling sets an anti-viral/inflammatory state in infected and bystander cells. As an example, chicken IFNβ was shown to be an autocrine/paracrine pro-inflammatory mediator in chicken macrophages (17), with direct effects in macrophage effector functions. Nucleic acid sensing PRRs therefore provide a rapid and potent innate response helping to combat infection and reduce viral spread in infected tissues. At the same time, innate immune responses can initiate and amplify adaptive immune responses for example, by regulating functions of antigen presenting cells (APCs), promoting cross-priming and stimulating antibody production (38–40). In both mammals and birds, macrophages are key regulators of adaptive immunity as principle APCs. By processing and presenting antigen to T and B cells, macrophages directly trigger adaptive responses. The discovery that cGAS/STING signaling can directly regulate the transcription of MHC genes in macrophages provides further evidence linking PRR signaling with the activation of adaptive immunity during infection. It remains to be explored exactly how the transcription of BLB1 and BLB2 is regulated by cGAS/STING signaling. In tissues, macrophages survey the local environment for infection and damage. In this context, macrophage effector functions may be modulated by the presence of innate immune mediators in the tissue. The priming effect of IFNα as an enhancer of macrophage DNA sensing, by upregulating STING expression, suggests a possible mechanism of bystander surveillance. Tissue resident macrophages may respond to signals, including IFN-I and cGAMP, secreted from virally infected stromal cells by enhancing specific effector functions appropriate to defend against viral infection in the tissue (41, 42).

Our data adds to the list of chicken cGAS/STING functions in sensing of avian DNA viruses such as MDV and Adenovirus 4 that replicate in the nucleus or FWPV that replicates in the cytoplasm, and in the regulation of macrophage effector functions. The ability of this pathway to sense a broad range of DNA viruses that replicate in different compartments in avian innate immune cells indicates that this pathway is a primary DNA sensing mechanism for DNA viruses in chickens.
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Epithelial cells of the female reproductive tract (FRT) participate in the initial innate immunity against viral infections. Poly(dA:dT) is a synthetic analog of B form double-stranded (ds) DNA which can activate the interferon (IFN) signaling pathway-mediated antiviral immunity through DNA-dependent RNA Polymerase III. Here we investigated whether poly(dA:dT) could inhibit herpes simplex virus type 2 (HSV-2) infection of human cervical epithelial cells (End1/E6E7). We demonstrated that poly(dA:dT) treatment of End1/E6E7 cells could significantly inhibit HSV-2 infection. Mechanistically, poly(dA:dT) treatment of the cells induced the expression of the intracellular IFNs and the multiple antiviral IFN-stimulated genes (ISGs), including IFN-stimulated gene 15 (ISG15), IFN-stimulated gene 56 (ISG56), 2’-5’-oligoadenylate synthetase 1 (OAS1), 2’-5’-oligoadenylate synthetase 2 (OAS2), myxovirus resistance protein A (MxA), myxovirus resistance protein B (MxB), virus inhibitory protein, endoplasmic reticulum-associated, IFN-inducible (Viperin), and guanylate binding protein 5 (GBP5). Further investigation showed that the activation of RIG-I was largely responsible for poly(dA:dT)-mediated HSV-2 inhibition and IFN/ISGs induction in the cervical epithelial cells, as RIG-I knockout abolished the poly(dA:dT) actions. These observations demonstrate the importance for design and development of AT-rich dsDNA-based intervention strategies to control HSV-2 mucosal transmission in FRT.




Keywords: herpes simplex virus type 2, human cervical epithelial cells, poly(dA:dT), interferon, interferon-stimulated gene, retinoic acid-inducible gene-I



Introduction

Herpes simplex virus type 2 (HSV-2) is the leading cause of genital herpes and the most commonly sexual transmitted virus. It is estimated that 417 million people aged 15–49 (11%) worldwide are infected with HSV-2 infection in 2012 (1). Importantly, the epidemiological and biological studies have shown a strong association between human immunodeficiency virus 1 (HIV-1) and HSV-2 infection. HSV-2 infection increases the risk of HIV-1 acquisition by approximately three-fold (2) and facilitates transmissibility of HIV-1 up to five-fold through genital ulcers (3). In turn, HIV-1 infection enhances HSV-2 shedding frequency and quantity (4, 5), people with HIV-1-related immunosuppression can have severe HSV-2 diseases (6, 7).

Epithelial cells in the female reproductive tract (FRT) are the first barrier to pathogen invasion. At cellular level, epithelial cells constitute a unique microenvironment and participate in FRT innate immunity against viral infections, including HSV-2 (8, 9). HSV-2 primarily infects genital epithelium and replicates within the vaginal keratinocytes (10). Human cervical epithelial cells have been extensively used to study FRT-mediated immunity against viral infections (11–14). Studies have shown that these cells could be immunologically activated and produced the multiple antiviral factors against HSV-2 (12) and HIV-1 (15). As the outmost layer cells in FRT, human cervical epithelial cells are the first to contact with invading microbes. Thus, understanding the processes and mechanisms of these cells-mediated innate immunity against viral infections is of importance and significance.

DNA-dependent RNA polymerase III (RNA Pol III) is involved in DNA-mediated innate immunity response by converting AT-rich DNA into a RNA intermediate which can be recognized by RIG-I, resulting in the activation of interferon (IFN) signaling pathway. Poly(dA:dT) is a synthetic analog of B form double stranded DNA (dsDNA) can be sensed by the RNA Pol III and then recognized by cytosolic RNA sensor RIG-I, eliciting an intracellular immune response to control virus replication (16–18). IFN regulatory factor 3 (IRF3) and IRF7 are the crucial transcription factors involved in RIG-I signaling pathway (19). It has been reported that the association of RIG-I with pre-genomic RNA can induce type III IFN and inhibit hepatitis B virus (20). Type III IFN, also known as IFN lambda (IFN-λ), can induce expression of ISGs and exert antiviral properties similar to type I IFNs (21).

Studies have shown that activation of IFN-dependent innate immune defense through RIG-I signaling pathway is vital in antiviral response of epithelial cells (22–24). However, we know little about whether poly(dA:dT) has the ability to activate the intracellular antiviral immunity of human cervical epithelial cells, an essential component of the mucosal defense mechanisms in the FRT. In this study, we examined whether poly(dA:dT) has the ability to induce the intracellular antiviral factors against HSV-2 infection of human cervical epithelial cells. We also explored the cellular and molecular mechanisms underlying poly(dA:dT)-mediated IFN/ISG induction and HSV-2 inhibition in these cells.



Materials and Methods


Cell Lines and Virus

End1/E6E7 cell line was established from normal human endocervical epithelia immortalized by expression of human papillomavirus 16/E6E7. End1/E6E7 cells have exactly the same cytokeratin and involucrin patterns as primary End1 cells and the morphological and immunocytochemical characteristics of the End1/E6E7 cells closely resembled those of origin and primary cultures. Therefore, End1/E6E7 cells provide the basis for valid reproducible in vitro models for studies on cervicovaginal physiology and infections and for testing pharmacological agents for intravaginal application (25). In addition, End1/E6E7 cell line has been broadly used as an in vitro model of human female reproductive tract (13, 26, 27). End1/E6E7 cells were cultured in keratinocyte growth medium (Gibco, USA) supplemented with the provided recombinant epidermal growth factor (0.1ng/ml) and bovine pituitary extract (50µg/ml). African green monkey kidney epithelial cells (Vero) and 293T cells were cultured in Dulbecco’s modified Eagle’s culture medium (DMEM, Gibco) supplemented with 10% fetal bovine serum (FBS, Gibco) at 37°C in a humidified atmosphere of 5% CO2. HSV-2 G strain was provided by Dr. Qinxue Hu (State Key Laboratory of Virology, Wuhan Institute of Virology, Chinese Academy of Sciences, China). The HSV-2 G strain was propagated at a low multiplicity of infection (MOI = 0.001) in Vero cells.



Plasmids and Reagents

LentiCRISPRv2-puro, psPAX2, and pMD2.G plasmids were provided by Dr. Jian Huang (Department of Pathology and Laboratory Medicine, Temple University, USA). PE Annexin V Apoptosis Detection Kit I was purchased from BD (Pharmingen, USA). Poly(dA:dT), LyoVec, and puromycin were purchased from InvivoGen (San Diego, CA, USA). Lipofectamine 3000 Reagent was purchased from Thermo Fisher Scientific (Carlsbad, CA, USA). Antibodies against RIG-I, DNA sensors, ISGs, signal transducers and activators of transcription (STATs), and IRFs were purchased from Cell Signaling Technology (Danvers, MA, USA). Antibodies against HSV-1+HSV-2 gD, HSV-1+HSV-2 gB were purchased from Abcam (Cambridge, UK). Antibody to GAPDH was purchased from Proteintech (Chicago, USA).



Cell Viability Assay

The cytotoxic effect of poly(dA:dT) was evaluated by the MTT assay based on the manufacturer’s instruction. End1/E6E7 cells were seeded in 96-well plate (1×104 cells/well) treated with different concentrations of poly(dA:dT) for 72h. Cells were then incubated with MTT working solution (0.5mg/ml) for 4h at 37°C in darkness. The formation of soluble formazan from MTT was measured by spectrophotometric determination of absorption at 490nm using a 96-well plate reader (SpectraMax i3, Molecular Devices, Sunnyvale, CA, USA).



Flow Cytometry Analysis of Apoptosis

We used Annexin V/7-AAD assay to measure the apoptosis effect of poly(dA:dT) on End1/E6E7 cells. Cells were seeded in 24-well plate (2×105 cells/well) and treated with different concentrations of poly(dA:dT) for 72h. Cells were washed twice with cold phosphate-buffered saline (PBS) and then resuspended in 1×binding buffer at a concentration of 1×105 cells/ml. Annexin V-PE (2.5µl) and 7-AAD (5µl) were added and then incubated for 15min at room temperature without light, finally analyzed by FCM (FACScan, Becton Dickinson, San Jose, CA).



RNA Extraction and Real-Time PCR

Total cellular RNAs from the cells were extracted using TRI-Reagent® (Molecular Research Center, Cincinnati, OH) according to the manufacturer’s instruction. Total RNAs were subjected to reverse transcription reaction using the random primer, dNTPs, M-MLV reverse transcriptase and RNase inhibitor (Promega Co., Madison, WI) to generate complementary DNA (cDNA). cDNA was then used as a template for real-time PCR which was performed with IQ SYBR Green supermix (Bio-Rad Laboratories, Hercules, CA). The level of GAPDH mRNA was used as an endogenous reference to normalize the quantities of target mRNAs. The sequences of oligonucleotide primers are shown in Table 1.


Table 1 | Primer sets for real-time PCR.





In Vitro Antiviral Assay

End1/E6E7 cells were pretreated with poly(dA:dT) for 24h and infected with HSV-2 (MOI = 0.001) for 2h. The cells were then washed to remove unattached viruses and subsequently cultured for 48h. HSV-2 genome DNAs from HSV-2-infected cells and culture supernatant were extracted with DNA lysis buffer as previously described (12) and subjected to the real-time PCR. HSV-2 gD standards with known copy numbers were used to quantify HSV-2 gD copies in the culture supernatant. Total proteins were extracted from End1/E6E7 cells and subjected to the Western blot. In addition, the antiviral effect of poly(dA:dT) under different treatment conditions (before, simultaneously and after HSV-2 infection) was evaluated. Briefly, End1/E6E7 cells were pretreated with poly(dA:dT) (0.5µg/ml) for 24h, then infected with HSV-2 (before); End1/E6E7 cells were simultaneously (simul) treated with poly(dA:dT) and infected with HSV-2; End1/E6E7 cells were first infected with HSV-2 for 2h, then washed and treated with poly(dA:dT) (after). At 48h post infection, both HSV-2 genomic DNA and total proteins were extracted from End1/E6E7 cells and subjected to the real-time PCR or Western blot assay.



CRISPR Cas9

We used the CRISPR Cas9 system to abrogate RIG-I expression in End1/E6E7 cells. Briefly, we designed gRNA (5’-GGGTCTTCCGGGATATAATCC-3’) targeting the conserved sites in human RIG-I genomic sequences based on CCTop (https://crispr.cos.uni-heidelberg.de/). The gRNA was then subcloned into the lentiCRISPRv2 plasmid to obtain the lentiCRISPRv2-gRNA clone that expressed both Cas9 and gRNA according to the publications’ instruction (28, 29). Then lentiCRISPRv2-gRNA plasmid and two packaging plasmids, psPAX2 and pMD2.G, were co-transfected into 293T cells to obtain lentivirus. LentiCRISPRv2 was used as an empty vector control. Three days after the lentivirus infection, End1/E6E7 cells were cultured with puromycin (0.5µg/ml) containing medium for 14 days. Total cellular proteins were then collected and subjected to Western blot for RIG-I protein expression.



Western Blot

Total cell lysates were prepared with the cell extraction buffer (Invitrogen, Shanghai, China) with 1% protease inhibitor cocktail (Sigma, MO) and 1% phosphatase inhibitor mixture (Applygen, Beijing, China). The total proteins were quantified by a BCA protein assay kit (Beyotime Institute of Biotechnology, Shanghai, China), and equal amount of proteins were separated on SDS-PAGE. After being transferred to a PVDF membrane (Millipore, Germany), non-specific sites were blocked with 5% non-fat milk for 3h prior to incubating with primary antibodies at 4°C overnight. The membranes were washed with TBST and further incubated with horseradish peroxidase-conjugated second antibody. Blots were developed with SuperSignal West Pico Chemiluminescent Substrate (Thermo Fisher Scientific, Waltham).



ELISA

IFN-β, IFN-λ1/3, and IFN-λ2 protein levels in cells culture supernatant were measured by ELISA kits (R&D system Inc., MH, USA). The assays were carried out according to the manufacturer’s instruction.



Statistical Analysis

Data were presented as mean ± SD from at least three independent experiments, and statistical significance was analyzed by Student’s t-test using GraphPad Prism for Windows version 5.0 (GraphPad Software Inc., San Diego, CA). Statistical significance was defined as P < 0.05 or P < 0.01.




Results


Poly(dA:dT) Has Little Cytotoxicity Effect on End1/E6E7 Cells

We first examined the effect of poly(dA:dT) on the viability and apoptosis of End1/E6E7 cells. As shown in Figures 1B, C, little cytotoxic and apoptosis effect was observed in End1/E6E7 cells treated with poly(dA:dT) at the dose as high as 10µg/ml.




Figure 1 | Effect of poly(dA:dT) on End1/E6E7 cells. (A) Cell lysates of End1/E6E7 cells, End1/E6E7 V2 control cells and RIG-I knockout End1/E6E7 cells were subjected to Western blot assay for RIG-I expression and GAPDH was used as a protein loading control. (B, C) End1/E6E7 cells were treated with poly(dA:dT) at the indicated concentrations, and cell viability was assessed by MTT assay (B) and annexin V/7-AAD assay (C) 72h post poly(dA:dT) treatment.





Poly(dA:dT) Inhibits HSV-2 Infection of End1/E6E7 Cells

To determine the anti-HSV-2 effect of poly(dA:dT), End1/E6E7 cells were pretreated with poly(dA:dT) for 24h prior to HSV-2 infection. As shown in Figures 2A, C, E, cells transfected with poly(dA:dT) had lower levels of intracellular and extracellular HSV-2 DNA/protein than the control cells. This poly(dA:dT)-mediated HSV-2 inhibition was dose-dependent. To further determine the anti-HSV-2 effect of poly(dA:dT), End1/E6E7 cells were treated with poly(dA:dT) under different treatment conditions (before, simultaneously and after HSV-2 infection). As shown in Figures 2B, D, F, under all the three treatment conditions, poly(dA:dT) were able to significantly suppress HSV-2 infection at both DNA and protein levels. Pretreatment of the cells with poly(dA:dT) was the most effective in HSV-2 inhibition (Figures 2B, D, F). In addition, we examined the effect of poly(dA:dT) on several key HSV-2 genes, including two immediate early genes (IE: ICP0 and ICP27), two early genes (E: ICP8 and DNA polymerase) and two late genes (L: HSV-2 gC and gD). As shown in Figure 3, poly(dA:dT) could significantly inhibit the expression of HSV-2 IE (Figures 3A, B), E (Figures 3C, D) and L (Figures 3E, F) genes in the infected cells.




Figure 2 | Poly(dA:dT) inhibits HSV-2 infection. (A, C, E) End1/E6E7 cells were pretreated with poly(dA:dT) at indicated concentrations for 24h prior to HSV-2 (MOI = 0.001) infection. Forty-eight hours after HSV-2 infection, (A) intracellular DNA, (C) extracellular DNA, and (E) total cellular proteins were collected and subjected to the real-time PCR or Western blot for HSV-2 gene expression. (B, D, F) End1/E6E7 cells were treated with either poly(dA:dT) (0.5μg/ml) for 24h prior to HSV-2 (MOI=0.001) infection (before) or poly(dA:dT) and infected with HSV-2 simultaneously (simul) or infected with HSV-2 for 2h prior to poly(dA:dT) treatment (after). At 48h post HSV-2 infection, (B) intracellular DNA, (D) extracellular DNA, and (F) total cellular proteins were collected and analyzed by the real-time PCR or Western blot for HSV-2 gene expression. Data shown are the mean ± SD of three independent experiments. Asterisks indicate statistically significant differences. (*P < 0.05, **P < 0.01).






Figure 3 | Effect of poly(dA:dT) on HSV-2 gene expression. End1/E6E7 cells were transfected with or without poly(dA:dT) (0.5μg/ml) at indicated concentrations for 24h prior to HSV-2 infection (MOI = 0.001). Cellular RNAs were collected from the virus-infected cells at 12 or 24h post infection and subjected to the real-time PCR for HSV-2 immediate early genes (A, B), early genes (C, D) and late genes (E, F) expression. The results were measured as HSV-2 gene levels relative (%) to control (without treatment, which is defined as 100%). Data are shown as mean ± SD of three independent experiments. Asterisks indicate statistically significant differences (*P < 0.05, **P < 0.01).





Poly(dA:dT) Activates the JAK/STAT Signaling Pathway

To determine the mechanisms by which poly(dA:dT) inhibits HSV-2 infection of End1/E6E7 cells (Figures 2 and 3), we examined whether poly(dA:dT) could activate IFN-based immunity in End1/E6E7 cells. As shown in Figures 4A, B, poly(dA:dT) induced the expression of IFN-β and IFN-λ at both mRNA (Figure 4A) and protein (Figure 4B) levels. These effects of poly(dA:dT) on IFN-β and IFN-λ induction were time-dependent. We next studied whether IRF3 and IRF7, the key positive regulators of the IFN signaling pathway, were involved in the IFN-β and IFN-λ induction by poly(dA:dT) in End1/E6E7 cells. As shown in Figure 4D, poly(dA:dT) facilitated the phosphorylation of both IRF3 and IRF7 (p-IRF3 and p-IRF7), which were positively associated with the treatment time of poly(dA:dT) in End1/E6E7 cells.




Figure 4 | Effect of poly(dA:dT) on IFNs and IRFs expression. End1/E6E7 cells were transfected with or without poly(dA:dT) (0.5μg/ml) for the indicated times. (A, C) Total cellular RNAs were extracted and subjected to the real-time PCR for IFN-β, IFN-λ1, IFN-λ2/3, and IRF3, IRF7 expression. (B) The cell-free supernatant was subjected to ELISA assay to determine IFN-β, IFN-λ1/3, and IFN-λ2 protein levels. (D) Total cellular proteins were collected and subjected to Western blot with the antibodies against IRF3, IRF7, p-IRF3, p-IRF7, and GAPDH. Data are shown as mean ± SD of three independent experiments.



To determine whether the induction of IFN-β and IFN-λ is responsible for the activation of JAK/STAT signaling pathway, we analyzed the impact of poly(dA:dT) on the expression of signal transducers and activators of transcription (STATs). As shown in Figure 5, poly(dA:dT) induced the mRNA expression of STAT1, STAT2, STAT3 (Figure 5A), and protein expression of p-STAT1, p-STAT2, p-STAT3, IFN-regulated transcription factor 3 (ISGF-3)-γp48 in a time-dependent fashion (Figure 5B). In addition, poly(dA:dT) treatment of End1/E6E7 cells also induced the expression of ISG15, ISG56, OAS1, OAS2, MxA, MxB, Viperin, and GBP5 at both mRNA (Figures 6A, B) and protein levels (Figures 6C, D).




Figure 5 | Effect of poly(dA:dT) on JAK/STAT signaling pathway. End1/E6E7 cells were transfected with or without poly(dA:dT) (0.5μg/ml) for the indicated times. (A) Total cellular RNAs were extracted and subjected to the real-time PCR for STAT1, STAT2, and STAT3 expression. (B) Total cellular proteins were collected and subjected to Western blot with the antibodies against STAT1, STAT2, STAT3, p-STAT1, p-STAT2, p-STAT3, ISGF-3γp48, and GAPDH. Data are shown as mean ± SD of three independent experiments.






Figure 6 | Effect of poly(dA:dT) on ISGs expression. End1/E6E7 cells were transfected with or without poly(dA:dT) (0.5μg/ml) for the indicated times. (A, B) Total cellular RNAs were isolated and subjected to the real-time PCR for ISG15, ISG56, OAS1, OAS2, MxA, MxB, viperin, and GBP5 expression. (C, D) Total cellular proteins were collected and subjected to Western blot with antibodies against ISG15 and ISG15-conjugates, ISG56, OAS1, OAS2, MxA, MxB, Viperin, GBP5, and GAPDH. Data shown represent the mean ± SD of three independent experiments.





Poly(dA:dT) Induces RIG-I

In addition to the DNA sensors (30–32), RIG-I (16, 17) is involved in sensing cytosolic DNA. We thus examined the effect of poly(dA:dT) on RIG-I expression in End/E6E7 cells. As shown in Figures 7C, D, poly(dA:dT) time-dependently enhanced the expression of RIG-I in the cells. In contrast, poly(dA:dT) had little effect on the expression of the key DNA sensors (IFI16, cGAS, phosphor-stimulator of IFN genes (p-STING), DAI, AIM2, and DExH-box helicase 29 (DHX29) (Figures 7A, B).




Figure 7 | Effect of poly(dA:dT) on the DNA sensors and RIG-I. End1/E6E7 cells were transfected with or without poly(dA:dT) (0.5μg/ml) for the indicated times. (A) Total cellular RNAs were extracted and the messenger RNA (mRNA) levels of DNA sensors (IFI16, cGAS, STING, DAI, AIM2, and DHX29) were measured by the real-time PCR. (B) Total cellular proteins were collected and subjected to Western blot with the antibodies against IFI16, cGAS, p-STING, DAI, AIM2, DHX29, and GAPDH. (C) Total cellular RNAs were extracted and subjected to the real-time PCR for measuring RIG-I mRNA. (D) Total cellular proteins were collected and subjected to Western blot with the antibodies against RIG-I and GAPDH. Representative data are the mean ± SD of three independent experiments.





RIG-I Knockout Significantly Compromises Poly(dA:dT)-Mediated HSV-2 Inhibition

To determine whether RIG-I plays a role in poly(dA:dT)-mediated HSV-2 inhibition, we constructed RIG-I knockout End1/E6E7 cells (RIG-I−/−) and End1/E6E7 V2 control cells (V2 control) through CRISPR Cas9 system (Figure 1A). As shown in Figures 8A–C, the levels of both HSV-2 DNA (Figures 8A, B) and protein (Figure 8C) in RIG-I−/− cells were significantly higher than those in V2 control cells. In addition, we examined the impact of RIG-I knockout on poly(dA:dT)-mediated HSV-2 gene inhibition and observed that RIG-I−/− cells has higher levels of HSV-2 IE, E and L genes expression than V2 control cells (Figure 9). The expression level of RIG-I in HSV-2 infected cells was lower than those in uninfected cells. Especially, the expression level of RIG-I in HSV-2 infected cells which were pretreated with poly(dA:dT) was significantly lower than those in uninfected cells.




Figure 8 | Effect of RIG-I knockout on poly(dA:dT)-mediated HSV-2 inhibition. End1/E6E7 control cells (V2 control) and RIG-I knockout End1/E6E7 cells (RIG-I−/−) were transfected with or without poly(dA:dT) (0.5μg/ml) for 24h prior to HSV-2 infection (MOI = 0.001). (A, B) Total DNAs extracted from cells (intracellular) and culture supernatant (Extracellular) were measured by the real-time PCR for HSV-2 gD expression. (C) Total cellular proteins were collected and subjected to Western blot with antibodies against HSV-2 gB, HSV-2 gD, RIG-I, and GAPDH. The results are the mean ± SD of three independent experiments. Asterisks indicate that the differences between the indicated groups are statistically significant (**P < 0.01).






Figure 9 | Effect of RIG-I knockout on poly(dA:dT)-mediated inhibtion of HSV-2 gene expression. End1/E6E7 control cells (V2 control) and RIG-I knockout End1/E6E7 cells (RIG-I−/−) were transfected with or without poly(dA:dT) (0.5μg/ml) for 24h prior to HSV-2 infection (MOI = 0.001). At 24h post HSV-2 infection, cellular RNAs were collected and subjected to the real-time PCR for HSV-2 immediate early genes (A, B), early genes (C, D), and late genes (E, F) expression. The results were measured as HSV-2 gene levels relative (%) to control (without treatment, which is defined as 100%). Data are shown as mean ± SD for three independent experiments. Asterisks indicate that the differences between the indicated groups are statistically significant (*P < 0.05, **P < 0.01).





RIG-I Knockout Diminishes the Effect of Poly(dA:dT) on the Activation of JAK/STAT Signaling Pathway

To determine whether RIG-I is vital for poly(dA:dT)-mediated IFN induction, we examined the levels of IFN-β and IFN-λ in RIG-I knockout cells (RIG-I−/−) and control cells (V2 control) transfected with poly(dA:dT). As shown in Figures 10A, B, IFN-β and IFN-λ levels in RIG-I−/− cells were significantly lower than those in V2 control cells. In addition, we examined the impact of RIG-I knockout on the expression of IRF3 and IRF7, the key regulators of IFNs. We observed that there was a significant decrease in the levels of p-IRF3 and p-IRF7 in RIG-I−/− cells as compared to those in V2 control cells (Figure 10D). To determine whether the suppression of IFN-β, IFN-λ, and IRFs in RIG-I−/− cells is associated with the inhibition of JAK/STAT signaling pathway, we analyzed the effect of poly(dA:dT) on STATs expression. Figure 11 demonstrated that poly(dA:dT)-mediated induction of p-STAT1, p-STAT2, and ISGF-3γp48 diminished in RIG-I−/− cells as compared to V2 control cells. In addition, RIG-I−/− cells had lower expression of poly(dA:dT)-stimulated ISGs (ISG15, ISG56, OAS1, OAS2, MxA, MxB, Viperin, and GBP5) than V2 control cells at both mRNA (Figures 12A, B) and protein (Figure 12C) levels.




Figure 10 | Effect of RIG-I knockout on poly(dA:dT)-induced expression of IFNs and IRFs. End1/E6E7 control cells (V2 control) and RIG-I knockout End1/E6E7 cells (RIG-I−/−) were transfected with or without poly(dA:dT) (0.5μg/ml) for 12h. (A, C) Total cellular RNAs were extracted and subjected to the real-time PCR for IRF3, IRF7, IFN-β, IFN-λ1, and IFN-λ2/3 mRNA expression. (B) The cell-free supernatant was collected and subjected to ELISA assay to determine IFN-β, IFN-λ1/3, and IFN-λ2 protein levels. (D) Total cellular proteins were collected and subjected to Western blot with antibodies against IRF3, IRF7, p-IRF3, p-IRF7, and GAPDH. The results are the mean ± SD of three independent experiments. Asterisks indicate that the differences between the indicated groups are statistically significant (ND, not detected, **P < 0.01).






Figure 11 | Effect of RIG-I knockout on poly(dA:dT)-induced expression of STATs. End1/E6E7 control cells (V2 control) and RIG-I knockout End1/E6E7 cells (RIG-I−/−) were transfected with or without poly(dA:dT) (0.5μg/ml) for 12h. (A) Total cellular RNAs were collected and subjected to the real-time PCR for STAT1, STAT2, and STAT3 expression. (B) Total cellular proteins were collected and subjected to Western blot with the antibodies against STAT1, STAT2, STAT3, p-STAT1, p-STAT2, p-STAT3, ISGF-3γp48, and GAPDH. The results are the mean ± SD of three independent experiments. Asterisks indicate that the differences between the indicated groups are statistically significant (**P < 0.01).






Figure 12 | Effect of RIG-I knockout on poly(dA:dT)-induced ISGs expression. (A, B) End1/E6E7 control cells (V2 control) and RIG-I knockout End1/E6E7 cells (RIG-I−/−) were transfected with or without poly(dA:dT) (0.5μg/ml) for 12h. Total cellular RNAs were extracted and subjected to the real-time PCR for ISG15, ISG56, OAS1, OAS2, MxA, MxB, viperin, and GBP5 expression. (C) V2 control and RIG-I−/− cells were transfected with or without poly(dA:dT) (0.5μg/ml) for 24h. Cellular proteins were collected and subjected to Western blot with the antibodies against ISG15, ISG56, OAS1, OAS2, MxA, MxB, viperin, GBP5, and GAPDH, respectively. The results are the mean ± SD of three independent experiments. Asterisks indicate that the differences between the indicated groups are statistically significant (*P < 0.05, **P < 0.01).






Discussion

As the first line of defense in FRT, human cervical epithelial cells are in direct contact with the virus and thus play an important role in preventing viral infections, including HSV-2. HSV-2 is a dsDNA virus which can be recognized by the cytosolic DNA sensors. There are several cytosolic dsDNA sensors involved in the host cells innate immunity against viral infections, including cGAS, whose secondary messenger cyclic GMP-AMP (cGAMP) can activate downstream sensor protein stimulator of IFN genes (STING). In addition to cGAS (33–35), AIM2, IFI16, and DAI are the cytosolic DNA receptors, activation of which could induce innate immune response to virus infections (36–39). Studies have shown that classical B form dsDNA is a potent immune stimulator when presents in the cytosol (40, 41). In the present study, we examined whether poly(dA:dT) has the ability to activate the intracellular innate immunity against HSV-2 infection of human cervical epithelial cells. We found that poly(dA:dT) could significantly induce the expression of IFNs/the antiviral ISGs (Figures 4 and 6) and inhibit HSV-2 replication (Figure 2). The investigation on the mechanisms for the induction of IFNs showed (Figures 4C, D) that poly(dA:dT) treatment of the cells enhanced the phosphorylation of IRF3 and IRF7, the key and positive regulators of IFNs during viral infections (42). IRF3 and IRF7 phosphorylation is a crucial step in activating the IFNs-mediated antiviral immunity (43). During viral infections, IRF3 is important in the early phase of inducing the transcription of IFN-α and IFN-β, which results in the IRF7 activation. Both IFN-β, IFN-λ1 gene expression is regulated by virus-activated IRF3 and IRF7, whereas IFN-λ2/3 gene expression is mainly controlled by IRF7 (44).

In addition to the positive impact on the IRFs, poly(dA:dT) could also activate the JAK/STAT signaling pathway that is vital for IFN-mediated innate immune response. We observed that poly(dA:dT) not only enhanced the expression of STAT1, STAT2, and STAT3 (Figure 5A) but also facilitate the phosphorylation of STAT1, STAT2, STAT3, and ISGF-3γp48 (Figure 5B). Several studies (45–47) have shown that comparing with STATs 1 and 2, STAT3 is an acute phase response factor with a transient activation. Therefore, it is likely that activation duration of STAT3 is shorter than that of STAT1 and STAT2. Furthermore, poly(dA:dT) treatment induced the expression of several key antiviral ISGs (Figure 6), including ISG15, ISG56, OAS1, OAS2, MxA, MxB, viperin, and GBP5, some of which are known to have the ability to inhibit HSV-2 infection. For example, OAS1 can directly inhibit HSV-2 proliferation (48), MxB interferes with viral replication through blocking the uncoating of viral DNA from the incoming viral capsid (49), ISG15 and ISG15-conjugates have multiple antiviral functions including inhibition of virus release and replication (50, 51). Therefore, the induction of these anti-HSV-2 ISGs provides a sound mechanism for poly(dA:dT)-mediated HSV-2 inhibition.

To determine the initial recognition molecule(s) for the poly(dA:dT) action on HSV-2 inhibition and IFN/ISGs induction, we first examined the effect of poly(dA:dT) on the expression of the DNA sensors. We found that poly(dA:dT) had little effect on the expression of the DNA sensors at both mRNA and protein levels (Figures 7A, B). In addition, we failed to identify a specific DNA sensor that plays a major role in poly(dA:dT)-mediated IFN/ISG induction (data not shown). In contrast, poly(dA:dT) could significantly induce the RIG-I expression in the cells (Figures 7C, D). Importantly, the vital role of RIG-I in the poly(dA:dT) actions was shown in the experiments using RIG-I−/− and the parental control cells (Figure 1A). We observed that while poly(dA:dT) could significantly inhibit HSV-2 replication in the parental control cells, it had little effect on HSV-2 infectivity in RIG-I−/− cells (Figures 8 and 9). In addition, RIG-I−/− cells lacked the effective response to poly(dA:dT) stimulation and expressed significantly lower levels of IFN-β and IFN-λ, p-IRF3 and p-IRF7 than the control cells (Figure 10). Similarly, the expression of p-STAT1, p-STAT2, ISGF-3γp48, and the antiviral ISGs was lower in RIG-I−/− cells as compared with that in the control cells (Figures 11 and 12). Finally, the important role of RIG-I in the intracellular innate immunity against HSV-2 was also supported by the observation that RIG-I levels in HSV-2-infected cells were lower than those in uninfected cells, particularly in the cells infected and transfected with poly(dA:dT). The decreased expression of RIG-I in the infected cells is likely due to the negative effects of HSV-2 on the intracellular antiviral innate immunity, which is one of the strategies for the virus to escape the host cell immune response. These combined observations indicate that RIG-I is indeed a necessary and key sensor for poly(dA:dT)-mediated activation of IFN/STAT signaling pathways and HSV-2 inhibition. Therefore, it is possible that the interaction of poly(dA:dT) with RIG-I through RNA polymerase (Pol) III is crucial in initiating intracellular anti-HSV-2 innate immunity (Figure 13). Chiu et al. (17) reported that poly(dA-dT) serves as a template for the de novo synthesis of poly(A-U) RNA by DNA-dependent RNA Pol III. They showed that Pol-III is responsible for the synthesis of the RNA from poly(dA-dT), which binds directly to RIG-I. Cheng et al. also demonstrated that RIG-I is essential for B form (AT-rich) dsDNA signaling pathway as poly(dA-dT) is converted by RNA Pol III of the host cell into a 5’ triphosphate RNA intermediate, which can be recognized by RIG-I (52).




Figure 13 | Schematic diagram of mechanisms for poly(dA:dT)-mediated HSV-2 inhibition in human cervical epithelial cells. Poly(dA:dT) can be recognized by RNA polymerase III which then converts DNA into 5’-ppp RNA, the ligand for RIG-I. The activation of RIG-I facilitates the phosphorylation and translocation of IRF3 and IRF7, resulting in the production of IFNs. The released IFNs bind to their corresponding receptors on the cell surface, and trigger JAK/STAT signaling pathway, facilitating STATs phosphorylation and inducing the antiviral ISGs (ISG15, ISG56, OAS1, OAS2, MxA, MxB, viperin, GBP5) which have the ability to block or inhibit HSV-2 at different steps of replication cycle.



Collectively, our study for the first time has demonstrated that the activation of the RIG-I by poly(dA:dT) could effectively inhibit HSV-2 infection of human cervical epithelial cells. While the precise cellular and molecular mechanisms for poly(dA:dT)-mediated HSV-2 inhibition remain to be determined, the induction of IFNs and the multiple antiviral ISGs should be largely responsible for much of poly(dA:dT)-mediated anti-HSV-2 activity. These findings are clinically significant as they indicate that activating the intracellular innate immunity by poly(dA:dT) has potential for the prevention and treatment of HSV-2 infection. However, future ex vivo and in vivo investigations in animal models and clinical studies are necessary in order to determine whether poly(dA:dT) is effective in activating FRT innate immunity and beneficial for protecting human cervical epithelial cells from HSV-2 infection. These future studies will be crucial for the design and development of AT-rich dsDNA-based intervention strategies to control HSV-2 mucosal transmission in FRT.
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