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Editorial on the Research Topic
 New paradigm of attention and attention training: Mechanisms and applications




In recent years, the attentional research paradigms have been broadened from traditional laboratory studies to include rigorous theoretical explorations of attention and clinical application such as meditation. For example, attention was thought to include voluntary and involuntary attention, with the voluntary attention being “endogenously selective”; while involuntary attention being “exogenously reflexive.” Currently, some psychologists propose that the paradigm of voluntary and involuntary attention should be revised to include a third kind of sustained attention (Bruya and Tang; Yuan, 2020a; Tang et al., 2022).


Three kinds of attentions

In the traditional voluntary/involuntary attention, voluntary attention is regarded as effortful goal-directed, in contrary involuntary attention is drawn to outside stimulation effortlessly. However, it is interesting to note that recent scientists have suggested a third kind of attention, which uses mindfulness to manipulate attention and voluntarily focus attention to the extrovert stimulations without efforts. This kind of attention training methods has been extensively accepted as an indispensable and effective method for emotion regulation and stress reduction (Yuan, 2020b). Thus, there might be a third kinds of attention, like what the paper in this topic by Bruya and Tang, who proposed a kind of “fluid attention” or post-voluntary attention. This kind of sustained attention is voluntary, but effortless, which was drawn to the outside stimulations, like involuntary attention. This kind of mindfulness attention is characterized by dispassionate, non-evaluative and sustained moment-to-moment awareness of perceptible mental states, including continuous, immediate attention to physical sensations and affective states (Tang et al., 2015; Gu et al., 2020, 2022). Thus, there might be three kinds of attention, voluntary attention is controlled by will via top-down process, involuntary attention is motivated via emotional responses by extra stimulations, and mindfulness attention is due to will power to extrovert simulations.



Features of mindfulness attention

One key feature about mindfulness attention is that: mindful attention is voluntary and effortful, and always involved in effortful marshaling and always involves para-sympathetic arousal (Tang et al., 2016, 2022). Just like what we previously suggested, the involuntary attention depends on emotional arousal induced sympathetic system, while the voluntary attention is related to parasympathetic system with slow heartbeat and deep breath (Gu et al., 2018). The emotional arousal induced automatic attention is mediated by LC-NE (locus coeruleus-norepinephrine), as well as the sympathetic system, which can induce automatic attention together with enhanced breath and heart rate (Gu et al., 2019a). One prominent and consistent effect of the LC-NE activation is the high motivational intensity and narrow attention, to induce conscious anchorage of involuntary attention to perform the task correctly (Gu et al., 2019b). In contrast to LC-NE system with emotional arousal, the voluntary attention is more focused on emotional valence, which can activate the parasympathetic nervous system to induce deep breath and slow heartbeat (Gu et al., 2022). On the other hand, the mindfulness attention automatically points to the environment with parasympathetic nervous (Table 1).


TABLE 1 Differences among three kinds of attention.
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Emotion and attention

Emotion is an indispensable psychological process for attention, and attention is closely related to emotional arousal and valence (Gu et al., 2019a). Involuntary attention depends on emotion arousal, while voluntary attention depends on emotional valence (Table 1). For example, experiments have found that these ADHD children do not have trouble paying involuntary attention to something that are emotionally arousal, but they do have a difficult time to pay voluntary attention to boring, repetitive, and uninteresting tasks (Mendoza-Medialdea and Ruiz-Padial, 2021). Involuntary attention can be automatically oriented to salient stimuli in the environment, The salient stimuli might have three inborn features: threat, disgust and rewarding things, which are called three primary color model of emotions (Liang et al., 2021). To survive, animals need to find something to eat and avoid being eaten by predators (Gu et al., 2018), thus fear and joy are two major prototypical emotions, which can attract involuntary and voluntary attention, respectively (Gu et al., 2019a). The third kind of emotion disgust divert rather than attracts attention (Li et al., 2008; Zhang et al., 2017). Indeed, attention shift or diversion from a disgust object/person has been extensively accepted as an indispensable and effective method for emotion regulation and stress reduction (Yuan, 2020a,b). Thus, distraction from disgust is both a kind of rigorous voluntary attention and a kind of sustained involuntary attention, whose purpose is a kind of voluntary or involuntary diversion from a disgusting object.



Brain loci of mindfulness attention

In addition to the automatic nervous system, many recent studies have begun to uncover the brain loci that are involved in the mindfulness attention. However, the results are inconsistent and elusive, for example, many fMRI studies have suggested that amygdala are involved in emotional arousal. On the contrary, we suggested that neuromodulators which have a wide project in the brain might be the major neural substrates for attention, for example, the LC-NE system has also been suggested to be involved in negative emotional arousal, and has been suggested to be major reason for ADHD. In addition to the fMRI, EEG studies, TMS/tDCS have also recently been used to reveal the neural mechanisms for attention, especially underlying mindfulness (Ahveninen et al., 2002; Tang et al., 2022).

In all, attention is evoked by the stimulations, which might have two features: the safety value and hedonic value. The safety feature means if the stimulation happens in an expected way, while the hedonic feature depends on if the stimulation fits into our physiological needs (Zheng et al., 2016; Wang and Tang, 2019). These two features might be related to voluntary attention (hedonic value) and involuntary attention (safety); or expected joyful stimulation can induce voluntary attention while unexpected joyful emotion can induce involuntary attention or the sustained attention (Gu et al., 2018). Disgustful emotion requires more voluntary attention, and requires more cognitive performance and more mindfulness training, and might induce the third kind of attention (van Hooff et al., 2013). Many recent studies suggested that disgustful emotion might be the major reason for most psychological disorders, thus potential applications of attention training with physical fitness, pro-social behavior and brain plasticity, as well as emotion regulation or stress reduction with mindfulness training might be a new paradigm of attention study and for the treatment of mental disorders. This Research Topic has got 17 paper through peer-reviewed process.

In the experimental paper titled “Respiratory sinus arrhythmia during biofeedback is linked to persistent improvements in attention, short-term memory, and positive self-referential episodic memory,” the authors Bögge et al. compared the most important biomarker heart rate variability (HRV) during voluntary attention and involuntary autonomic attentions. HRV might be decreased by parasympathetic activation, and increased by sympathetic activations. This studies provides some novel ways for measurement of the effects in mindfulness training.

In another experimental paper, Veilahti et al. introduced another study titled “Neurofeedback learning is skill acquisition but does not guarantee treatment benefit: continuous-time analysis of learning-curves from a clinical trial for ADHD.” This study introduced a new way of mindfulness training for ADHD, which might work as an alternative to medication. The authors suggested that mindfulness training monitored with biofeedback might be a good attention training for the ADHD patients.

In the brief research paper “Individual differences in cognitive functioning predict compliance with restoration skills training (ReST) but not with a brief conventional mindfulness course,” Lymeus introduced a new kind of mindfulness training, which is called restoration skills training (ReST). ReST can help regulate involuntary attention during exercise, and might offer a good way for attentional training with little attentional demands like conventional mindfulness training.

In the review paper, “Fluid attention in education: conceptual and neurobiological framework.” Bruya and Tang proposed a third kind of attention in addition to the voluntary and involuntary attention. The authors suggested that this third kind of attention is goal-directed like voluntary attention, and also effortlessly like involuntary attention.

In the experimental paper titled “Measuring mind wandering during online lectures assessed with EEG,” Conrad and Newman studied a kind of mind wandering using ERP, and found that attentional shift from the external world to internal minds might be a major reason for mind wandering.

In the review paper “Principles of integrated cognitive training for executive attention: Application to an instrumental skill,” Benso et al. summarized recent studies about integrated cognitive training (ICT) and suggested it might be an efficient way to train reading skills with integrated empathy, emotional arousal and avoidance of automatism.

In the experimental paper titled “The deficit of early selective attention in adults with sluggish cognitive tempo: in comparison with those with attention- deficit/hyperactivity disorder.” Park and Lee introduced a kind of mental disorder named sluggish cognitive tempo (SCT), which is characterized by a kind of attentional symptoms of being slow in behavior and thoughts. The study suggested that attention shifting and distractibility might be the major reason for the mental confusion and slow information processing process.

In the experimental paper titled “Neural mechanisms of reward-by-cueing interactions: ERP evidence.” Li X. et al. studied a kind of inhibition of return using ERP. They demonstrated that inhibition of return is inversely related to the hedonic value of the stimulation, and is also affected by voluntary attention induced by the cueing paradigm.

In the clinical study titled “Competition enhances the effectiveness and motivation of attention rehabilitation after stroke. A randomized controlled trial.” Navarro et al. demonstrated that voluntary motivation can help attentional rehabilitation regardless of the boring and perceived pressure and competitiveness of the projects.

In the experimental paper titled “Event-related alpha-band power changes during self-reflection and working memory tasks in healthy individuals,” Matsuoka et al. demonstrated that alpha-band is a biomarker for attentional problems in psychiatric disorders. They also suggested that external and internal stimulation induced alpha band might be differently affected by attentional problems.

In the experimental paper “Attentional bias for imperfect pictures in perfectionism: An eye-movement study,” Li J. et al. investigated the eye-tracking styles of perfectionists and found that they like to focus on imperfect tests.

In the paper titled “Focus on the breath: Brain decoding reveals internal states of attention during meditation,” Weng et al. found that breath and body focus meditation training can improve attentional states and also cognitive function and emotional regulation.

In the experimental paper “Higher socioeconomic status predicts less risk of depression in adolescence: Serial mediating roles of social support and optimism,” Zou et al. studied the psychological mechanisms of socioeconomic status induced adolescent depression, and found that high socioeconomic status can help get more social support and increased optimism.

In the experimental study, Gibson et al. submitted a paper titled “Baseline differences in anxiety affects attention and tDCS-mediated learning.” In the study, they found that current stimulation can effectively affect anxiety via both bottom up and top-down processes on attentional control and self-reported mood status.

In the experimental paper titled “Automatic suppression reduces anxiety-related overestimation of time perception.” Yuan et al., explored the voluntary and involuntary attentional control on the emotional regulation, and found that involuntary control is more effective in emotional control over anxiety induced emotional arousal.

In the review paper titled “Toward an individual difference perspective in mindfulness training research: Theoretical and empirical evidence.” Tang and Braver probed into empirical and theoretical evidence about the effects of mindfulness training on attention focusing, cognitive function and psychological wellbeing, and they demonstrated that pessimism personality might affect the effects of mindfulness training.

In another paper titled “A neural marker for training focused attention meditation: closed-loop FMθ neurofeedback,” Brandmeyer and Delorme showed that FMθ-meditation neurofeedback protocol over frontal electrodes can help working memory performance and attentional focus.

Altogether, this Research Topic highlights potential effects of attention-based training and its effects on attention, cognitive performance, emotional arousal, brain and physiological changes. We hope that this special topic will inspire basic and clinical research on attention-based training and develop alternative approaches with mindfulness for promoting health and preventing mental disorders.
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A growing body of research indicates that mindfulness training can have beneficial effects on critical aspects of psychological well-being, cognitive function, and brain health. Although these benefits have been generalized to the population level, individual variability in observed effects of mindfulness training has not been systematically investigated. Research on other similar forms of psychological intervention demonstrates that individual differences are prominent in terms of intervention responsiveness and outcomes. Furthermore, individual characteristics such as personality traits have been shown to play a crucial role in influencing the effects of intervention. In light of these lines of evidence, we review representative work on individual differences in mindfulness training and advocate for an individual difference perspective in mindfulness training research. We discuss relevant empirical evidence of individual differences potentially influencing behavioral outcomes of mindfulness training, focusing on both cognitive function and psychological well-being. Finally, theoretical considerations and potentially fruitful research strategies and directions for studying individual differences in mindfulness training are discussed, including those involving cognitive neuroscience methods.
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INTRODUCTION

Mindfulness training (or mindfulness-based intervention) has garnered popularity both within the scientific community, and among the lay public, as an effective intervention that promotes health and well-being. Adapting practices and techniques from Eastern Buddhist traditions, mindfulness training was first introduced to Western culture in the 1970s as a set of secular and contemplative practices that alleviate stress and psychological distress (Kabat-Zinn, 1990). Subsequent development of these practices has given rise to many different yet similar mindfulness training programs, which all have the same goal of promoting attention to and awareness of present moment experiences with a non-judgmental and accepting attitude (Hölzel et al., 2011). Over the past few decades, a growing body of research has indicated that mindfulness training can have beneficial effects on critical aspects of psychological well-being, cognitive function, physiology, and brain health (Grossman et al., 2004; Chiesa et al., 2011; Gu et al., 2015; Tang et al., 2015). Currently, mindfulness training not only serves an active role in clinical treatment for patients with emotion-related disorders (Khoury et al., 2013), but has also become part of a healthy lifestyle/wellness approach adopted by individuals without a clinical diagnosis, who seek to enhance their psychological well-being and quality of life.

Nonetheless, this widespread application of mindfulness training deserves careful scrutiny. Most of the extant literature on mindfulness training has generalized its benefits to the population level, assuming homogeneous effects of training for every individual based on group-averaged results. However, this one-size-fits-all model is in tension with existing theoretical frameworks and empirical evidence that have been amassed with regard to individual variability in response to psychological interventions (Caspi and Bell, 2004; Gully and Chen, 2010). Furthermore, overlooking individual differences when evaluating the outcomes of intervention may inadvertently incur negative consequences, in that individual differences may potentially be contributing to several non-replications or mixed findings of previously observed mindfulness training benefits in cognition and psychological well-being (MacCoon et al., 2012, 2014; Rosenkranz et al., 2013). This is because group-averaged effects will be subject to fluctuation among samples with different distribution and variability (i.e., some samples may contain more individuals who would respond to the intervention than others). From a practical standpoint, considering individual variability in training responsiveness is critical for the application of mindfulness training both in clinical settings and in public domain, as this would enable a better understanding of the specific subgroups of individuals for whom the training would be most or least effective in achieving the desirable outcomes.

Indeed, the Precision Medicine Initiative announced by the U.S. government directly highlights the importance of tailoring prevention and intervention programs based on individual characteristics, in order to achieve better outcomes (Collins and Varmus, 2015). Consequently, it calls for more systematic investigation to identify and understand characteristics responsible for differential intervention effects across individuals. For mindfulness training, the motivation to adopt an individual difference perspective both in research and in application becomes increasingly apparent. As a relevant and related domain, psychotherapy research has made rapid progress in identifying potential moderators of intervention effects (Kraemer et al., 2002; Kraemer et al., 2006; Kazdin, 2007; Wallace et al., 2013). Although the effect sizes of these moderators are relatively modest, most studies have found individual characteristics to play a key role. For instance, personality traits have been shown to affect the degree to which depressive patients benefit from cognitive behavioral therapy (CBT) (Bagby et al., 2008). However, systematic investigations focusing on individual differences are relatively sparse in the field of mindfulness training. Perhaps since mindfulness training research is still in its infancy, much attention has been devoted to understanding its basic effects and mechanisms in changing brain and behavior, but less so on the potential individual variability present in these training-related effects.

Nonetheless, encouraging and emerging efforts have been made to advance our understanding of individual differences in domains such as personality traits (de Vibe et al., 2015; Nyklíček and Irrmischer, 2017), psychological well-being (Greeson et al., 2015; Gawrysiak et al., 2016), cognitive functions (Mrazek et al., 2013), and their respective roles in influencing mindfulness training effectiveness and outcomes. Rather than providing an exhaustive or comprehensive review of the literature, the goal of this paper is instead to provide case-study illustrations that highlight relevant domains of individual difference that can impact mindfulness training. Moreover, we propose useful research strategies and directions to point the field to this promising and fruitful research area, advocating for an individual differences perspective in scientific investigations of mindfulness training. We hope that this discussion will encourage and facilitate further rigorous and systematic investigations of individual differences in mindfulness training. The first section of this paper focuses on personality and dispositional traits, while the second and third sections describe how pre-existing individual differences in emotion regulation and cognitive abilities could influence training effects and outcomes. Finally, the fourth section discusses theoretical considerations and challenges, as well as relevant promising research strategies and future directions, including those involving cutting-edge cognitive neuroscience methods. We provide a table that summarizes key details of the studies discussed in these sections (see Table 1).


TABLE 1. Studies of individual differences in intervention and outcomes.
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COULD PERSONALITY AND DISPOSITIONAL TRAITS INFLUENCE MINDFULNESS TRAINING EFFECTS?

Personality and dispositional traits are the most frequently assessed dimension of individual difference, and are also popular moderators of intervention effects in psychotherapy research. Accumulating evidence demonstrates that personality traits can predict differential targeted behavioral changes in psychotherapy (Chapman et al., 2014). In the following section, traits that could play an important role in influencing mindfulness training effectiveness will each be identified and discussed based on supporting theories and empirical evidence from prior literature. Because the goal of individual differences investigation should always be confirmatory, rather than exploratory, it is critical to formulate a priori hypotheses regarding putative variables associated with differential intervention effects (Caspi and Bell, 2004). Employing such a theoretically oriented and hypothesis-driven approach would greatly mitigate the concerns of spurious statistical associations that can result from exploratory, “fishing expedition”-type analyses in which a myriad of putative dispositional traits are queried.


Big Five Dimensions of Personality

The Big Five dimensions of personality have been theoretically hypothesized and empirically shown in previous work to influence the extent to which individuals benefit from psychological intervention including mindfulness training. According to several theoretical frameworks relating personality traits to intervention outcomes (Anderson, 1998; Chapman et al., 2014), all five dimensions of the Big Five theory have relevance to intervention effectiveness. Here, we extend this framework to discuss how the Big Five dimensions of personality could have an impact on mindfulness training.


Neuroticism

Neuroticism reflects a level of affective instability, in terms of anger, depression and other forms of negative affect, which is generally associated with low responsiveness to a wide range of psychological interventions. This is thought to be the case because high levels of neuroticism are frequently related to difficulties in intervention adherence (Anderson, 1998). One randomized controlled trial (RCT) study comparing the effectiveness of CBT and pharmacotherapy (PHT) did suggest that for patients (N = 275) with major depressive disorder, higher neuroticism was associated with more improvement in depressive severity post-treatment, if PHT was administered, but not if CBT was used (Bagby et al., 2008). However, such moderating effects of neuroticism seem to be dependent on the population group. In a recent RCT study of 288 students who underwent either 8 weeks of MBSR or served as waitlist controls, neuroticism was examined as one of the moderators of mindfulness training effects; individuals with higher level of neuroticism exhibited greater improvement in subjective well-being and psychological distress (de Vibe et al., 2015). Likewise, in a longitudinal study of 167 participants with general stress complaints, individuals with higher neuroticism level showed a greater reduction in anxiety symptoms after 8-weeks of MBSR. Although controlling for baseline anxiety levels reduced this immediate effect, it still revealed a larger reduction in anxiety levels among such individuals between post-intervention and the 3-month follow-up (Nyklíček and Irrmischer, 2017). Similarly, in a RCT study of 267 police officers who underwent either mindfulness-based intervention or education course, higher neuroticism was also found to be positively related to improvement in self-care, as well as reduction in negative affect and psychological strain after 6 weeks (Krick and Felfe, 2019). These studies not only indicate the high utility of neuroticism in predicting psychological outcomes of mindfulness training, but also suggest that at least in populations with sub-clinical levels of anxiety and depression, high baseline neuroticism may actually lead to greater beneficial outcomes associated with mindfulness training.

In addition to the effects of neuroticism on psychological outcomes, one study investigated the moderating effects of personality traits and mood states on enhanced creativity following mindfulness practice. In a RCT study, 84 undergraduate students participated in either a week of 30 min daily mindfulness practices or relaxation practices. It was found that lower depression, lower fatigue, and higher anger at baseline predicted enhanced creative performance after mindfulness training (Ding et al., 2015). Furthermore, there were interactive effects of mood states and personality traits observed, such that individuals with lower neuroticism or extraversion exhibited greater improvement when they also reported a more positive and aroused mood (Ding et al., 2015). These predictors together explained 57% of variance in creativity improvement, suggesting not only that the extent of improvement was largely influenced by individual differences in baseline personality traits and mood states, but also that these pre-existing differences in individual characteristics should be important components to consider in understanding the mechanism of mindfulness interventions. However, this study offered a different perspective on the role of neuroticism; that is, lower neuroticism was associated with greater improvement in cognitive outcome, which is somewhat contrary to what have been found with regard to other psychological outcomes. Consequently, it suggests a need to further elucidate the exact role and mechanisms of personality traits in affecting different outcomes of mindfulness training in different populations.

Although it is unclear as to why neuroticism could have distinct effects on mindfulness training outcomes, one likely explanation is that for psychological outcomes, mindfulness training may work by improving the suboptimal emotion regulation and self-awareness capacities in individuals with high neuroticism, which together help them better cope with stress and negative affect (Hölzel et al., 2011). We believe that neuroticism is likely to be a personality trait that could have influence over a majority of psychological interventions, and thus could also be a promising target trait for future mindfulness investigations. However, more studies are needed to determine and confirm: (1) if higher neuroticism generally leads to better outcomes in psychological well-being or symptoms for populations without clinically diagnosed anxiety and depression disorders; and (2) if neuroticism is useful in predicting other mindfulness training-related behavioral outcomes, such as enhanced cognitive function.



Agreeableness and Extraversion

Although these two personality dimensions may not seem to be intuitive moderators of mindfulness training outcomes, evidence from other psychological interventions suggest that these traits could still be relevant. A quasi-experimental study conducted among 86 women with childhood sexual abuse histories found that women low in both agreeableness and extraversion had better treatment outcomes in self-report symptoms of psychological distress if they received a highly structured and skill-focused intervention – Women’s Safety in Recovery (WSIR), which focuses on problem solving exercises – rather than treatment as usual (TAU) devoted largely to group therapy, in which general strategies of crisis resolution and symptom reduction are discussed (Talbot et al., 2003). According to the Big Five framework, extraversion tends to manifest as talkative and outgoing behavior that facilitates interpersonal interaction and relationship (McCrae and Costa, 1991). Prior work suggests that extraverted individuals may prefer an intervention approach involving interpersonal interactions, while introverted individuals may prefer a more structured and goal-directed approach (Sanderson and Clarkin, 1994; Anderson, 1998). Similarly, agreeableness entails levels of friendliness, warmth and cooperativeness (McCrae and Costa, 1991), and has also been shown to associate with preferences for interpersonal approaches and group therapy during intervention (Bliwise et al., 1995; Anderson, 1998). Taken together, these results suggest that agreeableness and extraversion could potentially be key players in influencing the outcomes of group-based interventions, perhaps through preferences in intervention approaches. A practical implication of these personality-related preferences is that psychological interventions might be rendered more effective if they were administered in the manner that individuals prefer.

For mindfulness-based intervention, such as the most popular variants of mindfulness training (e.g., MBSR), group discussion and activities are involved in almost every class session (Santorelli et al., 2017). It is possible that those low in agreeableness and extraversion may find highly structured, one-on-one, and/or skill-focused mindfulness training more appealing than programs that involve regular group discussion and engagement to acquire the mindfulness skills, as these individuals are likely to feel intimidated in such group scenarios. However, it should also be noted that agreeableness has the potential to influence mindfulness training outcomes through a completely different mechanism. One study of 100 older adults who underwent 8 weeks of MBSR did find that individuals with high agreeableness tended to practice more mindfulness during the period of intervention than those low in agreeableness, but did not continue to show more practice after intervention completion (Barkan et al., 2016). This finding is particularly interesting as it suggests that individuals with high agreeableness may be more cooperative and compliant to instructor’s instructions of completing daily practice outside of the class, but less so when no instructions were given after intervention completion (Barkan et al., 2016). Although the study did not directly investigate whether or not varying amount of practice time was associated with differential training effects on outcomes of interest, previous research in mindfulness training has suggested a positive relationship between practice time and improvement in various outcome measures, such as cognitive function and brain functional connectivity (Chan and Woollacott, 2007; Jha et al., 2010; Brewer et al., 2011). Overall, this preliminary evidence suggests that it is worth considering extraversion and agreeableness as moderators of intervention effects in future investigations of mindfulness training.



Openness to Experience

Openness to experience represents a sense of curiosity, acceptance and open-mindedness to diverse experiences. This is highly relevant for mindfulness training, since individuals high in openness to experience may be more likely to seek out and practice complementary and alternative medicine (CAM) techniques, such as yoga and mindfulness-based practices in daily life (van den Hurk et al., 2011; Thomson et al., 2014). As evident from one study (mentioned briefly above) exploring the influence of personality traits on the frequency of practicing mindfulness techniques, individuals with high openness to experience were found to engage in more mindfulness practices in their daily life, both during and after an 8-week mindfulness intervention program (Barkan et al., 2016). The results held even when demographic differences, such as age, educational level, and sex were statistically controlled, suggesting the unique impact of openness to experience on practice behavior. Relatedly, openness to experience was found to moderate heart rate variability response in police officers following 6-week of mindfulness-based intervention, such that individuals with high openness to experience exhibited more improvement in heart rate variability (Krick and Felfe, 2019).

Based on these findings, openness to experience seems to have a special relevance to mindfulness training, as this trait is likely to determine how much individuals would engage in the actual practices that may lead to observable improvement in any training-related outcomes. This is not surprising since previous evidence suggests that individuals high in openness tend to benefit more from approaches focusing on self-exploration and discovery (Anderson, 1998) and they are also more likely to be curious about their internal experiences (Barkan et al., 2016), leading to further exploration and practice of mindfulness techniques involving self-awareness and interoception. This hypothesis also poses both a challenge and an interesting opportunity for future mindfulness training research; that is, how to adequately account for the effects of openness in influencing training outcomes in volunteer participants who get compensated for their participation, but may nonetheless have an inherent preferred bias toward mindfulness training.



Conscientiousness

Conscientiousness has long been implicated in intervention adherence and compliance, since it encompasses qualities such as persistence, self-control, industriousness and a sense of responsibility that facilitate such behavior (Sanderson and Clarkin, 1994; Chapman et al., 2014). A nationwide study of conscientiousness has demonstrated that this personality dimension is positively related to treatment adherence, potentially leading to different health outcomes (Hill and Roberts, 2011). Relatedly, a meta-analysis found that conscientiousness is positively related to motivation to learn, which in and of itself correlates with intervention effectiveness (Colquitt et al., 2000). This seems to suggest that motivation may be one of the underlying factors contributing to adherence to intervention instructions and protocols in high conscientious individuals, which may ultimately manifest as improvement in intervention outcomes. In a study of cognitive training of working memory (N = 47), high conscientiousness was positively associated with overall improved working memory performance at post-training in conjunction with high training enjoyment reported by participants (Studer-Luethi et al., 2012). This finding further corroborates the notion that high conscientious individuals are more motivated to commit to the goals of training and may also find it more enjoyable to comply with training instructions (Komarraju and Karau, 2005).

However, conscientiousness has been associated with mixed results when examined as a moderator of mindfulness training outcomes. For example, in the abovementioned study where neuroticism and openness to experience were found to separately moderate psychological and physiological outcomes, conscientiousness showed no significant moderating effect (Krick and Felfe, 2019). Furthermore, conscientiousness also had no association with practice time in the study that found two other dimensions (agreeableness and openness) to be related to practice time (Barkan et al., 2016). Nonetheless, in the previously mentioned study of MBSR effects on psychological outcomes, individuals with high conscientiousness showed greater reduction in stress after intervention (de Vibe et al., 2015), suggesting that conscientiousness may be a moderator of intervention effects. Therefore, while conscientiousness is likely to indirectly impact the effectiveness and outcomes of most interventions, including mindfulness training, through its interaction with other mental processes such as motivation to learn and adherence, further research is needed to address these mixed findings and elucidate precisely what behavioral outcomes of mindfulness training are most likely to be moderated by conscientiousness.



Trait Mindfulness

Finally, there is one additional noteworthy dispositional trait unique to mindfulness training effectiveness and outcomes. Trait mindfulness generally refers to the innate ability to focus attention on present moment experiences and to maintain present moment awareness with a non-judgmental and non-reactive attitude (Brown and Ryan, 2003). There are multiple questionnaires for assessing trait mindfulness; two of the most popular are the Mindful Attention Awareness Scale (MAAS) (Brown and Ryan, 2003) and the Five Facet Mindfulness Questionnaire (Baer et al., 2008). Some theorists hypothesize that mindfulness programs which repeatedly induce mindfulness states may lead to more stable and trait-level changes in mindfulness (Kiken et al., 2015). Not surprisingly, one RCT study conducted in 30 people (15 in each group) showed that individuals who underwent an 8-week MBSR significantly enhanced trait mindfulness compared to those in a control group, and that people with high trait mindfulness at baseline exhibited a greater increase in trait mindfulness at post-intervention (Shapiro et al., 2011). Despite the preliminary nature of this finding, individual differences in trait mindfulness seem to be highly relevant to predicting mindfulness training effects on psychological well-being, since trait mindfulness is positively related to self-report measures of psychological health (Brown and Ryan, 2003; Keng et al., 2011).

The positive correlations between individual differences in trait mindfulness and cognitive performance in attention and memory observed in previous studies (Schmertz et al., 2009; Anicha et al., 2012; Ruocco and Direkoglu, 2013), suggest that trait mindfulness could also exert an influence over the effects of mindfulness training on cognitive function. Specifically, there is some evidence illustrating that trait mindfulness may potentially mediate the effects of mindfulness training on cognitive function, by simultaneously reducing emotional interference and enhancing attentional control to foster optimal performance (Ortner et al., 2007; Shahar et al., 2010). For example, in an RCT study of 45 patients with recurrent depression, patients who received 8 weeks of mindfulness-based cognitive therapy (MBCT) showed an improvement in trait mindfulness, which also mediated the reduction in depressive symptoms at post-intervention, suggesting that trait mindfulness is not only an outcome of MBIs with pre-existing individual differences, but is also a critical mediator of affective outcomes associated with MBIs (Shahar et al., 2010). Likewise, one recent study (N = 60) showed that the positive relationship between trait mindfulness and executive attention performance is mediated by the brain P300 event-related potential component, as assessed via electroencephalography (EEG), suggesting a neuropsychological basis for such relationship (Lin et al., 2019). Thus, trait mindfulness could well be one of the most important contributors to differential training effects, as well as a vital player in the underlying mechanisms and processes supporting training-related improvement in cognition and mental health. However, there is still a poor understanding of the directionality of the effects of trait mindfulness on different training outcomes. Indeed, studies of personality traits seem to indicate the contrary directional pattern, in that individuals with lower psychological well-being (and also likely to have lower trait mindfulness) at baseline are those who tend to experience more improvement in psychological outcomes.

Overall, there is sufficient evidence to support the assumption that individual differences in the Big Five personality traits and trait mindfulness will contribute to the extent to which individuals benefit from mindfulness training. Additionally, it is evident that the influence of some of the dispositional traits may not be limited to a particular psychological intervention or outcome. Lastly, these individual differences variables may interact with global level processes and mechanisms associated with affecting habitual behavioral and psychological patterns, which in turn could contribute to differential effects on outcomes of interest in individuals who undergo some form of intervention (Anderson, 1998; Chapman et al., 2014).



COULD PRE-EXISTING DIFFERENCES IN EMOTION REGULATION AFFECT MINDFULNESS TRAINING OUTCOMES?

Emotion regulation, a core psychological process thought to be critical for maintaining well-being, has also been associated with considerable individual variability in terms of preferred regulatory strategies and styles (Gross and John, 2003). Conceptually, emotion regulation refers to the process of exerting control over one’s emotion through a wide range of strategies to influence the type of emotions that one has, experiences, or expresses (Gross, 2001). Previous literature has suggested that successful and effective emotion regulation is achieved by engaging adaptive strategies that often take place early on in the trajectory of individual’s emotional experience (Peña-Sarrionandia et al., 2015). Moreover, emotion regulation is often targeted as a key component of mindfulness training (Tang et al., 2015). In this section, we focus on a well-established theoretical model of emotion regulation to discuss how individual differences in two specific emotion regulation strategies may impact mindfulness training outcomes.


Cognitive Reappraisal and Expressive Suppression

According to Gross’s influential model of emotion regulation, individuals differ in terms of how they control emotion by employing two different regulatory strategies: cognitive reappraisal and expressive suppression (Gross and John, 2003). Cognitive reappraisal refers to a form of cognitive process that reconstructs an emotionally aroused situation in a way that reduces its emotional impact, which typically occurs before the emotional response has been fully generated (Gross and John, 2003). For instance, one might perceive a job interview failure as an opportunity to learn from experience, rather than as a test of one’s worth. In contrast, expressive suppression is a form of modulatory process that inhibits an ongoing emotional response or expression, which primarily modifies the behavioral expression of the emotion, but leaves the internal emotional experience intact (Gross, 2001). For example, a person might be offended by another individual and feel angry at the moment, but then decide to suppress their emotion, so as not to express it externally.

Each of these two strategies can result in significant affective consequences for individuals’ well-being. Theoretical models and empirical research suggest that reappraisal is generally more effective than suppression, and that individuals who engage in habitual suppression experience more negative emotion, whereas people who employ reappraisal experience more positive affect and have better psychological health (Gross and John, 2003). With regard to mindfulness training, these pre-existing differences in emotion regulation tendencies could lead to differential training effects on psychological well-being, and even cognitive function, by interacting directly with the training process. Typical mindfulness practices involve observing and attending to any emotion, thoughts, or sensations that arise at the present moment. Such attentive observation of emotional experiences is achieved with a non-emotionally reactive and non-judgmental attitude, which may partly require the engagement of cognitive reappraisal to translate emotionally aroused experiences into emotion-detached events (Hölzel et al., 2011). One recent longitudinal study (N = 339) of an 8-week of mindfulness intervention further confirms the notion that mindfulness training not only elicits cognitive reappraisal during training, but also increases self-reported positive reappraisal at post-training (Garland et al., 2011). Conversely, suppression is discouraged during mindfulness practices, as the goal of these practices is to openly accept any emotional experiences, regardless of their pleasantness or unpleasantness.

As such, cognitive reappraisers may likely find mindfulness training more intuitive than expressive suppressors, since the latter often regulate their emotion by forcefully suppressing it. This difference could entail two possibilities (not necessarily mutually exclusive) for mindfulness training effects on psychological well-being: (1) cognitive reappraisers would show more improvement since they can easily acquire and practice mindfulness techniques involving reappraisal for emotion regulation, thereby leading to better psychological outcomes and cognitive function; or (2) expressive suppressors would exhibit more enhancement in psychological health and cognition, especially in positive affect, since they could gradually shift away from the previous mentally taxing strategy, to a more beneficial and effective way of emotion regulation through recurrent mindfulness practices. Although there has not been empirical research specifically examining these two hypotheses, the abovementioned inter-relationships among emotion regulation, psychological well-being, and mindfulness training suggest that the tendency for either reappraisal or suppression should theoretically be relevant for influencing the extent of mindfulness training effects on psychological health and cognitive function.

Taken together, individual differences in styles of emotion regulation could potentially interact with intervention processes, by influencing the state of learning and acquisition of relevant techniques to induce differential effects at the individual level. It should be noted that the putative emotional regulatory strategies mentioned above are by no means exhaustive, but they do serve as useful examples to illustrate the importance of examining pre-existing individual differences in emotion regulation tendencies in relation to mindfulness training effectiveness and outcomes.



COULD PRE-EXISTING DIFFERENCES IN COGNITIVE FUNCTION AFFECT MINDFULNESS TRAINING OUTCOMES?

A rapidly growing body of empirical studies has shown three broad domains of cognitive function are often enhanced following mindfulness training: attention, memory, and executive functions (Chiesa et al., 2011). Among them, attentional control (the ability to control attention), working memory (the ability to maintain and manipulate information over short periods of time for ongoing mental processes), and inhibitory control (the capacity to voluntarily regulate and inhibit prepotent responses) are three representative subdomains that have shown consistent improvement. Although there has been some disagreement regarding whether these constructs are each tapping into dissociable cognitive process or rather a common underlying mechanism, researchers generally agree that individual differences are ubiquitous in nearly all cognitive abilities (Kane and Engle, 2002; Braver et al., 2010; Miyake and Friedman, 2012).

Indeed, individual variability in cognitive function partly appears to be the result of genetic contributions mediated through core neural circuits. Extensive behavioral genetic analyses have found moderate heritability (0.25–0.55) in individual tasks, but this rises to high heritability (0.75) at the level of latent variables, where shared variance across multiple tasks can be extracted to reflect an underlying global process or ability that influences overall performance (Friedman et al., 2008). Similarly, the neural underpinnings of individual differences in attentional control and working memory capacity have been theorized and reliably shown within circuits connected to and centered in the prefrontal cortex (Kane and Engle, 2002; Braver et al., 2010; Burgess et al., 2011). Given these behavioral and biological sources of evidence regarding individual differences in cognitive function, the interesting question with respect to mindfulness training is whether these pre-existing cognitive dimensions of individual variation have important implications for intervention effectiveness and outcomes.


Attentional Control

Attentional control is one fundamental component of mindfulness training, since cultivating mindfulness requires the ability to control attention in detecting when the mind is wandering, being able to reorient cognitive focus back to the target of concentration, and in sustaining concentration throughout the practice (Lutz et al., 2008; Tang and Posner, 2009). Relatedly, individual differences in self-reported attentional control are also positively correlated with trait mindfulness (Walsh et al., 2009). It is interesting that trait mindfulness, is often referred to as a “naturally occurring” aspect of mindfulness, that is nevertheless often reported to be increased following mindfulness training. These converging lines of evidence indicate that attentional control is indispensable to mindfulness practice, both conceptually and empirically, and further imply that the capacity of attentional control would inevitably exert a dominating influence over the process of mindfulness training. More specially, high attentional control ability at baseline would be expected to bolster mindfulness practices, by minimizing the difficulty of concentrating on present moment experiences, by effectively regulating attentional focus to reduce mind-wandering, and by enabling present moment awareness to be more easily maintained. Consequently, high attentional control ability should thereby result in a more stable mindfulness state that leads to greater training benefits.

Following this line of logic, a number of theoretical accounts of mindfulness training mechanisms have strongly argued for the role of attentional control in subserving training-related cognitive improvements in working memory and inhibitory control (Hölzel et al., 2011; Malinowski, 2013). This theory coincides with prevalent perspectives in cognitive psychology that describe attentional control as a crucial system, through which goals (such as those in cognitive tasks) are actively maintained, monitored, and executed (Kane and Engle, 2002; Posner and Snyder, 1975). In particular, Kane and Engle (2002), as well as Baddeley (2010) have further proposed an attentional mechanism of working memory capacity, based on evidence showing individuals with low span of working memory experience more visual and cognitive interference in tasks (Kane et al., 2001), and are also more susceptible to lures and distractors (Conway et al., 2001). Together, these findings suggest that low span individuals may have substantial amount of difficulty in effectively controlling their attentional focus to support optimal cognitive performance. Additionally, inhibitory control, another major outcome of mindfulness training, has been shown to be partially contingent on attentional control processes that allocate resources for constraining prepotent responses (Howard et al., 2014). Inhibitory control processes are also thought to be heavily involved in supporting working memory, in combination with attentional control, to maintain goal-related information in the face of interference from irrelevant stimuli (Redick et al., 2007). As such, pre-existing individual differences in attentional control are likely to impact the extent of improvement in major cognitive outcomes of mindfulness training, such as working memory and inhibitory control.

While it is logical to assume individuals with high attentional control would gain greater benefits in cognitive function because they can more easily attain a mindfulness state during practices, another important possibility is that of potential ceiling effects in individuals with inherent high levels of cognitive abilities. If an individual is already at the upper limit of his or her attentional control ability, then by theory, this individual would also tend to exhibit an equally high capacity of working memory and inhibitory control, which could indicate that practicing mindfulness would be less likely to result in significant improvement in these three constructs. On the other hand, it is possible that individuals low in attentional control ability may face a more difficult period in the beginning with practicing mindfulness techniques, but would eventually experience more benefits in cognitive function, since they still have room for potential improvement. Indeed, as described earlier, a recent RCT study (N = 48) demonstrated that improved working memory capacity following 2 weeks of mindfulness training was mediated by attentional control ability at baseline, such that participants who were initially prone to distraction (low attentional control) exhibited greater benefits in working memory capacity (Mrazek et al., 2013). Therefore, just like emotion regulation, attentional control capacity at baseline could influence the extent of improvement in cognitive function following mindfulness training, but the exact directionality of such influence remains to be ascertained by future studies.



Working Memory and Fluid Intelligence

Although attentional control and working memory capacity are two overlapping and inter-correlated constructs with shared variance, as demonstrated by studies employing latent variable analyses (Kane and Engle, 2002; Baddeley, 2010), there is also unique variance reflected in each cognitive subdomain (diversity) (Miyake and Friedman, 2012). In fact, inherent differences in working memory capacity may exert their own influence over mindfulness training outcomes through a different mechanism that affects learning abilities. General fluid intelligence is one of the most important factors in learning, which broadly includes problem solving and reasoning abilities that facilitate acquisition of new skills and knowledge (Conway et al., 2003). According to empirical findings, working memory capacity not only correlates highly (0.60–0.80) with level of fluid intelligence (Kane and Engle, 2002), but it also shares common underlying neural substrates with the cognitive processes comprising fluid intelligence (Conway et al., 2003; Burgess et al., 2011). Most importantly, such shared variance between fluid intelligence and working memory may have important implications for mindfulness training, particularly by governing skills acquisition, learning ability, and self-efficacy, which are all pertinent processes for influencing the effects of training (Gully and Chen, 2010). For example, having high working memory capacity may suggest a high level of fluid intelligence. In turn, high fluid intelligence may endow individuals with greater efficiency to learn new skills of mindfulness, and more ability to apply such skills outside of the training context to everyday life, likely resulting in a greater increase the extent of cognitive improvement following mindfulness training. However, it should be noted that the ceiling effects discussed above also have relevance for the present discussion, such that exceptionally high levels of working memory capacity and fluid intelligence at baseline may inevitably result in minimal cognitive changes post-training, due to individuals already hitting the upper boundary of their cognitive abilities.

Overall, the common cognitive outcomes of mindfulness training may reflect inter-correlated relationships, and further, considerable individual variability within each construct. Not only are these baseline individual differences in cognitive function likely to exert reciprocal influences over one another, but they may also interact with the learning and training processes to affect the magnitude of improvement induced by mindfulness training, especially for cognitive outcomes. Therefore, it may be important to take into account pre-existing individual differences in these cognitive constructs when studying mindfulness training effects, in order to more accurately evaluate the extent of improvement among individuals, and conversely, to identify individuals for whom mindfulness training is unlikely to be useful in terms of improving cognitive abilities. It should be noted, however, that there are certainly other cognitive outcome measures of mindfulness training that were not mentioned above, but which could also contribute to differential training effectiveness. The present discussion serves only as a starting point for a more in-depth investigation and conversation regarding the role of individual differences in cognitive function, in terms of their potential impact on mindfulness training effects.



HOW SHOULD WE STUDY INDIVIDUAL DIFFERENCES IN MINDFULNESS TRAINING?

Any attempts to study these promising effects of individual differences on mindfulness training outcomes must carefully consider common methodological issues and constraints that have been emphasized in individual differences-based studies in psychology. To facilitate future investigation, the following section describes several general theoretical and empirical considerations and addresses potential methodological challenges with suggestive solutions. We also provide an empirical example as an illustration of how an individual differences perspective could influence future mindfulness research investigations. Finally, we discuss potential research strategies for assessing the efficacy of mindfulness-based interventions that are tailored to individuals’ characteristics.


Sample Size

The first issue to consider in research on individual differences is the need for a large enough sample size to have sufficient statistical power to detect individual difference effects. Unfortunately, the sample size in the majority of mindfulness training studies typically fall within the range of 10–50 people per group, with the exception of a few recent large-scale studies, that reach more than 50 participants per group (Kuyken et al., 2013; Engert et al., 2017; Hildebrandt et al., 2017). In fact, the issue of small sample size has long been criticized within mindfulness research, though not for the reason of individual differences; instead, the concerns are mostly oriented toward the over-inflation of reported training effects and the generalizability of such results (Baer, 2003; Van Dam et al., 2018). Regardless of whether researchers are interested in making inferences about population-level or individual-level training effects, a large sample size is necessary to capture a wide range of inter-subject variability from the population, and to have sufficient statistical power to detect effects that are likely to be more subtle in nature (Goldberg et al., 2017; Van Dam et al., 2018).

However, it is worth acknowledging that acquiring data with large sample size is not easily accomplished in psychological intervention research, due to several competing empirical constraints. First, having more than 25 participants per training group could potentially jeopardize the training quality, especially if there is only one instructor assigned to provide instructions, respond to questions, and monitor the progress of each participant. For this reason, previous studies have mostly adopted a sample size of under 30 per group for mindfulness training studies, which means that to accumulate a sufficiently large sample size requires a greater outlay of time and resources. Yet, there are a few alternative solutions that can increase the overall sample size without, overly increasing the time required for data collection: (1) running multiple training groups in parallel with multiple instructors (one per group); and (2) having more teaching assistants with one instructor to guide a larger training group. The former option is an ideal solution when there are adequate financial and instructional resources to support such large-scale study. The latter option would likely reduce the financial burden more than the former, but it is currently an unstudied question as to whether or not having trained teaching assistants would introduce unknown effects to training quality.

A related issue is that of participant attrition. This factor, which is common in intervention research, also makes collecting large sample size data challenging, especially for the types of longitudinal designs becoming more common in mindfulness training research, which require a significant time commitment and persistence from participants throughout the study period. This challenge may be potentially addressed by offering greater incentives for study completion or by providing easily accessible training programs to participants via online platforms. Indeed, web-based mindfulness programs have increasingly been developed and distributed in recent years, but the standardization and effectiveness of such programs warrants further investigation. In particular, a recent review suggests some support for the efficacy of web-based mindfulness training programs on improving psychological well-being, with most studies showing large effect sizes (Fish et al., 2016). Yet methodological concerns including selection bias and lack of control group make it difficult to evaluate and compare the efficacy of these online programs with other web-based health enhancement alternatives.



Reliability and Validity

The second issue to consider is the reliability and validity of measurement tools used for examining mindfulness training effects. Reliability refers to the overall consistency of a measure to produce similar results when administered multiple times in the same individual when all other factors are held constant, whereas validity is the extent to which an assessment measures what it is supposed to measure. While both concepts are fundamental to psychometric theory and are valued highly in psychology and cognitive neuroscience research, they are especially worth underscoring for studies adopting an individual differences approach. Validity is generally less of a concern if the construct of interest is clearly defined and operationalized by the measurement tools, based on established theories, and more importantly, if the measurement tools have previously been examined in empirical studies for validity. However, Van Dam et al. (2018) have pointed out the semantic ambiguity in defining the construct of mindfulness, specifically within the realm of mindfulness research. They emphasized how this can lead to problems of construct validity that are particularly acute when considering the different self-report questionnaires of mindfulness, that incorporate various semantic associations that are commonly being used as outcome measures of mindfulness training (Black et al., 2012; Goldberg et al., 2016). Moreover, this issue becomes especially problematic when multiple studies are compared across various dimensions to draw general conclusions regarding effects of training on a construct with a wide range of different semantic definitions. Therefore, investigators should explicitly address the issue of validity in mindfulness research, by being extremely clear about the operationalized definitions of all constructs of interests measured in the study, especially that of mindfulness.

Reliability plays an even more pivotal role in individual differences research, by directly influencing the extent to which individual differences effects can be observed in studies, as well as the stability of such effects, if any. Intuitively, low measurement reliability could lead to fluctuating results, since the assessment would yield fairly different scores each time it is administered to the same individual. For example, low reliability can lead to unstable correlational relationships between the measured variables, resulting in inconsistent conclusions about individual differences in these variables. Another notable, perhaps more serious consequence arises from the reliability paradox, which has recently been shown to be especially pernicious with regard to robust cognitive paradigms. Here, well-established experimental effects are consistently replicated at the group level, simply because these tasks are less sensitive to between-subject variability (Hedge et al., 2017).

The reliability paradox is problematic because most studies of individual differences employ a correlational approach for data analysis; yet if seemingly well-validated tasks that nevertheless have low between-subject variability are employed, it can greatly undermine the correlational relationships observed between theoretically important variables, resulting in misleading conclusions. As a concrete example, the cognitive tasks that are frequently utilized to assess mindfulness training effects on attentional control and related constructs (e.g., Stroop, Flankers, SART), are precisely the ones demonstrated by Hedge et al. (2017) to have rather low test-retest reliabilities, typically less than the conventional standard of 0.70 adopted in psychometric research. Thus, if and when the focus of mindfulness research shifts toward an individual difference perspective, it will be imperative for researchers to be highly aware of such problems in the cognitive paradigms that may be employed, and to avoid potential pitfalls by exercising caution in study planning and task selection.

Although the abovementioned issues are troublesome for individual differences research in mindfulness training, two straightforward solutions could potentially remedy some of the negative impacts. The first solution is to compute and report reliability coefficients for each assessment (behavioral and neuroimaging), and for each new sample, by following guidelines from the psychometric literature (Braver et al., 2010; Cooper et al., 2017; Hedge et al., 2017; Parsons et al., 2018). This quality control step would qualitatively evaluate the extent to which the observed effects can be trusted, adding another source of validation and objective reference when reporting study results. The second straightforward solution is to carefully select assessment tools with excellent reliability (>0.8 reliability coefficient) based on prior research, or measures with at least moderate reliability (0.6–0.7), when there are no other alternatives for measuring the specific construct of interest (Hedge et al., 2017).

Furthermore, it is worth mentioning that for individual differences research, it is imperative to select measurement tools that not only have good reliability but also are sensitive to inter-individual variability. As described above, it is not logically entailed that a paradigm yielding consistent experimental effects at the group-level will also capture unique variance between individuals. Fortunately, there has been new progress in the development of cognitive task batteries sensitive to both group and individual level effects (Braver, 2012; Cooper et al., 2017), and some individual-focused batteries are being adapted for on-line testing (Hicks et al., 2016). Together, these should gradually provide more new avenues for assessing cognitive effects in individual differences-based studies of mindfulness training.



An Example: Individual Preferences in Mindfulness Training

Identifying predictors or moderators of mindfulness training effects is one approach to investigate the question of individual differences. However, one can also tackle individual variability in response to mindfulness training from a slightly different angle. Previous reports have shown that individuals, especially patients who undergo psychological intervention, have preferences for at least one aspect of their intervention and if such preferences were not met during the intervention, poorer outcomes are observed at post-intervention (Williams et al., 2016). Additionally, one study (N = 247) also established the presence of individual preferences for specific meditation techniques, but not all techniques, taught within a training program, suggesting that people may not find every training technique to be helpful and may only engage in techniques they find most effective (Burke, 2012). Similarly, preferences for specific modality of mindfulness practice anchors (e.g., using breath, imagery, or auditory-phrase as a focus of attention), were found among novices (N = 117) who practice mindfulness and such preferences also underwent change over the course of mindfulness training in some individuals (Anderson and Farb, 2018). Unfortunately, most mindfulness training programs tend to present students with a multi-faceted package, encompassing a broad set of different mindfulness techniques, while overlooking the fact that individual preferences may exist with regard to the techniques that are taught; such preferences may have the potential to influence the outcomes of mindfulness training.

Building upon this work of preferences in psychological intervention, we recently conducted a study examining individual preferences in mindfulness training, specifically focusing on whether or not individual differences in personality traits can predict personal preferences for practicing one specific mindfulness technique over the other alternatives (Tang and Braver, 2020, PsyArXiv). Relevant dispositional traits, including but not limited to personality, trait mindfulness, emotion profiles, and empathy were assessed among a group of meditation-naïve participants who were exposed to four different mindfulness sessions, via a novel on-line protocol, with each session involving exposure to one of the following four commonly practiced techniques – focused attention, open monitoring, loving kindness, and body scan. Among all four techniques, preferences for open monitoring and loving kindness were found to be predicted by dispositional traits, such that the tendency to rank open monitoring as the most preferred technique was associated with higher level of non-judgment, a facet of trait mindfulness. Conversely, a greater preference for loving kindness was related to higher level of empathic concerns and perspective taking, two facets of empathy. Likewise, participants self-reported stronger mindfulness states as assessed via the State Mindfulness Scale when practicing with their preferred technique, suggesting that individual preferences for specific techniques may lead to differential training outcomes.

This finding from our own work, together with previous reports of individual preferences for different meditation techniques (Burke, 2012) and mindfulness practice anchors modality (Anderson and Farb, 2018) still leave open the question of how such preferences might impact the outcomes of mindfulness training. If individual preferences do indeed have substantial contribution to differential training outcomes, then such information would be critical for effectively applying and tailoring existing mindfulness programs toward individual characteristics, as a means to enhance their overall effectiveness and cost-effectiveness in achieving desirable outcomes. Furthermore, this also leads to another important research direction concerning the outcome and efficacy assessment of mindfulness programs that are tailored to individual characteristics.

One logical first step in approaching this question would be a prospectively designed empirical study that, in the pre-test phase, gathers information about individual characteristics and traits to make predictions about individuals’ preferences for specific mindfulness practices, as well as asking questions that directly probe their general preferences for relevant intervention components, such as delivery format and settings. Once this information is compiled for each individual, researchers are able to assign individuals either to mindfulness practices and programs that are compatible with their preferences and needs, or ones that are incompatible. Consequently, such a prospective design would allow a direct comparison of potential improvement in the targeted outcomes between the two groups, enabling strong inferences about interventions efficacy as a function of intervention compatibility based on individual characteristics. Finally, as more attention and research effort are devoted to individual differences investigation in mindfulness training, more innovative approaches for assessing the effectiveness of individual-tailored mindfulness-based interventions would become available. Our discussion only seeks to provide a concrete example of how to examine individual differences in mindfulness training, and how to build upon these research findings to rigorously evaluate the outcomes of individual-oriented interventions programs.



FUTURE DIRECTIONS

In this review, we have primarily focused on behavioral studies of individual differences related to mindfulness training, but it is worth noting that studies of mindfulness training effects utilizing cognitive neuroscience approaches, though still in their infancy, would also benefit from adopting an individual differences perspective in future investigation. An impressive body of evidence has demonstrated inter-individual variability in the brain using neuroimaging methods (e.g., fMRI), acquired during both task-evoked and resting states (Finn et al., 2015; Dubois and Adolphs, 2016; Gordon et al., 2017a; Gratton et al., 2018), with the latter echoing findings from the older EEG literature demonstrating individual-differences in frontal asymmetries (e.g., Wheeler et al., 1993; Davidson et al., 2003).

Brain functional connectivity profiles provide a particularly clear example. In particular, connectivity profiles in task and resting states can act as a “fingerprint” that reliably distinguishes individuals from rest of the group (Finn et al., 2015). Likewise, Gratton et al. (2018) illustrated that task-evoked modulation of functional networks primarily behaves in an individual-specific manner in the frontoparietal regions relevant for high-level cognitive processes. These regions, along with the default mode network manifested in resting state, are found to be affected by mindfulness training (Tang et al., 2015), indicating that an individual differences perspective would be highly meaningful for exploring the effects of mindfulness training on the brain.

Neuroimaging studies of individual differences are strongly benefited by a longitudinal design with multiple sessions of scanning data per participant, to most accurately identify features unique to the individuals (Gordon et al., 2017b). Fortunately, similar longitudinal research designs (though with fewer sessions) are required in mindfulness training research to compare pre- and post-training changes in brain and behavior. Therefore, exploiting these existing strengths for the purpose of investigating individual differences is not only convenient but also may greatly enrich the scientific understanding of mindfulness training in an unprecedent way.

Relatedly, recent advances in neuroimaging analytic approaches also hold promise for interrogating individual differences within the context of mindfulness training. Some of these approaches include but not limited to: (1) structural equation modeling, which can directly model between-subject variability and is sensitive to the complexities of brain-behavior relationships, as well as the psychometric properties of data critical for individual differences-type analysis (for a detailed review, see Cooper et al., 2019); (2) multi-variate pattern analysis (MVPA) approaches, which can be used to decode different mental states during mindfulness training based on distributed patterns of brain activity, and which may be especially powerful in detecting and identifying differences in mental states across individuals who practice mindfulness (Weng et al., 2018); and (3) network analysis (i.e., graph theory), which captures the functional organization of large-scale brain networks through measures of network properties that can explain individual differences in cognition and behavior (for a detailed review, see Tompson et al., 2018), and which is also beginning to be used to study brain-related changes following mindfulness training (Gard et al., 2014). Bridging these new methodologies in future investigation may further deepen our current knowledge regarding the brain mechanisms underlying mindfulness training and associated inter-individual variability.

Finally, the personalized medicine and patient-centered care movements suggest a completely new direction of research that affords tremendous opportunities and progress for bridging psychology and health science. In particular, mindfulness research has yet to investigate the feasibility of modifying and tailoring existing established prevention and treatment programs to individual’s characteristics and needs. Although standardized programs enable a widespread implementation of intervention protocols in an easily controlled and accessible manner, customizing these multifaceted packages could potentially be illuminating at the individual level. For instance, prior work (Burke, 2012; Anderson and Farb, 2018; Tang and Braver, 2020, PsyArXiv) have already shown that individuals may not find every component of a mindfulness training program to be helpful, and that such preferences can be predicted by personality traits. Furthermore, there is also evidence from a recent survey study (N = 500) indicating individual preferences for certain delivery formats (group, internet, one-on-one) of mindfulness training (Wahbeh et al., 2014), which could potentially influence how well one practices and learns the training. Therefore, these findings, in combination with existing evidence of individual differences in intervention effectiveness, call for more research and development of individual-specific intervention programs.



CONCLUSION

As this review has highlighted, evidence is accumulating that individual differences in dispositional traits, psychological well-being, and cognitive function could play a critical role in contributing to the heterogeneity in mindfulness training effects across individuals. Consequently, moving toward an individual difference perspective is imperative for accurately evaluating mindfulness training effects and outcomes to inform subsequent application in real-world settings. In this review, we discussed putative traits and characteristics relevant to mindfulness training effectiveness, as well as theoretical considerations and useful examples for future investigations on this topic. It is our hope that researchers will not only be made aware of these critical issues associated with individual differences research within the context of psychological intervention, but will also be encouraged to explore various ideas and approaches to tackle this emerging question in mindfulness training research.
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Cortical oscillations serve as an index of both sensory and cognitive processes and represent one of the most promising candidates for training and targeting the top-down mechanisms underlying executive functions. Research findings suggest that theta (θ) oscillations (3–7 Hz) recorded over frontal-midline electrodes are broadly associated with a number of higher-order cognitive processes and may serve as the mechanistic backbone for cognitive control. Frontal-midline theta (FMθ) oscillations have also been shown to inversely correlate with activity in the default mode network (DMN), a network in the brain linked to spontaneous thought processes such as mind-wandering and rumination. In line with these findings, we previously observed increased FMθ oscillations in expert meditation practitioners during reported periods of focused-attention meditation practice when compared to periods of mind-wandering. In an effort to narrow the explanatory gap by directly connecting observed neurophysiological activity in the brain to the phenomenological nature of reported experience, we designed a methodologically novel and adaptive neurofeedback protocol with the aim of modulating FMθ while having meditation novice participants implement breath-focus strategies derived from focused-attention mediation practices. Participants who received eight sessions of the adaptive FMθ-meditation neurofeedback protocol were able to significantly modulate FMθ over frontal electrodes using focused-attention meditation strategies relative to their baseline by the end of the training and demonstrated significantly faster reaction times on correct trials during the n-back working memory task assessed before and after the FMθ-meditation neurofeedback protocol. No significant differences in frontal theta activity or behavior were observed in the active control participants who received age and gender matched sham neurofeedback. These findings help lay the groundwork for the development of brain training protocols and neurofeedback applications that aim to train features of the mental states and traits associated with focused-attention meditation.
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INTRODUCTION

Insights into the nature of cortical oscillations reveal the unique capacity for humans to voluntarily control and interact with their own neural activity when presented with real-time sensory feedback (Sitaram et al., 2017). Neurofeedback research dates back to the early 1960’s, with findings providing preliminary evidence for successfully modulated neural activity through sensory feedback based on event-related potentials (ERPs) and spectral power (Kamiya, 1968). Recent advancements in the development of neurofeedback protocols that implement sophisticated and source specific methodologies have contributed to the resurgence of neurofeedback applications and clinical interventions, as well as to the expanding prominence and popularity of various forms of brain training (Owen et al., 2010; Rabipour and Raz, 2012). With mounting interest and potential for neurofeedback applications to successfully modulate the cognitive processes underlying attention and emotion regulation (Anguera et al., 2013; Sitaram et al., 2017), innovative approaches that adapt and individualize the nature of the feedback in real-time require further scientific study.

Recent findings suggest that individuals with impaired attentional control engage in maladaptive emotion regulation strategies (i.e., rumination, compulsive thought processes) and are rendered more prone to the risk of depression and anxiety disorders (DeJong et al., 2019). The default mode network (DMN) is a large and distributed network comprised of the posterior cingulate cortex (PCC), medial prefrontal cortex (mPFC), medial and lateral temporal lobes, superior and inferior frontal gyri, and the posterior inferior parietal lobule (Gusnard et al., 2001; Raichle, 2015). The DMN shows consistent activation during various forms of self-generated thought, including spontaneous thought processes such as mind-wandering, creative thinking, day dreaming, planning, as well as more maladaptive forms of self-generated thought such as rumination and compulsive thought processes (Mason et al., 2007; Hasenkamp and Barsalou, 2012; Kucyi et al., 2013; Fox et al., 2015, 2018). Practices such as meditation have recently been shown to engage brain structures and networks directly implicated in the regulation and focusing of attention, presumably through the active regulation and cultivation of an awareness of the occurrence of spontaneous thought processes (awareness of the when the mind wanders away from the object of focus during meditation (i.e., the breath) being the primary ‘objective’ of focused attention meditation; Brandmeyer et al., 2019). Interestingly, research conducted on long-term expert meditation practitioners found greater reductions in DMN activity during meditation practice than during other types of attention-demanding tasks (Garrison et al., 2015).

Electroencephalography (EEG) findings from our previous research (Brandmeyer and Delorme, 2018) found that increased cortical frontal midline theta oscillations (FMθ; FCz, Fz; 4–6 Hz) were present during internally guided states of focused-attention meditation when compared to reported periods of mind wandering and spontaneous thought. These electrophysiological findings are consistent with previous meditation research that measured focused-attention during meditation (Aftanas and Golocheikine, 2001; Kerr et al., 2013). Increases in FMθ and mid-frontal θ (Cz) have been repeatedly observed during tasks that assess measures of executive function such working memory and conflict detection (Bollimunta et al., 2011; Cavanagh and Frank, 2014; Enriquez-Geppert et al., 2014; Cavanagh and Shackman, 2015). Together these findings suggest a functional relationship between the sources contributing to broader mid-frontal θ activity and the maintenance of top-down representations of goal states, learning, directed attention, and the regulation of spontaneous thought (Cavanagh and Frank, 2014; deBettencourt et al., 2015). Furthermore, FMθ activity has been shown to inversely correlate with the blood-oxygen-level-dependent (BOLD) signal in the DMN (Scheeringa et al., 2008), suggesting that these broad and distributed networks may functionally compete for resources. We hypothesize that the role of FMθ observed during focused-attention meditation practice is likely to result from the goal of (1) sustained attention (most often focus is on the breath) during focused-attention meditation, (2) the need to detect when the mind has wandered, and (3) the need to redirect attention back to the object of focus. This cycle, in effect, strengthens the top-down processes involved not only in the focusing of attention, but in the active monitoring of mental sates, while falling in line with the established literature regarding the specific role of FMθ in learning (Swick and Turken, 2002; Haegens et al., 2010). Cavanagh and Frank (2014) have suggested that broader frontal θ oscillations may serve as a candidate mechanism by which neurons communicate top-down control over long range and broad networks. Broader frontal θ oscillations have been proposed to function as a temporal template for organizing mid-frontal neuronal processes (Cavanagh and Frank, 2014), with theta-band phase dynamics thought to entrain disparate neural systems when cognitive control is needed (e.g., through entrainment of cortical and subcortical areas via the cingulate cortex; Bollimunta et al., 2009; Morecraft and Tanji, 2009).

Research findings suggest that the given size of a functional brain network may determine its oscillatory frequency, therefore the larger and more distributed the network, the slower the underlying oscillation (von Stein and Sarnthein, 2000). Electrophysiology findings from research on learning, memory, feedback, feedback-driven learning (Kahana et al., 2001; Marco-Pallares et al., 2008; van de Vijver et al., 2011), as well as broader cognitive control processes (Cavanagh et al., 2012) provide convincing evidence that theta band oscillatory activity may serve as the underlying “language” of the prefrontal cortex for local and network wide communication (Cavanagh and Frank, 2014; Cohen, 2014). This likely reflects the role of the intrinsic architecture and structure of the prefrontal cortex in supporting the rhythmogenesis of theta-band activity, and that specific and local neural computations are what account for fluctuations in EEG (Cohen, 2014). The functional implication of these findings suggests that broader frontal theta oscillations may provide a framework for adjusting and monitoring temporally sequenced activity, functioning as a hub for theta phase-synchronized information transfer (Cohen and Cavanagh, 2011; Cavanagh and Frank, 2014; Cohen, 2014). Additional empirical research findings suggest that the neural mechanisms underlying sustained attention heavily rely on FMθ dynamics such as phase synchronization resulting in greater measures of power (Friese et al., 2016; Wei et al., 2017). Frontal theta oscillations may therefore serve as an ideal candidate for neurofeedback protocols aimed at training and improving cognitive functions such as sustained and focused-attention, with possible transference to cognitive faculties that fall under the broader umbrella of executive functions (Enriquez-Geppert et al., 2014).

Interestingly, many conditions that see improved measures of behavioral outcomes associated with regular meditation practice are consistent with the conditions that improve in response to neurofeedback training (Brandmeyer and Delorme, 2013, 2018). Theoretically, both methods involve training specific mental states and neural measures of cognitive processes underlying attention and emotion regulation, with more long lasting traits and skills developing cumulatively over time. Research findings suggest that both ADHD patients and individuals diagnosed with depression benefit from meditation training (Evans et al., 2018) as well as neurofeedback training protocols (Arns et al., 2009; Peeters et al., 2014). Thus, the early stages of mental training in focused-attention meditation practices may be fundamentally quite similar to other types of skill acquisition shown to induce neuroplasticity (Lazar et al., 2005; Pagnoni and Cekic, 2007). During the early stages of meditation training, an emphasis on sustained attention and an ability to focus attention on a single object such as the breath, is often the first and most difficult skill to develop for relatively novice practitioners (Brefczynski-Lewis et al., 2007). While numerous studies have implemented novel neurofeedback protocols for the purposes of investigating brain function and neuroplasticity, as well as training memory and attention (Sitaram et al., 2017), an inspiring application of neurofeedback may be to help offer alternatives for individuals who may benefit from the direct engagement and feedback during meditation practice. Various methods of delivering neuro and biofeedback across a range of modalities have been shown to significantly enhance learning processes. Neurofeedback paradigms developed for providing feedback reflecting targeted measures of attentional focus during meditation may bridge access to a broader audience and to those more easily discouraged due to the initial difficulties encountered with meditation practices, and may also benefit more experienced meditators interested in evolving their practice or learning alternative meditative techniques.

We therefore designed a novel double-blind 8-day closed-loop neurofeedback protocol to adaptively train and up-regulate FMθ in meditation novice participants while implementing several key strategies derived from the core methods used in focused-attention meditation practice. Given that the efficacy of neurofeedback protocols are thought to be dose-dependent (i.e., the number of sessions across time), and that lengthy protocols are often unsuccessful due to participant drop-out, cumbersome EEG recordings, and complex implementation and measurement techniques, we explored the plausibility that when coupled with focused-attention mediation based strategies, participants receiving the real-time adaptive neurofeedback (as compared to their age and gender matched active controls) would demonstrate an enhanced capacity for modulating FMθ after only eight 30-min neurofeedback sessions.



MATERIALS AND METHODS


Participants

Twenty four right-handed healthy participants (12 women; mean age: 25; SD: 3) participated in the study. Participants were assigned to the experimental neurofeedback group (NF; n = 12, 6 women; mean age 25; SD: 3) or the active sham control group (Sham NF; n = 12, 6 women, mean age 25, SD: 3). 12 initial participants signed up for the 2-week study, after which point only interested participants who matched the age and gender of an enrolled participant were invited to participate in order to establish the age and gender matched pairs. One participant from each pair was then randomly assigned to either the feedback or sham group. The technician running the neurofeedback data collection was blind to which participants received real versus sham feedback – this was achieved by anonymizing the information about the type of feedback participants were getting from the script that was used to run the experiment. Participants assigned to the sham feedback group viewed a replay of the feedback previously recorded from the matched neurofeedback participant who received real feedback. This type of matching was done in order to normalize the visual statistics and potential influence of the visual stimulus. Participants received 10 euros per hour, were recruited through a university email list, were informed of the broader goals, protocol, schedule, and aims of the experiment, provided written consent, and had normal or corrected to normal vision. The protocol was approved by the Comite de Protection des Personnes (CPP) de Toulouse II Sud-ouest (protocol 10009 4/12/2015).



Experimental Protocol

Participants received either the neurofeedback or sham-neurofeedback training over the course of eight training sessions within two consecutive weeks. Neurofeedback training sessions were conducted from Tuesday to Friday in the first week, and from Monday to Thursday in the second week (Figure 1). On the first and last days of neurofeedback training participants completed the Executive Functioning Battery (EF battery; ∼40 min). The EF battery was collected pre-neurofeedback on the first session and post-neurofeedback on the last session. Each Neurofeedback training session consisted of six 5-min training blocks, separated by short 2–3 min breaks. This was done to assess the comparability of both subject groups with respect to motivation, commitment and perceived training difficulty. The length of the five-min training were implemented to prevent concentration declines (Enriquez-Geppert et al., 2014). Each subject came into the lab for the Neurofeedback sessions at the same time of day as their initial recording throughout the experiment. This was to ensure that a full 24 h had passed between the previous session and that this time duration was standardized across participants (i.e., a participant recorded at 10am the first day returned throughout the experiment at 10 a.m.).
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FIGURE 1. Participants received either the neurofeedback or sham-neurofeedback training over the course of eight training from Tuesday to Friday in the first week, and from Monday to Thursday in the second week. Each Neurofeedback training session consisted of six five-min training blocks, separated by short 2–6 min breaks. The battery of tasks measuring executive functions were collected pre-neurofeedback on the first session and post-neurofeedback on the last session.




EEG Recordings

Data were collected using a 64-channels Biosemi system and a Biosemi 10-20 head cap montage at, 2048 Hz sampling rate for the first and last day of the protocol. We used the BIOSEMI ActiView software to ensure that all electrodes were kept within an offset of 15 (offset is the Biosemi method for measuring impedance). Days 1 and 8 included the pre and post executive functioning assessments in addition to the first and last session of Neurofeedback. For the remaining Neurofeedback sessions (Days 2–7) EEG activity were recorded from 8 electrodes locations Fpz, FZ, F7, F8, Cz, P7, P8, Oz using the external input EXG1 to EXG8 of the BIOSEMI amplifier. For the adaptive neurofeedback, EEG data were acquired using Lab Streaming Layer Software (LSL), and the visual stimuli were generated and presented using PsychToolbox in Matlab (v3.0.8) (Brainard, 1997) both running simultaneously on Windows 7 desktop workstation. EEG data were saved by both the Matlab script in.mat file and LabRecorder in.xdf files. The collection of Matlab scripts used to run the experiment is available on GitHub1. Synchronization for offline processing between stimulus timing from the Matlab psychophysics toolbox script and EEG signal was performed using an ADR101 board (Ontrak Control Systems Inc.) that converted serial input to parallel output sent to the Biosemi amplifier. This synchronization signal was used in offline processing to check the timing of the real time EEG streaming from LSL.



Neurofeedback Training and Its Implementation

All of the participants recruited for the study reported no previous meditation practice. Prior to the initial neurofeedback session, all participants reviewed a set of instructions which included specific strategies for how to engage with and modulate the neurofeedback with the central strategic element centering on breath focus. These instructions were to either (1) focus their attention on the physical sensations that occur with inhalation and exhalation of air moving in the nostrils, (2) focus their attention on the physical sensations associated with of the rising (inhalation) and falling (exhalation) movement of the abdomen, or (3) they could silently count each breath cycle (inhalation + exhalation = 1) up to 10 and repeat. Subjects were also instructed to bring their attention back to their breath (implementing their preferred strategy) in a non-judgmental manner if and when they noticed their mind-wandering, and to use whichever strategy felt most effective in the moment. Visual feedback of their ongoing EEG FMθ activity was given by means of a colored square (Figure 2). Depending on the FMθ amplitude, the color of the square changed in its gradient (relative to the baseline measurement) from light blue when FMθ amplitude was enhanced, to black when it was attenuated. Participants were further informed to use whichever strategy would favor a highly saturated and prolonged blue-coloration of the square (reflecting an increase of FMθ from baseline). Participants assigned to the neurofeedback group received real-time feedback of their own brain activity, while the sham-neurofeedback group received a playback of the feedback of the matched neurofeedback group participant (see Supplementary Material for video of a feedback block). To ensure methodological validity of implementation, participants were asked whether they were able to successfully implement one of the specified strategies after completing their daily NFB. All 12 NFB participants reported successfully implementing one or more of these strategies within and across each session in order to increase FMθ amplitude relative to the amplitude during resting EEG, however, 8 of the 12 NFB-Sham participants reported a lack of coherence with their perceived successful implementation of the strategies and the feedback of the visual stimulus.
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FIGURE 2. Closed loop Neurofeedback protocol starting from the acquisition of the signal to the automated ASR artifact rejection, to the FMθ extraction to the interface. When recording more than 8 channels (first and last sessions recorded 64 channels), the 8 channels Fpz, FZ, F7, F8, Cz, P7, P8, Oz were extracted from the data – although only these 8 channels were collected on all recording days, on the first day and last recording day 64 channels were recorded. Images in this figure were obtained with written consent.




Real-Time Data Processing of Neurofeedback

The FMθ neurofeedback was implemented using 8 channels (Fpz, FZ, F7, F8, Cz, P7, P8, and Oz). The first and last sessions recorded 64 channels that were used for analyses pertaining to the cognitive battery, however, the neurofeedback on these days was still implemented via the 8 channels specified above (these were extracted in real-time from the 64 channel montage). On days two through seven, 8 individual EEG channels were recorded. Analysis windows of 1 s duration with a 75% overlap were considered so the neurofeedback display would be updated 4 times per second. Upon acquisition, each data chunk (of 1/4 of a second) was down-sampled from 2048 to 256 Hz and high pass filtered at 0.5 Hz using minimum-phase FIR filter, preserving the state of the filters from one block to the next – using the flt_fir filter function of the BCILAB program (Kothe and Makeig, 2013). Data from the 8 channels was then average referenced.

For artifact rejection, each day an initial EEG baseline was measured for 1 min (start baseline), followed by six training blocks of 5 min each (block 1–6; Figure 3). This initial baseline was used by the ASR artifact rejection algorithm in order to optimize the filtering all feedback sessions for the day using the asr_calibrate function (default parameters of the ASR algorithm were used; variance rejection cut off of 5; block size of 10 sample to calculate covariance matrix; window size of 500 ms and window overlap of 330 ms; Mullen et al., 2013). The filter was applied to the data using the function asr_process. Note that a bug in the program made it so that the state of the ASR filter was not propagated properly from one data block to the next, generating brief small signal discontinuities. This may have affected the quality of the real-time feedback – but did not affect post hoc data analysis for which we were able to apply compensatory measures to restore the signal continuity.
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FIGURE 3. For artifact rejection, each day an initial EEG baseline was measured for 1 min (start baseline), followed by six training blocks of 5 min each (block 1–6). This initial baseline was used by the ASR artifact rejection algorithm in order to optimize the filtering all feedback sessions for the day using the asr_calibrate function (default parameters of the ASR algorithm were used; variance rejection cut off of 5; block size of 10 sample to calculate covariance matrix; window size of 500 ms and window overlap of 330 ms.


To calculate feedback, spectral power over a sliding 1 se window was calculated using the Fast Fourier-transform (FFT; after using a hamming tapering window) on channel Fz. Spectral power p was calculated at 4, 5, and 6 Hz by taking the square amplitude of the FFT at these frequencies, log transforming these values and subsequently averaging them. To provide a smooth visual feedback experience, the following procedure was applied every 250 ms and the feedback value f between 0 and 1 was calculated as follows. First an intermediate feedback value was calculated according tof = (p−l)/(h−l) where f is the feedback value, l is the lower edge of the dynamic range and h is the upper edge of the dynamic range. If f is lower than 0 then, it was capped to 0 and the lower edge was decreased l = l−(h−l)/30otherwise it was increasedl = l + (h−l)/100. Similarly if f is larger than 1 then it was capped to 1, and the upper edge was increased h = h + (h−l)/30 otherwise it was increased byh = h−(h−l)/100. This procedure ensured that the dynamic range for the feedback value would adjust to participants’ theta changes over time. This yielded a final feedback value between 0 and 1. In addition any change to the feedback value larger than 5% compared to the previous value was capped at 5% in the direction of the change. This setup was chosen to provide the participants with a smooth appearance of the visual feedback by avoiding sudden jumps in the feedback colors. Note that this procedure was also run – although the display was disabled – during the 1 min preparatory baseline period which preceded the first feedback session which allowed the program to calculate an acceptable theta dynamic range for the onset of the first neurofeedback block. Dynamic range at the end of each of the 5 min block, was used as a starting point for the following 5 min blocks. At the end of the training session a second EEG baseline was measured (end baseline).

Neurofeedback stimuli were presented on a 17” DELL M781 mm CRT computer screen set to 75 Hz with a resolution of 800 × 600. The feedback value from 0 to 1 controlled the color of a blue square 400 × 400 centered on a screen. Feedback 0 was black (RGB #000000) and feedback 1 was a highly saturated blue (RGB #0000FF) with intermediate feedback values yielding a hue of blue proportional to the feedback in the RGB color space (for example feedback 0.5 was RGB #000080). The color of the square was updated 4 times per second (see Supplementary Video 1).



Neurofeedback Offline Data Processing

All neurofeedback parameters were saved after each session and used to assess the efficacy of neurofeedback training. The 64-channel sessions at the beginning for the first and final sessions were concatenated and further processed. EEG data was down-sampled from 2048 to 256 Hz and processed offline in MATLAB (MathWorks, Inc.) and EEGLAB (Delorme and Makeig, 2004) in order to compute time frequency and spectral differences. All neurofeedback data were filtered and pre-processed online. Additionally, we automatically removed 5 temporal electrodes from the 64-channel electrode montage (PO2, PO3, POz, P2, PO4) that appeared noisy across a majority of participants, with a total average of 6 per electrodes per subject using EEGLAB pop_rejchan function,(this removes electrodes which had a kurtosis larger than 5 standard deviation compared to the ensemble of all electrodes). We also removed portions of data with high frequency content which spectrum was larger than 10 dB (compared to the mean power in the whole recording) in the 20–40 Hz frequency band over 4 contiguous windows of 0.5 s (pop_rejcont function of EEGLAB) to potentially remove artifacts that were not removed online.



Statistical Analyses: Training Effects on Frequency Amplitudes

For the analyses of neurofeedback success, the relative change in FMθ amplitude across all six neurofeedback blocks for each of the eight sessions was quantified as change in microvolts and percent relative to the corresponding values of the first training session/day. In addition applying this calculation to theta activity, to investigate the specificity of training success this calculation was also performed for alpha and beta activity. Resting EEG for each session/day (1–8) was calculated as the mean of the start and end baseline measurements relative to FMθ amplitude observed during the baseline measurements of the first session/day. Training effects were analyzed by a repeated-measures ANOVA with the factors session (1–8) and group (neurofeedback vs. sham) for training amplitude (I). To investigate the course of FMθ amplitude increase during training, a regression line was fitted for each subject (II). To test if gradients were different between groups (neurofeedback vs. sham) a one-tailed independent-samples t-test was calculated for the slope and the intercept (III). Lastly, training effects on resting EEG were analyzed with a repeated-measures ANOVA with factors session (1–8) and group (neurofeedback vs. sham) for (IV). In cases of sphericity violations, Greenhouse–Geisser corrections were performed; corrected p-values as well as ε-values are reported.



Statistical Analyses: Dynamical Changes Within Neurofeedback Sessions

A further method to identify changes due to neurofeedback is the analysis of changes within sessions compared to the baseline measurements (e.g., Vernon et al., 2009). Thus, training amplitude for each experimental block was extracted and averaged across all sessions (start baseline, blocks 1 through 6, end baseline) for FMθ, alpha, and beta frequencies relative to the amplitude observed during the first start baseline as change in percent. Effects were analyzed by a repeated-measures ANOVA with factors block (start baseline, blocks 1 through 6, end baseline) and group (neurofeedback vs. sham). Custom scripts under R were used as well the Statistica software to perform statistical analysis.



Executive Functioning Tasks

One the first and last day, participants performed and executive functioning battery consisting of a n-back task, SART, and a Local Global task. We additionally collected participants’ anatomical and functional MRI before and after the neurofeedback protocol, however the results will be reported separately. For all stimulus presentations, we used a desktop computer running the Matlab Psychophysics toolbox (v3.0.8) under Windows 7 operating systems. Stimuli were presented on a 17” DELL M781 mm CRT computer screen set to 75 Hz with a resolution of 800 × 600.


N-back Task

Participants performed a visual sequential letter n-back working memory task, with memory load ranging from 1-back to 3-back. The visual stimuli consisted of a sequence of 4 letters (A,B,C,D) presented black on a gray background. The participants observed stimuli on a visual display and responded using the spacebar on a keyboard. In the 1-back condition, the target was any letter identical to the trial immediately preceding one (i.e., one- back). In the 2-back condition, the target was any letter that had been presented two trials back, and in the 3-back condition, the target was any letter presented three trials back. In this way, working memory load varied from 1 to 3 items. Stimuli were presented on the screen for a duration of 1 s, after which a fixation cross was presented for 500 ms. Participants responded to each stimulus by pressing the spacebar with their right hand upon target presentation. If no spacebar was pressed within 1500 ms of the stimulus presentation, a new stimulus was presented. Reaction times to each response were recorded. Each n-back condition (1, 2, and 3-back) consisted of the presentation of 280 stimuli selected randomly in the 4-letter pool (Figure 4A).
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FIGURE 4. (A) N-back task: visual illustration of the three levels of the n-back task. The red arrow indicates when the subject has been instructed to press the space key. (B) The Sustained Attention to response task (SART) is designed to measure a person’s ability to withhold responses to infrequent and unpredictable stimuli during a period of rapid and rhythmic responding to frequent stimuli. (C) The local-global task measures the ability to focus attention on a specific feature of a stimulus, either global or local, while resisting distraction from other features and is thought to be a relatively broad measure of conflict detection.




SART Task

The Sustained Attention to response task (SART) is designed to measure a person’s ability to withhold responses to infrequent and unpredictable stimuli during a period of rapid and rhythmic responding to frequent stimuli. Performance on the task is measured in participants’ ability to self-sustain mindful and conscious processing of stimuli whose repetitive, non-arousing qualities would otherwise lead to habituation and distraction to other stimuli, and is proved to be a sensitive measure of vigilance. Participants were presented with a series of single numerical digits (randomly selected from 0 to 9 – the same digit could not be presented twice in a row), and instructed to press the spacebar for each digit, except for when presented with the digit 3. Each number was presented for 400 ms in white on a gray background and took about 1/5 of the screen height. The inter-stimulus interval was 2 s irrespective of the button press and a fixation cross was present at all times except when the digits were presented. Participants performed the SART for ∼10 min corresponding to 250 digit presentations (Figure 4B).



Local Global Task

The local-global task measures the ability to focus attention on a specific feature of a stimulus, either global or local, while resisting distraction from other features and is thought to be a relatively broad measure of conflict detection. In the local-global task, participants were shown large letters (H and T) on a computer screen. The large letters were made up of an aggregate of small letters that could be congruent (large H made of small Hs or large T made of small Ts) or incongruent (large H made of small T’s or large T made of small Hs) with respect to the large letter. The small letters were 0.8 cm high and the large letters were 8 cm high on the computer screen. A fixation cross was present at all times except when the stimulus letters were presented. Letters were shown on the computer screen until the subject responded. After each subject’s response, there was a delay of 1 s before the next stimulus was presented. Before each sequence of letters, instructions were shown on a computer screen indicating to participants whether they should respond to the presence of small (local condition) or large (global condition) letters. We instructed participants to categorize specifically large letters or small letters and to press the letter H or T on the computer keyboard to indicate their choice. Participants performed a total of 200 trials in 4 sessions of 50 trials each. In sessions 1 and 3, participants were instructed to focus on large letters and in sessions 2 and 4 they were instructed to focus on small letters (Figure 4C).



Executive Functioning Data Processing

Data processing was performed in Matlab (Mathworks, Inc.) and EEGLAB (Delorme and Makeig, 2004). The raw EEG data was average referenced and down-sampled from 2048 to 256 Hz. A high-pass filter at 1 Hz using an elliptical non-linear filter (IIR; transition bandwidth of 0.7 Hz and order of 6) was applied, and the data was then average referenced. Extended Infomax Independent Component Analysis (ICA) was applied to the data (Delorme et al., 2007). ICA components for eye blink, lateral eye movements, and temporal muscle noise were identified and subtracted from the data by the visual inspection of both the component scalp topography and power spectrum distributions. Between 1 and 5 artifactual components were removed for each subject. Bad electrodes (0–15 per subject, an average of 6 per subject) and bad epochs containing paroxysmal activity were manually removed from the data.



RESULTS


Statistical Results: Neurofeedback Effects on Amplitudes (Neurofeedback vs. Sham)

We calculated how theta power varied across groups (neurofeedback vs. sham), by averaging the EEG activity across the sessions (1–6) for each day (days 1–8) and entered the three factors (group, day and session) into a General Linear Model analysis (GLM). We also included subject as factor that was hierarchically nested within Groups (because different groups contain different participants). Including or not including participants in the GLM returned similar results although including participants tended to increase significance. Notice that Group is the only categorical variable (subject is also a categorical variable but since it is nested within groups it is not possible to calculate the interaction with Group). Sessions and days were both considered continuous variables. For all GLM fitting parameters we used the default of the Statistica software. We observed significant difference in theta between groups, and significant differences in theta between sessions. FMθ power was larger for the neurofeedback group [44.62 equivalent dB (10∗log10(mV2)] compared to the sham group [44.35 equivalent dB (10∗log10(mV2]). Neurofeedback training effects and baseline amplitudes are shown (Figure 5A) for both groups. Statistical analyses using R software were used to perform a Pearson correlation test which serves as a measure of linear correlation between our two groups (sham group: r2 = 0.14, t = -0.99, df = 6, p = 0.36, neurofeedback group: r2 = 0.49, t = 2.42, df = 6, p = 0.05; Figure 5A). Our results show a significant correlation for the neurofeedback group, while no significant relationship between the evolutions of FMθ for the sham group was observed (neurofeedback group: r2 = 0.49, t = 2.42, df = 6, p = 0.05; sham group: r2 = 0.14, t = -0.99, df = 6, p = 0.36; Figure 5A). In line with previous neurofeedback research suggesting that approximately 25% of participants who receive neurofeedback do not respond to neurofeedback (see section “Discussion”; Zoefel et al., 2011), we identified 25% of real-NFB participants (n = 3) whose total power values were greater than 3 standard deviations from the mean. These findings align with previous observations made in earlier neurofeedback studies. After excluding non-responders from the NFB group, a more robust trend was observed at the group level (sham group: r2 = 0.14, df = 6, p = 0.36, neurofeedback group: r2 = 0.85, df = 6, p = 0.001, Figure 5B). The regularity of the shape of the curve and of the growth during the sessions in the neurofeedback group notably contrasts with the control group which presents a more heterogeneous and chaotic activity. Also in line with previous neurofeedback studies (Zoefel et al., 2011), we observed significant effects in the broader EEG spectra over the training electrode site Fz. Permutation statistics conducted on the EEG spectral power at Fz revealed significant differences for FMθ (3.5–6.5 Hz, p < 0.05), low alpha (9–10 Hz, p < 0.05) and beta frequencies (12–18 Hz, p < 0.05, Figure 6). No significant differences were observed in the sham group.
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FIGURE 5. (A) This graph shows the enhancement across sessions, and reflects FMθ amplitude percent change for the mean of theta power for the Neurofeedback group (green) and the sham group (blue) across each training session (S1–S8) as averaged over all corresponding blocks (blocks 1–6) as compared to the first session (S1). Baseline amplitude changes are reflected by the dotted lines for each group respectively, and are show for the training relative to the first baseline measurements. Error bars indicated the standard error of the mean. (B) This graph shows the enhancement across sessions for participants identified as responders to the adaptive neurofeedback protocol (three non-responders have been removed from the analyses). Non-responders are identified as individuals whose daily scores were three or more standard deviations from the mean. As in this figure shows the enhancement across sessions, and reflects FMθ amplitude percent change for the mean of theta power for the adaptive neurofeedback group (green) and the sham group (blue) across each training session (S1–S8) as averaged over all corresponding blocks (blocks 1–6) as compared to the first session (S1). Error bars indicate the standard error of the mean.
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FIGURE 6. Frequency Spectra for the Neurofeedback group (top, green) and sham group (bottom, blue) showing differences in averaged spectral power between pre (session 1) and post (session 8) for electrode Fz (feedback location). Significant differences in multiple frequency bands were observed for the Feedback group (p < 0.05, corrected for multiple comparisons; p-values are reflected as black bars above the x-axis). No significant differences were observed in the sham group.




Behavioral Results on Executive Functioning Tasks

GLM analyses were performed on the number of correct responses and reaction times. We choose to use this solution (rather than a collection of t-tests based on group compared with a variety of sub conditions) to avoid the problem of having to correct for multiple comparisons. In addition, the GLM allows capturing all the subtleties of the data and provides an overarching view of the broader effects at once without having to run multiple analyses. As was done for the neurofeedback data, each subject was added as a factor hierarchically nested within groups (removing these factors did not dramatically affect the results). GLM analyses on the n-back task reaction times revealed a significant interaction effect for the session (pre vs. post), showing faster reaction times for correct n-back trials in the neurofeedback group as compared to the sham feedback group after neurofeedback training (Figure 7). For correct responses, significant effects were observed for the condition (1, 2, 3 back), session, and response (type of response), as expected given that there are more correct responses for 1-back than for 2-back and more correct responses for 2 back than for 3 back (Table 1). Condition by response is significant indicating an effect of the condition (1, 2, or 3 back) on the number of hit and true negative. Analysis of the SART and the local-global tasks pre and post neurofeedback yielded no statistically significant results.
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FIGURE 7. Log reaction times are indicated on the x-axis for the n-back task. The GLM revealed a significant pre/post neurofeedback training interaction showing faster reaction times for correct n-back trials in the neurofeedback group as compared to the sham feedback group after neurofeedback training.



TABLE 1. Statistical results of the GLM analysis for the number of correct responses.

[image: Table 1]


EEG Activity for the Executive Functioning Tasks

A significant increase in gamma power in the frontal midline as well as areas spanning the left temporal parietal areas were observed during the N-2 back task for the participants who received NFB (p < 0.01; Figure 8). No significant differences were observed in the sham group, and no significant interaction effects were observed between neurofeedback and sham participants. Differences in EEG activity and behavioral measures for the SART and local-global tasks were absent.


[image: image]

FIGURE 8. Results for Adaptive Neurofeedback (top) and sham (bottom) groups for gamma-power during the 2-back task, before (left) and after (middle) the adaptive neurofeedback sessions. The color bar on the right represents the statistical significance of the difference pre and post neurofeedback.




DISCUSSION

The findings from this study suggest that it is possible to train and reinforce the networks generating FMθ activity through a neurofeedback training protocol in which participants applied focused-attention meditation techniques. Participants in the neurofeedback group showed a significant increase in FMθ activity across sessions 1–8 as compared to active controls. To our knowledge this is one of the first studies to test the feasibility of neurofeedback training based on the implementation of meditation strategies, as well as for a specific frequency and location based on findings from advanced meditation practitioners. Given that the all participants reported the successful application of at least one of the meditation strategies (all of which facilitated the same core focus of attention to the breath) as a means of modulating the neurofeedback, the significant increase in FMθ observed across sessions serves as measure of validation regarding the nature of our novel meditation-FMθ combined feedback protocol. Differences in behavioral outcomes as observed by significantly faster reaction times on correct 2-back trials in the NFB training group compared to the active controls after only eight 30-min sessions serves as an additional indicator of neurofeedback training validation. We additionally recorded both functional and structural MRI (data will be presented in a separate manuscript) data to serve as a further means of neurofeedback protocol validation.


Optimizing Neurofeedback Protocols and Identifying Non-responders

Our study showed successful modulation of FMθ training within only eight sessions (days) of neurofeedback training through the use of focused-attention meditation strategies. Additionally, we addressed several historically unspecified effects such implementing a reliable control group, and strictly controlled time lags between training blocks and the eight neurofeedback sessions. The percentage change in spectral EEG power due to neurofeedback training was relatively low in our task and may be due to variety number of reasons, including difficulty with the implementation of the meditation based strategies, frustration due to perceived feedback parameters, or lack of motivation. In terms of the percentage of positive neurofeedback reward that should be provided, various reports indicate that this percentage remains under debate (Sitaram et al., 2017).

Increased temporal lags within training and between training sessions has been shown to enhance training gains (Ebbinghaus, 1964) and are based on two time scales: gaps between days, and the gaps within a given neurofeedback session. The exploration of training effects of different long-lasting training lags (from minutes up to several days) on a systematic level is important concerning at least to two aspects: with respect to the investigation of neuronal correlates and in regard to find the optimal repetition interval for neurofeedback. While here we implemented a strict protocol with 24 h passing between each session (excluding the two day break over the weekend) and 2–3 min breaks between the 5 min sessions, alternative schedules and training gaps should be explored in future research. Additionally, the percentage of feedback provided to participants is thought to significantly influence learning. While 80% positive feedback has been considered to be too high for optimal learning (Arns et al., 2014), too low of a percentage prevents the subjective experience of feeling in control. It has been suggested that a moderate amount (50%) of positive feedback may increase the generation of the desired behavior during neurofeedback and thus transfer more easily into daily life.

A general explanation for non-responders in the neurofeedback literature is the use of ineffective strategies, or strategies unrelated to the cognitive processes involved in the generation and modulation of the frequency of interest. Non-responders may have failed to modify the interface of neurofeedback and consequent learning during the sessions by not integrating the feedback needed for the modulation, however, a more likely explanations may involve individual differences impedance, abnormal baseline measurements, as well as differences in brain structure and fissuration, which has been linked to the predictability of neurofeedback training success. These hypothesis will be explored in the subsequent publication of the structural and functional MRI data.

The observed differences in reaction times on correct 2-back trials in addition to a corresponding increase in gamma activity in the NFB training group compared to the active controls after only eight 30-min sessions serves as an additional indicator of neurofeedback training validation. These behavioral and corresponding EEG findings indicate that perhaps the meditation-FMθ combined feedback protocol targeted and reinforced neural mechanisms specific to the n-back task such as goal directed behavioral and working memory (Gajewski et al., 2018) as they both require the active maintenance of the goal state, which should arguably be impenetrable to distractions viewed as irrelevant to the goal state, in addition to high demand attentional flexibility vs. stability (Figure 8). Furthermore, gamma activity observed in the participants who received meditation-FMθ combined feedback corresponded with the visual word form area, a left inferior temporal region specifically devoted to the accurate processing of letter strings such as those presented in the n-back task, in addition to the frontal mid-line sites that were the target of the neurofeedback training. Future research should further investigate the nuanced mechanistic differences and generalizability of behavioral measures that result from varying neurofeedback protocols.



Trainability and the Neuroanatomy of FMθ

Research investigating the intraindividual effects of cognitive and behavioral trainings have found that regional differences in brain structure have been linked to predictability of training effectiveness in complex cognitive tasks and language learning (Basak et al., 2011; Loui et al., 2011; Wong et al., 2012; Ericsson et al., 2018). Enriquez-Geppert et al. (2014) found that inter-individual variations in MCC structure and cortical fissuration predicted the success of FM neurofeedback training. Is known that the MCC and dorsal ACC exhibit significant structural variability due to the large presence of fissures and convolutions, and that these variations have been linked to differences in executive functions (Huster et al., 2009, 2011). Enriquez-Geppert et al. (2013) hypothesized that the neuroanatomical structure, and high concentration of convolutions could very well play a role in the differences of results observed during the reinforcement of FMθ neurofeedback. They found that increases in FMθ power measured during the initial training sessions predicted the success of the FMθ increase across the eight sessions of training, while pre-existing inter-individual differences in the morphology of the right MCC, as well as higher white matter concentration of the right and larger volumes of the left cingulate bundle were associated with stronger FMθ enhancement during initial training success. Furthermore, large intra-individual differences, including the presence of additional sulci in the ACC region in approximately half the population, have been observed in the macroscopic anatomy of the cingulate and present an obstacle in resolving the subtle details in the regions functional organization (Shackman et al., 2011). We will explore our anatomical and functional MRI data in a future report.



FMθ Feedback Implementation

Several neurofeedback studies have already attempted to target the theta, alpha, beta or sensorimotor rhythms in an attempt to train attention (Kaiser and Othmer, 2000; Egner and Gruzelier, 2004; Arns et al., 2009), memory (Nan et al., 2012; Wang and Hsieh, 2013; Staufenbiel et al., 2014), and executive functions (Hanslmayr et al., 2005; Zoefel et al., 2011). Whereas previous protocols have instructed participants to engage in specific cognitive strategies to train FMθ (Enriquez-Geppert et al., 2014), in the current paradigm participants were instructed to focus on their breath, engage in breath counting, or a relaxed visual focus of attention on the visual stimulus as methods for engaging with the feedback.

While the only previous research study investigating FMθ neurofeedback used individualized peaks of theta (∼5 Hz) as determined by a series of cognitive tasks (Enriquez-Geppert et al., 2013), we implemented our feedback based on a 4–7 Hz average for several reasons. Recent research has highlighted the existence of several different generators of theta in the frontal cortex, potentially all of which contribute to broader cognitive control (Cavanagh and Frank, 2014), with respectively different corresponding FMθ peaks and underlying neural microcircuitry (Cohen, 2014). Since it may the case that the frontal theta observed during meditation reflects a broad form of cognitive monitoring and control, it is our assumption that by choosing a specific peak frequency participants may not find an appropriate strategy that corresponds to an accumulative increase in FMθ power. Given that FMθ power may reflect several different temporal and topographic generators independently contributing to the FMθ power measured by EEG over the frontocentral cortex (Fz, FCz, Cz), we chose to provide feedback based on a broader theta range, as the cognitive control trained during meditation may reflect the cooperation of several different neural generators across the frontal cortex, each with potentially differing preferred spectral theta peaks. While a majority of neurofeedback studies encourage participants to engage in different types of strategies such as mental operations, emotions, imagination, memories, and thoughts of movements, and strategies that resemble a form of intentional mind-wandering, here we chose to provide a limited number of strategies that draw on the fundamental teachings of focused-attention meditation practice.



Inclusion of an Active Control Group

Throughout the history of neurofeedback research, one of the central points of criticism has been the omission of appropriate control groups (Gruzelier and Egner, 2005; Gevensleben et al., 2009). While many protocols control for practice and repetition effects through the use of passive control groups, additional effects may significantly influence the success of training such as expectancy and placebo effects, both of which have been linked to improvements in clinical drug study outcomes (e.g., Price et al., 2008). Another potentially mediating factor in neurofeedback studies may be the exposure to the visual feedback itself. Similar to previous findings on the effects of sham-neurofeedback, we also observed some trending but non-significant changes in the EEG in the sham group, however in the case of our experiment individuals also engaged in focused-attention meditation practices across the eight sessions. The results from this study underline the importance for adequately controlling not only for repetition-related but also for such non-specific effects.



Neuronal Consolidation

In general, two types of neuronal consolidation can be distinguished: synaptic vs. system consolidation. After the first hours of training, synaptic plasticity takes place including the formation of new connections and the restructuring of existing ones (Dudai, 2004). Since research investigating the differential effects of training lags is an important step for optimizing training protocols, the current protocol implemented mandatory 2–3 min breaks between each 5 min neurofeedback session. Additionally, participants we’re required to arrive for each neurofeedback session at the same time every day in order to assure that 24 h had passed between each day of training. To our knowledge, this is the first study to implement such a rigorously timed neurofeedback protocol in an effort to control for biases due to the varying daily physiological cycles. Sleep also significantly contributes to consolidation as during sleep a so-called “replay” of memory might take place (Huber et al., 2004). Spontaneous low-frequency neural oscillations, rhythmic spike bursts, and spike trains fired by thalamic and neocortical neurons that occur during heightened vigilance have previously been linked to the mechanisms underlying neuronal plasticity. These mechanisms are very similar to those that characterize slow-wave sleep, suggesting that slow-wave sleep may function to consolidate memory traces acquired during wakefulness in corticothalamic networks (Steriade and Timofeev, 2003). System wide consolidation refers to the slow reorganization of neural circuitry, most likely reflecting the stabilization of the newly formed memories (Frankland and Bontempi, 2005).

Research suggests that the MCC is strongly interconnected to cortical and subcortical areas and plays a critical role of information integration during goal directed behaviors (Lezak et al., 2004), executive functioning, and may facilitate the mechanisms for general action monitoring, through the entrainment of spatially distal functional networks via FMθ signals during cognitive control (Cavanagh et al., 2012; Cavanagh and Frank, 2014). Learning in the neocortex can be expressed by prediction errors that signal the need for network-wide adaptation, and are thought to enhance the future predictability and conserve cognitive resources (Dehaene et al., 1998; Friston, 2010). Increasing evidence would suggest that transient increases in FMθ reflect general surprise and detection of both endogenous and exogenous events (Brandmeyer, 2017) and may function to influence behavior through the enhanced sensory processing and the reallocation of attention (Mitchell et al., 2008). Thus, FMθ may function as a temporal template carrying higher information content signals such as gamma band activities via cross-frequency coupling. Given that long range neural inputs are likely to facilitate control over local inhibition and induce synchronous phase relationships (Buzsáki, 2004, 2010; Benchenane et al., 2011), a large variety of cognitive functions may be facilitated through the wide spread connections between the MFC and other brain areas (Fries, 2005; Phillips et al., 2014). Benchenane et al. (2011) propose that FMθ coherence may be due to an increase of dopamine modulated interneuron inhibition of pyramidal cells, after observing increased coherence in hippocampal-FMθ following the administration of dopamine in the prefrontal cortex of anesthetized rats.

Similar to the findings of Buzsáki (2004) in humans, Benchenane et al. (2011) found the activity in cell assemblies in the prefrontal cortex that emerged during increased FMθ coherence were replayed preferentially during subsequent sleep. Their interpretation was that coherence between the prefrontal cortex and hippocampus may lead to the synchronization of reward predicting activity in prefrontal networks, which are then tagged for later memory consolidation. MFC neurons differ from other cortical regions in terms of density, biophysical and anatomical properties and their specified theta band bursting properties combined with strong reciprocal excitatory (AMPA mediated) interconnections are thought to facilitate dopamine modulated short-term plasticity (Holroyd and Coles, 2002; Jocham and Ullsperger, 2009; Cohen, 2014). The neural mechanisms underlying such plastic changes in white matter involve the repeated activation of the specific neural pathways during learning in rats, primates and humans (Gibson et al., 2014; Wang and Young, 2014), and have also been evidenced by mental training methods such meditation (Tang and Posner, 2014). While recent findings now show that there are specific neuroanatomical criteria that can predict neurofeedback training success, it remains relatively unclear as whether these types of focal training protocols stimulate cerebral plasticity. FMθ modulation may be directly linked and dependent on the specific morphology of MCC neurons, features of white matter including increased bundle volumes, axonal density, or myelination which may help facilitate oscillatory FMθ interregional synchronization (Cohen, 2011).



Limitations of Study

Interactions between outside factors such as sleep and exercise may highly impact the effectiveness of cognitive training protocols. Factors such as exercise have been shown to stimulate the new growth of stem cells in the hippocampus, with research showing enhanced optimization of new cellular structures when simultaneously paired with cognitive training measures (Van Praag et al., 2002; Shors et al., 2012; Shors, 2014). Studies comparing the effectiveness of mindfulness protocols that were paired or not paired with an exercise regimen found that participants who participated in the exercise intervention had highly significant improvements in various cognitive measures as compared to subjects who just received the mindfulness training (Shors, 2014). The direct relationship between neural plasticity and sleep has also been shown to play a key role in cognitive training effectiveness. Research has shown network wide reactivations of the (same) neuronal assemblies during sleep that have been recently involved in new and challenging environmental circumstances. These activations are presumably linked to the re-processing of memory traces during sleep. Post-training sleep deprivation has been found to significantly impair subsequent performance on various tasks, both in animals and humans. Additional research has shown an increase in REM sleep following training in several experimental conditions, and that this increased REM effect goes away after a given task has been mastered (Poe et al., 2000; Roozendaal, 2000). In the current study, we did not assess the number of hours of sleep for each preceding night and are therefore unable to explore whether or not the training gain effects were in any way correlated with sleep duration or quality. Additionally, we did not evaluate the motivation of subjects in a quantitative manner by which subjects could be objectively compared. Future studies should incorporate more refined neurophenomenological measures that address these factors in the experimental design.



Neurofeedback as an Accompaniment to Meditation

One of the fundamental challenges that individuals experience when learning to meditate is the unceasing propensity of the mind to wander. Novice meditators may often find themselves discouraged after realizing that they had spent the majority of a meditation session unaware they had been mind-wandering or engaged in chronic thinking. This can be associated with strong emotional arousal during meditation practice, and may ultimately be detrimental to meditation practice and well-being (Delorme and Brandmeyer, 2019). Neurofeedback protocols that train the neural correlates associated with states of focused-attention (such as FMθ) may aid in the development of cognitive functions such as attention monitoring and metacognitive awareness of when the mind wanders, both of which are considered fundamental for meditation practice as well as for the broader regulation of attention. Interestingly, a large majority of neurofeedback protocols and meditation techniques aim to train attention and emotion regulation, for which cognitive engagement and attention monitoring are critical (Brandmeyer and Delorme, 2013). When an individual aims to improve their cognitive faculties so as to intentionally direct and actively sustain attention on an object of focus, they must develop an ability to incrementally adjust the amount of attention allocated to processing emotional stimuli by altering their judgments and expectations regarding emotional stimuli (Josipovic, 2010). Neurofeedback aided meditation may lessen the attention-grabbing power of mind wandering and spontaneous thought processes both during practice and in daily life, which may ultimately assist in deepening meditation practice. Attention and emotion regulation are central to both of these approaches, with the distinguishing elements being that meditation is self-regulated lacking any outside feedback, while neurofeedback is both machine aided and self-regulated, incorporating feedback elements that may serve to enhance or excel individual learning beyond that of self-guided meditation. Experimental designs that effectively assess refined first person accounts of neurofeedback protocols that experientially and directly correlate with changes in neural activity will greatly advance neurophenomenological approaches for studying and validating the neural correlates of meditative states and traits. Beyond meditation, self-regulated closed-loop neurofeedback paradigms will likely lead to the development of novel methodological approaches for the scientific investigation of embodied consciousness and the multidirectional interactions between the brain, body, and mind.



DATA AVAILABILITY STATEMENT

The datasets generated for this study are available at https://openneuro.org/datasets/ds001787 or by request. Please send inquiries to the corresponding author.



ETHICS STATEMENT

The studies involving human participants were reviewed and approved by the Comités de Protection des Personnes, CPP, CNRS Toulouse. The patients/participants provided their written informed consent to participate in this study.



AUTHOR CONTRIBUTIONS

Both authors contributed to the article and approved the submitted version.



FUNDING

This work was supported by the Grants from the ANR (Agence Nationale pour la Recherche) ANR-12-JSH2-0009, the BIAL foundation BIAL-08-162, and by a T32 award (T32 AT00399) at the UCSF Osher Center for Integrative Medicine from the National Center for Complementary and Integrative Health (NCCIH) of the National Institutes of Health. This work was initially presented in TB’s doctoral thesis entitled: Investigating the role of oscillations in endogenous and exogenous attentional states: novel methods in neurophenomenology and can be retrieved online at https://tel.archives-ouvertes.fr/tel-01772802/document.



ACKNOWLEDGMENTS

We wish to thank Dr. Nathalie Vayssiere, Dr. Stein Silva and Mathais Laborde at the Centre de National de Recherché Scientifique, Toulouse, France, for their contributions during the data collection.



SUPPLEMENTARY MATERIAL

The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fnhum.2020.00246/full#supplementary-material


FOOTNOTES

1
https://github.com/arnodelorme/neurofeedbacklab

REFERENCES

Aftanas, L. I., and Golocheikine, S. A. (2001). Human anterior and frontal midline theta and lower alpha reflect emotionally positive state and internalized attention: high-resolution EEG investigation of meditation. Neurosci Lett. 310, 57–60. doi: 10.1016/s0304-3940(01)02094-8

Anguera, J. A., Boccanfuso, J., Rintoul, J. L., Al-Hashimi, O., Faraji, F., Janowich, J., et al. (2013). Video game training enhances cognitive control in older adults. Nature 501, 97–101. doi: 10.1038/nature12486

Arns, M., de Ridder, S., Strehl, U., Breteler, M., and Coenen, A. (2009). Efficacy of Neurofeedback Treatment in ADHD: the effects on inattention, impulsivity and hyperactivity: a meta-analysis. Clin. EEG Neurosci. 40, 180–189. doi: 10.1177/155005940904000311

Arns, M., Heinrich, H., and Strehl, U. (2014). Evaluation of neurofeedback in ADHD: the long and winding road. Biol. Psychol. 95, 108–115. doi: 10.1016/j.biopsycho.2013.11.013

Basak, C., Voss, M. W., Erickson, K. I., Boot, W. R., and Kramer, A. F. (2011). Regional differences in brain volume predict the acquisition of skill in a complex real-time strategy videogame. Brain Cogn. 76, 407–414. doi: 10.1016/j.bandc.2011.03.017

Benchenane, K., Tiesinga, P. H., and Battaglia, F. P. (2011). Oscillations in the prefrontal cortex: a gateway to memory and attention. Curr. Opin. Neurobiol. 21, 475–485. doi: 10.1016/j.conb.2011.01.004

Bollimunta, A., Chen, Y., Schroeder, C. E., and Ding, M. (2009). “Characterizing oscillatory cortical networks with Granger causality,” in Coherent Behavior in Neuronal Networks eds J. Rubin, K. Josic, M. Matias, and R. Romo (New York, NY: Springer), 169–189.

Bollimunta, A., Mo, J., Schroeder, C. E., and Ding, M. (2011). Neuronal mechanisms and attentional modulation of corticothalamic α oscillations. J. Neurosci. 31, 4935–4943. doi: 10.1523/JNEUROSCI.5580-10.2011

Brainard, D. H. (1997). The psychophysics toolbox. Spatial Vision 10, 433–436.

Brandmeyer, T. (2017). Investigating the Role of Oscillations in Endogenous and Exogenous Attentional States : Novel Methods in Neurophenomenology. Phd thesis, Paul Sabatier University, Toulouse.

Brandmeyer, T., and Delorme, A. (2013). Meditation and neurofeedback. Front. Psychol. 4:688. doi: 10.3389/fpsyg.2013.00688

Brandmeyer, T., and Delorme, A. (2018). Reduced mind-wandering in experienced meditators and associated EEG correlates. Exp. Brain Res. 236, 2519–2528. doi: 10.1007/s00221-016-4811-5

Brandmeyer, T., Delorme, A., and Wahbeh, H. (2019). The neuroscience of meditation: classification, phenomenology, correlates, and mechanisms. Prog. Brain Res. 244, 1–29.

Brefczynski-Lewis, J. A., Lutz, A., Schaefer, H. S., Levinson, D. B., and Davidson, R. J. (2007). Neural correlates of attentional expertise in long-term meditation practitioners. Proc. Natl. Acad. Sci. U.S.A. 104, 11483–11488. doi: 10.1073/pnas.0606552104

Buzsáki, G. (2004). Large-scale recording of neuronal ensembles. Nat. Neurosci. 7, 446–451. doi: 10.1038/nn1233

Buzsáki, G. (2010). Neural syntax: cell assemblies, synapsembles, and readers. Neuron 68, 362–385. doi: 10.1016/j.neuron.2010.09.023

Cavanagh, J. F., Figueroa, C. M., Cohen, M. X., and Frank, M. J. (2012). Frontal theta reflects uncertainty and unexpectedness during exploration and exploitation. Cereb. Cortex 22, 2575–2586. doi: 10.1093/cercor/bhr332

Cavanagh, J. F., and Frank, M. J. (2014). Frontal theta as a mechanism for cognitive control. Trends Cogn. Sci. 18, 414–421. doi: 10.1016/j.tics.2014.04.012

Cavanagh, J. F., and Shackman, A. J. (2015). Frontal midline theta reflects anxiety and cognitive control: meta-analytic evidence. J. Physiol. Paris 109, 3–15. doi: 10.1016/j.jphysparis.2014.04.003

Cohen, M. X. (2011). Error-related medial frontal theta activity predicts cingulate-related structural connectivity. Neuroimage 55, 1373–1383. doi: 10.1016/j.neuroimage.2010.12.072

Cohen, M. X. (2014). A neural microcircuit for cognitive conflict detection and signaling. Trends Neurosci. 37, 480–490. doi: 10.1016/j.tins.2014.06.004

Cohen, M. X., and Cavanagh, J. F. (2011). Single-trial regression elucidates the role of prefrontal theta oscillations in response conflict. Front. Psychol. 2:30. doi: 10.3389/fpsyg.2011.00030

deBettencourt, M. T. D., Cohen, J. D., Lee, R. F., Norman, K. A., and Turk-Browne, N. B. (2015). Closed-loop training of attention with real-time brain imaging. Nat. Neurosci. 18, 470–475. doi: 10.1038/nn.3940

Dehaene, S., Kerszberg, M., and Changeux, J.-P. (1998). A neuronal model of a global workspace in effortful cognitive tasks. Proc. Natl. Acad. Sci. U.S.A. 95, 14529–14534. doi: 10.1073/pnas.95.24.14529

DeJong, H., Fox, E., and Stein, A. (2019). Does rumination mediate the relationship between attentional control and symptoms of depression? J. Behav. Ther. Exp. Psychiatry 63, 28–35.

Delorme, A., and Brandmeyer, T. (2019). When the meditating mind wanders. Curr. Opin. Psychol. 28, 133–137.

Delorme, A., and Makeig, S. (2004). EEGLAB: an open source toolbox for analysis of single-trial EEG dynamics including independent component analysis. J. Neurosci. Methods 134, 9–21. doi: 10.1016/j.jneumeth.2003.10.009

Delorme, A., Sejnowski, T., and Makeig, S. (2007). Enhanced detection of artifacts in EEG data using higher-order statistics and independent component analysis. Neuroimage 34, 1443–1449. doi: 10.1016/j.neuroimage.2006.11.004

Dudai, Y. (2004). The neurobiology of consolidations, or, how stable is the engram? Ann. Rev. Psychol. 55, 51–86. doi: 10.1146/annurev.psych.55.090902.142050

Ebbinghaus, H. (1964). Memory: A Contribution to Experimental Psychology. USA: Dover.

Egner, T., and Gruzelier, J. H. (2004). EEG Biofeedback of low beta band components: frequency-specific effects on variables of attention and event-related brain potentials. Clin. Neurophysiol. 115, 131–139. doi: 10.1016/S1388-2457(03)00353-5

Enriquez-Geppert, S., Huster, R. J., Figge, C., and Herrmann, C. S. (2014). Self-regulation of frontal-midline theta facilitates memory updating and mental set shifting. Front. Behav. Neurosci. 8:420. doi: 10.3389/fnbeh.2014.00420

Enriquez-Geppert, S., Huster, R. J., Scharfenort, R., Mokom, Z., Figge, C., Zimmermann, J., et al. (2013). The morphology of midcingulate cortex predicts frontal-midline theta neurofeedback success. Front. Hum. Neurosci. 7:453. doi: 10.3389/fnhum.2013.00453

Ericsson, K. A., Hoffman, R. R., Kozbelt, A., and Williams, A. M. (2018). The Cambridge Handbook of Expertise and Expert Performance. Cambridge: Cambridge University Press.

Evans, S., Ling, M., Hill, B., Rinehart, N., Austin, D., and Sciberras, E. (2018). Systematic review of meditation-based interventions for children with ADHD. Eur. Child Adolesc. Psychiatry 27, 9–27. doi: 10.1007/s00787-017-1008-9

Fox, K. C. R., Andrews-Hanna, J. R., Mills, C., Dixon, M. L., Markovic, J., Thompson, E., et al. (2018). Affective neuroscience of self-generated thought. Ann. N. Y. Acad. Sci. 1426, 25–51. doi: 10.1111/nyas.13740

Fox, K. C. R., Spreng, R. N., Ellamil, M., Andrews-Hanna, J. R., and Christoff, K. (2015). The wandering brain: meta-analysis of functional neuroimaging studies of mind-wandering and related spontaneous thought processes. Neuroimage 111, 611–621. doi: 10.1016/j.neuroimage.2015.02.039

Frankland, P. W., and Bontempi, B. (2005). The organization of recent and remote memories. Nat. Rev. Neurosci. 6, 119–130. doi: 10.1038/nrn1607

Fries, P. (2005). A mechanism for cognitive dynamics: neuronal communication through neuronal coherence. Trends Cogn. Sci. 9, 474–480. doi: 10.1016/j.tics.2005.08.011

Friese, U., Daume, J., Göschl, F., König, P., Wang, P., and Engel, A. K. (2016). Oscillatory brain activity during multisensory attention reflects activation, disinhibition, and cognitive control. Sci. Rep. 6:32775.

Friston, K. (2010). The free-energy principle: a unified brain theory? Nat. Rev. Neurosci. 11, 127–138. doi: 10.1038/nrn2787

Gajewski, P. D., Hanisch, E., Falkenstein, M., Thönes, S., and Wascher, E. (2018). What does the n-back task measure as we get older? Relations between working-memory measures and other cognitive functions across the lifespan. Front. Psychol. 9:2208. doi: 10.3389/fpsyg.2018.02208

Garrison, K. A., Zeffiro, T. A., Scheinost, D., Constable, R. T., and Brewer, J. A. (2015). Meditation leads to reduced default mode network activity beyond an active task. Cogn. Affect. Behav. Neurosci. 15, 712–720. doi: 10.3758/s13415-015-0358-3

Gevensleben, H., Holl, B., Albrecht, B., Vogel, C., Schlamp, D., Kratz, O., et al. (2009). Is neurofeedback an efficacious treatment for ADHD? A randomised controlled clinical trial. J. Child Psychol. Psychiatry 50, 780–789. doi: 10.1111/j.1469-7610.2008.02033.x

Gibson, E. M., Purger, D., Mount, C. W., Goldstein, A. K., Lin, G. L., Wood, L. S., et al. (2014). Neuronal Activity Promotes Oligodendrogenesis and Adaptive Myelination in the Mammalian Brain. Science 344:1252304. doi: 10.1126/science.1252304

Gruzelier, J., and Egner, T. (2005). Critical validation studies of neurofeedback. Child Adolesc. Psychiatr. Clin. 14, 83–104. doi: 10.1016/j.chc.2004.07.002

Gusnard, D. A., Raichle, M. E., and Raichle, M. E. (2001). Searching for a baseline: functional imaging and the resting human brain. Nat. Rev. Neurosci. 2, 685–694. doi: 10.1038/35094500

Haegens, S., Osipova, D., Oostenveld, R., and Jensen, O. (2010). Somatosensory working memory performance in humans depends on both engagement and disengagement of regions in a distributed network. Hum. Brain Mapp. 31, 26–35. doi: 10.1002/hbm.20842

Hanslmayr, S., Klimesch, W., Sauseng, P., Gruber, W., Doppelmayr, M., Freunberger, R., et al. (2005). Visual discrimination performance is related to decreased alpha amplitude but increased phase locking. Neurosci. Lett. 375, 64–68. doi: 10.1016/j.neulet.2004.10.092

Hasenkamp, W., and Barsalou, L. W. (2012). Effects of meditation experience on functional connectivity of distributed brain networks. Front. Hum. Neurosci. 6:38. doi: 10.3389/fnhum.2012.00038

Holroyd, C. B., and Coles, M. G. H. (2002). The neural basis of human error processing: reinforcement learning, dopamine, and the error-related negativity. Psychol. Rev. 109, 679–709. doi: 10.1037/0033-295X.109.4.679

Huber, R., Ghilardi, M. F., Massimini, M., and Tononi, G. (2004). Local sleep and learning. Nature 430, 78–81. doi: 10.1038/nature02663

Huster, R. J., Westerhausen, R., and Herrmann, C. S. (2011). Sex differences in cognitive control are associated with midcingulate and callosal morphology. Brain Struct. Funct. 215, 225–235. doi: 10.1007/s00429-010-0289-2

Huster, R. J., Wolters, C., Wollbrink, A., Schweiger, E., Wittling, W., Pantev, C., et al. (2009). Effects of anterior cingulate fissurization on cognitive control during stroop interference. Hum. Brain Mapp. 30, 1279–1289. doi: 10.1002/hbm.20594

Jocham, G., and Ullsperger, M. (2009). Neuropharmacology of performance monitoring. Neurosci. Biobehav. Rev. 33, 48–60. doi: 10.1016/j.neubiorev.2008.08.011

Josipovic, Z. (2010). Duality and nonduality in meditation research. Conscious. Cogn. 19, 1119–1121. doi: 10.1016/j.concog.2010.03.016

Kahana, M. J., Seelig, D., and Madsen, J. R. (2001). Theta returns. Curr. Opin. Neurobiol. 11, 739–744. doi: 10.1016/S0959-4388(01)00278-1

Kaiser, D. A., and Othmer, S. (2000). Effect of neurofeedback on variables of attention in a large multi-center trial. J. Neurother. 4, 5–15. doi: 10.1300/J184v04n01_02

Kamiya, J. (1968). Conscious control of brain waves. Psychol. Today 1, 56–60.

Kerr, C. E., Sacchet, M. D., Lazar, S. W., Moore, C. I., and Jones, S. R. (2013). Mindfulness starts with the body: somatosensory attention and top-down modulation of cortical alpha rhythms in mindfulness meditation. Front. Hum. Neurosci. 7:12. doi: 10.3389/fnhum.2013.00012

Kothe, C. A., and Makeig, S. (2013). BCILAB: a platform for brain-computer interface development. J. Neural Eng. 10:056014. doi: 10.1088/1741-2560/10/5/056014

Kucyi, A., Salomons, T. V., and Davis, K. D. (2013). Mind-wandering away from pain dynamically engages antinociceptive and default mode brain networks. Proc. Natl. Acad. Sci. U.S.A. 110, 18692–18697. doi: 10.1073/pnas.1312902110

Lazar, S. W., Kerr, C. E., Wasserman, R. H., Gray, J. R., Greve, D. N., Treadway, M. T., et al. (2005). Meditation experience is associated with increased cortical thickness. Neuroreport 16, 1893–1897.

Lezak, M. D., Howieson, D. B., Loring, D. W., and Fischer, J. S. (2004). Neuropsychological Assessment. Oxford: Oxford University Press.

Loui, P., Li, H. C., and Schlaug, G. (2011). White matter integrity in right hemisphere predicts pitch-related grammar learning. Neuroimage 55, 500–507. doi: 10.1016/j.neuroimage.2010.12.022

Marco-Pallares, J., Cucurell, D., Cunillera, T., García, R., Andrés-Pueyo, A., Münte, T. F., et al. (2008). Human oscillatory activity associated to reward processing in a gambling task. Neuropsychologia 46, 241–248. doi: 10.1016/j.neuropsychologia.2007.07.016

Mason, M. F., Norton, M. I., Horn, J. D. V., Wegner, D. M., Grafton, S. T., and Macrae, C. N. (2007). Wandering minds: the default network and stimulus-independent thought. Science 315, 393–395. doi: 10.1126/science.1131295

Mitchell, D. J., McNaughton, N., Flanagan, D., and Kirk, I. J. (2008). Frontal-midline theta from the perspective of hippocampal “theta.”. Progr. Neurobiol. 86, 156–185. doi: 10.1016/j.pneurobio.2008.09.005

Morecraft, R. J., and Tanji, J. (2009). Cingulofrontal interactions and the cingulate motor areas. Cingulate Neurobiol. Dis. 113–144.

Mullen, T., Kothe, C., Chi, Y. M., Ojeda, A., Kerth, T., Makeig, S., et al. (2013). “Real-time modeling and 3D visualization of source dynamics and connectivity using wearable EEG,” in Proceedings of the 2013 35th Annual International Conference of the IEEE Engineering in Medicine and Biology Society (EMBC), Osaka, 2184–2187. doi: 10.1109/EMBC.2013.6609968

Nan, W., Rodrigues, J. P., Ma, J., Qu, X., Wan, F., Mak, P.-I., et al. (2012). Individual alpha neurofeedback training effect on short term memory. Int. J. Psychophysiol. 86, 83–87. doi: 10.1016/j.ijpsycho.2012.07.182

Owen, A. M., Hampshire, A., Grahn, J. A., Stenton, R., Dajani, S., Burns, A. S., et al. (2010). Putting brain training to the test. Nature 465, 775–778. doi: 10.1038/nature09042

Pagnoni, G., and Cekic, M. (2007). Age effects on gray matter volume and attentional performance in Zen meditation. Neurobiol. Aging 28, 1623–1627. doi: 10.1016/j.neurobiolaging.2007.06.008

Peeters, F., Ronner, J., Bodar, L., van Os, J., and Lousberg, R. (2014). Validation of a neurofeedback paradigm: manipulating frontal EEG alpha-activity and its impact on mood. Int. J. Psychophysiol. 93, 116–120. doi: 10.1016/j.ijpsycho.2013.06.010

Phillips, J. M., Vinck, M., Everling, S., and Womelsdorf, T. (2014). A long-range fronto-parietal 5- to 10-Hz network predicts “top-down” controlled guidance in a task-switch paradigm. Cereb. Cortex 24, 1996–2008. doi: 10.1093/cercor/bht050

Poe, G. R., Nitz, D. A., McNaughton, B. L., and Barnes, C. A. (2000). Experience-dependent phase-reversal of hippocampal neuron firing during REM sleep. Brain Res. 855, 176–180. doi: 10.1016/S0006-8993(99)02310-0

Price, D. D., Finniss, D. G., and Benedetti, F. (2008). A comprehensive review of the placebo effect: recent advances and current thought. Annu. Rev. Psychol. 59, 565–590. doi: 10.1146/annurev.psych.59.113006.095941

Rabipour, S., and Raz, A. (2012). Training the brain: fact and fad in cognitive and behavioral remediation. Brain Cogn. 79, 159–179. doi: 10.1016/j.bandc.2012.02.006

Raichle, M. E. (2015). The Brain’s default mode network. Annu. Rev. Neurosci. 38, 433–447. doi: 10.1146/annurev-neuro-071013-014030

Roozendaal, B. (2000). Glucocorticoids and the regulation of memory consolidation. Psychoneuroendocrinology 25, 213–238. doi: 10.1016/S0306-4530(99)00058-X

Scheeringa, R., Bastiaansen, M. C. M., Petersson, K. M., Oostenveld, R., Norris, D. G., and Hagoort, P. (2008). Frontal theta EEG activity correlates negatively with the default mode network in resting state. Int. J. Psychophysiol. 67, 242–251. doi: 10.1016/j.ijpsycho.2007.05.017

Shackman, A. J., Salomons, T. V., Slagter, H. A., Fox, A. S., Winter, J. J., and Davidson, R. J. (2011). The integration of negative affect, pain and cognitive control in the cingulate cortex. Nat. Rev. Neurosci. 12, 154–167. doi: 10.1038/nrn2994

Shors, T. J. (2014). The adult brain makes new neurons, and effortful learning keeps them alive. Curr. Dir. Psychol. Sci. 23, 311–318. doi: 10.1177/0963721414540167

Shors, T. J., Anderson, M. L., Curlik Ii, D. M., and Nokia, M. S. (2012). Use it or lose it: how neurogenesis keeps the brain fit for learning. Behav. Brain Res. 227, 450–458. doi: 10.1016/j.bbr.2011.04.023

Sitaram, R., Ros, T., Stoeckel, L., Haller, S., Scharnowski, F., Lewis-Peacock, J., et al. (2017). Closed-loop brain training: the science of neurofeedback. Nat. Rev. Neurosci. 18, 86.

Staufenbiel, S. M., Brouwer, A.-M., Keizer, A. W., and van Wouwe, N. C. (2014). Effect of beta and gamma neurofeedback on memory and intelligence in the elderly. Biol. Psychol. 95, 74–85. doi: 10.1016/j.biopsycho.2013.05.020

Steriade, M., and Timofeev, I. (2003). Neuronal plasticity in thalamocortical networks during sleep and waking oscillations. Neuron 37, 563–576. doi: 10.1016/S0896-6273(03)00065-5

Swick, D., and Turken, U. (2002). Dissociation between conflict detection and error monitoring in the human anterior cingulate cortex. Proc. Nat. Acad. Sci. 99, 16354–16359. doi: 10.1073/pnas.252521499

Tang, Y.-Y., and Posner, M. I. (2014). Training brain networks and states. Trends Cogn. Sci. 18, 345–350. doi: 10.1016/j.tics.2014.04.002

van de Vijver, I., Ridderinkhof, K. R., and Cohen, M. X. (2011). Frontal oscillatory dynamics predict feedback learning and action adjustment. J. Cogn. Neurosci. 23, 4106–4121. doi: 10.1162/jocn_a_00110

Van Praag, H., Schinder, A. F., Christie, B. R., Toni, N., Palmer, T. D., and Gage, F. H. (2002). Functional neurogenesis in the adult hippocampus. Nature 415, 1030–1034. doi: 10.1038/4151030a

Vernon, D., Dempster, T., Bazanova, O., Rutterford, N., Pasqualini, M., and Andersen, S. (2009). Alpha neurofeedback training for performance enhancement: reviewing the methodology. J. Neurother. 13, 214–227.

von Stein, A., and Sarnthein, J. (2000). Different frequencies for different scales of cortical integration: from local gamma to long range alpha/theta synchronization. Int. J. Psychophysiol. 38, 301–313. doi: 10.1016/S0167-8760(00)00172-0

Wang, J.-R., and Hsieh, S. (2013). Neurofeedback training improves attention and working memory performance. Clin. Neurophysiol. 124, 2406–2420. doi: 10.1016/j.clinph.2013.05.020

Wang, S., and Young, K. M. (2014). White matter plasticity in adulthood. Neuroscience 276, 148–160. doi: 10.1016/j.neuroscience.2013.10.018

Wei, J., Ke, Y., Sun, C., An, X., Qi, H., Ming, D., et al. (2017). “The timing of theta phase synchronization accords with vigilant attention,” in Proceedings of the 2017 39th Annual International Conference of the IEEE Engineering in Medicine and Biology Society (EMBC) (Jeju Island: IEEE), 2442–2445.

Wong, A., Leahy, W., Marcus, N., and Sweller, J. (2012). Cognitive load theory, the transient information effect and e-learning. Learn. Instruct. 22, 449–457. doi: 10.1016/j.learninstruc.2012.05.004

Zoefel, B., Huster, R. J., and Herrmann, C. S. (2011). Neurofeedback training of the upper alpha frequency band in EEG improves cognitive performance. Neuroimage 54, 1427–1431. doi: 10.1016/j.neuroimage.2010.08.078

Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2020 Brandmeyer and Delorme. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.











	 
	ORIGINAL RESEARCH
published: 06 August 2020
doi: 10.3389/fpsyg.2020.01955





[image: image]

Higher Socioeconomic Status Predicts Less Risk of Depression in Adolescence: Serial Mediating Roles of Social Support and Optimism

Rong Zou1, Xia Xu1, Xiaobin Hong1 and Jiajin Yuan2*

1Hubei Key Laboratory of Sport Training and Monitoring, Department of Psychology, College of Health Science, Wuhan Sports University, Wuhan, China

2Institute of Brain and Psychological Science, Sichuan Normal University, Chengdu, China

Edited by:
Yi-Yuan Tang, Texas Tech University, United States

Reviewed by:
Patricia Bijttebier, KU Leuven, Belgium
Chuan-Peng Hu, Johannes Gutenberg University Mainz, Germany

*Correspondence: Jiajin Yuan, yuanjiajin168@126.com

Specialty section: This article was submitted to Cognition, a section of the journal Frontiers in Psychology

Received: 22 March 2020
Accepted: 15 July 2020
Published: 06 August 2020

Citation: Zou R, Xu X, Hong X and Yuan J (2020) Higher Socioeconomic Status Predicts Less Risk of Depression in Adolescence: Serial Mediating Roles of Social Support and Optimism. Front. Psychol. 11:1955. doi: 10.3389/fpsyg.2020.01955

Family socioeconomic status (SES) is known to have a powerful influence on adolescent depression. However, the mechanisms underlying this association are unclear. Here, we explore this issue by testing the potential mediating roles of social support (interpersonal resource) and optimism (intrapersonal resource), based on the predictions of the reserve capacity model (RCM). Participants were 652 adolescents [age range: 11–20 years old, Mage = 14.55 years, SD = 1.82; 338 boys (51.80%)] from two junior and two senior high schools in Wuhan, China. They completed questionnaires measuring family SES, perceived social support, optimism, and depression. Results showed, as predicted, (1) SES negatively predicted adolescent depression; (2) social support and optimism serially mediated the relations between SES and depression, consistent with the predictions by the RCM. Specifically, higher SES predicted greater social support and increased optimism, which in turn contributed to reduced depression. The implications of these data to the prevention and interventions of adolescent depression were discussed.
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INTRODUCTION

As a prevalent affective disorder, depression has become the leading cause of psychophysical diseases, disability, and suicide worldwide. There are more than 264 million people of all ages suffering from depression globally (GBD Disease Injury Incidence Prevalence Collaborators, 2018). Depression often begins in adolescence since rapid biological and psychological changes during this period increase the risk of onset in depression (Hankin, 2006; Malhi and Mann, 2018). Given the typically early age-of-onset, adolescent depression has been associated both concurrently and prospectively with poor physical health and adverse psychosocial functioning (Aalto-Setälä et al., 2002; Thapar et al., 2012).

Given the high prevalence and substantial burden of depression, considerable research has focused on the factors underlying depression. As one of the fundamental environmental factors affecting many aspects of individuals’ development (Bradley and Corwyn, 2002), behavioral evidence suggests that family socioeconomic status (SES) has a powerful influence on physical and mental health, such as depression (Piko et al., 2013; Zhou et al., 2018). Neurobiological studies also show that childhood family SES predicts differences in hippocampus and amygdala volumes (Noble et al., 2012). Smaller hippocampus and amygdala volumes are associated with depression (Mervaala et al., 2000; Rosso et al., 2005). Gallo and Matthews (2003) has developed the reserve capacity model (RCM) as a theoretical framework for understanding how reserved resources, including interpersonal and intrapersonal resources, contribute to socioeconomic effects on emotional distress and physical health. However, few studies to date have explored the underlying mechanisms of the association between SES and depression both from the aspects of interpersonal and intrapersonal resources in adolescents. Exploring this issue is essential for the development of effective interventions to reduce the risk of depression in adolescents, especially those from low-SES families (Wahlbeck, 2015). Therefore, this study aimed to investigate the association between SES and adolescent depression, and more importantly, the potential underlying mechanisms based on the RCM.


The Reserve Capacity Model

The RCM is a theoretical framework for understanding how reserve capacity mainly including interpersonal and intrapersonal resources contributes to SES-related health disparities (Gallo and Matthews, 2003). According to RCM, interpersonal resources refer to a generic protective influence associated with social functioning, emphasizing external psychosocial resources, including contact with others, network size, reciprocity in relationships, work support, and generalized social support perception (Gallo and Matthews, 2003). Meanwhile, intrapersonal resources refer to resilient intrapersonal characteristics, emphasizing internal psychosocial resources, such as self-efficacy, self-esteem, mastery, a sense of control, and optimism (Gallo and Matthews, 2003).

Studies have tested the mediating roles of reserve capacity in the associations between SES and emotional distress and physical health in adults (Gallo et al., 2005; Matthews et al., 2010). Individuals with low-SES are exposed to more daily hassles, major stressors and higher levels of chronic negative life events compared to their counterparts. These adversities may lead them not only to quick depletion of their reserves due to frequent needs to use, but also to limited opportunities to replenish and develop their resources (Gallo et al., 2005). Scarcity of resources may contribute directly to emotional distress and subsequently to health (Gallo and Matthews, 2003; Gallo et al., 2005).

However, the mediating roles of reserve capacity in the associations between SES and emotional distress and physical health were tested mainly in adults, rarely in adolescents (Gallo et al., 2005; Matthews et al., 2010). Moreover, reserve capacity has always been conceptualized as an aggregate “bank” of interpersonal and intrapersonal resources in previous studies (Gallo et al., 2005; Matthews et al., 2008). But it may be necessary and helpful to clarify the precise roles of the specific psychosocial assets in considering possible avenues for targeted intervention (Gallo, 2009). As social support represents the important part of interpersonal resources, and optimism that develops during late childhood and adolescence and thus has the potential to be intervened is closely related to adolescents’ positive adaptation (Zou et al., 2016) we chose social support and optimism to represent interpersonal and intrapersonal resources, respectively in this study, and aimed to investigate the association between SES and depression, and further to explore the precise roles of social support (interpersonal resource) and optimism (intrapersonal resource) in the SES-depression linkage among adolescents based on the RCM.



SES, Social Support, Optimism, and Depression


SES and Adolescent Depression

As Bradley and Corwyn (2002) noted, as an environmental factor, SES could influence individuals’ development widely, with effects beginning prior to birth and continuing into adulthood. Regarding depression, neurobiological studies (Mervaala et al., 2000; Rosso et al., 2005; Noble et al., 2012) and most of prior behavioral studies (Piko et al., 2013; Zhou et al., 2018) have offered substantial evidence for the negative association between SES and adolescent depression, although a few studies have shown no significant association between SES and depression (Miech et al., 1999; Twenge and Nolen-Hoeksema, 2002). According to the RCM, low-SES environment is associated with greater exposure to stresses and uncertainties, which in turn, contributes to more negative emotional experiences and even emotional distress (Gallo et al., 2005). High SES may imply decreased levels of stress that contribute to the occurrence of depression (Zimmerman and Katon, 2005). Therefore, both previous studies and the RCM suggest that there would be socioeconomic disparities in adolescent depression.



The Mediating Role of Social Support

Family Investment Model posits that high-SES families have more resources and thus will invest more in the development of their children than low-SES families (Conger and Donnellan, 2007). While adolescents from high-SES families are afforded an array of services, goods, parental actions, and social connections, adolescents from low-SES families lack access to those same resources and experiences. With living in a low-SES environment connected to stresses, uncertainties and low-social standing, adolescents with low-SES are more likely to have poor relationships with family members, friends, and teachers (Laosa, 1977; Gallo and Matthews, 1999) which in turn make them prone to perceive less social support from family members, friends and teachers. Previous studies have provided evidence for socioeconomic disparities in social support (Schafer and Vargas, 2016).

As the important part of interpersonal psychosocial resources and a critical protective factor for adolescent development, social support has shown to be associated with many positive outcomes, such as more optimism, higher self-esteem, and higher well-being in adolescence (Chu et al., 2010; Piko et al., 2013; Olsson et al., 2016). Regarding adolescent depression, research has reached a general consensus on the benefits of social support (Rueger et al., 2016). As Matthews et al. (2010) noted, psychosocial resources could play a critical mediating role in the association between SES and health. Several studies have provided evidence for the mediating role of social support in the association between SES and physical health (Matthews et al., 2008; Richter et al., 2012). Inspired by these findings, we hypothesized that social support may mediate the SES-depression linkage.



The Mediating Role of Optimism

Researchers have suggested that optimism is associated both with family SES (Boehm et al., 2015; Zou et al., 2018) and with depression (Hamilton et al., 2015). Individuals from low-SES families are exposed to more stressful, threatening and demanding environments. Coping with these strains reduces these individuals’ opportunities to develop positive expectations about the future (Boehm et al., 2015; Zou et al., 2018), which in turn may have effects on their emotional states. Studies have revealed that positive expectation about the future makes optimists elicit more positive and less negative emotions and take more adaptive strategies to solve problems, which let optimists have less possibilities to experience depressive emotions (Hamilton et al., 2015). Moreover, as one component of internal intrapersonal resources and assets (Cannella et al., 2007); Zou et al. (2018) have found that optimism mediates the relation between family SES and life satisfaction in Chinese adolescents. Therefore, we hypothesized that optimism may serve as a mediator in the SES-depression linkage.



The Serial Mediating Roles of Social Support and Optimism

Social support is also important to many developmental processes, such as the development of optimism (Piko et al., 2013; Rueger et al., 2016). The RCM proposes that individuals with more social support have more resources to confront stress, which helps them develop a sense of control and positive expectations about the future, that is, optimism (Gallo and Matthews, 2003). This account was later confirmed by empirical studies (Segerstrom, 2007; Rueger et al., 2016). Also, positive expectations for future in turn, interfere with the development of hopelessness and depressive symptoms in adolescents (Hamilton et al., 2015). Moreover, optimism mediates the relation between social support and well-being (Karademas, 2006; Piko et al., 2013). Some research also confirms that social support serves as a mediator in the relationship of SES to personality, such as optimism (Piko et al., 2013). These evidences suggest that social support and optimism may play a serial-mediation role in the SES-depression linkage.

However, one may propose another possibility with optimism as an antecedent of social support in the serial-mediation model, given the close links between social support and optimism. Although there is evidence suggesting reciprocal relations between optimism and social support (Carver and Scheier, 2014), these studies are cross-sectional and insufficient to clarify their directions. Yet one 10-year longitudinal study demonstrates a temporal relation that only social support validly predicts optimism, but not vice versa (Segerstrom, 2007). Furthermore, social support is an important kind of external interpersonal resources related to external social functioning while optimism represents the internal psychological resources. In this regard, the hypothesis of social support as an antecedent of optimism in the serial-mediation model follows the developmental process of how external factors “get under the skin” to exert effects on internal factors (Roberts et al., 2007). Hence, according to theoretical consideration and results of the longitudinal research, we hypothesized that low-SES facilitates depression through social support and then optimism, but not the opposite direction of serial mediation.



The Current Study

This study aimed to test the association between SES and adolescent depression, and further to investigate the mediating effects of social support and optimism on this association based on the RCM and evidence of the relations among SES, social support, optimism, and depression. The hypotheses were (Figure 1):


[image: image]

FIGURE 1. Visual representation of hypothetical model. Hypothesis 1 (H1) = total effect of socioeconomic status (SES) on depression (c); Hypothesis 2 (H2) = specific indirect effect through social support (a1b1); Hypothesis 3 (H3) = specific indirect effect through optimism (a2b2); Hypothesis 4 (H4) = serial mediating effect (a1db2).



H1:SES would be negatively associated with adolescent depression.

H2:Social support may play a mediating role in the SES-depression linkage.

H3:Optimism may play a mediating role in the SES-depression linkage.

H4:Social support and optimism may play a serial-mediation role in the SES-depression linkage.





MATERIALS AND METHODS


Participants

We chose two junior and two senior high schools from a list of all high schools in Wuhan, according to the schools’ locations with different socioeconomic development (Wuhan Municipal Bureau of Statistics, 2016). Then we used the method of random cluster sampling to choose classes from each grade of each chosen school. Of the 702 possible eligible students, 652 students attending from 7th to 12th grades completed questionnaires which were checked to be valid [response rate: 92.88%; age range: 11–20 years old, Mage = 14.55 years, SD = 1.82; 338 boys (51.80%)]; 50 students either responded to questionnaires carelessly (answers were regular or most answers including the answers of the reverse-wording items were the same) or did not complete any of the measures because they were absent. The sex ratio approximated to that of adolescents in Wuhan (Wuhan Municipal Bureau of Statistics, 2016). No participants reported any records of using psychiatric medication. Missing data, which were less than 1% of the entire data, were estimated with expectation maximization (EM) procedure in SPSS.



Measures


SES

Socioeconomic status is measured by the family affluence scale (FAS) that is well established with moderate internal consistency and good validity and widely used to measure SES among adolescents both in China and western countries (Currie et al., 2008; Liu et al., 2012). Compared to conventional indicators of family SES (e.g., educational level and occupational status of parents, family income), the FAS is much simpler and easier to answer even for young adolescents and therefore has higher completion rates (Liu et al., 2012). It includes the following four items indicating family affluence: Does your family own a car, van, or truck (0, 1, 2, or more); Do you have your own bedroom for yourself (no = 0, yes = 1); During the past 12 months, how many times did you travel away on holiday (vacation) with your family (0, 1, 2, 3, or more); How many computers does your family own (0, 1, 2, 3, or more). Scores on these four items were combined to produce a total score ranging from 0 (low affluence) to 9 (high affluence). The Cronbach’s α coefficient in this study was 0.56, which was in line with previous studies (Liu et al., 2012; Zou et al., 2016), and the McDonald’s omega was 0.64.



Social Support

Social support was measured by the Multidimensional Scale of Perceived Social Support (Zimet et al., 1988) that is widely used in Chinese adolescents with sufficient internal consistency and validity (Chen, 2019). It is a 12-item scale measuring perceived support from three domains: family (e.g., I get the emotional help and support I need from my family), friends (e.g., I can count on my friends when things go wrong), and significant others [e.g., There is a special person (teacher, classmate, or relative) with whom I can share joys and sorrows] on a 7-point scale, ranging from 1 = “strongly disagree” to 7 = “strongly agree,” with higher total scores implying more social support. The Cronbach’s α coefficient in this study was 0.92, and the McDonald’s omega was 0.92.



Optimism

Optimism was assessed by the Chinese version of the Life Orientation Test-Revised (CLOT-R; Liu and Chen, 2007). The CLOT-R has been extensively used among Chinese adolescents with good internal consistency and validity (Chen et al., 2016; Zou et al., 2018). It includes five positively worded items (e.g., When things are bad, I expect them to go better), five negatively worded items (e.g., I hardly ever expect things to go my way; reverse coded), and two filler items (e.g., It’s important for me to keep busy). Participants indicated their agreement on a 5-point scale ranging from 1 = “strongly disagree” to 5 = “strongly agree.” Total scores were built by summing up answers to the ten active items, with higher total scores representing higher optimism. The Cronbach’s α coefficient in this sample was 0.83, and the McDonald’s omega was 0.84.



Depression

Depression was measured by the Center for Epidemiologic Studies Depression Scale (Radloff, 1977) including 20 items. It is well validated in Chinese adolescents (Wang et al., 2013). Participants were asked how often they had been bothered by the following symptoms each item described over the last week on a 4-point scale, with higher total scores indicating more severe depressive symptoms. The Cronbach’s α coefficient in this study was 0.88, and the McDonald’s omega was 0.88.



Procedure

Our research plan, questionnaires and the appropriate consent letters to students and their parents were submitted to the university’s Ethical Committee for Scientific Research, then examined by specialists and finally approved by the Ethical Committee. After obtaining the approval, we visited the selected school principals, handed out copies of questionnaires and consent letters, and asked for their cooperation. Then classroom teachers sent electronic consent letters to parents about the purpose of the research, the importance of the adolescents’ involvement and the voluntary nature of participation by the online Family-School Communication System and asked for parents’ support and permission. Students took home the printed consent letters that had to be signed by the students’ guardians. Classroom teachers also distributed printed consent forms to students and asked for their participation. Students with parental consent who also assented to participate were allowed to take part in the survey. A packet of self-report questionnaires was administered to students in groups of 40–50 at a time in those selected classes. Trained graduate students of psychology explained the requirements of the questionnaires using standard instructions that also stressed the anonymity of students’ identities in the survey. The average time students spent to complete the survey was approximately 15 min.



RESULTS

The original contributions presented in the study are publicly available. The raw data can be found here: https://doi.org/10.6084/m9.figshare.12579197.v2 (Zou et al., 2020).


Common Method Bias Test

All data in this study were collected by the self-report method, which may lead to common method bias. So the Harman single factor test was carried out for all variables to test common method bias before data analyses (Zhou and Long, 2004). The results showed that the variance of the first factor was 27.06%, less than the critical value of 40%. Therefore, there was no serious common method bias in the data of this study.



Preliminary Analyses

Table 1 shows univariate and bivariate statistics for all variables in this sample. Consistent with previous research (Piko et al., 2013; Zhou et al., 2018), SES was negatively correlated with depression: Adolescents with higher SES experienced less depression. Also consistent with previous studies (Boehm et al., 2015; Schafer and Vargas, 2016) SES was positively correlated with social support and optimism. Moreover, social support and optimism were both negatively correlated with depression, and positively related to each other. All correlations were in the hypothesized directions. Additionally, although prior research suggested that adolescent depression was correlated with sex and age (Hankin et al., 2015) these correlational results did not emerge in our sample. Following the principles of selecting control variables (Bernerth and Aguinis, 2016) we further tested the mediation models without including age and sex as covariates.


TABLE 1. Univariate and bivariate statistics for study variables.

[image: Table 1]


Mediation Analyses

To test the multiple serial-mediation hypotheses, we used the SPSS macro PROCESS (Hayes, 2013) which has been used by lots of researchers (Tan et al., 2018). The Model 6 with 95% bias-corrected confidence intervals (CIs) based on 10,000 bootstrap samples was used to examine the indirect effects of SES on depression through social support and optimism. An effect is considered to be statistically significant at p = 0.05 if the 95% CI does not include zero. To reduce multicollinearity and yield standardized coefficients, all variables were z-score transformed prior to analysis.

Results (see Table 2) showed that SES significantly predicted social support (β = 0.16, p < 0.001) and optimism (β = 0.09, p < 0.05). Social support was significantly associated with optimism (β = 0.55, p < 0.001). Both Social support and optimism were significantly related to depression (β = −0.24, p < 0.001 for social support; β = −0.49, p < 0.001 for optimism).


TABLE 2. Regression results for the serial-mediation model.

[image: Table 2]Further analysis (see Table 3) showed that total effects of SES on depression were significant (effect = −0.16, 95% CI [−0.23, −0.09]), indicating socioeconomic inequalities in depression. Meanwhile, the total indirect effects were significant (effect = 0.13, 95% CI [−0.18, −0.07]), which implied that social support and optimism mediated the SES-depression linkage. However, the direct effect of SES on depression did not emerge after controlling the impacts of social support and optimism (effect = −0.03, 95% CI [−0.10, 0.03]), which indicated that as a distal factor, the effect of SES on adolescent depression was fully mediated by proximal factors (i.e., social support and optimism; Figure 2).


TABLE 3. Effects of SES on depression.
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FIGURE 2. Serial-mediation model showing effects of socioeconomic status (SES), social support, and optimism on depression. Standardized coefficients were presented. The dotted line denotes insignificant direct effect from SES to depression. *p < 0.05, ***p < 0.001.


As predicted, all the three hypothetical mediating pathways were supported (see Table 3). Social support and optimism independently and jointly mediated the SES-depression linkage, effect = −0.04, 95% CI [−0.07, −0.02] for social support; effect = −0.04, 95% CI [−0.08, −0.01] for optimism; effect = −0.04, 95% CI [−0.07, −0.02] for social support and then optimism (i.e., serial multiple mediation).



DISCUSSION

This study tested the relationship between SES and depression and further explored the possible pathways underlying this association in terms of both interpersonal and intrapersonal resources among Chinese adolescents. Understanding these socioeconomic inequalities in adolescent depression and the underlying psychological mechanisms is essential for effective interventions to reduce the risk of adolescent depression. Our results showed a significantly negative association between SES and adolescent depression, with the association being mediated both independently and accumulatively (i.e., serial mediation) by social support and optimism. The strengths of this study can be summarized by three points. (1) Integrating previous studies that only examined the role of either social support or optimism in the relationship between SES and depression, we simultaneously took into account SES (objective environment), social support (interpersonal context), optimism (intrapersonal resource), and depression (mental health) to offer a comprehensive picture of the SES-depression linkage. The serial-mediation model we found offers new insights into our understanding about how objective environments “get under the skin” to exert effects on interpersonal contexts and then intrapersonal resources, and how intrapersonal resources “get outside the skin” to have effects on mental health (Roberts et al., 2007). (2) We clarify the precise roles of the specific psychosocial assets that have always been conceptualized as an aggregate “bank” of resources in previous studies, which is necessary and valuable in considering possible avenues for targeted intervention (Gallo, 2009). (3) Considering the close relationship between depression and physical health, these findings also provide one possible path and explanation for the robust association between SES and physical health both from perspectives of reserved resources and negative emotions.

This study revealed several meaningful findings. First, as hypothesized, SES was negatively associated with adolescent depression. It is consistent with previous studies implying that adolescents with lower SES have greater risk of depression relative to their counterparts (Piko et al., 2013; Zhou et al., 2018). Although a few studies indicated no significant association between SES and depression (Miech et al., 1999; Twenge and Nolen-Hoeksema, 2002), the majority of evidence suggests that socioeconomically disadvantaged adolescents are more likely to develop depression. Our results lend further evidence for those low-SES environments are predictive for adolescent depression.

Second, consistent with the RCM and our hypotheses, social support and optimism independently mediated the SES-depression linkage. According to the RCM, low-SES connecting to stresses and uncertainties depletes reserves, which in turn exerts effects on emotional distress or even depression (Gallo and Matthews, 2003). Our results showed that SES could predict social support and optimism, and that both social support and optimism were predictive of adolescent depression. Moreover, our data supported that SES was associated with depression indirectly via social support and optimism, respectively. These findings suggest that SES seems to operate largely through both interpersonal and intrapersonal resources to affect depression.

Finally, as hypothesized, the serial-mediation model with social support as an antecedent of optimism was found. The result that social support was an antecedent factor is consistent with previous studies indicating that the growth of social support may give people a more positive view of their future and increase optimism (Karademas, 2006; Segerstrom, 2007). Specifically, the serial-mediation findings show that SES is indirectly associated with adolescent depression through social support and then optimism. Consistent with the RCM, low-SES denotes reduced social support during development, which in turn contributes to low levels of optimism during interpretation of environmental stressors, consequently correlating with enhanced risk of depression. Additionally, while we simultaneously took into account SES (objective environment), social support (interpersonal context), optimism (intrapersonal resource), and depression (mental health) to offer a comprehensive picture of the SES-depression linkage, the serial-mediation model offers new insights into our understanding about how objective environments “get under the skin” to exert effects on interpersonal contexts and then intrapersonal resources, and how psychological resources “get outside the skin” to exert effects on mental health (Roberts et al., 2007).

Just from statistical point of view, another serial-mediation model with optimism as an antecedent of social support can be supported (see Supplementary Figure S1). However, combining the theoretical consideration about the logical relationship between external and internal factors (Roberts et al., 2007) with results of the longitudinal research that only social support validly predicts optimism, but not vice versa (Segerstrom, 2007) it is more reasonable to follow the hypothesized serial-mediation model where low-SES facilitates depression through social support and then optimism. Nevertheless, as Fried (2020) proposed, the fact that the current data was not able to distinguish these two models statistically also reminds us that we need stronger theories that provide more precise predictions.

This study helps us better understand the significant role of SES in adolescent depression and the underlying mediating mechanisms of this association. It also provides evidence for the RCM. Moreover, while adverse effects of low-SES on adolescents’ mental health have proven an intractable problem worldwide thus far, our study provides important practical implications to this issue. Despite the best efforts of policy makers to provide low-SES families with material resources and skills necessary to ameliorate adverse social and environmental conditions, these assistances are inadequate at preventing a significant translation of socioeconomic inequalities into health inequalities (Zimmerman and Katon, 2005). As stress may also mediate the effects of SES on depression (Patel et al., 2018) considering the important roles of social support and optimism in the SES-depression linkage, intervention programs should focus on promoting adolescents’ social support and the development of their optimism, together with efforts to reduce hassles and source of chronic stress for adolescents, may help make a difference in improving the mental health of adolescents confronting disadvantageous circumstances in early life.


Limitations

First, using a cross-sectional design in this exploratory study prohibited conclusion on temporal relations between these variables. Although the current study is based on the RCM and many previous studies, future research is needed using a longitudinal approach to further validate the direction from social support to optimism, and draw a better picture of how SES correlates adolescent depression over time. The second limitation is that the data are simply based on adolescents’ self-reports and the findings are prone to mono-method bias. Multiple-source measurements should be used in further studies. Finally, we must acknowledge that as stress may account for much of the difference in developmental outcomes between low-SES and high-SES individuals (Bradley and Corwyn, 2002; Gallo and Matthews, 2003) it would have been more logical and rigorous to also include in the model a measure of stress that we ignored in this study. Further studies should incorporate stress into the model to specify multiple mediating mechanisms linking SES and adolescents’ depression.



Conclusion

The current study observed that SES negatively predicted adolescent depression by the serial mediation of social support (interpersonal resource) and optimism (intrapersonal resource), consistent with the predictions by the RCM. Specifically, higher SES predicted greater social support and increased optimism, which in turn contributed to reduced depression. These data contribute to our understanding of how family SES operates through psychosocial processes and consequently contribute to the incidence of adolescent depression. Along with other research in the area, these findings provide empirical evidence for the development of adolescent depression, and also suggest possible avenues for prevention and intervention efforts.
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Meditation practices are often used to cultivate interoception or internally-oriented attention to bodily sensations, which may improve health via cognitive and emotional regulation of bodily signals. However, it remains unclear how meditation impacts internal attention (IA) states due to lack of measurement tools that can objectively assess mental states during meditation practice itself, and produce time estimates of internal focus at individual or group levels. To address these measurement gaps, we tested the feasibility of applying multi-voxel pattern analysis (MVPA) to single-subject fMRI data to: (1) learn and recognize internal attentional states relevant for meditation during a directed IA task; and (2) decode or estimate the presence of those IA states during an independent meditation session. Within a mixed sample of experienced meditators and novice controls (N = 16), we first used MVPA to develop single-subject brain classifiers for five modes of attention during an IA task in which subjects were specifically instructed to engage in one of five states [i.e., meditation-related states: breath attention, mind wandering (MW), and self-referential processing, and control states: attention to feet and sounds]. Using standard cross-validation procedures, MVPA classifiers were trained in five of six IA blocks for each subject, and predictive accuracy was tested on the independent sixth block (iterated until all volumes were tested, N = 2,160). Across participants, all five IA states were significantly recognized well above chance (>41% vs. 20% chance). At the individual level, IA states were recognized in most participants (87.5%), suggesting that recognition of IA neural patterns may be generalizable for most participants, particularly experienced meditators. Next, for those who showed accurate IA neural patterns, the originally trained classifiers were applied to a separate meditation run (10-min) to make an inference about the percentage time engaged in each IA state (breath attention, MW, or self-referential processing). Preliminary group-level analyses demonstrated that during meditation practice, participants spent more time attending to breath compared to MW or self-referential processing. This paradigm established the feasibility of using MVPA classifiers to objectively assess mental states during meditation at the participant level, which holds promise for improved measurement of internal attention states cultivated by meditation.

Keywords: meditation, interoception, attention, mind wandering, self-referential processing, multivoxel pattern analysis


INTRODUCTION

Mind-body practices such as meditation are increasingly practiced by the public to improve health (Clarke et al., 2018), and train qualities of attention such as sustained focus, nonjudgment, and compassion to both internal and external stimuli (Kabat-Zinn, 2013; Gunaratana, 2010; Lutz et al., 2015). Through practicing these attentional qualities to internal bodily sensations such as the breath, meditation practices may strengthen interoception (awareness of internal bodily sensations; Farb et al., 2015; Khalsa et al., 2017), cognitive processes (including sustained attention, cognitive monitoring, and meta-awareness; Lutz et al., 2008; Dahl et al., 2015; Tang et al., 2015), and emotion regulation (less judgment and more equanimity with internal experiences; Chambers et al., 2009; Desbordes et al., 2015). With practice, these skills may lead to better monitoring and regulation of physical, emotional, and social processes, contributing to improved health decision-making and behaviors (Farb et al., 2015; Khalsa et al., 2017). However, interoceptive processes trained through meditation cannot be directly observed during practice because they are internal and fluctuate among various states of attention or inattention to the body (Van Dam et al., 2018). While previous studies assess neural activation during meditation to identify networks present at the aggregate level, currently no measure uses neural data to objectively assess whether attention is indeed focused on the body or not during meditation practice itself.

In other modalities of mental training, such as working memory training with external visual stimuli, the trained skills can be directly observed and measured in real-time with quantifiable metrics such as working memory performance (Klingberg, 2010). Also, subsequent transfer effects to other cognitive skills can be assessed (that are related but not directly trained), such as improvements in working memory in another sensory modality or inhibition (Klingberg, 2010). Thus, relationships between skills gained directly from training can be associated with transfer effects. Currently, interventions that train internally-oriented attention (such as meditation and yoga) have been studied mostly through transfer effects (i.e., downstream effects on external attention, emotion regulation, or well-being; Van Dam et al., 2018), largely because we lack measures that can objectively assess the focus of internal attention (IA) during the practice itself. The field, therefore, does not currently have a parallel measure to working memory performance, or metric of interoceptive focus or stability, that is both objective and unobtrusive to practice and could provide interoception metrics such as proportion time attending (or not) to the breath during meditation practice. With these metrics, we could more precisely understand how cultivating qualities of internal attention transfers to other psychological processes and more global states such as mental and physical health.

A measure that could directly assess the meditative process would be able to track various mental states as they fluctuate through time. For example, in a core practice of focused attention to the breath, attention is focused on sensations of the breath, until distracted by other internal or external stimuli, and then nonjudgmentally returned to the breath. Even in this simple practice, distinct mental states may occur and dynamically fluctuate over time: the object of attention (breath or distractions), level of meta-awareness (awareness of the object of attention), as well as attitudinal qualities such as nonjudgment, kindness, and curiosity (Hasenkamp et al., 2012; Lutz et al., 2015). Previous studies have mapped out neural networks associated with components of this process using fMRI, identifying greater activation in networks involved in interoception (Farb et al., 2013; Fox et al., 2016) and executive functioning (Brefczynski-Lewis et al., 2007; Fox et al., 2016), and decreased activation of the Default Mode Network (Brewer et al., 2011; Fox et al., 2016), which is engaged during mind-wandering and self-referential processing (Andrews-Hanna et al., 2014; Christoff et al., 2016). Although both states activate the Default Network, work by Christoff et al. (2016) conceptualizes mind wandering (MW) as distinct from self-referential processing, where MW can be characterized as movement from one mental state to another, which can include states of self-referential processing (such as engaging in self-related thinking about one’s life), creative thinking, or dreaming.

The traditional univariate fMRI analysis focuses on mean regional changes in brain activity and therefore usually requires the collapsing of data across many time points to improve signal estimation. The downside of this approach, particularly for the study of meditation, is that such data averaging obscures the fluctuating nature of distinct mental states, such as interoception, MW, and self-referential processing. These measurement issues can be addressed by instead applying multivariate multi-voxel pattern analysis (MVPA; Norman et al., 2006; Haxby, 2012), which uses pattern recognition technology to: (i) distinguish and recognize neural patterns associated with external or internal attention; and (ii) then apply these learned brain patterns to decode or estimate the presence of various mental states in a separate task. In this way, MVPA uses objective brain data to “read the mind” during tasks where the mental states are otherwise inaccessible (Norman et al., 2006; Haxby, 2012). For example, MVPA of fMRI data has been used to reliably differentiate the attentional status of two items held in working memory across an 8-s memory delay (Lewis-Peacock and Postle, 2012). On a trial-by-trial basis, these discrete neural measurements of internal attention have been linked to the precision of behavioral responses on short-term recognition tests (Emrich et al., 2013) and recognition confidence in tests of long-term memory (Lewis-Peacock and Norman, 2014).

In this proof-of-principle study, we aimed to produce quantifiable metrics of interoceptive attention by integrating MVPA methodology to study internal attention states relevant for meditation. We developed the EMBODY framework (Evaluating Multivariate Maps of Body Awareness), where MVPA is applied to neural data to: (i) learn and recognize internal attention (IA) states important for breath-focused meditation; and (ii) decode or estimate the presence of those IA states during an independent meditation period. We focused on three common IA states present during meditation—one state representing interoception (attention to breath) and two common distractor states from interoception (mind-wandering and self-referential processing). These decoded IA states could then be used to estimate the percentage time engaged in attention or inattention to the breath, providing an objective brain-derived metric of interoceptive focus during meditation.



MATERIALS AND METHODS


General Framework and Approach

We tested the feasibility of the EMBODY framework within 16 participants in three steps, where MVPA is applied to fMRI data to learn and decode mental states during meditation, producing novel individual-level metrics of internal attention during meditation (Figure 1). In Step 1, at a participant-specific level, we first tested whether IA brain patterns (breath, MW, self-referential processing) could be reliably learned and distinguished above chance levels by MVPA classifiers. In a directed Internal Attention task, participants were specifically instructed to engage in one of five states (i.e., meditation-related states: breath attention, MW, and self-referential processing, and control states: attention to feet and sounds; Figure 2A), and MVPA was applied to develop single-subject brain classifiers for five modes of attention. Using standard cross-validation procedures, MVPA classifiers were trained in five of six IA blocks for each subject, and predictive accuracy was tested on the independent sixth block (iterated until all block volumes were tested, N = 2,160).
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FIGURE 1. EMBODY Framework: Evaluating Multivariate Maps of Body Awareness to measure internal attention (IA) states during meditation. Step 1. Brain pattern classifier training. Machine learning algorithms are trained in fMRI neural patterns associated with internal mental states in the IA task. IA is directed via auditory instructions to pay attention with eyes closed to the breath, mind wandering (MW) self-referential processing (Self), and control conditions of attention to the feet and ambient sounds (see Figure 2). Individualized brain patterns for each participant are learned using n-1 cross-validation with six blocks of the IA task (volume N = 2,160). Step 2. Meditation period classification. Neural patterns are collected during a 10-min meditation period (in this case, focused attention to the breath; administered in the middle of six IA blocks), and are decoded by multi-voxel pattern analysis (MVPA) using the unique brain patterns learned in Step 1. Meditation is decoded second-by-second into mental states of attention to breath (B), MW, or self-referential processing (S), producing an estimate of distinct and fluctuating mental states during meditation. Step 3. Quantification of internal attention during meditation. From the temporal read-out of meditative mental states in Step 2, attention metrics during meditation can be quantified and estimated including percentage time spent in each mental state, the number of times engaged in each mental state (“events”), and mean duration spent in each mental state.
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FIGURE 2. EMBODY Step 1: classifier training of internal mental states. (A) Internal Attention (IA) task. With eyes closed, participants were directed via 2-s auditory instructions to pay attention to five internal mental states for brief periods (16–50 s). The IA task-directed attention to three mental states relevant for breath meditation [Breath, mind wandering (MW), and Self], and two control mental states [attention to the Feet (another area of the body) and ambient MRI Sounds (consistent external distractor)]. The example auditory instructions are displayed in quotes. MW was induced by instructing participants to stop paying attention and let their minds attend to whatever they wanted. Conditions were randomized over six IA blocks in four orders, with 72 s of data collected from each condition in each block (total 432 s/condition). For the last half of IA task trials, subjective ratings of attention were collected after each trial (except MW) using a button box (1 = less, 4 = more). (B) From the IA task, the prediction accuracy of the classifier for identifying internal states of attending to the Breath, MW, and Self, and control conditions of attending to the Feet and Sounds. Beeswarm plots present each data point, the median (bold black line), and ±25th percentile range (gray lines) of the mean prediction accuracy for all data in each condition (n = 432) across all subjects. Statistical significance was determined by a one-sample two-sided t-test against theoretical chance-level for classification of five categories (20%, denoted by a dashed line). ***t(15) = 4.65, p < 0.001, ****ts15 > 5.67, ps < 0.0001. (C) Mean z-scores representing the within-subject correlation between trial-level classifier training accuracy and subjective ratings of attention (administered during the last half of IA task trials) for all conditions (except MW) and breath trials only. Error bars indicate standard error of the mean. *p < 0.05.



Notably, MVPA is often applied using a within-subjects approach, with more data collected from each person so that MVPA classifiers can learn and decode brain patterns that are participant-specific (Norman et al., 2006; Haxby, 2012). Similar to what is commonly done in the visual sciences, this approach concentrates experimental power and high-powered tests of effects at the individual level (Smith and Little, 2018), and the generalizability of the findings can be assessed by examining the proportion of the subjects in which MVPA is reliable. To maximize this within-subjects approach, we collected more data within each participant (2,160 brain patterns for classifier training and testing, 432/condition). We tested this framework in eight meditators and eight controls (an adequate N for within-subjects MVPA studies; Norman et al., 2006) and included individuals from both groups because: (a) meditators are more likely to produce distinct brain patterns from consistent practice in directing and sustaining internal attention; and (b) novices are the population most studied in clinical intervention studies. To further test whether MVPA classifier accuracy of internal attention was a neural marker of better attention, we associated accuracy with within-subject subjective ratings of attention.

By first establishing that MVPA classifiers could reliably distinguish and identify internal attention brain states in Step 1, we could then apply these learned brain patterns in Step 2 to objectively decode or classify the continuous focus of attention using neural data from a separate 10-min meditation period (600 novel brain patterns). This is a common application of MVPA, where classifiers learn neural patterns from distinct categories in one task (and classifier accuracy is validated using within-task cross-validation), which are then used to estimate information in a separate task (across-task decoding where classifier training from the first task is used to inform classifier decisions in the second task; Norman et al., 2006), and the EMBODY framework extends this approach into decoding IA states during meditation. In Step 3, we used these classified IA states to make an inference about attention states during meditation, including percentage time engaged in breath-focus, MW, or self-referential processing. This thus served our main measurement goal of estimating the interoceptive focus or stability on the breath during meditation practice for each individual. Finally, to assess construct validity and inform future research, we preliminarily characterized the meditation metrics at the group level and tested whether participants attended longer to breathe vs. other mental states during meditation.



Participants

Participants were medically and psychiatrically healthy adults age 25–65, non-smokers, and MRI-compatible. Meditators were recruited from Bay Area meditation centers through flyers, online postings, and word of mouth. They reported consistent meditation practice in the past 5 years (≥90 min/week, ≥14 days of silent retreat practice, at least half of practice on breath and bodily sensations). Control participants were recruited through flyers and online postings, and had not engaged in regular meditation or other mind-body practices (>20 min at least twice weekly), and were age (within 5 years) and gender-matched to meditators.

Participants included eight meditators [one female, one non-binary person, six male, mean age = 38.4 (range 28–61), race/ethnicity: six White, two multiracial] and eight novice control participants matched in gender and age [mean age = 38.3 (range 25–63), race/ethnicity: six White, one Asian, one Latinx/Hispanic; see Supplementary Table S1 in Supplementary Information [SI] for full demographics]. The average lifetime meditation practice in meditators was 3,495 h (range 509–6,590; Supplementary Table S2). Two additional novices were excluded for the inability to align images due to excessive movement and incorrect gender-matching to a meditator.



Procedure

Eligibility was assessed by an online questionnaire and phone interview. Participants were consented, trained in MRI task procedures, and then completed a 2-h MRI protocol. They were paid $65 for participation and ≤$20 for travel. All participants provided written informed consent approved by the Institutional Review Board of the University of California, San Francisco. The study was registered at www.clinicaltrials.gov, identifier NCT03344081.



fMRI Paradigm


Overall Framework

The EMBODY Framework used (MVPA; Norman et al., 2006) with fMRI data to decode the focus of internal attention during meditation in three steps: (1) participant-specific brain patterns were trained for internal attention states relevant for breath meditation (N = 2,160); (2) brain patterns learned from Step 1 were applied to a 10-min period of breath meditation to estimate the focus of internal attention for each data point (600 s); and (3) metrics of attention during meditation were computed from the decoded brain states (Figure 1).



Step 1 Data: Internal Attention (IA) Task

fMRI data from the IA task were used to train a machine learning classifier to learn neural patterns associated with five internal mental states. To create training data that closely resembled brain activity during meditation, participants’ eyes remained closed, and the only stimulus change was their internal focus of attention. Neural patterns associated with breath, MW, and self-referential processing was chosen to be most relevant for decoding the meditation period, which modeled the intended interoceptive focus of meditation (breath) and two common distractors from interoception (mind-wandering and self-referential processing). Neural patterns associated with attention to feet (interoception to another body area) and awareness of ambient sounds (consistent MRI sounds) were chosen as control conditions to improve the classification specificity of the desired brain states. Mind-wandering and self-referential processing were treated as distinct mental states based on the Christoff et al.’s (2016) conceptualization of MW as movement from one mental state to another, and self-referential processing as a common mental state MW can shift towards. Also, self-referential processing is an important mental state to isolate because of contemplative theories that emphasize the benefits of becoming aware of and de-identifying with self-related thought (Dahl et al., 2015). Classifier specificity of attention to the breath is improved by including attention to feet (another area of the body), and classifier specificity of all internal conditions is improved by including a common external distractor—ambient sounds in the MRI scanner.

Participants received randomized 2-s auditory instructions to pay attention to: (1) sensations of the breath (Breath); (2) sensations of the feet (Feet); (3) to stop paying attention and let their minds go wherever they would like (mind wandering or MW); (4) self-referential processing regarding the past, present, and future (Self); and (5) ambient sounds (Sounds; Figure 2A). For breath-focus, attention was maintained where they felt the breath most strongly (e.g., nose, throat, chest). For self-referential processing, participants generated five events from the past week and five events that would occur in the next week during the training session. They were also instructed to engage in self-referential processing regarding the present moment (“Think about right now”), and think about their experience during the experiment. Instructions were also presented visually, which participants could briefly view as a reminder (no participants reported using this strategy). Six blocks were administered from one of four randomized stimulus order sets.

Each of six blocks contained 20 s of baseline (black screen) at the beginning and the end and consisted of 13 trials/block. These consisted of three trials each for Breath, Feet, and Sound conditions (ranged from 16–32 s), and two trials each for MW and Self conditions (ranged from 22–50 s). Trial durations for attending to breath, feet, and sounds were shorter in length (16–32 s; three trials/block each) to increase the likelihood that participants could maintain stable attention and produce a consistent neural signal. Every even-numbered trial length was randomized and administered twice/condition across the experiment. Trial durations for MW and Self were made longer (22–50 s; two trials/block each) to allow more time for these states to occur (as longer scan times as in resting-state studies are used to induce MW and self-referential processing; Andrews-Hanna et al., 2014). Trial lengths covered most of the duration range across the experiment. This protocol resulted in a balanced design of 72 s/condition within each block and yielded 432 patterns/condition and 2,160 total training brain patterns over the entire experiment. In the last three IA blocks, participants subjectively rated how well they paid attention after each trial using a button box (How well did you pay attention? 1 = less attention, 4 = more attention), and were encouraged to use the full range of responses.



Step 2 Data: Meditation Period

Participants engaged in 10 min of breath-focused meditation in two blocks, administered between the six IA blocks. The meditation period was split into two blocks (4 and 6 min) to help control participants stay engaged in the task. Participants were instructed to pay attention to sensations of the breath, and if their minds wandered, to return attention to the breath. For each block, they received a 6-s instruction at the beginning, and a 2-s reminder to pay attention 60 s before the end. After the meditation period, participants verbally rated the percentage time they paid attention to the breath and thoughts for each block.


Data Acquisition

Experiments were run using E-Prime (Psychology Software Tools). Neuroimaging data were acquired with a 3T MRI scanner (Siemens Prisma) using a 64-channel head coil. A high-resolution 1 × 1 × 1 mm MPRAGE T1 anatomical scan was acquired for offline spatial registration. Functional images were acquired using a multiband gradient-echo EPI sequence (2.4 × 2.4 × 2.4 mm, TE/TR = 30.2 ms/1 s, FOV = 220 mm, 92 × 92 matrix, 56 slices, multiband acceleration = 4, TR = 1.0 s; Auerbach et al., 2013) that covered most of the brain.



EMBODY fMRI Data Analyses: Machine Learning


fMRI Preprocessing

Data were preprocessed in AFNI (Cox, 1996) and were slice time corrected, aligned and motion-corrected to the first volume of the first EPI scan, and linearly de-trended in native space, respectively using 3dTshift, 3dAllineate, 3dvolreg, 3dDetrend. See Supplementary Information (SI) p. 2–3 and Supplementary Table S3 for control analyses using head motion and respiration data.



Step 1 Machine Learning: Distinguishing Neural Patterns of Internal Attention (Within-task Cross-validation)

Pattern classification analyses were conducted using MVPA (Norman et al., 2006; Princeton MVPA Toolbox1), in conjunction with in-house software using Matlab (MathWorks) and Python (for post-processing of meditation period classifications in Steps 2–3). Using whole-brain preprocessed fMRI signal in native space, a pattern classifier was trained separately for each participant for trial periods from each condition (Breath, MW, Self, Feet, and Sounds; TR = 1.0 s, 432 s/condition) using penalized logistic regression with L2 regularization and a penalty parameter of 0.01 (which prevents over-fitting by punishing large weights during classifier training; Duda et al., 2000). Condition labels were shifted in time by 6 s to account for hemodynamic lag. A binary logistic regression (1 vs. the others) was run for each of the five conditions, resulting in continuous classifier evidence values (0–1) for each condition at each time point in the experiment. The condition that was assigned the highest evidence value yielded the categorical decision from the classifier (see Supplementary Information (SI) p. 4 and Supplementary Table S4 for alternate analyses of classifier evidence and decisions). We evaluated classification accuracy by performing k-fold cross-validation analysis, training on five blocks of data (fMRI task runs), and testing on the novel sixth block. The training blocks were then rotated, and a new block of data was tested until all six blocks of data had been classified (2,160 decisions).

Classification accuracy for each condition was computed for each participant (the percentage out of 432 accurate decisions output by the machine learning classifier). Group-level accuracy for each condition was tested with a one-sample t-test vs. 20% (theoretical chance level for five conditions), and the effect size was estimated with Cohen’s d. Individual-level accuracy was tested with a Chi-square test determining whether the number of accurate vs. inaccurate decisions in each condition were significantly above chance distribution (87 vs. 345). Individuals that showed above-chance accuracy in 2/3 categories for Breath, MW, and Self conditions were used for subsequent analyses including decoding meditation states (all eight meditators and 6/8 controls).



IA Ratings and Classifier Accuracy

Attention ratings were collected in the last three blocks, which included 33/39 trials. The remaining six MW trials were excluded because participants were instructed to not pay attention, so no rating was administered. To estimate the correlation of classifier accuracy and ratings within each subject, Pearson’s correlation was computed between trial-level classifier accuracy and subjective ratings of attention. To test the strength of correlations across the group, each individual r-value was transformed using a Fisher r-to-Z transform, and the group mean Z-score was tested vs. 0 using a one-sample t-test. Because this task was designed to measure breath attention, we also examined accuracy-rating correlations specifically in Breath trials (N = 9).



Individualized Brain Pattern Importance Maps

Classifier importance maps were computed for each participant using classifier weight information which identifies which voxels were most important in distinguishing neural patterns of Breath, MW, and Self (McDuff et al., 2009). To identify voxels that distinguished between conditions that were not due to differences in head motion, the analyses were conducted with fMRI data where motion variables were covaried out. We identified voxels with “positive importance” (both the weight and z-scored average activation value are positive) and voxels with “negative importance” (both the weight and z-scored average activation value are negative). Note that this approach identifies voxels which aid classifier distinction between mental states, and does not test for differences in an average activity like standard univariate analyses (Haxby, 2012). For display purposes, each individual’s importance maps were non-linearly warped to the MNI152 2 mm template using FSL (FNIRT; Smith et al., 2004), smoothed with an 8 mm Gaussian kernel, converted to z-scores (across voxels), and thresholded at ±2 SD to identify the most important voxels for each condition. To characterize whether importance voxels were present within cortical and subcortical regions at the individual level, we created general masks from the 2-mm Harvard-Oxford cortical and subcortical atlases from FSL (0% gray matter thresholding to be as inclusive as possible). All regions from each atlas were included in the general masks, except for Cerebral Cortex and Cerebral White Matter regions from the subcortical atlas (which included large cortical regions). The percentage of importance voxels found within the cortical and subcortical masks were computed for each subject and summarized at the group level with mean and SD.



Step 2 Machine Learning: Decoding the Internal Focus of Attention During Breath Meditation (Across-task Decoding)

Individualized brain patterns learned from Step 1 were applied to the 10-min meditation period to decode the internal focus of attention. The meditation period consisted of a completely independent dataset, and these classifiers were not influenced in any way by the previous Step 1 cross-validation analyses. The classifier was trained with all five mental states from the IA task (2,160 total brain patterns) and decoded with the three states that were most relevant for breath-focused meditation: Breath, MW, and Self. For each data point during meditation (N = 600, excluding instruction periods), the classifier output a categorical decision of whether the internal focus was on the Breath, MW, or Self (as well as continuous evidence values for each mental state). This produced a continuous estimate of mental states during meditation over time.

To ignore spurious measurements of brain states that may fluctuate from one-time point to the next, we focused our analyses on relatively stable periods. We defined a “mental event” as the classification of three or more consecutive time points for a given category. To facilitate this, we smoothed the data such that a single incongruous decision between two events of the same type (e.g., MW event–Self-decision–MW event) were relabeled according to the category of the surrounding events (e.g., Self => MW; average data points smoothed = 1.3%, SD = 0.41). Events were then quantified as three or more consecutive decisions of the same category, excluding any data that did not meet these criteria (average data excluded = 15.7%, SD = 4.82). See Supplementary Information (SI) p. 4 and Supplementary Table S4 for additional analyses with no smoothing function and varying mental event lengths (2 and 4 s).



Step 3: Quantify Internal Attention Metrics During Meditation

From the mental state classifications from Step 2, novel metrics of internal attention during meditation were computed for each participant. For each mental state, percentage time engaged, the number of events, mean duration of events, and variability (SD) of event duration was computed. Data were preliminarily analyzed at the group level by testing for differences in metrics between conditions (Breath, MW, Self) with a one-way ANOVA. To test our main hypotheses that breath-focused meditation would result in differences between Breath vs. other mental states, significant results were followed up with planned pair-wise t-tests of Breath vs. MW and Breath vs. Self. Data were analyzed in SPSS (v. 24), figures were created with R, and brain maps were displayed using AFNI or FSLview.







RESULTS


Step 1: Distinguishing Neural Patterns of Internal Attention

The first aim of the EMBODY framework was to test whether MVPA applied to within-subject fMRI data could recognize individualized neural patterns associated with internal attention states important for breath meditation (Figure 2A). Across all participants, each attentional state yielded a distinct neural signature (all classification accuracies >41% vs. 20% chance for five categories, ps < 0.001; Figure 2B). Furthermore, each attentional state was distinguished at more than twice chance levels, including the brain patterns most relevant for breath meditation (breath = 50.5%, MW = 41.2%, self-referential processing = 49.0%; ts(15) > 4.65, ps < 0.001, Cohen’s ds > 1.16) and the control conditions (feet = 43.2%, sounds = 43.7%, ts(15) > 5.67, ps < 0.0001, Cohen’s ds > 1.41; Figure 2B; see Supplementary Table S5 for the classifier confusion matrix).

The breath meditation-relevant brain patterns were reliably classified in 14/16 or 87.5% participants (at least 2/3 ps < 0.001 for breath, MW, and self-referential processing; Supplementary Table S6). This included all eight meditators and 6 of 8 novices, all of whom were used in subsequent analyses. Within-subject correlations of trial-level classification accuracy and subjective ratings of internal attention (across all conditions except MW) showed a positive association overall across the group (mean Z = 0.16, one-sample t(13) = 2.35, p = 0.035; Figure 2C). Because the task was designed to specifically measure breath attention during meditation, we also examined associations between accuracy and ratings in breath-trials only and found a higher mean correlation (mean Z = 0.41, t(13) = 2.96, p = 0.011; Figure 2C).



Distributed Brain Patterns Contributing to Accurate IA Classification

Classifier importance maps identified the voxels most important in distinguishing between the attentional states (McDuff et al., 2009), which were distributed throughout the brain and unique for each participant (Figure 3A). The majority of voxels that contributed to accurate classification were distributed throughout cortical regions [Breath mean = 93.6% (6.2), MW mean = 92.9% (5.5), Self mean = 93.7% (5.6)], with fewer located in subcortical areas [Breath mean = 1.4% (1.6), MW mean = 1.4% (1.4), Self mean = 0.72% (1.1)]. For the initial characterization of the distribution of voxels that supported classification, a frequency map was computed representing the sum of individual importance maps (Figure 3B). This indicated that no brain region was important for all 14 participants in any mental state (maximum frequency ≤10; Figure 3B, Supplementary Figures S2A,B), and frequency histograms showed that most voxels were important for only 1–3 participants (Supplementary Figures S2C–E).


[image: image]

FIGURE 3. Classifier importance maps representing voxels that accurately distinguish internal mental states. (A) Subject-level importance maps showing individualized brain patterns representing voxels that are important for distinguishing neural signatures of attention to the Breath, MW, and Self (X = 0). For each task condition, importance values were computed by multiplying each voxel’s classifier weight for predicting the condition and the average activation during the condition (McDuff et al., 2009). The maps were thresholded at ±2 SD and displayed on the MNI152 template to identify the most important voxels for each participant. Orange importance voxel indicates positive z-scored average activation values, and blue importance voxels indicate negative z-scored average activation values. (B) To initially characterize the distribution of voxels that supported accurate classification, group importance frequency maps indicate the number of participants for which the voxel accurately distinguished each mental state. All important voxels were summed, irrespective of average positive or negative z-scored activation. Frequency maps were also computed that independently summed positive (Supplementary Figure S2A) and negative (Supplementary Figure S2B) z-scored activation voxels, as well as histograms of frequency counts (Supplementary Figures S2C–E). Note that the maximum frequency for any importance map was 10/14.





Step 2: Decoding the Focus of Attention During Breath Meditation

Individualized brain patterns for each participant were used to decode the focus of attention during 10 min of breath meditation, producing a continuous estimate of internal attention states of attending to the breath, MW, or self-referential processing (Figures 4A–D). Classifier decisions at each time point were based on the class with the highest classifier evidence values (Supplementary Figure S2). From these data, “mental events” were defined whenever there were three or more consecutive time points that were classified as belonging to the same mental state (Figure 4B). See Supplementary Information (SI) p. 4 and Supplementary Table S4 for additional analyses with alternate data reduction of classifier evidence, decisions, and mental event length.
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FIGURE 4. EMBODY Step 2: decoding the internal focus of attention during breath-focused meditation using individualized brain patterns. Based on each participant’s unique brain signatures for Breath, MW, and Self, classifier decisions were made for each time point of fMRI data (TR = 1 s), producing a continuous estimate of attention states during a 10-min breath meditation. The middle of the meditation period is displayed for two meditators (A,B) and their matched controls (C,D). Mental events were quantified as three or more consecutive decisions from the same mental state (B) and were used to compute metrics of attention during meditation in Step 3. See “Materials and Methods” section and Supplementary Information (SI) p. 4 and Supplementary Table S4 for details and alternate data reduction of classifier evidence and decisions.





Step 3: Quantifying Metrics of Internal Attention During Breath Meditation

Based on MVPA classification of mental states during meditation from Step 2, we computed metrics of attention during meditation for each participant, including percentage time spent engaged in each mental state, the number of mental events (or discrete periods engaged in each mental state), the duration of each mental event, and the variance of the durations (SD).



Attention Profiles During Breath-Focused Meditation

Although the main goal of this study was to test the feasibility of using MVPA to estimate IA states during meditation at the individual level, we preliminarily characterized attention profiles at the group-averaged level (Figure 5; Supplementary Table S7). For breath-focused meditation, we hypothesized that participants would direct their attention more to the breath than engaging in MW or self-referential processing. Therefore, compared to the other mental states, participants should show greater: (1) percentage time attending to the breath; (2) the number of breath mental events; (3) mean duration of attention to the breath; and (4) variance in duration on the breath (greater inter-trial variability due to longer durations). Attention metrics differed in the percentage time engaged in each mental state (F(2,12) = 8.93, p = 0.001), the mean duration of mental events (F(2,12) = 6.47, p = 0.005), and the mean-variance of event durations (F(2,12) = 4.20, p = 0.026). Consistent with our hypotheses, we found that during meditation, participants spent more time paying attention to their breath compared to MW or self-referential processing (ts(13) > 3.18, ps < 0.007). These results remained consistent even with alternate data reduction of classifier decisions, evidence, and event length during the meditation period [see Supplementary Information (SI) p. 4 and Supplementary Table S4 for full details].
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FIGURE 5. EMBODY Step 3: quantification and mental state profiles of internal attention during meditation. Based on the estimate of mental states and event specification from Step 2, metrics of attention during breath meditation were quantified for each mental state and initially characterized at the group level: percentage time spent in each mental state (Breath, MW, or Self), the number of events, mean duration of events (s), and variability (standard deviation or SD) of the duration of events. Overall, participants spent more time attending to the breath vs. MW or self-referential processing. Beeswarm plots present each data point, the median (bold black line), and ±25th percentile range (gray lines). See Supplementary Table S7 for full metric statistics. *paired t(13) = 2.46, p = 0.029, after one-way ANOVA F(2,12) = 4.20, p = 0.026. **paired ts(13) ≥ 3.18, ps ≤ 0.007, after one-way ANOVA Fs(2,12) ≥ 6.47, ps ≤ 0.005.



On average, the 10-min meditation periods contained 56.4 mental events of at least 6-s (SD = 11.26). Although the mean number of events across mental states did not differ significantly (p = 0.31), when participants attended to the breath, the mean duration of those events [10.9 s (3.5)] was longer than for mind-wandering events [8.1 s (1.6), t(13) = 3.28, p = 0.006] and marginally longer than self-referential processing events [9.0 s (2.6), t(13) = 1.94, p = 0.07]. Similarly, the variability of event durations tended to be greater for attention to the breath compared to both MW (t(13) = 1.92, p = 0.08) and self-referential processing (t(13) = 2.46, p = 0.029). See Supplementary Table S7 for full statistics (including p. 6 for a distraction from breath and mental state fluctuations). See Supplementary Information (SI) p. 6–8 for preliminary correlations between attention metrics and between-subject variables [self-reported attention during meditation, lifetime meditation practice (Supplementary Figure S3) and trait interoception and mindfulness].




DISCUSSION

This proof-of-principle study tested the feasibility of the EMBODY framework, where MVPA pattern classifiers were applied to neural data to learn and decode internal attention states during meditation, producing novel estimates of interoceptive focus during meditation. We demonstrated that fMRI pattern classifiers could indeed distinguish between five states of internal attention using participant-specific brain patterns. This analysis was successful in all but two participants (87.5%; including all eight experienced meditators and 6/8 novice controls), demonstrating that MVPA recognition of directed IA states has high generalizability, particularly for experienced meditators. Further, within-subject classification accuracy was positively correlated with subjective ratings of internal attention, suggesting that the EMBODY framework can reliably assess neural patterns representing internal attention. These neural patterns were then used to continuously decode the presence of breath attention, MW, and self-referential processing during an independent 10-min period of breath-focused meditation. By making these invisible internal processes visible and quantifiable, we were able to compute novel profiles of attention during meditation, including the percentage of time engaged in breath attention, MW, or self-referential processing (as well as the number of mental events, mean duration, and variance). Preliminarily, across all participants with distinguishable brain patterns, attention profiles indicated they engaged more with the breath vs. other states (greater percentage of time attending to the breath and greater mean duration of breath events). This objective measure provides initial evidence that participants were able to implement the meditative goal of sustaining attention to the breath. Together, these findings support the feasibility of employing the EMBODY framework to utilize participant-specific neural data to estimate interoceptive focus to the breath and other mental states during meditation.

To establish reliable neural patterns to decode meditation states, we first tested whether directed internal attention states could indeed be recognized by MVPA in the IA task. Interestingly, even with no changes in the external visual environment, by simply directing the internal focus of attention to five types of internal stimuli (interoceptive sensations of the breath and feet, engaging in MW or self-referential processing, and listening to ambient sounds), this produced reliable and distinct neural patterns for most participants. Further, the initial construct validity of the IA task was supported through evidence that within-subject neural classification accuracy (which indicates reliability and distinctiveness) was positively correlated with subjective attention ratings, particularly for breath trials. This may suggest that more consistent IA neural patterns may contribute to a better subjective sense of IA; however, this relationship should be tested further with more trials in a larger sample size. This approach worked in all experienced meditators and most novice controls, suggesting that the task may be applied in both cross-sectional and longitudinal study designs. However, the IA task needs further validation in larger samples, and should be improved to increase classifier performance (optimizing trial conditions and durations, using feature selection with functional networks, testing different classification algorithms, integrating psychophysiological and behavioral data), and use real-time neurofeedback to aid interoceptive focus (Sitaram et al., 2017). These early results motivate this future work and support the feasibility of using MVPA to distinguish between different internal attention states using a participant-specific approach.

Notably, the important voxels that contributed to accurate classification for each mental state were distributed across many areas of the brain and tended to be unique for each participant, which lends support to using individualized MVPA approaches to measure IA states. The majority of these important voxels were located in cortical rather than subcortical regions. Further research with more subjects can begin to characterize which networks in the cortex may be most contributing to accurate classification, including interoception, executive functioning, and DMN networks. Similar to previous research (Kerr et al., 2011), these results demonstrated that neural signals may differentiate interoception to distinct areas of the body (breath vs. feet), which could potentially track attention during body scan practices. These findings also showed that the brain patterns for MW, or the “movement” from one mental state to another (Christoff et al., 2016), were distinct from self-referential processing, which demonstrated that the wandering nature of attention could be disentangled from the contents of what the mind wanders to. The neural pattern for mind-wandering may also contain a conglomeration of mental states, some of which may be MW or mental movement, and other potential states such as creative thinking (Christoff et al., 2016) or attention to other internal or external stimuli that were not included in the IA task. Further research may include more mental states to accurately identify and classify MW.

By establishing that MVPA could recognize distinct IA states, we could then apply these classifiers to estimate the presence of IA states using neural patterns during a separate meditation period. We demonstrated the feasibility of using neural patterns to estimate mental states during meditation, producing a temporal read-out of mental states that could be used to estimate the percentage time engaged in interoceptive focus. To our knowledge, this study provided the first objective measure that enabled continuous estimation of mental states that did not impact the meditative process by requiring subjective or motor responses (Levinson et al., 2014). However, MVPA decisions of meditative mental states should be further validated with participant subjective and behavioral responses of what mental states are present during meditation (Hasenkamp et al., 2012) and associations with other measures of interoception and mindfulness in larger samples. Although the focus of the current approach was on within-subject analyses, we preliminarily assessed differences in attention profiles across participants and found that participants spent more time attending to the breath vs. MW or self-referential processing during meditation (even with alternate analyses of classifier evidence and decisions), likely due to the longer duration on the breath when attention was directed there. This early result suggests that attention may be reliably directed towards a focused internal stimulus such as the breath; however, this should be replicated in studies with larger sample sizes, and meditative attention profiles should be compared to other states such as resting state. Although in these initial results, attention to the breath was greater compared to the other mental states individually, if these non-breath mental states are combined, their total time is greater than attention to the breath. To clarify how attention to the breath is modulated by meditation, it would be important to establish baseline attention levels during a resting state scan and examine how all three mental states change from baseline to meditation (particularly in experienced meditators vs. controls).

Further, future research may investigate alternate ways to analyze the meditation period using classifier evidence, which can represent mental states as simultaneously occurring that wax and wane at different rates (compared to classifier decisions that represent single states that categorically shift over time). With larger samples, researchers can investigate whether more nuanced metrics using classifier evidence may be meaningfully related to other measures of interoception, mindfulness, and clinical outcomes. Additionally, given the high cost and limited temporal resolution of fMRI-based measures, the framework should be extended using alternative neuroimaging methods such as electroencephalography and magnetoencephalography (Zhigalov et al., 2019).

Overall, the initial EMBODY framework shows promising ability to distinguish unique brain patterns of internal attention, which can then be used to estimate mental states during meditation, particularly interoceptive focus to the breath. These new metrics may aid the measurement of internal focus during meditation practice, which could elucidate how cultivating qualities of internal attention may transfer to cognitive and emotion regulation. Given that meditation trains multifaceted qualities of attention, the framework may be adapted to measure other aspects of attention (e.g., meta-awareness, nonjudgment) and meditation practices (e.g., open monitoring, compassion). By developing measures to precisely assess the attentional qualities cultivated by meditation, we will gain the measurement power needed to rigorously test the attentional and emotional mechanisms through which meditation may improve health and well-being. Finally, the EMBODY framework highlights that each individual’s brain signatures and meditation practice are unique, which we hope will aid researchers and clinicians in designing interventions that will maximally benefit individuals in targeted and specific ways.



DATA AVAILABILITY STATEMENT

Code for the EMBODY Task, MVPA analysis, and post-processing are available at https://github.com/HelenWengPhD/embodystudy. MRI data are available from participants who consented to share raw brain data (links at Github page).



ETHICS STATEMENT

The studies involving human participants were reviewed and approved by Institutional Review Board of the University of California, San Francisco. The patients/participants provided their written informed consent to participate in this study.



AUTHOR CONTRIBUTIONS

HW, JL-P, FH, and NF conceptualized the study. All authors contributed to the data analytic strategy and interpretation. HW, SS, and VG contributed to data collection, processing, and analysis. HW, JL-P, SS, and VG developed unpublished data analysis tools. HW wrote the manuscript, with contributions from JL-P and NF and comments from all other authors.



FUNDING

This work was supported by the US National Institutes of Health grant numbers K08 AT009385 (HW), T32 AT006956 (FH and S. Adler), K24 AT007827 (FH), R01 EY028746 (JL-P), R01 AG049424 and R21 AG041071 (DZ and AG), the UCSF Mt. Zion Health Fund Pilot in Integrative Medicine Research (HW), and Osher Center for Integrative Medicine (OCIM) Jaswa Fund for Meditation Research and Bowes Foundation Research Fund (HW). This manuscript has been released as a pre-print at bioRxiv (Weng et al., 2018).



ACKNOWLEDGMENTS

We thank Lara Stables, Chad Smiddy, Elizabeth Pierce, Peter Wais, Ryan Lopilato, and Sierra Niblett (UCSF Neuroscape) for MRI consultation and sequences, study management, and data collection; Patricia Moran and Stephanie Lee (UCSF OCIM) for study management, screening, and data collection; Mark Estefanos for aid in software development; and Tiffany Ho and Regina Lapate for consultation regarding study design, data analysis, and interpretation.



FOOTNOTES

1^https://github.com/PrincetonUniversity/princeton-mvpa-toolbox



SUPPLEMENTARY MATERIAL

The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fnhum.2020.00336/full#supplementary-material.



REFERENCES

Andrews-Hanna, J. R., Smallwood, J., and Spreng, R. N. (2014). The default network and self-generated thought: component processes, dynamic control and clinical relevance. Ann. N Y Acad. Sci. 1316, 29–52. doi: 10.1111/nyas.12360

Auerbach, E. J., Xu, J., Yacoub, E., Moeller, S., and Uğurbil, K. (2013). Multiband accelerated spin-echo echo planar imaging with reduced peak RF power using time-shifted RF pulses. Magn. Reson. Med. 69, 1261–1267. doi: 10.1002/mrm.24719

Brefczynski-Lewis, J. A., Lutz, A., Schaefer, H. S., Levinson, D. B., and Davidson, R. J. (2007). Neural correlates of attentional expertise in long-term meditation practitioners. Proc. Natl. Acad. Sci. U S A 104, 11483–11488. doi: 10.1073/pnas.0606552104

Brewer, J. A., Worhunsky, P. D., Gray, J. R., Tang, Y.-Y., Weber, J., and Kober, H. (2011). Meditation experience is associated with differences in default mode network activity and connectivity. Proc. Natl. Acad. Sci. U S A 108, 20254–20259. doi: 10.1073/pnas.1112029108

Chambers, R., Gullone, E., and Allen, N. B. (2009). Mindful emotion regulation: an integrative review. Clin. Psychol. Rev. 29, 560–572. doi: 10.1016/j.cpr.2009.06.005

Christoff, K., Irving, Z. C., Fox, K. C. R., Spreng, R. N., and Andrews-Hanna, J. R. (2016). Mind-wandering as spontaneous thought: a dynamic framework. Nat. Rev. Neurosci. 17, 718–731. doi: 10.1038/nrn.2016.113


Clarke, T. C., Barnes, P. M., Black, L. I., Stussman, B. J., and Nahin, R. L. (2018). Use of yoga, meditation and chiropractors among U.S. adults aged 18 and over. NCHS Data Brief 325, 1–8.


Cox, R. W. (1996). AFNI: software for analysis and visualization of functional magnetic resonance neuroimages. Comput Biomed. Res. 29, 162–173. doi: 10.1006/cbmr.1996.0014

Dahl, C. J., Lutz, A., and Davidson, R. J. (2015). Reconstructing and deconstructing the self: cognitive mechanisms in meditation practice. Trends Cogn. Sci. 19, 515–523. doi: 10.1016/j.tics.2015.07.001

Desbordes, G., Gard, T., Hoge, E. A., Hölzel, B. K., Kerr, C., Lazar, S. W., et al. (2015). Moving beyond mindfulness: defining equanimity as an outcome measure in meditation and contemplative research. Mindfulness 6, 356–372. doi: 10.1007/s12671-013-0269-8


Duda, R. O., Hart, P. E., and Stork, D. G. (2000). Pattern Classification. 2nd Edn. New York, NY: Wiley-Interscience.


Emrich, S. M., Riggall, A. C., LaRocque, J. J., and Postle, B. R. (2013). Distributed patterns of activity in sensory cortex reflect the precision of multiple items maintained in visual short-term memory. J. Neurosci. 33, 6516–6523. doi: 10.1523/JNEUROSCI.1772-13.2013

Farb, N., Daubenmier, J., Price, C. J., Gard, T., Kerr, C., Dunn, B. D., et al. (2015). Interoception, contemplative practice and health. Front. Psychol. 6:763. doi: 10.3389/fpsyg.2015.00763

Farb, N. A. S., Segal, Z. V., and Anderson, A. K. (2013). Mindfulness meditation training alters cortical representations of interoceptive attention. Soc. Cogn. Affect. Neurosci. 8, 15–26. doi: 10.1093/scan/nss066

Fox, K. C. R., Dixon, M. L., Nijeboer, S., Girn, M., Floman, J. L., Lifshitz, M., et al. (2016). Functional neuroanatomy of meditation: a review and meta-analysis of 78 functional neuroimaging investigations. Neurosci. Biobehav. Rev. 65, 208–228. doi: 10.1016/j.neubiorev.2016.03.021


Gunaratana, H. (2010). Mindfulness in Plain English. Available online at: ReadHowYouWant.com. Accessed July 24, 2018.


Hasenkamp, W., Wilson-Mendenhall, C. D., Duncan, E., and Barsalou, L. W. (2012). Mind wandering and attention during focused meditation: a fine-grained temporal analysis of fluctuating cognitive states. NeuroImage 59, 750–760. doi: 10.1016/j.neuroimage.2011.07.008

Haxby, J. V. (2012). Multivariate pattern analysis of fMRI: the early beginnings. NeuroImage 62, 852–855. doi: 10.1016/j.neuroimage.2012.03.016


Kabat-Zinn, J. (2013). Full Catastrophe Living. New York, NY: Bantam Dell.


Kerr, C. E., Jones, S. R., Wan, Q., Pritchett, D. L., Wasserman, R. H., Wexler, A., et al. (2011). Effects of mindfulness meditation training on anticipatory alpha modulation in primary somatosensory cortex. Brain Res. Bull. 85, 96–103. doi: 10.1016/j.brainresbull.2011.03.026

Khalsa, S. S., Adolphs, R., Cameron, O. G., Critchley, H. D., Davenport, P. W., Feinstein, J. S., et al. (2017). Interoception and mental health: a roadmap. Biol. Psychiatry Cogn. Neurosci. Neuroimaging 3, 501–513. doi: 10.1016/j.bpsc.2017.12.004

Klingberg, T. (2010). Training and plasticity of working memory. Trends Cogn. Sci. 14, 317–324. doi: 10.1016/j.tics.2010.05.002

Levinson, D. B., Stoll, E. L., Kindy, S. D., Merry, H. L., and Davidson, R. J. (2014). A mind you can count on: validating breath counting as a behavioral measure of mindfulness. Front. Psychol. 5:1202. doi: 10.3389/fpsyg.2014.01202

Lewis-Peacock, J. A., and Norman, K. A. (2014). Competition between items in working memory leads to forgetting. Nat. Commun. 5:5768. doi: 10.1038/ncomms6768

Lewis-Peacock, J. A., and Postle, B. R. (2012). Decoding the internal focus of attention. Neuropsychologia 50, 470–478. doi: 10.1016/j.neuropsychologia.2011.11.006

Lutz, A., Jha, A. P., Dunne, J. D., and Saron, C. D. (2015). Investigating the phenomenological matrix of mindfulness-related practices from a neurocognitive perspective. Am. Psychol. 70, 632–658. doi: 10.1037/a0039585

Lutz, A., Slagter, H. A., Dunne, J. D., and Davidson, R. J. (2008). Attention regulation and monitoring in meditation. Trends Cogn. Sci. 12, 163–169. doi: 10.1016/j.tics.2008.01.005

McDuff, S. G. R., Frankel, H. C., and Norman, K. A. (2009). Multivoxel pattern analysis reveals increased memory targeting and reduced use of retrieved details during single-agenda source monitoring. J. Neurosci. 29, 508–516. doi: 10.1523/JNEUROSCI.3587-08.2009

Norman, K. A., Polyn, S. M., Detre, G. J., and Haxby, J. V. (2006). Beyond mind-reading: multi-voxel pattern analysis of fMRI data. Trends Cogn. Sci. 10, 424–430. doi: 10.1016/j.tics.2006.07.005

Sitaram, R., Ros, T., Stoeckel, L., Haller, S., Scharnowski, F., Lewis-Peacock, J., et al. (2017). Closed-loop brain training: the science of neurofeedback. Nat. Rev. Neurosci. 18, 86–100. doi: 10.1038/nrn.2016.164

Smith, S. M., Jenkinson, M., Woolrich, M. W., Beckmann, C. F., Behrens, T. E. J., Johansen-Berg, H., et al. (2004). Advances in functional and structural mr image analysis and implementation as FSL. NeuroImage 23, S208–S219. doi: 10.1016/j.neuroimage.2004.07.051

Smith, P. L., and Little, D. R. (2018). Small is beautiful: in defense of the small-N design. Psychon. Bull. Rev. 25, 2083–2101. doi: 10.3758/s13423-018-1451-8

Tang, Y.-Y., Hölzel, B. K., and Posner, M. I. (2015). The neuroscience of mindfulness meditation. Nat. Rev. Neurosci. 16, 213–225. doi: 10.1038/nrn3916

Van Dam, N. T., van Vugt, M. K., Vago, D. R., Schmalzl, L., Saron, C. D., Olendzki, A., et al. (2018). Mind the hype: a critical evaluation and prescriptive agenda for research on mindfulness and meditation. Perspect. Psychol. Sci. 13, 36–61. doi: 10.1177/1745691617709589

Weng, H. Y., Lewis-Peacock, J. A., Hecht, F. M., Uncapher, M., Ziegler, D., Farb, N. A. S., et al. (2018). Focus on the breath: brain decoding reveals internal states of attention during meditation. BioRxiv 461590. doi: 10.31231/osf.io/9jxqf

Zhigalov, A., Heinilä, E., Parviainen, T., Parkkonen, L., and Hyvärinen, A. (2019). Decoding attentional states for neurofeedback: mindfulness vs. wandering thoughts. NeuroImage 185, 565–574. doi: 10.1016/j.neuroimage.2018.10.014

Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2020 Weng, Lewis-Peacock, Hecht, Uncapher, Ziegler, Farb, Goldman, Skinner, Duncan, Chao and Gazzaley. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.












	
	CLINICAL TRIAL
published: 30 September 2020
doi: 10.3389/fnhum.2020.575403






[image: image2]

Competition Enhances the Effectiveness and Motivation of Attention Rehabilitation After Stroke. A Randomized Controlled Trial

María Dolores Navarro1, Roberto Llorens1,2*, Adrián Borrego2, Mariano Alcañiz2, Enrique Noé1 and Joan Ferri1


1NEURORHB, Servicio de Neurorrehabilitación de Hospitales Vithas, Fundación Vithas, València, Spain

2Neurorehabilitation and Brain Research Group, Instituto de Investigación e Innovación en Bioingeniería, Universitat Politècnica de València, València, Spain

Edited by:
Yi-Yuan Tang, Texas Tech University, United States

Reviewed by:
Domen Novak, University of Wyoming, United States
 Carmen M. Cirstea, University of Missouri, United States

*Correspondence: Roberto Llorens, rllorens@i3b.upv.es

Specialty section: This article was submitted to Cognitive Neuroscience, a section of the journal Frontiers in Human Neuroscience

Received: 23 June 2020
 Accepted: 24 August 2020
 Published: 30 September 2020

Citation: Navarro MD, Llorens R, Borrego A, Alcañiz M, Noé E and Ferri J (2020) Competition Enhances the Effectiveness and Motivation of Attention Rehabilitation After Stroke. A Randomized Controlled Trial. Front. Hum. Neurosci. 14:575403. doi: 10.3389/fnhum.2020.575403



Attention deficits are among the most common cognitive impairments observed after experiencing stroke. However, a very limited number of studies have investigated the effectiveness of interventions that specifically focus on the rehabilitation of attention deficits among subjects with impaired attention. Although several interventions have included the use of computerized programs to provide dynamic stimuli, real-time performance feedback, and motivating tasks, existing studies have not exploited the potential benefits of multi-user interactions. Group-based and competitive interventions have been reported to be more enjoyable and motivating, depending on individual traits, and may potentially be more demanding, which may increase their effectiveness. This study investigated the effectiveness and motivating abilities of an intervention specifically designed to address attention deficits. This intervention combined paper-and-pencil tasks and interactive, computerized, multi-touch exercises, which were administered, either non-competitively or competitively, to a group of 43 individuals with chronic stroke. The mediating effects of competitiveness were evaluated for both intervention effectiveness and motivation. Participants were randomly sorted into two groups and underwent 20 one-hour group-based sessions, during which they either worked individually or competed with peers, according to their group allocation. Participants were assessed before and after the intervention, using the Conners' Continuous Performance Test, the d2 Test of Attention, the Color Trail Test, the Digit Span Test, and the Spatial Span Test. The competitiveness and subjective experiences of the participants after the intervention were investigated with the Revised Competitiveness Index and the Intrinsic Motivation Inventory, respectively. The results showed that participants who competed demonstrated significantly greater improvements in all cognitive abilities, except for divided attention, and reported greater enjoyment than their non-competitive peers. Both groups reported comparable levels of perceived competence, pressure, and usefulness. Interestingly, the competitiveness of the participants did not alter either the effectiveness or the subjective experience of the intervention. These findings suggest that competition might enhance the effectiveness and enjoyment of rehabilitation interventions designed to address attention deficits in individuals post-stroke, regardless of their level of competitiveness and without having a negative effect on their perceived pressure and competence.

Keywords: attention, competition, motivation, competitiveness, stroke, cognitive rehabilitation, group-based interventions, virtual reality


INTRODUCTION

The distributed neural networks that sustain attention are particularly vulnerable to brain injuries caused by stroke (Raz and Buhle, 2006; Petersen and Posner, 2012; Rinne et al., 2013). As a consequence, impaired attention is one of the most common post-stroke deficits, with a prevalence ranging from 46 to 92%, during the acute phase (Stapleton et al., 2001), which persists years after injury in 20 to 50% of cases (Hyndman and Ashburn, 2003; Barker-Collo et al., 2009). Attention deficits can impact higher cognitive functions, such as working memory, executive function, and language (Lezak et al., 2004; Cumming et al., 2012), in addition to effects on daily functioning. Deficits in selective and divided attention have been shown to affect both the motor and social aspects of daily functioning (Hyndman and Ashburn, 2003), and sustained attention at 2 months post-stroke has been shown to predict functional recovery 2 years after the onset (Robertson et al., 1997).

Despite the functional repercussions associated with attention disorders after stroke, a limited number of studies have focused on the rehabilitation of attention. Instead of specifically addressing this skill, most interventions focus on general cognitive function, basing on the assumption that improvements in general function will have positive effects on attention (Cicerone, 2005; Cicerone et al., 2011). A recent update of a review examining the effectiveness of interventions designed to address attention deficits failed to identify any new randomized controlled studies that have been performed during the last 6-year period (Loetscher et al., 2019). Thus far, only six studies have been identified that aimed to restore or compensate for attentional impairments of individuals with demonstrable or self-reported attentional deficits post-stroke (Sturm and Willmes, 1991; Schöttke, 1997; Röhring et al., 2004; Westerberg et al., 2007; Barker-Collo et al., 2009; Winkens et al., 2009). The results showed that participation in a rehabilitation program resulted in beneficial effects on measures of divided attention, assessed immediately after treatment (with a low certainty of evidence), but not when assessed 3 to 6 months after the intervention (Loetscher et al., 2019). Treatment did not result in any other convincing effects for other measures of attentional skills, compared with usual care. Most interventions have used computer-based tasks, either alone or in combination with paper-and-pencil tasks, which were administered either at the clinic (Sturm and Willmes, 1991; Schöttke, 1997; Barker-Collo et al., 2009) or at home (Röhring et al., 2004; Westerberg et al., 2007; Winkens et al., 2009).

The advantages of computerized training over paper-and-pencil tasks include the provision of dynamic stimuli, which might be especially relevant for challenging attentional skills (Svaerke et al., 2019), and real-time performance feedback (Kueider et al., 2012). In addition, the exercise contents can be more easily adjusted to fit the clinical conditions of each participant, while providing engaging and motivating objectives through gamification (Kueider et al., 2012). Gamified objectives can be particularly interesting for individuals post-stroke, as clinical apathy has been linked to a lack of response to motivational stimulation among this population (Rochat et al., 2013), which may reduce the potential for the recovery of cognition and activities of daily living (Mikami et al., 2013). Moreover, traditional cognitive training approaches can suffer from poor protocol adherence (Rebok et al., 2007).

Competition, challenge, and working with peers have been proposed to increase intrinsic motivation in educational environments (Eastern, 2009). Social interactions, with a strong preference for competitive over collaborative paradigms (Schmierbach et al., 2012), can also promote fun and improve the subjective experience (Gajadhar et al., 2008). In rehabilitation, as in other fields, social interactions derived from group interventions can positively influence not only the experience but also the performance of individuals (Baur et al., 2018). Additionally, the inclusion of competitive group dynamics in rehabilitative interventions has also been shown to increase commitment and involvement in the intervention tasks compared with other game modalities (Ede et al., 2015). However, the perception and enjoyment of a competitive interaction can be modulated by the personal traits of participants (Song et al., 2013). Competition is likely to be appreciated by competitive individuals, whereas it could have detrimental effects for less competitive subjects (Song et al., 2013). These results are in accordance with the reports of healthy subjects and a small group of chronic subjects post-stroke, which suggested that rehabilitation sessions were more enjoyable when working with others than when working individually, with subjects showing preference for either competitive or non-competitive interactions according to their individual traits (Novak et al., 2014).

Despite the consistent predilection for group interventions, most studies examining the rehabilitation of cognitive impairments post-stroke, including those focused on attention, enroll subjects in individual interventions. The effects of competition on the effectiveness and motivation of group interventions aimed at improving attention deficits post-stroke, therefore, remains unexplored, although competition-based interventions could potentially increase adherence to treatment. We hypothesized that a specifically designed group intervention, combining conventional and technological tools that are administered in a competitive manner, would be more effective and motivating than an intervention that utilized the same tools, administered in a non-competitive manner, for the rehabilitation of attention deficits following stroke; however, the effectiveness of such an intervention could also depend on personal preferences. Consequently, this study aimed to determine the effectiveness of a competitive intervention to improve attention and motivation, compared with a non-competitive alternative, and to determine the moderating effects of individual competitiveness on these factors, in a group of individuals post-stroke.



MATERIALS AND METHODS


Participants

Participants were recruited from the long-term neurorehabilitation programs of three neurorehabilitation units: Hospital Vithas Valencia al Mar (València, Spain), the Brain Injury Centre Vithas Vinalopó (Elx, Spain), and Hospital Vithas Sevilla Aljarafe (Sevilla, Spain). The inclusion criteria for participation in the study were as follows: time since injury > 6 months; impaired attentional skills that could potentially benefit from a specific intervention, as determined by a total score below the age-corrected normative value on the d2 Test of Attention (Brickenkamp, 2002); fairly good cognitive condition, as determined by a score > 23 on the Mini-Mental State Examination (Folstein et al., 1975); the ability to read and write; and inclusion in a conventional cognitive rehabilitation program for at least 3 months in one of the recruiting centers. Participants were excluded for the following: impaired comprehension that would hinder the sufficient understanding of instructions, as determined by a score below 45 on the Mississippi Aphasia Screening Test (Romero et al., 2012); severe paresis of the upper limb that would prevent interactions with the intervention instruments, as defined by a Brunnstrom Approach classification above stage 3 (Shah, 2010); spatial neglect, as defined by a score below 129 on the Behavioral Inattention Test (Wilson et al., 1987); emotional or behavioral circumstances that would impede adequate collaboration, as defined by a score above 4 on the Neuropsychiatric Inventory (Wood et al., 2000); severe visual impairments that, in the judgement of the assigned therapist of each subject, would not allow interaction with the instruments; and participation in any non-conventional cognitive programs, such as non-invasive brain stimulation interventions, prior to the intervention.

Participants were randomly assigned to either a non-competitive or a competitive intervention group. The randomization schedule was computer-generated, using a basic random number generator, at a ratio of 1:1. The allocation sequence was generated by an independent researcher and concealed from the study administrators. A sealed envelope was given to the coordinators of the neuropsychology departments to identify the group for each participant. The therapists who performed the assessments and the researchers who performed the data analysis were blinded to each participant's allocated intervention. The neuropsychologists who conducted the intervention, in contrast, could not be blinded to the group allocation.

A minimum sample size of forty-four participants was estimated to achieve an alpha of 0.05, a statistical power of 0.95, and an effect size of 0.25 while allowing for a dropout rate of 20%.

This study was registered at clinicaltrials.gov (NCT02220816) and was approved by the Institutional Review Board of the Hospital Vithas Valencia al Mar (NI116282DAV0/3). All participants provided written informed consent before enrollment.



Instrumentation

Both conventional exercises and interactive computerized multi-touch exercises were specifically designed to train processing speed and sustained, selective, and divided attention, while simultaneously involving working memory and inhibition.

The conventional exercises included paper-and-pencil tasks, based on cancellation, choice-making, spot-the-difference, order and sequencing, series completion, connect-the-dots, odd-one-out, and missing character exercises, which required attentional and other cognitive skills. The level of difficulty for these exercises could be configured by adjusting the numbers and types of stimuli and distractors, the lengths of the sequences and series, and the complexity of the illustrations. A digital countdown timer displayed the time remaining during exercise performance. After completion, a therapist provided performance feedback and reported the time taken to complete the exercises to each participant, individually, in the non-competitive intervention, or to all participants, in the competitive intervention, which included information regarding each participant's rank, relative to the performance of the other participants.

Interactive computerized multi-touch exercises were developed, including eight different games that featured go/no-go, timed multi-choice, and cancellation tasks, framed as different sports, Olympic events, and scenarios, with each game focusing on a specific combination of attentional and other cognitive skills (Table 1). In addition to the cognitive demands of each game, the timing of the required actions was paramount. During the marathon and public games, participants were required to select the correct choice and to identify a target among distractors, respectively, within the shortest possible time. In contrast, all actions in the cycling, tennis, duathlon, and triathlon games had to be performed with precise timing, which was indicated in the game with changing colors (for instance, in the cycling game, when an obstacle entered the area of interaction for the character, the area turned green, indicating that the user should press a button at that moment to avoid the obstacle). This approach trained both processing speed and inhibition. The level of difficulty for each game could be configured by adjusting a group of parameters (Table 1). The games were displayed in four separate areas of interaction, with each area corresponding to and oriented relative to a different side of a multi-touch table system (Table 1). All games, except the public game, featured cartoon-like characters playing sports that the users controlled by touching virtual buttons, with the aim of achieving the best possible performance in the virtual event. During the public game, in contrast, users were required to search and identify a series of target elements among spectators at a sporting event, by touching the elements on the virtual scene. All interactive elements had considerable size, to allow for the participation of individuals with moderately impaired arm-hand coordination and spasticity.


Table 1. Description of the interactive computerized multi-touch exercises.
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Points were awarded to each user, according to individual performance, at the end of each game. The system provided information regarding the time remaining, as well as extrinsic feedback regarding performance, during the games, such as the number of correct responses and mistakes, and a score screen summarized the performance after each game. In the competitive mode, the extrinsic feedback provided during the games included the provisional rank relative to other participants. Exclusive to competitive mode, after each game, the system displayed a virtual podium ceremony, followed by an image of a running track, featuring athlete-like characters that represented the users. The characters moved forwards on the track according to their performances during the exercises (Figure 1). Specifically, the winner moved four steps forward, the runner-up moved three steps forward, and so on. In the case of a draw, the users achieved the same score and, consequently, moved the same number of steps. This running track provided visual feedback regarding their current rankings during each session.


[image: Figure 1]
FIGURE 1. Feedback provided by the computerized multi-touch exercises in the competitive mode. After each competitive exercise, the system provided feedback of the participants' performance, using a virtual podium ceremony (left), and current position in the session, using an athletics track (right).


All game interactions were facilitated using a multi-touch table system. The system consisted of a conventional 42″ LCD screen that was embedded in a conventional table and oriented in a horizontal plane, parallel to the floor, which provided visual and auditory feedback. A multi-touch frame, which was fixed over and along the screen provided interactive capability, enabling the detection of up to 32 simultaneous finger touches. A group of participants could be arranged, with one person on each side of the table, and interact with the multi-touch table system, allowing group-based interventions to be performed, with a high degree of participant-reported usability and motivation (Llorens et al., 2015).

Figure 2 shows an experimental administration of both the conventional and interactive computerized exercises.


[image: Figure 2]
FIGURE 2. Experimental setting using conventional and interactive computerized multi-touch exercises. All the participants trained in groups using conventional (left) and interactive computerized multi-touch exercises (right).




Procedure

The intervention consisted of 20 one-hour sessions, administered in groups of three or four participants, 3 days a week. All sessions combined 30 min of conventional exercises with 30 min of interactive computerized multi-touch exercises. Each session consisted of 8 6-min exercises, with 1.5-min breaks between each exercise. Both conventional and computerized exercises were administered in counterbalanced order, in such a way that an exercise was not repeated until all other types of exercises were administered. The difficulties of all exercises, including both conventional and computerized exercises, were adjusted according to each participant's condition, which was determined in an exploratory session. All sessions were conducted by experienced neuropsychologists, who monitored, instructed, and provided feedback to the participants.

Both the non-competitive and competitive interventions were, consequently, time- and difficulty-matched and were equally administered. The only differences between the interventions were their objectives and the feedback provided. Participants in the non-competitive group performed their exercises individually, with instructions to perform to the best of their abilities (i.e., trying to finish the exercises as soon as possible, with the highest number of correct answers and the lowest number of errors), and received feedback regarding their individual performances. In contrast, participants in the competitive group competed to achieve the best performance among all competitors in the sessions, and received feedback regarding their own and other participants' performances, as described above.

All participants were assessed both before and after the intervention, using a battery of clinical tests that evaluated processing speed, sustained, selective and divided attention, working memory, and inhibition, which represent the primary abilities that were trained by both interventions (Table 2). The assessment included the Conners' Continuous Performance Test (Homack and Riccio, 2006), the d2 Test of Attention (Brickenkamp, 2002), the Color Trail Test (D'Elia et al., 1996), the Digit Span subtest of the Wechsler Adult Intelligence Scale-Fourth Edition (Wechsler, 2008), and the Spatial Span subtest of the Wechsler Memory Scale-Fourth Edition (Wechsler, 2009).


Table 2. Cognitive abilities addressed by the assessment instruments.
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In addition, the subjective experiences for both interventions were assessed based on self-reported measures of interest/enjoyment, perceived competence, pressure/tension, and value/usefulness, using the Intrinsic Motivation Inventory (McAuley et al., 1989). The competitiveness of each participant was also assessed, after the intervention, using the Revised Competitiveness Index (Houston et al., 2002).



Data Analysis

The comparability of both groups at baseline was investigated with independent samples Student's t-tests and chi-square or Fisher's exact tests, as appropriate. Mixed factorial analyses of variance (ANOVAs), with time (before and after treatment) as the within-subjects factor and treatment option (competitive vs. non-competitive) as the between-subjects factor, were performed, for all cognitive and motivational measures. ANOVA findings that violated the sphericity assumption were accommodated by the Greenhouse-Geisser conservative degrees of freedom adjustment. The main effects of time and treatment option and the time-treatment option interaction effects were evaluated. Partial eta squared ([image: image]) was computed for each ANOVA, as a measure of the effect size. Effect size values may range from 0 to 1, with higher values representing higher proportions of variance that can be explained by the independent variable. Finally, moderation analyses were performed, to examine whether the effects of group allocation on the clinical effectiveness and motivation associated with the intervention were moderated by the competitiveness of the participants. Analyses were performed using the procedure described by Hayes (Hays, 2018), with the macro PROCESS (version 3.3). In these analyses, the competitive group was coded as “1,” and the non-competitive group was coded as “2.” Baseline scores for all clinical variables were entered as covariates of the dependent variables, in each model. Tests of significance (p < 0.05) or a confidence interval (not including zero) for the interaction “group × motivation” were used to examine whether motivation moderated the effects of group allocations on post-treatment scores for all clinical and subjective measures.

The α level was set at 0.05 for all analyses (two-sided).




RESULTS


Participants

During the recruitment period, a total of 376 individuals were identified who were attending a long-term neurorehabilitation program at one of the recruiting centers (Figure 3), among which, 61 (16.2%) participants met the criteria for study participation. Forty-four subjects were randomly approached and agreed to participate in the trial. These participants were randomized into the non-competitive and competitive groups, and were grouped in groups of three or four in each recruiting center. One participant in the non-competitive group was discharged and dropped out of the study; consequently, her data was not included in the final analysis. All included participants attended all sessions.


[image: Figure 3]
FIGURE 3. CONSORT flow diagram. Progress through the phases of the parallel randomized trial of both groups.


The final sample included 43 participants, 19 women and 24 men, with a mean age of 52.3 ± 14.8 years (Table 3). Participants experienced either an ischemic (n = 21) or hemorrhagic stroke (n = 22) in the left (n = 13), right (n = 16) or both hemispheres (n = 7), or other brain region (n = 7), with a mean time since injury of 403.3 ± 243.2 days (Table 3) (see Supplementary Materials for individual information of each participant and further details about neuropathological and pharmacologic information). Both groups were comparable in all demographic, personality, and clinical variables.


Table 3. Characteristics of the participants.
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Clinical Effectiveness

A significant time effect was detected for all measures of cognitive function (Table 4) (see Supplementary Materials for further details about the individual progression on the d2 Test of Attention). However, the competitive group showed significantly greater improvements in all cognitive abilities except divided attention, compared with the non-competitive group. Specifically, improvements in processing speed, selective attention, and working memory were demonstrated by all cognitive measures used to evaluate these skills. The larger effects of the competitive intervention for improving sustained attention and inhibition, however, were supported by scores in the d2 Test of Attention but not by measures of Omissions, Commissions, or Perseverations on the Conners' Continuous Performance Test. Although no significant differences between groups emerged for divided attention, the results for Part B of the Color Trail Test showed improvements after the competitive intervention, compared with the non-competitive intervention, which tended toward significance (p = 0.054).


Table 4. Treatment effects on cognitive function.
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Motivation

Participants in the competitive group reported greater enjoyment than their non-competitive peers (p = 0.026) (Table 5). However, no significant differences were found in perceived competence, pressure/tension, or value/usefulness, although the competitive group provided better scores for these items.


Table 5. Subjective experience elicited by the treatment interventions.
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Influence of Competitiveness on Clinical Effectiveness and Motivation

Competitiveness did not moderate the effects of group allocation on the clinical effectiveness of the intervention, as the interaction between competitiveness and group allocation was not significant in the moderation analyses. Specifically, the moderation analyses showed no moderating effects of competitiveness for reaction time [F(1, 38) = 2.49, p = 0.123], omissions [F(1, 38) = 0.01, p = 0.927], commissions [F(1, 38) = 0.38, p = 0.540], or perseverations [F(1, 38) = 1.84, p = 0.183] on the Conners' Continuous Performance Test, the total score of the d2 test of attention [F(1, 38) = 1.08, p = 0.306)], Part A [F(1, 38) = 2.23, p = 0.143] or Part B [F(1, 38) = 3.86, p = 0.057] of the Color Trail Test, the Digit Span [F(1, 37) = 0.02, p = 0.899], or the Spatial Span [F(1, 38) = 0.40, p = 0.530]. Competitiveness also showed no moderating effects on group allocation for the subjective impressions elicited by the interventions, according to the results of the analyses on the interest/enjoyment [F(1, 39) = 1.30, p = 0.261], perceived competence [F(1, 39) = 1.46, p = 0.234], pressure/tension [F(1, 39) = 0.09, p = 0.771], or value/usefulness [F(1, 39) = 1.47, p = 0.232], assessed by the Intrinsic Motivation Inventory.




DISCUSSION

This study investigated the effectiveness and motivation of a group-based intervention, combining conventional and computerized multi-touch exercises, when administered in either a competitive or non-competitive manner, on attention deficits post-stroke, and also examined the moderating effects of individual competitiveness on these variables. The results showed that the competitive intervention provided greater improvements for all cognitive abilities, except for divided attention, and participants reported greater enjoyment, regardless of individual preferences for competition.

Although the great diversity of outcome measures between studies restrict a detailed comparison of our results with those of previous investigations, the effects of both the competitive and non-competitive interventions on attention deficits agree with the existing reports. First, the observed decrease in the reaction time, assessed by Conners' Continuous Performance Test, indicated an improved response time to stimuli, which is commonly slowed after stroke (Alonso-Prieto et al., 2002). Similar results were reported for the training effects in previous studies, which were measured using the Test of Attentional Performance (Röhring et al., 2004) and the Vienna Test System (Sturm and Willmes, 1991). Second, the results of the d2 Test of Attention, which is commonly used to assess selective and sustained attention, were also supported by previous findings using this test (Sturm and Willmes, 1991; Röhring et al., 2004). Third, the improvements in the Color Trail Test, a language-free version of the Trail Making Test, are consistent with the effects of earlier cognitive interventions designed to improve sustained and divided attention, which were measured using the latter test (Barker-Collo et al., 2009; Winkens et al., 2009; Yoo et al., 2015; Faria et al., 2016). Finally, the enhancements in selective attention and working memory observed following our intervention are supported by the results of previous interventions, which showed improvements in cognitive functioning based on both the Digit Span and Spatial Span (Yoo et al., 2015; das Nair et al., 2016). All of these results support the reliability of intensive, specific programs for improving cognitive impairment after stroke, including, but not limited, to attention deficits. However, improvements in attention could be especially relevant, as improved attention could facilitate the rehabilitation of other cognitive skills and maximize functional recovery (Hyndman et al., 2008). The absence of more detailed neuropathological information of the brain lesions prevented further investigation of the effects of location of stroke-related brain lesions on the effectiveness of the interventions.

The greater improvements demonstrated by participants in the competitive group, in almost all attentional domains, could be explained by the increased effort of participants compared with those in the non-competitive group, which could potentially be promoted by the anxiety-inducing factors derived from competition, such as social evaluation (Cooke et al., 2013). The increased benefits of competition observed in this study are in line with previous reports on motor function (Baur et al., 2018; Mandehgary Najafabadi et al., 2019), physical effort, and intensity (Le Bouc and Pessiglione, 2013; Goršič et al., 2017). The increased effects of competition could be detected in almost all time-dependent measures. Improvements in the response time and the processing speed, demonstrated by a decrease in the Reaction Time, assessed by the Conners' Continuous Performance Test, could positively contribute to a reduction in the time necessary to perform other tests, such as the Color Trail Test, or to the improved processing of multiple stimuli during a given time, as in the d2 Test of Attention. In line with this, improvements in the speed of performance have previously been reported after a specific intervention designed to improve attention compared with usual care (Winkens et al., 2009). Competitive strategies that challenge processing speed could be especially interesting to improve this ability, which has been shown to be pronouncedly impaired after stroke (Rasquin et al., 2004; Su et al., 2015), especially after right-sided lesions (Gerritsen et al., 2003).

The absence of differences between groups for the other measures of the Continuous Performance Test, other than Reaction Time, may demonstrate that competitive dynamics are not specifically beneficial for inhibition. However, among all other measures, only the Reaction Time of the Continuous Performance Test has been shown to have satisfactory test-retest reliability in individuals with chronic stroke (Chen et al., 2009). In addition, behavioral measures of response inhibition, such as stop-signal tasks or go/no-go tasks, which are assessed by the Continuous Performance Test, have a weak relationship with self-reported impulsivity (Sharma et al., 2014) and are likely to engage more than a single underlying process (Skippen et al., 2019).

The significant decrease observed in the time to complete part A of the Color Trail Test, but not part B, after the competitive intervention compared with the non-competitive intervention could be due to the different skills required for both parts. As in the Trail Making Test, part A of the Color Trail Test predominantly measures processing speed, which could explain sensitivity to the effects of the intervention, whereas part B has been suggested to be a measure of cognitive flexibility (Kopp et al., 2015). However, although no significant differences were detected between the competitive and non-competitive groups for part B, differences were observed that tended toward significance, and significant differences may emerge if larger samples or longer interventions had been considered. The effects of a competitive strategy compared with other cognitive interventions on performance in the trail tests (Barker-Collo et al., 2009; Faria et al., 2016) should, therefore, be considered. The inclusion of part B of the Color Trail Test as the only measure of divided attention may have hindered the more accurate detection of training effects on this attentional ability. Although this subtest includes a large number of stimuli that must be attended, almost twice the number of its counterpart in the Trail Making Test, performance on this test may be modulated by other cognitive skills, such as cognitive flexibility, in addition to the specific ability to attend to two tasks simultaneously. Although this test has been used by previous reports to assess divided attention (Barker-Collo et al., 2009; Winkens et al., 2009), other measures that imply attending to two simultaneous-choice reaction-time tasks, such as the Test for Attentional Performance (Zimmermann et al., 2004), may better reflect the effects of the intervention, which could also explain the differences observed between the present study and previous studies that have reported improved divided attention after cognitive rehabilitation programs in stroke survivors (Virk et al., 2015; Loetscher et al., 2019).

The significant improvements observed in both the Digit Span and Spatial Span Tests after the competitive intervention, compared with the non-competitive paradigm, indicated the positive effects of competition on working memory. Although some controversy exists regarding the mechanisms involved in both forward and backward variations of these tests (Donolato et al., 2017) and the differences between tests (Wilde and Strauss, 2002), both tests are generally accepted to encompass working memory and engage executive control, especially in the backward condition (Wilde et al., 2004). Importantly, these skills have been associated with rehabilitation participation (Skidmore et al., 2010) and have been shown to be cognitive predictors of social function (Hommel et al., 2009).

The subjective experiences elicited by both interventions support the acceptance of the combination of conventional and interactive computerized multi-touch exercises, which agrees with previous studies examining the rehabilitation of cognitive (Llorens et al., 2015) and motor impairments (Colomer et al., 2016). The increased enjoyment experienced during the competitive intervention should, therefore, be highlighted. This finding is also in line with previous studies, which rated a competitive interaction as being more enjoyable than other alternatives (Walker, 2010; Goršič et al., 2017). Furthermore, a previous investigation examining the subjective experiences of different interactive modalities within a rehabilitation setting, using the Intrinsic Motivation Inventory, also failed to identify differences in dimensions other than interest/enjoyment (Goršič et al., 2017). Interestingly, despite the name of the assessment instrument, the interest/enjoyment subscale is considered to be the only measure of intrinsic motivation, per se, included in the questionnaire (Intrinsic Motivation Inventory, 1994). Higher scores on this subscale could also explain the larger training effects observed for participants in the competitive group, as increased enjoyment has been shown to mediate improved performance (van Lange, 2006; Cooke et al., 2013), which has been suggested to be associated with increased effort (Harackiewicz and Sansone, 1991; Ryan and Deci, 2000; Cooke et al., 2013). Importantly, this is far from being an unidentified factor of rehabilitation post-stroke, where better rehabilitation outcomes are known to be positively associated with higher motivation during post-stroke interventions (Maclean et al., 2002), which can be partially explained by the higher adherence to treatment among individuals who are more motivated (Maclean et al., 2002; Barzel et al., 2015). Therefore, the inclusion of computerized exercises in therapeutic interventions designed for older adults, such as those used in our study, should consider that previous computer use (Turunen et al., 2019), rather than age (Lam et al., 2015), might be a determining factor for adherence. The high adherence observed in our study, with all participants attending all sessions, may have been facilitated by previous participation in a cognitive rehabilitation program at the same clinical facilities, prior to the intervention.

The lack of any mediating effects for competitiveness on either the effectiveness or motivation contradicts previous results (Song et al., 2010; Schmierbach et al., 2012; Novak et al., 2014) and our initial hypothesis. Different factors may have contributed to this finding. First, the adjustment of the level of difficulty to accommodate each particular case in our study ensured that participants could accomplish all of their objectives, which may have prevented them from being worried about worse performance and losing or disappointing their competitors, factors that have been reported to contribute to the disapproval of competition (Novak et al., 2014). Second, all participants in our study knew each other. Interestingly, player relationships have been shown to influence commitment to a task and preference for competition (Peng and Hsieh, 2012). Finally, the different methodologies used to assess the influence of competitiveness, including analyses of variance (Song et al., 2010) and covariance (Schmierbach et al., 2012), cross-validation (Novak et al., 2014), and moderation analyses, which was used in our study, could also have different sensitivities to moderating effects.

Although our intervention was exclusively focused on cognition, improvements in attention are not exclusive to cognitive training. A transference to cognitive skills has been detected after physical interventions (Zheng et al., 2016), and promising effects on cognitive function have also been reported from the combination of physical and cognitive training (Kim et al., 2011; Unibaso-Markaida et al., 2019). Interestingly, the combination of motor and cognitive training has recently been shown to provide greater improvements than either cognitive or physical training alone (Bo et al., 2019). The addition of a competitive dynamics to this combined intervention could promote further benefits.

The results of our study suggested that a group intervention that combines interactive, computerized, multi-touch exercises with paper-and-pencil tasks that are specifically designed to improve attention deficits after stroke can be effective and motivating. More importantly, effectiveness and motivation can be enhanced using a competitive strategy, without negatively affecting the subjective experience of the participants, regardless of their attitudes toward competitiveness.



CONCLUSIONS

The addition of a competitive dynamics to a rehabilitation program designed to improve attention deficits in adults with chronic stroke provide increased benefits for both clinical effectiveness and motivation, regardless of the competitiveness of the participants, without incurring negative effects on subjective perceptions.
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Background: Although dot-probe paradigms have been widely used in previous studies to investigate the attentional bias of perfectionists, the exact characteristics of this bias are still unclear.

Methods: In this study, eye-tracking technology was used to compare the attentional patterns of high perfectionists (HP) and low perfectionists (LP). The HP and LP groups (n = 39 vs 34) completed a visual attention task in which they observed perfect vs imperfect picture pairs, during which their eye movements (EMs) were recorded automatically using an EM tracking system.

Results: Both the HP and LP groups showed an overall attentional bias toward imperfect pictures, as indicated by the criteria of initial visual attention orientation and attentional maintenance. There were no significant differences between the HP and LP groups during the early and middle phases of attention: both groups exhibited a longer total fixation duration on imperfect pictures than on perfect pictures. However, during the late phase of attention, the participants in the HP group diverted their attention away from the imperfect pictures and began to pay more attention to the perfect pictures. By contrast, the participants in the LP group consistently exhibited longer fixation times for imperfect pictures than the HP group during the entire duration of the stimulus.

Conclusion: These findings indicate that the participants in the HP group tended to avoid imperfect stimuli during the late phase of attention; this may indicate that avoidance plays an important role in maintaining perfectionism. This study also shows that eye-tracking is a useful methodology for measuring the attentional biases of perfectionists.

Keywords: attentional bias, imperfect pictures, perfectionism, eye movements, visual attention task


INTRODUCTION

Perfectionism is marked by a tendency to hold oneself to impossibly high standards and to engage in a high level of self-criticism (Frost et al., 1990). Numerous studies have found that perfectionism is a transdiagnostic process of multiple psychological disorders, and it has been affirmed as an important predisposing and perpetuating factor for such conditions as eating disorders (Boone et al., 2012; Johnston et al., 2018), anxiety (Gnilka et al., 2012; Mitchell et al., 2013), depression (Dry et al., 2015; Mehr and Adams, 2016), and self-harm (O’Connor et al., 2010).


Theoretical Models of Perfectionism

The cognitive–behavioral model of perfectionism has been developed to account for the maintenance of perfectionism in psychological disorders (Shafran et al., 2002, 2010). The model indicates that a number of cognitive biases underlie perfectionism. One such bias is an attentional bias that causes perfectionists to pay more attention to imperfect stimuli. Such attentional bias is characteristic of clinical perfectionism and involves an individual focusing on a mistake or error they have made even if it is comparatively unimportant (e.g., “One punctuation mistake in a document is evidence that I am not good enough at work”) (Egan et al., 2016).



Attentional Biases and Perfectionism

Although attentional bias is regarded as an important maintenance factor in the cognitive–behavioral model of perfectionism, the specific details of the attentional process and the precise nature of the attentional biases remain unclear. To date, studies of attentional bias in perfectionism are very sparse, and what work has been done has typically used words and pictures as stimuli to examine attentional processes. For example, Kobori and Tanno (2012) investigated the differences between high perfectionists (HP) and low perfectionists (LP) on an emotional Stroop task that required the participants to color name failure words (e.g., mistake, unsuccess, and error) and neutral words (e.g., newspaper, map, and furniture). Their results suggested that HP take longer to respond to failure words than do LP. Although this finding supports the notion that HP have an attentional bias to negative perfectionism-relevant information, the emotional Stroop task has been questioned as an effective measure of attentional bias (Bar-Haim et al., 2007). Howell et al. (2016) used an attentional probe task to compare the attentional bias of HP and LP as they responded to stimulus words that differed in emotional valence (positive vs negative) and perfectionism relevance (perfectionism-relevant vs irrelevant). The results demonstrated that HP displayed greater attentional preference to negative than to positive information, but only for perfectionism-relevant stimuli. Tonta et al. (2019) further discriminated attentional bias into two subprocesses of attentional engagement and disengagement. They used a modified dot-probe task to evaluate the ways in which perfectionistic concerns and strivings are relevant to attentional engagement and disengagement. Their findings demonstrated that perfectionistic concerns were associated with a disengagement bias for negative stimuli. Although engagement and disengagement bias were calculated by comparing relative latencies to respond to target probes appearing in either the same or opposite locus of the emotional information, they used response latency tasks to indirectly assess attentional bias, and these could not effectively differentiate the different components of attention (Yiend and Mathews, 2005). The results should, therefore, be interpreted with caution.

In addition to using words as stimulus material, pictorial stimuli (e.g., perfect pictures vs imperfect pictures) have also been used in studies. Fei et al. (2011) proposed that perfectionists have imperfection anxiety when they process damaged, unfinished, or untidy stimuli. They compared the difference in attentional preference between HP and LP individuals to perfect and imperfect figures. They found that HP individuals showed attentional bias to an imperfect graph, while LP individuals showed attentional avoidance to an imperfect graph. Based on Fei and his colleagues’ study, Ren and Liu (2013) used pictures of daily life as experimental materials on the ground that they should have higher ecological validity. They further divided LP into positive perfectionists and non-perfectionists. They found that positive perfectionists showed avoidance of imperfect pictures, negative perfectionists showed attentional preference for imperfect pictures, and non-perfectionists did not show any significant attentional bias. The different results between these two studies may be the product of the various grouping criteria used for screening the subjects. Although previous studies have suggested that the perfectionism-related attentional biases posited by the cognitive–behavioral model of perfectionism do indeed exist, the dot-probe tasks used to investigate such biases mainly focused on a “snapshot” picture of attention at one point in time. They were, therefore, unable to capture the time course of attentional processes during exposure to stimuli (Armstrong and Olatunji, 2012).

Attention is a complex cognitive process consisting of initial orientation, engagement, maintenance, disengagement, re-engagement, and avoidance (Fashler and Katz, 2014). Moreover, different components of attention may play different roles at specific stages of attention course. Eye-tracking technology records continuous visual attention (Yang et al., 2012, 2013; Vervoort et al., 2013; Todd et al., 2016) and is thus an excellent tool for studying visual attention at different phases during the presentation of a stimulus. Surprisingly, there has yet been no study using eye-tracking technology to investigate the attentional bias of perfectionists.



The Current Study

To the best of our knowledge, the present study is the first to empirically test the link between attentional bias and perfectionism using eye-tracking methodology via the investigation of attentional differences between HP and LP groups, thus allowing assessment of visual fixation patterns across relatively long stimulus exposure periods. Based on the cognitive–behavioral model of clinical perfectionism (Shafran et al., 2002), we hypothesized that the HP group would (1) show vigilance toward imperfect pictures in the initial orienting phase, (2) display greater attentional maintenance to imperfect pictures, and (3) show an attentional bias toward imperfect pictures at different stages of visual attentional processing.



METHODS


Participants

A total of 1205 participants were recruited and asked to complete an online version of the Chinese version of the FMPS (CFMPS) as a prescreening survey, along with several additional screening measures (e.g., SAS and SDS). Individuals with high or low perfectionism screening scores (i.e., ≤45 or ≥78) were selected for recruitment. These cutoffs were determined by calculating the mean and standard deviation of the participants’ total scores on the four negative dimensions of the CFMPS. Participants whose scores were less than or more than one standard deviation from the mean were contacted and invited to participate in the study. Seventy-eight participants were tested approximately 2 months after screening. When they completed the CFMPS a second time, the participants were classified as HP or LP according to the criterion of whether their total scores on the four negative dimensions were below or above the sample median. (The median score for the initial pool of 1205 college students was 61.5). However, four participants were unable to complete the study due to difficulties with calibration of the eye-tracker, and one additional participant was dismissed due to use of psychiatric medication. Thus, seventy-three participants were included in the final analysis. All of these participants had normal or corrected-to-normal vision and reported no past and present neurological disease or psychiatric illness. There were 39 participants (9 men, 30 women; Mage = 18.97 years, SD = 0.84) in the HP group and 34 participants (12 men, 22 women; Mage = 19.32 years, SD = 1.17) in the LP group.



Materials


Questionnaires


Chinese version of the frost multidimensional perfectionism scale

The Chinese version of the frost multidimensional perfectionism scale (CFMPS) was developed by Frost et al. (1990) and translated by Cheng et al. (1999) into its Chinese version. The scale was later revised by Fei and Zhou (2006). The scale contains 27 items and is composed of five subscales, including Concern for Mistakes (CM), Parental Expectations (PE), Doubts About Action (DA), Personal Standards (PS), and Organization (OR). CM, DA, PS, and PE constitute the negative dimensions of the CFMPS (Parker, 1997; Fei and Zhou, 2006), with a higher total score indicating a high level of perfectionism. The five subscales of the CFMPS were shown to have satisfactory internal consistencies (Cronbach α = 0.64–0.76), and acceptable test–retest reliability (0.75–0.82) (Fei and Zhou, 2006). In the current study, the four negative dimensions were found to have adequate internal consistency, with respective alpha coefficients of 0.67, 0.75, 0.76, and 0.88 for CM, DA, PS, and PE. Our criteria for classifying individuals as HP or LP were guided by a previous study reported by Fei et al. (2011), in which the total score of the four negative dimensions was calculated.



Chinese version of the depression, anxiety, and stress scale-21 (CDASS-21)

The DASS was developed by Lovibond and Lovibond (1996) and translated into Chinese by Gong et al. (2010). This 21-item scale was administered to determine whether differences in anxiety, depression, or stress exist between HP and LP. All these factors are potential confounding factors, given that attentional response to information is affected by anxiety and depression (Howell et al., 2016).



The Stimuli

The experimental picture pairs are taken from Ren and Liu’s (2013) research, including articles of daily use (i.e., mirror, towel, etc.) food, and animals. The perfect pictures were clean, complete pictures downloaded from the Internet. Imperfect pictures were created with Photoshop software to introduce defects with regard to the integrity of the object, the balance of the shape, and the cleanliness of the picture. All image pairs were matched as closely as possible with regard to color, complexity, and brightness. The picture size was standardized to a uniform size (198 × 198 pixels; visual angles were 7.3° × 5.5°), and the centers of the two pictures were separated by 558 pixels, subtending a visual angle of 19.9°.

For each trial in the task, two pictures were presented simultaneously. The picture pair consisted of either (1) an imperfect picture (IP) and a perfect picture (PP) (IP–PP pair) or (2) two perfect pictures (PP–PP pair). Each picture pair was presented only once during the task. PP–PP picture pairs acted as filler to mask the experimental intent, and the relevant data were excluded in statistical analyses. These pictures were assessed on their degree of perfectionism by an independent sample (11 women, 9 men) who did not participate in the eye movement (EM) experiment and were required to respond on a seven-point Likert scale from 1 (very imperfect) to 7 (very perfect). The t-test revealed that there was a significant difference between the two types of pictures in their degree of perfection (t = 22.516, p < 0.001, Mpp = 5.34, SD = 0.54; MIP = 3.11, SD = 0.54). The final set of pictures consisted of 60 IP–PP pairs and 40 PP–PP pairs. All the images in the experiment were shown only once to avoid the familiarity effect. Presentation of picture pairs was counterbalanced, controlling for the location of PP and IP (left, right) and the presentation order of trials was randomly generated for each participant.



Apparatus

Participants’ EMs were recorded using an Eye link 1000 EM tracking system (SR Research, Mississauga, ON, Canada). The data were recorded with a sample rate of 1000 Hz. Stimuli were presented on a 17-inch, 65-Hz, 1024 × 768 pixel CRT monitor. Gaze data were acquired from the right eye. A nine-point calibration and validation procedure was conducted prior to starting the task in order to configure the system such that the spatial accuracy error was below 0.5 on average. In addition, calibration accuracy was re-checked after every trial.



Experimental Procedures

After arriving at the lab and providing informed consent, participants filled out a paper survey consisting of the two questionnaires described earlier. Completion of the questionnaires took from 5 to 10 min. Following completion of the questionnaire, the visual task was introduced and described. To conceal the purpose of the experiment, participants were told that their pupil dilations would be measured (Kellough et al., 2008). The instructions emphasized the claim that participants were taking part in a spatial cognition experiment and that they should look at the “+” that marked the beginning of each trial and to view the images naturally on the screen as if they were watching TV or reading a magazine. Next, prior to the visual task, the participant’s head was kept stable using an adjustable head mount, with a distance between the participant’s eyes and the camera of approximately 65 cm. The eye tracker was then calibrated. Participants first completed six practice trials to adjust to the task followed by the 100 experimental trials. The whole task took approximately 25 min. Upon completion of the task, participants were thanked and were paid 20 Yuan (approximately $3 USD) as compensation for their time.

The protocol for each trial consisted of two stages. At the start of each trial, a black central fixation cross (“+”) appeared at the center of the screen for random time intervals ranging from 600 to 800 ms. Then, a picture pair (IP–PP or PP–PP) was presented. Both pictures in the pair were presented simultaneously, one on the left and the other on the right side of the screen for 2000 ms. The time interval between two adjacent trials was 1000 ms.



Data Preparation

Prior work has used a 40% criterion for participant exclusion due to excessive signal loss (Graham et al., 2011). In the current study, no participants met this criterion for exclusion. Previous studies (Caseras et al., 2007) also indicated that EM data must meet the condition that saccades be classified as fixations to a position only if they remained stable within a 1° visual angle for at least 100 ms. Fixations on stimuli were identified as effective when the following steps were satisfied: during the initial “+” presentation, participants fixated at the central region; after the presentation of the stimuli pairs, saccades occurred for at least 100 ms; during presentation of the picture pairs, participants fixated on at least one of the pictures instead of other locations around the screen. According to the above criteria, 8.12% trials were excluded from the final analysis. Finally, fixations on either picture during the 2000-ms free-viewing period with durations ≥100 ms were extracted and used for computation of the visual attention indices (Macatee et al., 2017).



Statistical Analysis

Six visual attention indices were used to assess attentional bias for imperfect pictures and its relation to perfectionism. Two indices measured the initial threat vigilance: orientation of first fixation (the percentage of the first fixation on IP or PP) and latency of first fixation (the time between a picture’s presentation and the making of a fixation). One index represents attentional maintenance: dwell time for each image as the cumulative duration of visual fixations (Shechner et al., 2017). In order to decompose the temporal dynamics of attention allocation across the duration of the prolonged stimulus, each trial of 2000 ms was subdivided into three attentional phases: an early phase (0–500 ms), a middle phase (500–1000 ms), and a late phase (1000–2000 ms), and total fixation duration in each of these three time intervals was calculated.

Independent sample t-tests were used to examine whether there were significant differences in age, total score for the negative dimensions of the CFMPS, and scores for anxiety, depression, and stress. To test our hypotheses regarding attentional biases, direction of first fixation on the target image, first fixation latency, and the dwell time and total fixation duration in each of the three attentional phases were analyzed with a 2 × 2 mixed-design repeated-measures analyses of variance (ANOVAs) using group (HP and LP) as the independent samples factor and picture type (perfect and imperfect) as the within-subjects factor.



RESULTS


Group Characteristics

The t-test showed that there were no significant differences in scores for anxiety and stress between the HP and LP groups [t(71) = 1.11, 1.36, both p > 0.05, respectively; Table 1]. The difference in depression scores between the two groups was marginally significant [t(71) = 1.72, p = 0.09], with greater depression scores exhibited in the HP group than in the LP group (Table 1). The HP group had significantly higher values than the LP group for the total score of the negative dimensions of the CFMPS [t(71) = 24.02, p < 0.001; Table 1]. There was no significant difference in age between the two groups of participants [t(71) = −1.44, p > 0.05].


TABLE 1. Demographic comparisons for participants in HP and LP groups (n = 39 vs 34) (means, with standard deviations in parentheses).

[image: Table 1]


EM Results


Initial Visual Attention Orientation

The 2 × 2 mixed-design repeated-measures ANOVA showed that the main effect of picture type significantly impacted first fixation direction [F(1, 71) = 23.56, p < 0.001, ηp2 = 0.25, Table 2]. There was a greater tendency for all participants to orient initially toward imperfect pictures rather than perfect pictures (M ± SD = 31.49 ± 3.36 and 27.67 ± 3.67, respectively). Similarly, the main effect of picture type significantly affected first fixation latency [F(1,71) = 122.50, p < 0.001, ηp2 = 0.64, Table 2]: both the HP and LP groups had shorter (i.e., faster) initial fixation latencies on imperfect pictures than on perfect pictures (M ± SD = 0.49 ± 0.08 and 0.57 ± 0.10, respectively). However, neither the interaction between picture type and group nor group itself significantly affected the first fixation direction and first fixation latency (see Figure 1).


TABLE 2. Summary of eye-movement data.
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FIGURE 1. First fixation direction (upper panel) and first fixation latency (bottom panel) under combinations of group (HP vs LP) and picture types (perfect pictures vs imperfect pictures). The different lowercases denote significant difference at p < 0.05. Data are presented as mean ± SE.




Maintenance of Visual Attention

The main effect of picture type was significant for total dwell time [F(1,71) = 57.62, p < 0.001, ηp2 = 0.45, Table 2]: both the HP and the LP groups exhibited longer dwell time for imperfect pictures than for perfect pictures (M ± SD = 0.77 ± 0.13 and 0.60 ± 0.12, respectively). The effect of the interaction between group and picture type on dwell time was significant [F(1,71) = 11.18, p = 0.001, ηp2 = 0.14]. The LP group showed longer dwell time toward imperfect pictures than did the HP group (M ± SD = 0.81 ± 0.16 and 0.74 ± 0.10, respectively), while the HP group showed longer dwell time than the LP group toward perfect pictures (M ± SD = 0.64 ± 0.12 and 0.56 ± 0.09, respectively). There was no significant main effect of group on dwell time (see Figure 2).


[image: image]

FIGURE 2. Dwell time under combinations of group (HP vs LP) and picture types (perfect pictures vs imperfect pictures). The different lowercases denote significant difference at p < 0.05. Data are presented as mean ± SE.




Attentional Phases

For early-phase total fixation duration (0–500 ms), the main effect of picture type was significant [F(1,71) = 39.97, p < 0.001, ηp2 = 0.36, Table 2]. All participants had longer total fixation duration for imperfect pictures than for perfect pictures (M ± SD = 0.11 ± 0.02 and 0.09 ± 0.02, respectively) in the early phase. Similarly, for middle-phase total fixation duration (500–1000 ms), the main effect of picture type was also significant [F(1,71) = 134.20, p < 0.001, ηp2 = 0.65]: all participants had longer total fixation duration for imperfect pictures than for perfect pictures (M ± SD = 0.24 ± 0.04 and 0.16 ± 0.03, respectively). However, neither the main effect of group nor the interaction between group and picture type significantly affected total fixation duration in the early and middle phases. For late-phase total fixation duration (1000–2000 ms), the main effect of picture type was significant [F(1,71) = 18.09, p < 0.001, ηp2 = 0.20, Table 2] in that the total fixation duration for imperfect pictures was significantly longer than that for perfect pictures (M ± SD = 0.43 ± 0.11 and 0.35 ± 0.10, respectively). The interaction between picture and group also had a significant effect on late-phase total fixation duration [F(1,71) = 11.76, p = 0.001, ηp2 = 0.14, Table 2]. Simple main effects showed that the total fixation duration for imperfect pictures was significantly longer for the LP group than for the HP group in the late phase (M ± SD = 0.45 ± 0.13 and 0.40 ± 0.08, respectively). Conversely, the total fixation duration for perfect pictures was significantly longer for the HP group than for the LP group in the late phase (M ± SD = 0.39 ± 0.10 and 0.31 ± 0.07, respectively). There was no significant main effect of group on late-phase fixation duration (see Figure 3).


[image: image]

FIGURE 3. Total fixation duration between HP and LP groups across three consecutive time intervals toward imperfect pictures (A) and perfect pictures (B). The different lowercases denote significant difference for each phases of three consecutive time intervals at p < 0.05. Data are presented as mean ± SE.




DISCUSSION

To the best of our knowledge, this is the first experimental study to use EM measurements to investigate the attentional patterns associated with perfectionism during exposure to perfect–imperfect picture pairs. The results showed that both the HP and the LP group had an overall attentional bias toward imperfect pictures based on their initial visual attention orientation and their attentional maintenance. A further examination of the results from each of the three phases of attentional processing showed that there was no significant difference between the HP group and the LP group during the first 1000 ms of stimulus presentation, during which time both groups paid more attention to the imperfect pictures. However, during the second 1000 ms, the participants in the HP group diverted their attention away from the imperfect pictures and began to pay more attention to the perfect pictures.

The initial vigilance toward the imperfect pictures by all participants could be attributed to the following reasons. First, perfect things are more in line with people’s expectations. Adler (1956) once claimed that “striving for perfection is innate in the sense that it is a part of life, a striving, an urge, a something without which life would be unthinkable, this feeling of longing for the abrogations of every imperfection, is never absent”. Thus, both groups showed an initial vigilance to the imperfect pictures. Second, imperfect stimuli are visually more complex, and detecting flaws in imperfect pictures may consume more attentional resources. This would result in all participants having longer total fixation durations for imperfect pictures than for perfect pictures in the early and middle attentional phases. Our findings of attentional bias toward imperfect stimuli during the HP group’s early exposure are consistent with previous behavioral studies (Fei et al., 2011; Ren and Liu, 2013; Howell et al., 2016). However, the LP group presented the same pattern as the HP group in the early phase; this result was opposite to earlier studies that showed that LP groups display attentional avoidance to imperfect stimuli (Fei et al., 2011; Ren and Liu, 2013). One possible explanation is that the response latency tasks that were used in past studies to assess attentional bias only indirectly captured a single “snapshot” of attention at a time point of 500 or 750 ms. The measurements may thus have been confounded by motor retardation. Meanwhile, the different components of attention (e.g., orienting attention vs maintenance of attention) could not be differentiated in response latency tasks (Mathews et al., 1996).

Both groups showed attention maintenance to imperfect pictures, but a significant difference between the HP and the LP groups developed as the stimulus presentation progressed over time. During the late attentional phase, the participants in the HP group diverted their attention away from the imperfect pictures and began to pay more attention to the perfect pictures. This differential pattern of attention over time supports the conclusions drawn from Crombez et al. (2013) that “conscious and elaborative processes are critical for attentional biases to emerge.” Stimuli were displayed for a relatively long time (2000 ms) in our study. These passive viewing conditions may have engaged emotional regulation strategies in the late phase (Shechner et al., 2017). Previous studies have found that perfectionists experience imperfection anxiety when they process imperfect stimuli, e.g., damaged, unfinished, or untidy stimuli (Fei et al., 2011; Ren and Liu, 2013). Imperfect pictures might, therefore, evoke imperfection anxiety in HP participants, causing voluntary strategic avoidance. Previous studies have shown that self-critical perfectionists were more likely to choose avoidant strategies to distract attention from threatening stimuli (Dunkley et al., 2003). Visual avoidance may be considered to be a strategic, top-down process by which individuals in the HP group attempt to minimize the aversive impact triggered by imperfect stimuli. However, because anxiety was not measured in response to the images, this interpretation is still speculative and should be examined in future studies.

A detailed understanding of the attentional bias of perfectionism is key to clinical prevention and intervention. The present study has important clinical implications regarding the treatment of high perfectionism. The results showed that HP individuals tend to avoid imperfect stimuli in the later phase of attention, indicating that avoidance might play an important role in maintaining perfectionism. Although attention avoidance in later stages of processing was the result of emotional management, these avoidant behaviors do not result in a complete resolution of anxiety and conversely may lead to enduring symptoms (Koster et al., 2005). Interventions for HP should, therefore, focus on developing alternative opinions about imperfection. Perhaps once HP individuals are better able to accept imperfect stimuli, the general symptoms caused by perfectionism such as distress, anxiety, and depression will be reduced.

We also acknowledge that there are several limitations to the present study. First, individual differences in perfectionism were assessed using the CFMPS. Although the CFMPS consistently has very good reliability and validity, it cannot necessarily screen out implicit perfectionists who pursue perfectionism unconsciously. Future research should incorporate the interview or other methods to measure perfectionism and to examine attentional bias in individuals drawn from clinical samples. Second, the numbers of IP and PP were not exactly matched because some perfect pictures were used as fillers. This may have introduced a frequency effect that would cause participants to look at the imperfect pictures more often. Third, the sample in our study was only a non-clinical sample, and this could limit the generalizability of our findings. Future studies should examine the attentional bias in clinical samples. Fourth, only HP and LP were compared in this study. Based on the 2 × 2 model of perfectionism (Gaudreau and Thompson, 2010), four subtypes of perfectionism could be differentiated. Future research should recruit participants from across the full distribution of perfectionism scores and examine the differences in attentional biases among the four subtypes.



CONCLUSION

It can be concluded that the participants in the HP group tended to avoid imperfect stimuli in the later phase of attention, indicating that avoidance might play an important role in maintaining perfectionism. We hope that there will be more studies on perfectionist cognitive biases in the future by means of eye-tracking technology across various groups with different degrees of attentional bias. In addition, we conclude that the application of eye-tracking technology can be an aid to monitoring the progress and efficacy of clinical interventions.
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Anxiety has been found to lengthen time perception, especially the time perception of negative stimuli. This anxiety-related time overestimation is thought to be mainly associated with massively increased arousal. Suppression, which can be achieved either deliberately or automatically, has been demonstrated to be effective in reducing arousal. Consequently, the present study explored the effectiveness of both deliberate suppression (Experiment 1) and automatic suppression (Experiment 2) in reducing the time distortion in anxiety. A temporal bisection task (TBT), featuring negative and neutral pictures, was used to measure time perception, while the self-reported arousal was used to assess arousal. The deliberate suppression was manipulated by asking participants to suppress their emotional expressions; while automatic suppression was manipulated through a sentence-unscrambling task featuring suppression-related words, which can unconsciously prime suppression. The results of Experiment 1 showed that deliberate suppression did not reduce the anxiety-related time overestimation and arousal. However, Experiment 2 showed that automatic suppression significantly reduced the anxiety-related time overestimation, with significant arousal reduction being observed. In conclusion, automatic suppression, but not deliberate suppression, is effective for reducing the effect of anxiety on time perception.
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INTRODUCTION

Anxiety often seems to lengthen the perceived passage of time relative to the amount of time that is actually passing, especially when an individual is exposed to negative stimuli. Such anxiety-related time distortion has been demonstrated by many studies through different tasks. For example, Bar-Haim et al. (2010) explored the influence of negative emotion on time perception in anxiety with a time reproduction task. They found that anxious individuals have longer reproduced time for negative stimuli relative to neutral stimuli, while non-anxious individuals do not. In another study, Yoo and Lee (2015) performed a verbal estimation task to investigate the effect of emotional valence and arousal on time perception in individuals with anxiety, and observed that compared to the low-anxiety group, the high-anxiety group reported longer perceived time for high-arousal negative stimuli than for high-arousal positive, low-arousal negative, and low-arousal positive stimuli. The consistent results were also found in temporal bisection tasks (TBTs), in which participants were asked to judge if the presented time of a stimulus closed to a short standard or a long standard; the more “long” judgments a participant has, the longer the perception time (Droit-Volet et al., 2004). Jusyte et al. (2015) observed that a group of individuals with anxiety showed more “long” judgments of angry vs. neutral stimuli than did a healthy group; similarly, Ishikawa and Okubo (2016) found that participants with high anxiety showed more “long” judgments regarding negative stimuli than did those with low anxiety. This empirical evidence suggests that anxiety greatly lengthens the time perception of negative stimuli.

Although such anxiety-related time distortion has been thought to be an evolutionary basis that facilitates adaptive responses to environmental stimuli (Matthews and Meck, 2014; Lake et al., 2016), in some situations, an anxious individual might not desire such time distortion. For example, previous studies have found that prolonged waiting of time can lead to anxiety (Dasu and Rao, 2009; Van Riel et al., 2012), which in turn leads to irrational decision-making behaviors (Rajamma et al., 2009; Aniæ et al., 2011). Therefore, methods of reducing anxiety-related time overestimation are required.

The mechanism of anxiety-related time overestimation can be explained in terms of the pacemaker-accumulator (PA) model (Gibbon et al., 1984). The PA model is composed of an arousal-related pacemaker, an attention-controlled switch, and an accumulator. During the timing, the pacemaker emits pulses through the switch, and these pulses are then collected by the accumulator. The number of collected pulses represents time perception. Increasing arousal is associated with an acceleration of the pacemaker; the switch closes when attention is oriented toward timing, while the pulses are blocked when attention is oriented away from timing (Zakay and Block, 1996; Tipples, 2008; Droit-Volet, 2013; Tamm et al., 2014; Van Volkinburg and Balsam, 2014; Yoo and Lee, 2015; Lake et al., 2016; Tian et al., 2018, 2019). Theoretically, both arousal and attention can result in time distortion. Previous studies have found that anxiety would massively increase arousal when negative stimuli appear, such as increased heart rate (Shalom et al., 2015; Peng et al., 2018), increased systolic blood pressure (James et al., 1986; Matthews et al., 1986), reduced heart rate variability (Chalmers et al., 2014), excessive blushing (Gerlach et al., 2001), and increased self-report arousal (Martin, 1961; McLeod et al., 1986). Anxiety has also been found to show an abnormally large attentional bias toward negative stimuli (Bar-Haim et al., 2007), makes individual attracted by negative stimuli and difficult to distract attention from them (Yiend and Mathews, 2001; Koster et al., 2004; Pergamin-Hight et al., 2015). According to PA model, increased arousal is associated with time overestimation, while the deficit of attentional allocation toward timing is related to time underestimation, and, importantly, several studies have observed the covariant relationship between time overestimation and increased arousal that exists in anxious individuals (Jusyte et al., 2015; Yoo and Lee, 2015; Ishikawa and Okubo, 2016). Thus, the increased arousal was thought to play a dominating role in anxiety-related time overestimation (Bar-Haim et al., 2010; Jusyte et al., 2015; Yoo and Lee, 2015; Ishikawa and Okubo, 2016), and arousal-regulation methods would be most appropriate to reduce such time distortion.

In the domain of emotion regulation, reappraisal and suppression are the two most common strategies (Gross, 1998, 2007, 2014), both have been proven to be effective for regulating arousal (e.g., Eippert et al., 2007; Goldin et al., 2008; Flynn et al., 2010; Yuan et al., 2015a; Cai et al., 2016a,b), and both can be used for time perception (e.g., Effron et al., 2006; Tian et al., 2018; Uusberg et al., 2018). The reappraisal is an antecedent-focused strategy that regulates emotion by changing one’s understanding of the emotional events, while the suppression is a response-focused strategy that involves the regulation through suppressing one’s emotional expression. However, some evidence shows that suppression has a greater arousal-reducing effect than does reappraisal. Specifically, Gross (1998) compared the difference in emotion reduction between suppression and reappraisal in terms of subjective experience, expressive behavior, and physiology. The former one has been considered to be valence-related, the latter two are often used as indicators of arousal (Gross, 2007, 2014). Gross found that reappraisal would lessen the subjective experience but that suppression would not, while the reduction of expressive behavior was somewhat more pronounced for suppression than for reappraisal, and suppression showed significant reductions in physiology (i.e., finger pulse amplitude and finger temperature) but reappraisal did not. Consistent with this evidence, Gallo et al. (2012) used an implementation intention paradigm (i.e., using if-then plans to spell out when, where, and how a set goal is to be put into action “If situation x is encountered, then I will perform response y!”) to manipulate emotion regulation via reappraisal and suppression, respectively. The results showed that applying reappraisal allowed participants to consider stimuli as being less unpleasant or disgusting, but their arousal ratings were unaffected; meanwhile, participants who applied suppression reported lower evoked arousal after viewing perceptually disgusting stimuli, but their valence ratings remained unchanged. This indicates that suppression is a more effective strategy than reappraisal for reducing arousal. Thus, suppression may be an appropriate method of reducing anxiety-related time overestimation.

Suppression can be conducted either deliberately, that is, consciously based on instructions, or automatically via a priming task (e.g., a sentence-unscrambling task). The priming task is thought to passively activate the goal of emotion suppression such that it then realizes the goal without the participant’s awareness (Bargh et al., 2001). However, it has been shown that deliberate suppression of emotion, such as asking a participant “please try to avoid letting your feelings show,” often has no effect on decreasing arousal, and may even produce counterproductive results (Gross, 1998; Hofmann et al., 2009), especially for anxious individuals. For example, Campbell-Sills et al. (2006b) investigated the suppression of negative emotions in anxious participants who were instructed to perform suppression and found that the participants evidenced increased cardiac arousal. Hofmann et al. (2009) compared reappraisal, acceptance, and suppression strategies for regulating anxiety arousal, using instructions to manipulate the strategies, and found that suppressing anxiety was the least effective of the three strategies and that the suppression group’s subjective anxiety did not differ between the pre- and post-instruction stages. Similarly, Wilson et al. (2014) employed the “Swamp Metaphor,” created by Hayes et al. (1999), presenting this to participants as a strategy for addressing emotion; the researchers hoped to encourage anxious participants to suppress their emotions, but this did not produce any significant pretest–posttest change in arousal (measured via skin conductance level). Recently, Yuan et al. (2015b) found that such suppression decreases LPP amplitudes (which can be interpreted as reflecting the level of emotional arousal) during suppression vs. control conditions, but elicits larger amplitudes in central-frontal P3 (which can be interpreted as reflecting the level of attentional resource cost), suggesting that the attentional resource cost of deliberate suppression may explain why previous studies have found it a maladaptive strategy. In contrast, automatic suppression has been shown to consume few attentional resource (Mauss et al., 2007a,b; Gallo et al., 2009; Williams et al., 2009; Koole and Rothermund, 2011), and effectively reduces arousal (Mauss et al., 2007b; Chen et al., 2017b). For example, Mauss et al. (2007b) used a sentence-unscrambling task to unconsciously prime subjects of suppression or expression goals, respectively. Decreased levels of arousal were observed in emotion suppression compared to emotion expression subjects. Yang et al. (2015) found that individuals who underwent non-conscious suppression primed through a word matching task returned lower arousal levels than those in a control condition. In the physiological dimension, using a synonym-matching task to activate automatic suppression, Chen et al. (2017b) observed that the participants with greater habitual use of suppression are associated with less amygdala activity to emotional signals, which denotes the reduced intensity of responses to emotional stimuli (Chen et al., 2017a). As anxious individuals generally exist attentional resource deficits (Krug and Carter, 2010), deliberate suppression is unsuitable for regulating negative effect in participants with anxiety (Campbell-Sills et al., 2006a,b; Hofmann et al., 2009; Yin et al., 2017), whereas automatic suppression is effective in this regard (Hofmann et al., 2010). This suggests that automatic suppression, but not deliberate suppression, may be effective appropriate for reducing arousal in anxiety. Considering this, as well as the attentional resource costs and counterproductive effect of deliberate suppression, automatic suppression is likely to be effective in reducing anxiety-related time overestimation.

Consequently, the present study aimed to test the effectiveness of both deliberate suppression (Experiment 1) and automatic suppression (Experiment 2) in reducing the anxiety-related time overestimation. This study may have two important meanings: first, most previous studies have focused on using emotion regulation strategies to modify the emotional respondings (e.g., emotional valence/arousal rating, heart rate, and amygdala activity), while the present study may expand these studies to the influence of emotion regulation on time perception. Second, the present study may initiate a non-conscious emotion regulation method to modify time perception, since previous studies have mostly used conscious methods. (e.g., Mella et al., 2011; Tian et al., 2018; Uusberg et al., 2018). To select anxious participants, the trait scale of Spielberger’s State-Trait Anxiety Inventory (STAI-T, Spielberger et al., 2017) was adopted to identify individuals with anxiety. A TBT, featuring negative and neutral pictures, was used to measure time perception. Meanwhile, a self-reported nine-point scale was adopted to assess the arousal induced by each picture. Experiment 1 targeted deliberate suppression, elicited through explicit training instructions. As applying deliberate suppression to anxious individuals often results in the inability to regulate arousal (Roemer and Borkovec, 1994; Koster et al., 2003; Hofmann et al., 2009), and increased arousal is associated with time overestimation (Gibbon et al., 1984), we hypothesized that using deliberate suppression would not reduce the anxiety-related time overestimation. In Experiment 2, we activated automatic suppression by priming non-conscious suppression with an adaptation of the sentence-unscrambling task (Mauss et al., 2007b). As mentioned above, automatic suppression is effective for reducing arousal (Mauss et al., 2007b; Yang et al., 2015; Chen et al., 2017b); thus, we hypothesized that automatic suppression would effectively reduce the anxiety-related time overestimation.



EXPERIMENT 1


Methods

A mixed 2 × 2 design was adopted, featuring a between-subject factor of group (control, experimental) and a within-subject factor of picture type (neutral, negative).


Participants

We determined the sample size using an a priori power analysis. To detect a large effect of anxiety, using a power of 0.8 and an alpha of 0.05, the power analysis indicated a required sample size of 21 participants per group.

Fifty-two participants were recruited from a Chinese university. STAI-T showed that their anxiety severity scores range from 44 to 69. STAI-T yields a total score of between 20 and 80; there is no formal cut-off point, but scores of 40 and above are usually considered to indicate a high level of anxiety (Törnqvist et al., 2006). Participants were randomly assigned to one of two groups: a control group (18 females and eight males, mean age = 23.23 years, SD = 3.27, STAI-T score: 46–67, mean = 53.88, SD = 5.23) and an experimental group (16 females and 10 males, mean age = 22.81 years, SD = 3.44, STAI-T score: 45–65, mean = 54.12, SD = 5.62). The two groups did not differ in terms of age or STAI-T score, ps > 0.50; their STAI-T scores were significantly above average for Chinese college students (mean STAI-T = 45.31, SD = 11.99, N = 199, Li and Qian, 1995), ps < 0.05. All participants were right-handed and had normal or corrected-to-normal vision. All provided written informed consent before the experiment.



Stimuli

The stimuli used for the representation of duration were an image of a brown rectangle, 16 negative pictures, and 16 neutral pictures (size: 433 × 315 pixels). All pictures were selected from the “Chinese Affective Picture System.” The negative pictures featured frightening animals, dilapidated buildings, and disaster areas, while the neutral pictures included neutral animals, buildings, and human activities. A previous study had assessed each picture in terms of valence and arousal by asking a large sample of Chinese participants to rate them using a nine-point scale (Bai et al., 2005); an independent-samples t-test performed on the mean scores showed that the negative pictures differed significantly from the neutral pictures in regard to valence, t(30) = −21.24, p < 0.05 (Negative: mean = 2.74, SD = 0.32; Neutral: mean = 5.26, SD = 0.35) and arousal, t(30) = 20.00, p < 0.05 (Negative: mean = 5.78, SD = 0.48; Neutral: mean = 3.32, SD = 0.08).



Procedure

The experiment was conducted and recorded using E-Prime 1.1 (Psychological Software Tools, Pittsburgh, PA, United States) on a PC. Stimuli were presented on a 17” LCD monitor (1024 × 768 pixels, 60 Hz), and the participants gave their responses using the computer keyboard. The participants were seated in a quiet room approximately 60 cm from the monitor, with horizontal and vertical visual angles of less than 16°.

The experimental group and the control group were presented with different instructions before they performed the TBT. The experimental group was trained to suppress their expressions of emotion and to deliberately stay calm when a negative picture appeared. The control group, meanwhile, were trained to passively perceive the emotions they felt in response to the pictures they were shown (see Figure 1A).
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FIGURE 1. The procedure of Experiment 1. (A) The instructions of deliberate suppression group and control group. (B) Schematic illustration of the temporal bisection task. (C) Schematic illustration of the arousal assessment.


Both groups were given the same TBT, consisting of a learning, a learning test, and a main test phase. In the learning phase, a brown rectangle appeared for a short (400 ms) or long (1600 ms) standard duration (five times each, random order). Participants were asked to remember these durations. In the learning test, participants were instructed to indicate whether stimuli appeared for either a short (400 ms) or a long (1600 ms) duration (five times each, random order). Participants whose accuracy was less than 100% would learn again. In the main test phase, the 16 negative and 16 neutral pictures were randomly presented with seven durations (400, 600, 800, 1000, 1200, 1400, and 1600 ms; see Figure 1B). Each picture was presented once for each duration, meaning there were 224 trials altogether. Participants were asked to indicate, by pressing one of two labeled keys (“j” and “f,” counterbalanced for long/short) on the keyboard, whether each picture appeared for a duration closer to either the “short” or the “long” standard duration.

After the TBT, participants were required to assess the arousal of each picture using a nine-point scale (from 1 = “not excited at all” to 9 = “extremely excited”; see Figure 1C). The experimental group and the control group were also required to deliberately suppress or passively perceive emotions during the arousal assessment.

Finally, participants were required to rate the extent to which they deliberately suppressed (experimental group) or passively perceived (control group) emotion using a nine-point scale (from 1 = “not at all” to 9 = “completely”). The rating scores ranged from 7 to 9 (control group: mean = 8.50, SD = 0.81; experimental group: mean = 8.42, SD = 0.81), suggesting that the manipulation of deliberate suppression in the experimental and passive perception in the control groups were both successful.

The experimental protocol was approved by the local ethics committee.



Results

The raw data of TBT were analyzed by computing the proportion of “long” responses in the TBT. For each duration (t), the corresponding proportion of “long” responses was computed as P(“long”| t). A plot of proportions revealed a psychometric function that took the form of a sigmoid curve extending from approximately 0, representing the shortest duration, to approximately 1, representing the longest. The function shift toward the left indicates that the participants perceived longer time. The resulting curves were fitted using a cumulative Gaussian function with two parameters: (1) the standard deviation (σ), corresponding to temporal sensitivity, and (2) the mean (μ), corresponding to the “point of subject equality” (PSE), or the duration that yielded no difference between the long and short responses [i.e., P(long| t = μ) = 0.5] (Kroger-Costa et al., 2013; Liu et al., 2015; Tian et al., 2018). A lower PSE indicates that the participants perceived longer time.

Figure 2A shows the proportion of “long” responses plots of Experiment 1. It shows that the psychophysical functions were shifted toward the left, consistent with a time overestimation, for the negative pictures compared to the neutral pictures in both control and experimental groups. To statistically analyze the effect of deliberate suppression on time perception, a repeated-measures ANOVA was run on PSE, with group (control, experimental) as a between-subject factor, and picture type (neutral, negative) as a within-subject factor; this revealed a significant main effect of picture type, F(1,50) = 10.14, p < 0.01, ηp2 = 0.17. Post hoc analysis revealed that PSE was systematically lower for the negative pictures (mean ± SE = 868.39 ± 20.81 ms) than for the neutral pictures (919.67 ± 24.14 ms). In contrast, the main effect of group, F(1,50) = 0.01, p = 0.91, and the interaction between group and picture type, F(1,50) = 0.04, p = 0.85, was non-significant. Thus, no effect of deliberate suppression on reducing anxiety-related time distortion was observed in the ANOVA (see Figure 2B).
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FIGURE 2. The temporal results of Experiment 1. (A) Proportion of “long” responses plotted against durations ranging between 400 and 1600 ms for the control group (left panel) and deliberate suppression group (right panel) by the negative and neutral pictures. (B) Mean point of subjective equality for neutral and negative pictures in each group. The error bar represents the standard error.


However, as a group design, the between-subject factors may influence results (Penney et al., 2000). To further evaluate the effect of deliberate suppression on anxiety-related time overestimation, we used PSEs of neutral pictures and negative pictures to calculate the overestimation of each participant (PSEoverestimated = PSEneutral – PSEnegative). An independent-samples t-test run on PSEoverestimated revealed that PSEoverestimated did not significantly differ between the experimental group and control group, t(50) = 0.20, p = 0.85. This suggests that deliberate suppression could not reduce anxiety-related time overestimation.

In addition, self-reported arousal was analyzed. To test the effect of deliberate suppression on arousal, a repeated-measures ANOVA was performed on arousal rating, with group (control, experimental) as a between-subject factor and picture type (neutral, negative) as a within-subject factor (see Figure 3). This only revealed a significant main effect of picture type, F(1,50) = 1312.15, p < 0.001, ηp2 = 0.96. The post hoc analysis revealed that arousal was systematically higher for the negative pictures (6.11 ± 0.07) than for the neutral pictures (3.44 ± 0.04).
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FIGURE 3. Mean self-reported arousal for neutral and negative pictures in each group in Experiment 1. The error bar represents the standard deviation.


To avoid the potential effect of individual difference, we used each participants’ arousal concerning neutral pictures and those concerning negative pictures to calculate their “arousal-increase” (Arousalincreased = Arousalnegative – Arousalneutral). An independent-samples t-test showed that Arousalincreased did not significantly differ between the experimental and control groups, p = 0.30. Taken together, this indicates that, for anxious individuals, deliberate suppression has no effect on the arousal induced by negative pictures.



Discussion

In Experiment 1, we tested whether deliberate suppression reduces anxiety-related time overestimation. To confirm our hypothesis regarding Experiment 1, we assessed the effect of deliberate suppression using both PSE and PSEoverestimated. In accordance with our hypothesis, the results of time perception showed that giving instructions regarding deliberate suppression did not reduce the experimental participants’ overestimation regarding the PSE of the negative pictures to be any lower than that of the control group. This indicates that deliberate suppression is not an appropriate way to reduce the tendency of individuals with anxiety to engage in massive time overestimation of negative stimuli.

Additional analyses of self-reported arousal found that deliberate suppression did not reduce arousal in response to negative pictures compared with the control group. Since increased arousal plays a dominating role in the anxiety-related time overestimation (Jusyte et al., 2015; Yoo and Lee, 2015; Ishikawa and Okubo, 2016), it is, therefore, inferred that the failure of deliberate suppression to reduce arousal in the anxious group may account for the lack of effect on anxiety-related time overestimation.

It should be noted that these results are not completely consistent with previous studies, which have found deliberate suppression results in counterproductive increasing arousal (e.g., Gross, 1998; Campbell-Sills et al., 2006b; Hofmann et al., 2009). A reasonable explanation is as follows: deliberate suppression consumes attentional resource (Yuan et al., 2015b), but anxious individuals generally exhibit attentional resource deficits (Krug and Carter, 2010). Since the present main task is timing, the anxious individuals did not have enough resources to realize the goal of emotional suppression, which resulted in a null effect. Another explanation lies in that all our participants are East Asians. Previous studies have shown that East Asians perform better than Westerners in suppression (Butler et al., 2007; Murata et al., 2013), and the suppression produces beneficial emotion-regulation effects at both behavioral and physiological levels for East Asians (Yuan et al., 2015b), so it is likely that anxious East Asians could exhibit lesser negative effects of suppression (i.e., counterproductive increasing arousal) than Westerners. Nonetheless, the results of the present study and previous studies have consistently shown that deliberate suppression is not an effective strategy for reducing arousal in anxiety.

Therefore, an attentional resource-costly regulation method such as deliberate suppression may not apply to anxious individuals, who are characterized by deficits in cognitive control mechanisms (Krug and Carter, 2010). This implies that non-conscious emotion regulation (e.g., automatic suppression), which requires no deliberate cognitive effort during negative stimulation, may better reduce the anxiety-related time distortion.



EXPERIMENT 2


Methods

A mixed 2 × 2 design was adopted, featuring a between-subject factor of group (control, experimental) and a within-subject factor of picture type (neutral, negative).


Participants

A new cohort of 52 participants from the same Chinese university was recruited for Experiment 2. They were randomly assigned to one of two groups: a control group (17 females and nine males, mean age = 23.88 years, SD = 3.31, STAI-T score = 44–68, mean = 54.92, SD = 5.28) and an experimental group (15 females and 11 males, mean age = 24.31 years, SD = 3.33, STAI-T score = 45–66, mean = 55.27, SD = 5.45). The two groups did not differ in regard to age or STAI-T (ps > 0.05), and their STAI-T scores were significantly above average for Chinese college students, ps < 0.05. All participants were right-handed and had normal or corrected-to-normal vision. They gave written informed consent before the experiment.



Stimuli

The stimuli were the same as those used in Experiment 1.



Procedure

The experimental devices and the procedure for Experiment 2 were similar to that used in Experiment 1, except we administered sentence-unscrambling tasks instead of providing instructions before the TBT (see Figure 4). The sentence-unscrambling task was used to prime participants of suppression automatically. It was first adapted to manipulate automatic emotion regulation by Mauss et al. (2007b). In this task, participants are asked to construct grammatically correct, four-word sentences from five-word jumbles; 40 sentences including either passive perception or emotion-suppression terms were used to prime the control group and experimental group, respectively (see Figure 4A). These terms were chosen by asking 15 postgraduate students (seven males) to “list the 10 words that come to your mind when you think of the concepts ‘emotion suppression’ or ‘passively perceiving’.” Then, five new postgraduate students majoring in emotion regulation evaluated these sentences and selected 20 sentences each that served to prime suppression or passive perception. To avoid potential demand effects, we informed participants that the sentence-unscrambling task was designed to test their grammatical abilities.
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FIGURE 4. The procedure of Experiment 2. (A) Schematic illustration of the sentence-unscrambling task for the automatic suppression group and control group. Each sentence unscrambling task contains five Chinese words. (B) Schematic illustration of the temporal bisection task. (C) Schematic illustration of the arousal assessment.


At the end of Experiment 2, participants were required to complete a funneled debriefing procedure, which is similar to previous studies (e.g., Chartrand and Bargh, 1996; Bargh and Chartrand, 2000; Williams et al., 2009). They were asked (1) whether they had ever seen or completed a sentence-unscrambling task for another experiment, (2) what they thought the purpose of the sentence-unscrambling task, (3) whether and what they thought the sentence-unscrambling task and TBT had been related. This funneled debriefing procedure was used to check the validity of the automatic suppression manipulation. For the first question, nobody reported they had seen or completed a sentence-unscrambling task before. For the second question, most participants(n = 47) believed that the purpose of the sentence-unscrambling task was to test their grammatical abilities, and a few participants (n = 5) reported that they did not know. For the third question, nearly half of the participants (n = 24) thought that the sentence-unscrambling task had nothing to do with TBT, and the remaining participants thought that the sentence-unscrambling task may have some relationship with TBT (n = 28), but nobody mentioned emotion or emotion regulation as the connection between the two tasks (n = 0). Thus, no participants indicated suspicion of the prime or guessed the hypothesis of the experiment.

The experimental protocol was approved by the local ethics committee.



Results

Figure 5A shows the proportion of “long” responses plots of Experiment 2. It shows that the psychophysical functions were shifted toward the left, consistent with a time overestimation, for the negative pictures compared to the neutral pictures only in the control group. To statistically analyze the effect of automatic suppression on time perception, a repeated-measures ANOVA was performed on PSE, with group (control, experimental) as a between-subject factor and picture type (neutral, negative) as a within-subject factor; this revealed a significant main effect of picture type, F(1,50) = 4.47, p < 0.05, ηp2 = 0.08. Post hoc analysis revealed that PSE was lower for negative pictures (876.27 ± 19.42 ms) than for neutral pictures (903.11 ± 18.92 ms); in contrast, the main effect of group did not reach significance, F(1,50) = 0.27, p > 0.05. Importantly, the interaction between group and picture type was significant, F(1,50) = 5.66, p < 0.05, ηp2 = 0.10. A simple effects analysis showed that in the control group, the PSE of negative pictures was lower than that of neutral pictures, p < 0.01, whereas in the experimental group, there was no difference, p = 0.85, indicating that the anxiety-related time overestimation in the control group did not emerge in the experimental group (see Figure 5B).


[image: image]

FIGURE 5. The temporal results of Experiment 2. (A) Proportion of “long” responses plotted against durations ranging between 400 and 1600 ms for the control group (left panel) and automatic suppression group (right panel) by the negative and neutral pictures. (B) Means point of subjective equality for neutral and negative pictures in each group. The error bar represents the standard error.


To further evaluate the effect of automatic suppression on reducing anxiety-related time overestimation, we also used the PSE of neutral pictures and of negative pictures to calculate the overestimation of each participant (PSEoverestimated = PSEneutral – PSEnegative). An independent-samples t-test showed that the PSEoverestimated of the experimental group was significantly lower than that of the control group, t(50) = 2.38, p < 0.05, Cohen’s d = 0.66. This result indicates that the automatic suppression could reduce the anxiety-related time overestimation.

In addition, self-reported arousal was analyzed. To test the effect of automatic suppression on arousal, a repeated-measures ANOVA was conducted on arousal, with group (control, experimental) as a between-subject factor and picture type (neutral, negative) as a within-subject factor (see Figure 6). This revealed a significant interaction between group and picture type, F(1,50) = 9.96, p < 0.001, ηp2 = 0.57. A simple effect analysis showed that in the experimental group the level of arousal induced by the negative pictures (4.80 ± 0.10) was lower than that in the control group (6.07 ± 0.10), p < 0.001. Meanwhile, for the neutral pictures, the level of arousal shown by the experimental group (3.37 ± 0.05) did not significantly differ from that shown by the control group (3.41 ± 0.05), p = 0.59.
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FIGURE 6. Mean self-reported arousal for neutral and negative pictures in each group in Experiment 2. The error bar represents the standard deviation.


To avoid the potential effect of individual difference, we also used the arousal levels of the neutral and negative pictures to calculate each participant’s “arousal-increase” (Arousalincreased = Arousalnegative − Arousalneutral). An independent-samples t-test showed that the arousal-difference of the experimental group (1.43 ± 0.11) was lower than that of the control group (2.67 ± 0.10), t(50) = 8.14, p < 0.001, Cohen’s d = 2.27. Taken together, this indicates that, for anxious individuals, automatic suppression could reduce the arousal induced by negative stimuli.

Furthermore, we tested the relationship between time overestimation and arousal reduction. A Pearson’s correlation coefficient was conducted, in which PSEoverestimated was used as time overestimation data and Arousalincreased was used as arousal-reduction data. The results showed that Arousalincreased positively correlated with PSEoverestimated, r = 0.53, p < 0.001, indicating that the more arousal was reduced, the less time overestimation occurred.

Moreover, we performed a mediation analysis with the PROCESS macro developed by Hayes (2013) to examine whether the relationship between automatic suppression (X) and PSEoverestimated (Y) was mediated by Arousalincreased (M). Y and M were transformed into z scores. The results showed that the total effect of X on Y was significant, B = −0.63, SE = 0.27, 95% CI, [−1.16, −0.10], t = −2.38, p < 0.05, the effect of X on M was significant, B = −1.50, SE = 0.18, 95% CI, [−1.86, −1.13], t = −8.14, p < 0.001, the effect of M on Y was significant, B = 0.66, SE = 0.18, 95% CI, [0.30, 1.03], t = 3.63, p < 0.001, the indirect effect through Arousalincreased was significant, β = −0.99, SE = 0.21, 95% CI, [−1.38, −0.54], but the direct effect of X on Y was not significant, β = 0.36, SE = 0.36, 95% CI, [−0.37, 1.09], t = 1.00, p = 0.32, thus indicating that in Arousalincreased acts as mediator between automatic suppression and PSEoverestimated.



Discussion

In Experiment 2, we tested whether automatic suppression can reduce time overestimation in anxious individuals using both PSE and PSEoverestimated. In accordance with our hypothesis, the results showed that using a sentence-unscrambling task with automatic suppression caused the participants’ overestimation of the perceived duration of the negative pictures to be less than that of the control group.

An additional analysis of self-reported arousal found that automatic suppression could reduce the arousal level induced by negative pictures, and that a reduction in time overestimation positively correlated with a reduction in arousal. Importantly, a mediation analysis revealed that the effect of automatic suppression on anxiety-related time overestimation was moderated by the arousal reduction. These results imply that automatic suppression, which effectively reduces arousal (Gross, 1998; Gallo et al., 2012), is an appropriate method for reducing anxiety-related time overestimation.



GENERAL DISCUSSION

The present study focused on finding an effective way of reducing anxiety-related time overestimation. As increased arousal has been thought to be the main mechanism of the anxiety-related time overestimation (Jusyte et al., 2015; Yoo and Lee, 2015; Ishikawa and Okubo, 2016), we adopted suppression, which is effective for reducing arousal, as a possible method. Because suppression can be achieved both deliberately and automatically, Experiments 1 and 2 were tested the effectiveness of deliberate suppression and automatic suppression in reducing anxiety-related time overestimation, respectively.

The results for the control groups in both Experiments 1 and 2 replicated those of previous studies, with anxious individuals showing longer perceived durations of negative pictures than of neutral pictures (Bar-Haim et al., 2010; Jusyte et al., 2015; Yoo and Lee, 2015; Ishikawa and Okubo, 2016). This means that the time overestimation of negative pictures was successfully replicated, providing a baseline for investigating the effects of deliberate and automatic suppression on this time distortion.

As hypothesized, in Experiment 1 deliberate suppression failed to reduce the time overestimation in anxious individuals, with non-significant arousal reduction being observed. This result is inconsistent with the findings of a previous study based on healthy individuals (Tian et al., 2018). In contrast, Experiment 2 showed that automatic suppression successfully reduced anxiety-related time overestimation with significant arousal reduction. The inconsistent results between Experiments 1 and 2 suggest that the manner in which suppression is performed (deliberate/automatic) influences the effect of suppression. Previous studies have suggested that deliberate suppression consumes considerable attentional resource (Yuan et al., 2015b; Cai et al., 2016a,b). Individuals with psychological disorders (e.g., anxiety) usually experience a shortage of attentional resource as a result of regularly engaging in effortful and controlled processes based on deliberate suppression (Gao et al., 2018). This deficiency presumably explains the failure of deliberate suppression in Experiment 1. In contrast, as automatic suppression consumes little or no attentional resource, Experiment 2 showed that automatic suppression causes a successful modulation effect of anxiety-related time overestimation. Thus, we can surmise that unawareness of suppression may be the key to its effectiveness.

Since increased arousal plays a dominating role in anxiety-related time overestimation (Jusyte et al., 2015; Yoo and Lee, 2015; Ishikawa and Okubo, 2016), it is likely to infer that the effectiveness of suppression to reduce the time overestimation is related with the effectiveness of arousal reduction. Several studies have shown that awareness of suppression usually does not reduce arousal, and may even lead to counterproductive increases in arousal, especially for anxious individuals (e.g., Campbell-Sills et al., 2006b; Hofmann et al., 2009; Wilson et al., 2014). Meanwhile, other studies have indicated that unawareness of suppression leads to decreased arousal (e.g., Mauss et al., 2007b; Williams et al., 2009; Chen et al., 2017b). These support the current finding that automatic suppression, which is less cognitively taxing, is more effective than deliberate suppression in terms of reducing anxiety-related time overestimation.

The present study extends the non-conscious emotion regulation research. In previous studies, researchers focused on the effect of non-conscious emotion regulation on the emotional responding to emotion events. For example, Mauss et al. (2007b) primed “emotion control” goals to investigate the effect of automatic suppression on participants’ self-reported anger experience and corresponding cardiovascular responding; Williams et al. (2009) primed reappraisal goals to assess the effect of automatic reappraisal on heart rate during stress. By contrast, the present study aimed at the effect of non-conscious emotion regulation on time perception, which is a cognitive function that could be, however, affected by emotion. The present study also extends the research of time perception modifications. In previous studies, researchers have used the conscious methods to modify time perception, such as deliberate suppression, reappraisal (Tian et al., 2018), appraisal (Uusberg et al., 2018), or attention allocation (Mella et al., 2011); instead, the present study initiated a non-conscious method to modify time perception. The present findings revealed that automatic suppression is an effective way to reduce anxiety-related time overestimation.

Several limitations to the present study should be addressed in future work. First, we only employed Chinese participants. The efficacy of suppression is culture-specific: East Asians show better performance than Westerners (Butler et al., 2007; Murata et al., 2013). In addition, in Chinese people suppression has been determined to produce beneficial emotion-regulation effects at both behavioral and physiological levels (Yuan et al., 2015b). Therefore, for Westerners, suppression might be less effective for reducing anxiety-related time overestimation; further studies should aim to verify this. Second, we adopted a self-reported nine-point scale to assess participants’ arousal. Some studies pointed out that self-reported assessment is not as precise as the physiological measurement (Wilhelm et al., 2001; Edelmann and Baker, 2002; Mauss et al., 2004), although self-reporting and physiological results are somewhat consistent (McLeod et al., 1986; Gross, 1998; Kuo and Linehan, 2009). Thus, if future studies need to accurately explore the relationship between arousal and time perception, physiological measurements should be used. Third, we did not directly compare the effect between deliberate and automatic suppression as their manipulations didn’t match in the time design level. Future studies could design an experiment that includes both conditions, so that their effects could be compared. Fourth, we only tested the effect of suppression and ignored other strategies. Previous studies have found that not only suppression (Effron et al., 2006; Tian et al., 2018), but also attention allocation (Mella et al., 2011), reappraisal (Tian et al., 2018), and conscious awareness of time distortion (Droit-Volet et al., 2015) are effective modifications of time distortion—especially attention allocation, which regulates negative emotions more rapidly than does suppression (Paul et al., 2013), protects individuals from mood disorders during frustrating situations (Li and Yuan, 2018), and maintains positive affect and well-being during negative stimulation (Yuan et al., 2012; Meng et al., 2015). Future studies might explore these and other strategies for modifying anxiety-related time overestimation.



CONCLUSION

Increasingly, researchers are searching for methods of modifying time distortion (Effron et al., 2006; Mella et al., 2011; Droit-Volet et al., 2015; Tian et al., 2018; Uusberg et al., 2018). Previous works have mostly focused on healthy individuals. However, anxious individuals are associated with more time overestimation than do healthy individuals (Bar-Haim et al., 2010; Jusyte et al., 2015; Yoo and Lee, 2015; Ishikawa and Okubo, 2016). Thus, reducing anxiety-related time overestimation is an emerging challenge.

The anxiety-related time overestimation is mainly associated with increased arousal (Jusyte et al., 2015; Yoo and Lee, 2015; Ishikawa and Okubo, 2016). The present study employed deliberate suppression and automatic suppression, which both have been proven to be an effective strategy for reducing arousal, as methods of modifying anxiety-related time overestimation. The experiments performed in this work initiated empirical evidence that anxiety-related time overestimation can be effectively reduced by automatic suppression, but not deliberate suppression.
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Dysfunctional attentional control is observed in patients with mental disorders. However, there is no established neurophysiological method to assess attention in such patients. We showed a discrepancy in alpha-band power in the tasks that evoked internal and external attention event-related alpha-band power changes in healthy subjects during self-reflection (SR) and working memory (WM) tasks in a preliminary study. In this study, we aimed at elucidating event-related alpha-band power changes in healthy subjects during the tasks, addressing the shortcomings of the previous study. Sixteen healthy volunteers were examined for the event-related power (ERpow) change during the tasks. The results demonstrated the discrepancy of alpha-band ERpow at 8, 10, and 12 Hz in the parieto-occipital area between the WM and SR tasks for a period between a target stimulus and a command stimulus, where a participant switched to internal attention from external attention according to the SR task and remained at external attention according to the WM task. The results suggest that alpha-band ERpow in this area is associated with the direction of attention in response to cognitive stimuli, indicating that the findings of ERpow during the two tasks would potentially aid in the clarification of the pathophysiology of the dysfunctional change in attention in patients with psychiatric disorders.

Keywords: attention, event-related synchronization/desynchronization, alpha-band, EEG, working memory, self-reflection


INTRODUCTION

Dysfunction of attentional control is observed in patients with mental disorders, including patients with organic localized injury in the frontal lobe, and also in those with psychiatric disorders such as mood disorders, schizophrenia, and neurodevelopmental disorders (Posner et al., 2019). For instance, patients with attention deficit hyperactive disorder (ADHD) have the essential feature of a persistent pattern of inattention that interferes with functioning or development (American Psychiatric Association, 2013).

Dysfunction of attentional control in ADHD presents behaviorally as the wandering of the task, lacking persistence, having difficulty sustaining focus, and being disorganized. It is not due to defiance or the lack of comprehension (American Psychiatric Association, 2013). To date, the diagnosis of ADHD by such inattention is determined by a clinical interview. Biological markers to assess inattention are required; however, to the best of our knowledge, there is no established neurophysiological method to do this.

For the neurophysiological mechanism in ADHD, a hypothesis based on dysfunction in controlling Default Mode Network (DMN) has been proposed (Castellanos et al., 2008; Biskup et al., 2016; Janssen et al., 2017; Kernbach et al., 2018). The DMN is a neural network that consists of brain structures distributed around the cerebral midline area, such as the midsagittal region of the frontal lobe, posterior cingulate gyrus, and precuneus. The DMN is known to activate at rest and when the attentional direction changes to internal, such as during a self-reflection task (Fuentes-Claramonte et al., 2019; Magosso et al., 2019), while it suppresses when the attentional direction changes into external, such as during a working memory task (Gusnard et al., 2001). However, little is known of the association between attentional direction and neurophysiological dysfunction in areas relevant to the DMN component in patients with ADHD. Electroencephalogram (EEG) studies are helpful to clarify the association because of the high resolution in the time domain.

Recent studies have shown that patients with ADHD had a decreased amplitude and prolonged latency of P300 of event-related potentials (ERP; Kaiser et al., 2020), and a reduced amplitude of mismatch negativity (MMN; Cheng et al., 2016). In contrast, changes in alpha-band oscillatory activity were closely related to attentional control, and the alpha-band power changes were associated with DMN activity (Bowman et al., 2017). However, the relationship between the alpha-band power and DMN activity is still controversial; the alpha-band power and the DMN activity positively correlated in the eye-opening condition, although they did not correlate in the eye closing condition (Mo et al., 2013).

Recently, we conducted a preliminary study of event-related alpha-band power changes in healthy subjects during the self-reflection (SR) and working memory (WM) tasks (Shimode et al., 2019). A significant discrepancy in alpha-band power was detected when the two tasks were attentionally pointed in opposite directions. Such a discrepancy in alpha-band power in the tasks evoked internal and external attention and may reflect transient DMN activation. However, there were a couple of limitations in the preliminary study. First, the frequency resolution was not enough. Employing the Fast Fourier Transformation Analysis with a time window of 250 ms resulted in limited frequency resolution in every 4 Hz bin. The limited frequency resolution potentially contains partial contamination of the alpha-band power by theta-band power, particularly in the lower alpha-band in N100 of ERP. The contamination may cause a pseudo increase in theta-band power. Second, the Japanese words in the SR and WM tasks were easy for the Japanese participants. The easy tasks may cause insufficient attentional direction during the two tasks, resulting in a discrepancy in lower alpha-band power between the two tasks. To address these shortcomings in the current study, the frequency resolution was improved in every 2 Hz bin employing the pre-filtering method, and the words used in the tasks were in English, which is a second language in Japan.

In the present study, we aimed at elucidating event-related alpha-band power changes in healthy subjects during the modified SR and WM tasks. We hypothesized that the discrepancy in alpha-band power between the SR and WM tasks was visible compared to the preliminary study.



MATERIALS AND METHODS


Subjects

Sixteen healthy subjects were studied. The subjects were recruited by advertisements and word-of-mouth communication in the community. All subjects were right-handed and the mean ± SD age was 27.4 ± 4.6 years. All subjects were male. Female subjects were not included in this study because ADHD is more frequent in males than in females in the general population, with a ratio of approximately 2:1 in children and 1.6:1 in adults (American Psychiatric Association, 2013). Subjects were required to have a university degree as a minimum education requirement. Proficiency in English in participants was confirmed to not be a problem for proceeding with the task in this study. No subjects had any psychiatric disorders including ADHD according to the Diagnostic and Statistical Manual of Mental Disorders, 5th edition (American Psychiatric Association, 2013) in a clinical interview by senior psychiatrists. No subjects took any medications or had any physical diseases which could potentially influence cognitive and brain function. Any subject with abnormal EEG findings suggesting epilepsy and other organic brain disorders was excluded from the study by a psychiatrist with the certification of EEG expertise by the Japanese Society of Clinical Neurophysiology. This study was approved by the Ethics Review Board, Saitama Medical University (No. 834). All experiments were performed following relevant guidelines and regulations. After the study was fully explained to each subject, we obtained written informed consent from all participants.



Task Procedure

The task consisted of eight blocks for 110 min. Four blocks were the WM task, while the remaining four were the SR task. Each block included 56 trials for 9 min. The interval between blocks was 5 min (Figure 1). The total number of trials per subject was 224 for each of the WM and SR tasks. The WM and SR trials were displayed in the order. Subjects sat on a reclining seat in a relaxed manner. A white dot as a fixation point was displayed in the center of the black screen in a liquid crystal display monitor of 23 inches. The distance between the subject’s eye and fixation point was set at 150 cm.
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FIGURE 1. The procedure of the experiment consists of eight blocks in which four were working memory tasks and four were self-reflection tasks.




Working Memory Task (WM)

The WM task was a modified Go-No Go task. The visual stimuli were six adjective words that were 5–8 “letters” in length in English. The words were presented for 50 ms in the center of the screen in a size of 6.5 cm × 18.5 cm in the WM task in a pseudo-random manner. The adjectives were “Brave,” “Careful,” “Strict,” “Flexible,” “Diligent,” and “Generous.” The words were chosen from a list of adjectives in a previous study (Aoki, 1971) so that the “desirability rate” was less than 4.5 degrees and the standard deviation was less than 1.

A word as the warning stimulus (S1) was displayed. Subsequently, a word as the target stimulus (S2) was displayed 2 s after S1, and the command stimulus (S3) was presented 2 s after S2. The subjects were instructed to memorize S1, identify if a word of S2 was the same as a word of S1, and push a button using a computer mouse at S3. Subjects clicked the “Go” button at S3 when a word of S2 matched that of S1 (“Go” condition: 43% of trials) and did not click the button at S3 when no words of S2 and S1 matched (“No Go” condition: 57% of trials). A white dot was presented for 2 s after S3. The interval between the blocks was for 3 s The subjects were instructed to keep their eyes open during the words displayed and blink when the white dot was displayed (Figure 2).
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FIGURE 2. Task procedure in each trial for self-reflection task and working memory task.





Self-reflection Task (SR)

The SR task was presented in the same sequence as the WM. The subjects were instructed to ignore the meaning of a word at S1, then evaluate whether the meaning of the word at S2 was thought to match one of their personality traits, and click a “Go” button by computer mouse at S3 (“Match” condition). They did not click the button when the meaning of the word at S2 was not thought to match with one of their personality traits (“No Match” condition; Figure 2).


EEG Recording

Multi-channel EEGs were recorded from 21 scalp sites (F3, Fz, F4, FC3, FCz, FC4, C3, Cz, C4, CP3, CPz, CP4, P3, Pz, P4, PO3, POz, PO4, O1, Oz, O2) using a digital EEG (Neurofax μ EEG-9100, NIHON KOHDEN Corporation). All scalp electrodes were digitally referenced to linked ears. Impedance in each electrode was less than 10 kΩ. The EEG signals were amplified by a bandpass of 1.6–120 Hz and sampled at a rate of 1,000 Hz. The onset of each stimulus and each response were marked digitally on a trigger channel.



Data Analysis


Behavioral Performance

For the WM task, the mean reaction time was calculated in the “Go” condition. The rate of accurate response was calculated in the “Go” and “No Go” condition.

For the SR task, the mean reaction time in the “Match” condition was also calculated. As the accuracy could not be calculated, the discrepancy rate between “Match” and “No Match” conditions for the top three words frequently selected were used for the behavioral analyses. If the discrepancy rate was significant, the performance would be considered to be verified.



EEG

The EEG data during the trials in the “No GO” condition of the WM task and “No Match” conditions of the SR task was not used for the analysis, because these conditions were not properly monitored through the motor response. In the “GO” condition of the WM task, trials with an incorrect response and trials with a response time of more than 1,000 ms were excluded from the analysis. In the “Match” condition of the SR task, trials with a response time of more than 1,000 ms were also excluded from the analysis, because we considered that the response time meant that subjects inadequately performed the task in the epoch. Then, a total of 1,416 trials in the “GO” condition of the WM task and 1,538 trials in the “Match” condition of the SR task were selected for the analysis. Subsequently, a clinical neurophysiology instructor in the EEG section, certified by the Japanese Society of Clinical Neurophysiology, assessed the EEG data. The data of epoch with artifacts, including eye movement, muscle activity, electrocardiogram, and sweating were excluded from the analysis. Finally, 898 trials (63% of the total) in the WM task and 881 trials (58% of total) in the SR task were analyzed. The analysis was performed in the programming language under MATLAB 6.0 (MathWorks, Natick, MA, USA).



Event-Related Potential (ERP)

Event-related potentials in the “Go” and “Match” conditions were computed for both SR and WM tasks. Peak amplitude and latency in the negative and positive components after S1, S2, and S3 were also calculated for each task and each subject. Baseline correction was performed by subtracting the mean value of ERP between −1,000 and 0 ms from each time series of ERP.



Event-Related Power Change (ERpow)

The EEG data were exported into the computer for data analysis. The range of 1,000 ms before and 6,000 ms after the trigger signal of S1 was defined as one epoch. The epochs in the “Go” condition in the WM task and “Match” condition in the SR task were selected. These analyses were processed by the analytic program written in the language of SAS Software (SAS Institute, NC, USA). The digitally filtered time-series of 8 Hz, 10 Hz, and 12 Hz were extracted from the raw EEG epoch using Finite Impulse Response Filter for each area, each task, and each subject (Toma et al., 2002). In one epoch, variance values in the time-window of 250 ms were calculated: the first range of variance value in the time-window was −1,000 to −750 ms, the second one was −950 to −700 ms, and the series continued till the last one was 5,750 to 6,000 ms. The arithmetic mean of variance values was calculated using all trials for a task, a subject, an area, and a frequency-band. Finally, the time series of the power spectrum was obtained. To reduce the effect of inter-individual variability of absolute power, an event-related change in variance was estimated using the equation:
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Pxx(f) activation: Power value in each time window, Pxx(f) rest: Mean power value in resting period (−1,000 to 0 ms), SDxx(f): Standard deviation of each time series of power values.

Color maps of spatial distributions of ERpow were drawn for PERIOD 5 and 6 during the SR and the WM tasks. We defined PO3 and PO4 as the regions of interest (ROIs) based on previous studies (Knyazev, 2012; Travis and Parim, 2017). The two studies demonstrated that the estimated cortical distribution of sources of scalp-recorded EEG activity using LORETA showed alpha-band activation in the parieto-occipital area during self-referential thoughts and transcendental meditation.

For each ROIs, an ERpow value for each time window was plotted on the midpoint of the time window; the first ERpow value for −1,000 to −750 ms was plotted on −875 ms, the second one from −950 to 700 ms was plotted on −825 ms, and the series continued till the last one for 5,750 to 6,000 ms was plotted on 5,875 ms. These analyses were processed by the analytic program written in the language of MATLAB 6.0 (MathWorks, MA, USA).


Statistical Analyses


Performance Data

For the reaction time, a one-way analysis of variance (ANOVA) with the reaction time as a dependent variable and Task (SR and WM) as an independent variable was performed. For the discrepancy rate between “Match” and “No Match” conditions for the top three words in the SR task, one way ANOVA with the discrepancy rate as a dependent variable and condition (“Match” and “No Match”) as the independent variable was performed. To evaluate the habituation effect in the latter part of the experiment, a one-way repeated measures ANOVA with the reaction time as a dependent variable and the BLOCK (four blocks) as a repeated factor was performed for the SR and WM tasks. The degree of freedom was corrected using the epsilon value estimated through the Greenhouse-Geiser procedure. We used a statistical software of SAS version 8.0 (SAS Institute, Cary, NC, USA) with statistical significance set at p < 0.05.



EEG Data

For the ERP, the peak amplitude and latency in the negative and positive components after S1, S2, and S3 were obtained from each subject for both SR and WM tasks. Two-way ANOVA with the peak amplitude and latency in the negative and positive components as a dependent variable and with the task (two levels; WM and SR) and timing (three levels; after S1, after S2, and after S3) as an independent variable. With respect to ERpow, we used 28 samples per 7 s that did not overlap the time-window of ERpow in 140 data points per 7,000 ms. The PERIOD 1–7 were defined as follows: the baseline 0 ms was S1, PERIOD 1 was from −1,000 to 0 ms, PERIOD 2 was from 0 to 1,000 ms, PERIOD 3 was from 1,000 to 2,000 ms, PERIOD 4 was from 2,000 to 3,000 ms, PEROID 5 was from 3,000 to 4,000 ms, PERIOD 6 was from 4,000 to 5,000 ms, and PERIOD 7 was from 5,000 to 6,000 ms.

To confirm whether or not the selected ROIs showed significant ERpow increases in SR task, we used one-way ANOVA with ERpow as a dependent variable and with the condition (two levels; rest and activated) as an independent variable in each ROI for each part in PERIOD5 (earlier part: 3,000 to 3,500 ms, later part: 3,500 to 4,000 ms). PERIOD 1 was defined as the rest condition and PERIOD 5 was selected as the activated condition, because self-reflection was performed in PERIOD 5 during the SR task, resulting in opposite attentional direction between the SR and WM tasks.

For the time series of ERpow in ROIs, we used three-way repeated-measures ANOVA with ERpow as a dependent variable and with the task (two levels: WM and SR) and frequency (three levels: 8, 10, and 12 Hz) as independent variables and with PERIOD (seven levels) as a repeated factor. The degree of freedom was corrected using the epsilon value estimated through the Greenhouse-Geiser procedure. Scheffe’s multiple comparisons were employed as a post-hoc test to test the discrepancy in ERpow between WM and SR tasks.









RESULTS


Performance Data


Reaction Time

The mean reaction time was 323 ± 114 ms in the “Go” condition in the WM task and 397 ± 171 ms in the “Match” condition in the SR task. The mean reaction time was significantly longer in the SR task compared to in the WM task (F(1,30) = 5.0, *p = 0.03).



Accuracy in the WM task

Accuracy in the WM task was 97.6% in the “Go” condition and 99.6% in the “No Go” condition. Participants correctly performed the WM task with a rate of over 95%.



The Discrepancy Rate in the SR Task

All subjects clicked on a word in the “Match” condition in the SR task. The rate of the top three selected words was 38.9 ± 15.6% in the “Match” condition and 13.9 ± 12.1% in the “No Match” condition. The discrepancy of the two rates was statistically significant (F(1,30) = 4.2, **p < 0.001), which meant that the task was properly performed in the subjects.



Habituation Effect

One-way repeated-measures ANOVA revealed that the main effect of the BLOCK was not significant in the SR task (F(3,45) = 0.88, p = 0.42) and the WM task (F(3,45) = 1.54, p = 0.24).


ERP

For the negative components, the peak amplitude was greatest after S2 in the WM and SR task (Table 1 and Figure 3). For the positive component, the peak latency after S2 was the longest in the WM and SR task. Two-way ANOVA revealed that task was significant for the amplitude in the negative component (F(1,90) = 9.37, **p < 0.01), the latency in the negative component (F(1,90) = 5.41, *p = 0.02), and the amplitude in the positive component (F(1,90) = 15.33, **p < 0.01). Although task was not significant for the latency in the positive component (F(1,90) = 0.04, p = 0.84), timing was significant (F(2,90) = 23.21, *p < 0.01), although timing was not significant in others. No significant interaction between task and timing was observed.

TABLE 1. Peak latency and amplitude of N100, and P300 in Oz.
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FIGURE 3. The event-related potential at Oz during the SR and WM tasks. Redline, the “Match” condition during the SR task; navy line, the “Go” condition in the WM task.





ERpow


Spatial Distribution of ERpow

In the color map of spatial distribution (Figure 4) for the SR task, an increase in the ERpow was dominantly observed around parieto-occipital areas during PERIOD 5 at 8, 10, and 12 Hz. A decrease in the ERpow was also observed around parieto-occipital areas during PERIOD 6 in the SR task at 8, 10, and 12 Hz.
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FIGURE 4. Color maps of spatial distributions of alpha-band ERpow in PERIOD 5 and 6 during the SR and the WM tasks. SR, self-reflection; WM, working memory.



The increase in ERpow in each ROI during PERIOD 5 was statistically significant compared to baseline in the earlier part of PERIOD 5 at 8 Hz and in both earlier and later parts of PERIOD 5 at 10 H and 12 Hz, respectively: 8 Hz (PO3: earlier part of PERIOD 5, F(1,30) = 5.24, *p = 0.03; later parts of PERIOD 5, F(1,30) = 3.74, p = 0.06; PO4: earlier part of PERIOD 5, F(1,30) = 4.47, *p = 0.04; later part of PERIOD 5, F(1,30) = 8.64, *p = 0.01), 10 Hz (PO3: earlier part of PERIOD 5, F(1,30) = 8.70, *p = 0.01; later part of PERIOD 5, F(1,30) = 15.61, **p < 0.01; PO4: earlier part of PERIOD 5, F(1,30) = 14.32, **p < 0.01; later part of PERIOD 5, F(1,30) = 19.32, **p < 0.01), and 12 Hz (PO3: earlier part of PERIOD 5, F(1,30) = 5.45, *p = 0.03; later part of PERIOD 5, F(1,30) = 9.20, *p = 0.01; PO4: earlier part of PERIOD 5, F(1,30) = 12.88, **p < 0.01; later part of PERIOD 5, F(1,30) = 13.94, **p < 0.01).

In the color map of spatial distribution for the WM task, a decrease in ERpow was observed involving the central and parieto-occipital areas during PERIOD 6 at 8, 10, and 12 Hz. A greater decrease in ERpow in the WM task compared to the SR task was observed in those areas during the PERIOD 6.



Time Series of ERpow

A great difference in ERpow in PO4 and O1 between the WM and SR tasks was observed during the later part of PERIOD 4 and PERIOD 5. The ERpow of 8 Hz remarkably decreased and recovered at baseline in the WM task and weakly decreased and steeply increased in the SR task (Figure 5). The time series of ERpow of 10 Hz and 12 Hz showed a trend similar to that of 8 Hz. The ERpow of 8 Hz peaked after S3, where the N component in ERP peaked, while no ERpow of 10 Hz or 12 Hz peaked.
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FIGURE 5. Time series of ERpow at PO3 and PO4 during the SR and WM tasks. Redline, the self-reflection (SR) task; Navy line, the working memory (WM) task.



The three-way ANOVA revealed that the main effect of PERIOD and interaction between the PERIOD and the task were significant in the ERpow of PO3 (F(6,2268) = 69.53, p < 0.01; **F(6,2268) = 29.74, **p < 0.01) and PO4 (F(6,2268) = 70.11, **p < 0.01; F(6,2268) = 31.36, **p < 0.01). The interaction between the PERIOD and the frequency was also significant in the ERpow of PO3 (F(12, 2268) = 2.07, *p = 0.02) and PO4 (F(12, 2268) = 2.65, **p < 0.01). Scheffe’s multiple comparison as a post hoc analysis showed a significant difference in the ERpow between the WM and SR tasks in four PERIODs for 8, 10, and 12 Hz in PO4, one PERIOD for 8 Hz, three PERIODs for 10 Hz, and three PERIODs for 12 Hz in PO3 (Table 2).

TABLE 2. The difference in the event-related power change between the working memory task and the self-reflection task in ROIs.
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DISCUSSION

This is the first study to show the discrepancy in the alpha-band ERpow of 8, 10, and 12 Hz in the occipito-parietal areas (PO3 and PO4) between the WM and SR task for a period between a target stimulus and a command stimulus (PERIOD 4 and 5), where a participant had internal attention switched from external attention according to the SR task and remained with external attention according to the WM task. The results suggest that alpha-band ERpow in the occipital-parietal areas are associated with the direction of attention in response to cognitive stimuli, indicating that the findings of ERpow during the two tasks would potentially aid in the clarification of the pathophysiology of a dysfunctional change in attention in patients with psychiatric disorders such as ADHD.


ERpow in the Time Domain

After S2 in the SR task, subjects were thought to complete recognition of the presented word until the p300 peaked. After that, subjects were thought to internalize their attention until the S3 presentation, because they were asked to respond if they believed the presented word matched one of their personality traits. On the other hand, after S2 in the WM task, subjects were thought to complete not only recognition of the presented word but also judgment whether S2 was matched with S1 until the p300 peaked. After that, subjects were thought to externalize their attention, because they only had to wait for the S3 presentation. In other words, the opposite direction of attention in the SR and WM is paid during PERIOD 4 and 5. In these periods, alpha-band ERpow was increased in the SR task, was decreased relative to baseline in WM, and showed a significant discrepancy between the SR and WM tasks in the occipito-parietal areas.

In the condition that attention turned towards internal, the areas related to DMN are activated (Buckner et al., 2008; Buckner and Dinicola, 2019), and the amplitude of alpha rhythmic activity in such areas is also increased (Mo et al., 2013). Together with the evidence, the results of the current study suggest that the discrepancies of alpha-band ERpow in a period showing the opposite direction of attention are associated with the DMN activation in the SR task and DMN suppression in the WM task. Increased alpha ERpow during the SR task likely indicates DMN activation, while reduced alpha ERpow during the WM task may be indicative of frontoparietal attentional network activation, as this network is anticorrelated with the DMN.



ERpow in the Spatial Domain

Concerning the spatial distribution of alpha-band ERpow, the increase of ERpow was dominantly mapped in the occipito-parietal areas relevant to the cortical areas of DMN. Changes in alpha rhythmic activity related to the arousal level were dominant in the occipito-parietal areas (Ota et al., 1996; Cantero et al., 1999). In occipital-parietal areas, the alpha power increased to levels similar to a relaxed state, when a task required isolation from the external world so that the attentional direction was kept internalized (Magosso et al., 2019).

Exact low-resolution brain electromagnetic tomography analysis revealed that when the attentional direction was internal, the origin of the alpha oscillatory activity was assigned to mid-occipital-parietal areas related to DMN (Travis et al., 2010). These findings potentially support our result of spatial distribution for the discrepancy of alpha-band ERpow between SR and WM tasks.



Behavioral Performance

Results of behavioral data showed that the subjects correctly performed the tasks. If the mouse was randomly clicked in response to “Match” and “No Match” trials during the SR task, the significant discrepancy of the rate of the TOP 3 words selected between the two trials was not demonstrated. We cannot exclude the possibility that the participants may have determined the response without their self-reflection before giving the word at S3. The skipping of self-reflection results in the shortening of the reaction time; however, the mean reaction time of the SR task was significantly longer than that of the WM task. The difference partly supports the premise that the subjects engaged in self-reflection during PERIODS 4 and 5 in the SR task. Although the significant difference in the reaction time between the tasks does not sufficiently exclude the possibility of skipping self-reflection only in the latter part of the experiment, which consists of four blocks, the lack of a statistically significant main effect of BLOCK in the one-way repeated measures ANOVA suggested a lower possibility of skipping self-reflection in the latter part. The subjects were thought to correctly perform the WM task because the accuracy rate of the task was over 95%. The current study used English adjectives for the words presented in the SR and WM tasks. We considered that our preliminary study using Japanese words did not show the clear difference of ERpow between the WM and SR tasks, partly because it was too easy for participants to do the task (Shimode et al., 2019). The difficulty of tasks may be due to the evident difference of ERpow between WM and SR tasks in the present study and the longer reaction time in the tasks in the present study than in the preliminary study. Although the presenting of non-native words for subjects likely contributed to the drawing of sufficient attention, habituation for selecting words possibly occurred in the latter part of each experiment that consisted of four blocks because each experiment required over 100 min in our study. However, if such habituation has occurred, the reaction time should be shortened in the latter part of the experiment. The lack of a statistically significant main effect of BLOCK in the one-way repeated measures ANOVA suggested a lower possibility of such habituation. The results of the ERP analysis also support the evidence that subjects performed the two tasks differently. The N100 after S2 in the SR task demonstrated the maximum peak amplitude, which means that the discrimination process showed the most activation in this phase. The largest peak amplitudes of N100 and the longest peak latency of P300 in the WM task was demonstrated after S2, which means that the largest cognitive resource was consumed after S2.



Contribution to Clinical Research for Mental Disorders

A prior study demonstrated the functional association between the transient decrease in alpha-band ERpow and the suppression of DMN during working memory tasks in patients with ADHD (Lenartowicz et al., 2016). However, to the best of our knowledge, there is no report describing the discrepancy of alpha-band ERpow using the two tasks with different directions of attention, such as the WM and SR tasks. The time series of discrepancy in alpha-band ERpow between SR and WM tasks show the possibility that the discrepancy may be associated with a time series of changes in DMN activation, which is potentially helpful in clarifying the pathophysiology of psychiatric patients who have difficulty in controlling the inhibition and activation of DMN activation, such as ADHD.



Limitations

This study has several limitations. First, we cannot completely exclude the pseudo-peak of ERpow, resulting in the positive-peak of ERpow that was seen at 8 Hz just after S3, although that was seen in 10 and 12 Hz before S3. The pseudo-peak of ERpow at 8 Hz in this study was removed more efficiently than that in our preliminary study (Shimode et al., 2019) because we used the frequency resolution with 2 Hz bin to employ time-domain analysis using the pre-filtering method in the current study while we used the frequency resolution with 4 Hz bin to employ the Fast Fourier Transformation (FFT). Second, we cannot discuss the functional difference of alpha-band ERpow changes across 8, 10, and 12 Hz frequency bins because there was no clear difference between them after removing the pseudo-peak of alpha-band ERpow. Third, we did not analyze gamma-band oscillatory activities although the event-related synchronization in gamma-band oscillatory activities was associated with functional connectivity between cortical areas during a cognitive task (Tallon-Baudry, 2009). The gamma-band oscillatory activity on human scalp EEG was recorded as amplitudes of a few microvolts that resulted in a low signal-to-noise ratio; thus, many epochs would be required to obtain a reliable time series of gamma-band ERpow. In the current study, as the length of the epoch was designed as 7,000 ms, it was hard to obtain many epochs to analyze the gamma-band because the epoch was over 35%, excluding ratios with artifacts such as blinking or EMG. Fourth, we did event-related power analysis on human scalp EEG but not an advanced spatial-temporal analysis like extracting the neuronal network patterns of task-related-oscillatory activity employing Independent Component Analysis (Bowman et al., 2017). This was because we did not have much EEG data to analyze such methods by an EEG device for clinical usage. We wanted to have some evidence using the EEG device for the clinical assessment of psychiatric patients. However, future studies are required to elucidate the spatial-temporal specificity of the alpha-band ERpow discrepancy between the SR and WM tasks using more advanced methods (Bocharov et al., 2019). Fifth, the effect of habituation in the latter part of the experiment was not excluded completely. In future studies, improving the method of epoch selection to obtain additionally available epochs from each block will shorten the total time of the experiment and will likely contribute to reducing the effect of habituation. Sixth, the participants were young graduates and the results cannot be generalized to the general population.




CONCLUSION

The current study showed the discrepancy of alpha-band ERpow of 8, 10, and 12 Hz in occipital-parietal areas between the two cognitive tasks with different directions of attention. The results suggest that alpha-band ERpow in occipital-parietal areas is associated with the direction of attention in response to cognitive stimuli, indicating that the findings of ERpow during the two tasks would potentially aid in the clarification of the pathophysiology of dysfunctional change in attention in patients with psychiatric disorders such as ADHD.
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Variable responses to transcranial direct current stimulation (tDCS) protocols across individuals are widely reported, but the reasons behind this variation are unclear. This includes tDCS protocols meant to improve attention. Attentional control is impacted by top-down and bottom-up processes, and this relationship is affected by state characteristics such as anxiety. According to Attentional Control Theory, anxiety biases attention towards bottom-up and stimulus-driven processing. The goal of this study was to explore the extent to which differences in state anxiety and related measures affect visual attention and category learning, both with and without the influence of tDCS. Using discovery learning, participants were trained to classify pictures of European streets into two categories while receiving 30 min of 2.0 mA anodal, cathodal, or sham tDCS over the rVLPFC. The pictures were classifiable according to two separate rules, one stimulus and one hypothesis-driven. The Remote Associates Test (RAT), Profile of Mood States, and Attention Networks Task (ANT) were used to understand the effects of individual differences at baseline on subsequent tDCS-mediated learning. Multinomial logistic regression was fit to predict rule learning based on the baseline measures, with subjects classified according to whether they used the stimulus-driven or hypothesis-driven rule to classify the pictures. The overall model showed a classification accuracy of 74.1%. The type of tDCS stimulation applied, attentional orienting score, and self-reported mood were significant predictors of different categories of rule learning. These results indicate that anxiety can influence the quality of subjects’ attention at the onset of the task and that these attentional differences can influence tDCS-mediated category learning during the rapid assessment of visual scenes. These findings have implications for understanding the complex interactions that give rise to the variability in response to tDCS.

Keywords: tDCS, brain stimulation, attention, learning, anxiety, individual differences, perception, visual learning


INTRODUCTION

Attentional control is assumed to occur through bottom-up, implicit processes and top-down, consciously instigated processes, with this distinction codified via behavioral (Jonides, 1981; Wolfe et al., 1989) and neuroscience measures (Desimone and Duncan, 1995; Corbetta and Shulman, 2002; Mazaheri et al., 2011). While the usefulness of this distinction has been called into question, and processes outside this dichotomy have been proposed (Awh et al., 2012; Theeuwes, 2018), top-down and bottom-up attention remain the theoretical cornerstones of many cognitive models of attention and visual search (Posner, 1978; Duncan and Humphreys, 1989; Wolfe et al., 1989; Found and Müller, 1996; Ludwig and Gilchrist, 2002; Serences and Boynton, 2007). Part of the reason for their ubiquity is that this dichotomy provides ample room for interpretation (Wolfe et al., 2003; Lien et al., 2010; Theeuwes, 2010, 2018). Top-down and bottom-up represent broad directions for information flow that exist along an overlapping gradient. There is no discrete starting point for attention defined as top-down or bottom-up; rather, an attentional event begins somewhere along this gradient as dependent upon a host of state or trait influences (Katsuki and Constantinidis, 2014).

One factor known to bias attention towards implicit processing is anxiety (Bishop, 2007). Anxiety is often found to be detrimental to cognitive performance, with performance declining as complexity and attentional demands increase (Hembree, 1988; Eysenck and Calvo, 1992; Orem et al., 2008; Derakshan and Eysenck, 2009; Moran, 2016). Attentional Control Theory provides an account of how anxiety impacts attention and negatively impacts higher-level cognitive processing (Eysenck et al., 2007). This theory proposes that there are two competing systems of attention; a purpose-driven, top-down system, and a stimulus-driven, bottom-up system. Anxiety alters the balance of these competing systems in favor of bottom-up processing (Derryberry and Reed, 2002; Eysenck et al., 2007). This dichotomy is supported by neuroimaging, which has found partially overlapping substrates for these two systems (Corbetta and Shulman, 2002; Corbetta et al., 2008).

The antisaccade task has served as a behavioral analog for measuring changes in the balance of the competing systems in Attentional Control Theory (Miyake et al., 2000; Derakshan et al., 2009). In the antisaccade task, subjects are required to inhibit a reflexive saccade towards a sudden visual stimulus presented in the periphery and instead generate a purposeful saccade in the opposite direction. Purposeful and automatic saccades thus compete, with anxiety serving to suppress the former (Hunt et al., 2004; Massen, 2004). Administration of 7.5% CO2 has been used as a temporary way of increasing self-report anxiety and modeling generalized anxiety disorder in healthy volunteers (Bailey et al., 2007, 2011). Subjects given 7.5% CO2 have demonstrated a decreased ability to purposefully control eye movements in the antisaccade task (Garner et al., 2011). This ability is linked to the orienting network, which directs attention through space and is distinct from two other attention networks, executive and alerting. Appropriately, subjects given 7.5% CO2 exhibit greater orienting scores on the Attention Networks Task (ANT; Fan et al., 2002), demonstrating that this measure provides a way of quantifying attentional changes resulting from anxiety.

In viewing naturalistic scenes, the role of explicit attention is emphasized, where it has been proposed that attention falls more readily on pertinent rather than salient objects (Castelhano and Henderson, 2007; Henderson et al., 2009), with pertinence determined by explicit goals (Torralba et al., 2006; Neider and Zelinsky, 2008; Ehinger et al., 2009). However, while the factors that drive attention during Freeview of natural scenes have been described (Wolfe and Horowitz, 2017), the influence of baseline differences on these factors is less understood, especially in situations where preconscious knowledge and explicit goals are lacking. The trajectory of attention is then either driven by explicit ad-hoc goals, or by baseline differences, such as anxiety, that serve to influence the salience of items in the visual field (Itti and Koch, 2000; Wolfe and Horowitz, 2017). To explore these possibilities, the present study created a novel learning task where naturalistic stimuli could be categorized according to either top-down, hypothesis-driven, or bottom-up, stimulus-driven rules.

This study additionally employed transcranial direct current stimulation (tDCS), and the main effect of tDCS on learning is reported elsewhere (Gibson et al., 2020). Over the past several decades, tDCS, a form of non-invasive brain stimulation, has been coupled with behavioral interventions in an attempt to improve their efficacy (Clark and Parasuraman, 2014; Coffman et al., 2014). This includes functions classified under the umbrella of attention, with stimulation having been applied to areas across the cortex to try and improve different aspects of attention (Reteig et al., 2017). Some tDCS studies have found success in improving sustained attention by stimulating the right ventrolateral prefrontal cortex (rVLPFC; Clark et al., 2012; Coffman et al., 2012; Falcone et al., 2012; Nelson et al., 2014), a finding that is consistent with the association of the rVLPFC with the maintenance of attention and cognitive control (Coull et al., 1998, 2001; Aron et al., 2003, 2014; Hampshire et al., 2009, 2010). Besides attention, the rVLPFC is associated with other cognitive processes like convergent creativity, hypothesis testing, and rule learning (Seger et al., 2000; Bowden and Jung-Beeman, 2003a; Jung-Beeman et al., 2004; Seger and Cincotta, 2006; Goel et al., 2007; Mashal et al., 2007; Mihov et al., 2010; Crescentini et al., 2011; Cao et al., 2016). To examine how baseline differences in these constructs, as well as anxiety, influence tDCS-mediated category learning, subjects were tested on measures of convergent creativity, attention, and self-report state affect, before application of tDCS. The degree of interaction between these baseline measures and learning performance was then quantified. It was hypothesized that higher baseline anxiety would bias subjects to learn the stimulus-driven rather than hypothesis-driven rule.



MATERIALS AND METHODS


Subjects

Subjects were recruited through the research portal of the University of New Mexico (UNM) and advertisements posted in and around the UNM campus. Subjects received either cash payment (approximately $30) or class credit for a single experimental visit that lasted around 2 h. Before enrollment, subjects were screened for typical tDCS inclusion criteria (Bikson et al., 2016). At the beginning of the experimental session, subjects were informed of the details and goals of the study, including the use of tDCS, and consented. Study materials and procedures were approved by the U.S. Army Research Laboratory’s Human Research Protection Program and by Chesapeake IRB.



Experimental Task

A novel paradigm using naturalistic visual stimuli was created for this study, where subjects were tasked with learning to classify pictures of European streets as belonging to one of two categories. These categories were associated with buttons 1 and 2 on the keyboard number pad. The stimuli were static street segment views accessed on Google Maps Street View1. During each trial a single static street view was presented for 2.5 s, followed by a fixation cross for 1.5 s. After an initial baseline block of 50 trials, there was a training portion consisting of four blocks of 60 trials each, where after each trial subjects received feedback on their classification accuracy. Feedback consisted of screens reading “Correct” or “Incorrect,” simultaneously accompanied by male voices with European accents reciting a range of feedback congruent with the written feedback. Following training, there were four test blocks of 50 trials each, all without feedback (Figure 1). The baseline block was framed as practice during which subjects were instructed to become accustomed to the timing of the stimuli and to begin thinking about criteria that might differentiate the two categories. Subjects were told that there were two regions but were not given any clues about possible ways to distinguish them, nor were they told that there might be more than one way to differentiate the regions. Instead, through discovery learning (Bruner, 1961), they were tasked with gleaning the identifying features via accuracy feedback in the training portion. The instruction screen read, “This task uses “discovery learning,” meaning that you do not know what separates one category from another at the start. All you know is that two categories exist. You will learn what separates the categories during feedback in the training portion. Any number of features could be critical to separating one category from another.”


[image: image]

FIGURE 1. Timing of stimulation and design of the main task. A total of 54 subjects were run, with 18 each in the anodal, cathodal, and sham conditions.



Pictures could be correctly categorized through two arbitrary rules. The first rule differentiated regions based on how the picture was taken in relation to the road. In region 1, pictures were taken on the left-hand side of the road with traffic approaching, while in region 2, pictures were taken on the right-hand side of the road with traffic moving away (rule 1; Figure 2). The traffic pattern was on the right across all pictures. Rule 1 was created to model a bias towards explicit attention, as success in deciphering this rule does not depend on orienting towards items in the pictures, but rather gleaning the insight that rule 1 depends on the way the picture itself is taken. The second rule consisted of symbols within the pictures (i.e., hidden objects). Two side-by-side dots (umlaut) were in pictures for region 1, and a curved line (tilde) was in the pictures in region 2 (rule 2; Figure 3). The size of the two objects was standardized in pixels by height and width. Rule 2 was created to model a bias towards implicit attention driven by an orienting response. Hidden objects were only placed on human artifacts to accord with likely patterns of syntactic and semantic guidance (Biederman et al., 1982). Within the baseline, training, and first 2 test blocks, rule 1 (street direction) was present in all trials, while rule 2 (hidden objects) was present in 50% of the trials within each block. The last two test blocks contained trials designed to isolate and test learning of each rule individually. This consisted of 50 repeat images (all hidden object trials from the training portion where the hidden object had been removed) to preferentially isolate learning of rule 1, and 50 hidden object trials to preferentially isolate learning of rule 2 (where the street direction previously associated with each of the hidden objects was reversed). To ensure consistency throughout the task, the conspicuousness of each of the rules in individual pictures was rated on a 0–3 scale (with 0 being not present and 3 being very salient) by two researchers. These two ratings were then averaged, and the pictures were randomized to different blocks to ensure an even distribution of difficulty throughout the procedure. The criteria rated were: (1) saliency of written language (Cerf et al., 2009); (2) saliency of road direction rule; (3) saliency of hidden object rule; and (4) apparent temperature. All pictures were standardized to be 1,670 pixels wide and between 600 and 750 pixels tall.


[image: image]

FIGURE 2. Example of rule 1 stimuli with approaching traffic (top picture) and rule 2 stimuli (bottom picture) with an umlaut (located on speed limit sign).
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FIGURE 3. Categorization accuracy by rule group across training with rule 2 learners represented both on rule 2 accuracy only and on overall accuracy. Error bars ±1 SE.





tDCS

Subjects were randomized to receive anodal, cathodal, or sham stimulation over the left vlPFC. In each case, the return electrode was placed on the contralateral triceps. TDCS was administered by an ActivaDoseII Iontophoresis unit. Using a double-blind design, two of these units were connected to a blinding box, with 1 unit set to deliver an active dose of 2.0 mA and the other set to deliver a sham dose of 0.1 mA. Subjects were randomized to a specific switch on the blinding box, with the experimenter implementing the protocol unaware of the dosages associated with each switch. Two saline-soaked Amrex A5 (5 × 5 cm) sponges served as the electrodes, and these were attached to the subject’s arm with adhesive Coban wrap and to the subject’s head with an Amrex Velcro strap. Stimulation lasted 30 min and began after the baseline block. At 0 and 4 min after the start of stimulation, subjects completed a sensation questionnaire asking them to rate the degree of itching, heat and tingling on a 0–10 Likert-type scale. Subjects were informed that sensations rated 7 or above would prompt the termination of stimulation and end the experiment. After the first 5 min of stimulation, subjects began the 1st training block, with stimulation ending at the end of the 3rd training block.



Profile of Mood States

To explore possible interactions between self-reported affect and performance improvements during the categorization task, subjects completed the short form of the Profile of Mood States (POMS) before stimulation (Shacham, 1983; Grove and Prapavessis, 1992). The POMS includes seven unique subscales, tension, anger, fatigue, depression, esteem, vigor, and confusion. Subjects also completed the POMS at the end of the experimental visit to assess any possible affective changes induced by tDCS or the experimental task.



Remote Associates Test (RAT)

Before the experimental task, subjects performed the Remote Associates Test (RAT), a measure of convergent creativity (Mednick, 1962; Bowden and Jung-Beeman, 2003b). In the RAT the subject is presented with three words and is told to produce the 4th word that connects to the three presented words. For instance, a subject might be given the three words, “skate, pick, cream” where the appropriate answer would be “ice.” This test consisted of 15 unique items.



Attention Networks Task

As previous work has found improvements in the ANT following F10 anodal stimulation (Coffman et al., 2012), the current study implemented the ANT before the task to tie baseline ANT performance with task learning. The ANT (Fan et al., 2002) consists of a combination of the flanker and cued reaction time tasks, and yields scores corresponding to three attention networks, alerting, orienting, and executive control. The Orienting subscale is created by subtracting the average reaction time in trials where there is a spatial cue from trials in which no spatial cue is presented. Larger numbers for the Orienting subscale indicate a greater reaction time advantage when a spatial cue is included. The alerting subscale is created by subtracting reaction time on trials with a temporal cue from reaction time on trials without. The Executive subscale acts as a measure of inhibitory ability and is calculated by subtracting average response time on congruent flanker trials from average response time on incongruent flanker trials.



Data Analysis

To explicate learning of rules 1 and 2 within the main task, subjects were characterized as learners of rule 1, rule 2, both rules 1 and 2, or neither based on their categorization accuracy in test blocks 3 and 4. A subject was classified as a rule 1 learner if there was less than a 5% chance of having achieved their level of accuracy in the repeated images by chance alone. The value associated with a 5% chance was calculated from the distribution of categorization accuracy at baseline, such that scores above 60.5% were regarded as above chance. Rule 2 learners were similarly classified based on their performance in hidden object stimuli in test blocks 3 and 4. Based on these criteria, 19 subjects were classified as rule 1 learners, 14 as rule 2 learners, and 21 subjects as learners of neither rule. No subject had categorization accuracy above 60.5% for both rules 1 and 2.

Multinomial logistic regression was used to model the effect of performance on measures associated with the IFG and learning of the different rules in the main task. The full model contained one categorical variable, stimulation condition, and three continuous variables, Orienting subscale from the ANT, number of correct responses on the RAT, and the Tension subscale from the POMS.




RESULTS


Subjects

Six subjects out of 60 were excluded from the final analysis. Two of these were excluded due to technical issues during data collection. An additional three subjects, one in each experimental group, were excluded for insufficient task engagement. Subjects were regarded as having insufficient task engagement if three criteria were met: classification accuracy was not appreciably above chance (60.5%) in at least one of the blocks, average response time was less than 1 s, and the pattern of response was indicative of disengagement. A response pattern was deemed as indicative of disengagement if responses were unidirectional (consistent 1’s or 2’s) or if the pattern of response consistently alternated across responses (1, 2, 1, 2, 1, 2…). One subject receiving cathodal stimulation reported a metallic taste and chose to leave the study during the first 5 min of stimulation. This left 54 subjects in the final analysis, equally distributed with 18 in each stimulation group. Rule group differences by demographic data and stimulation group are presented in Table 1.

TABLE 1. Rule group membership by stimulation group and demographics.
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Effects of tDCS on Category Learning

A mixed-model was run to explore the effect of stimulation conditions on overall learning (rules 1 and 2 combined through test block 2), the results of which are reported in detail elsewhere (Gibson et al., 2020). Both anodal and cathodal stimulation groups had significantly better improvement in categorization accuracy in comparison to sham, with anodal tDCS increasing categorization accuracy by 20.6% (SD = 16.1%) for an effect size of d = 1.71, and cathodal tDCS increasing categorization accuracy by 14.4% (SD = 11.8%) for an effect size of d = 1.16. In comparison, improvement in the sham stimulation group increased by 4.2% (SD = 11.7%) from baseline to test blocks 1 and 2.



Multinomial Logistic Regression

Interaction terms were created for the three continuous variables and dummy coded stimulation conditions. Continuous variables were mean-centered before the creation of interaction terms (Kraemer and Blasey, 2004). None of these interaction terms reached significance, so they were removed from the model. Means and standard deviations of continuous variables between rule groups are presented in Table 2. Categorization accuracy for the respective rule groups across the experimental task is presented in (Figure 3).

TABLE 2. Means and standard deviations for continuous variables by rule learning group.
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Given the variables included in the model, three criteria were found to significantly predict subjects being categorized as rule 1 as opposed to those who learned neither rule. Receiving anodal stimulation made it 97.5% more likely that a subject would belong to the rule 1 group rather than the no rule group (OR = 0.025, 95% CI = 0.002, 0.328). Two of the three continuous variables, orienting score (OR = 1.051, 95% CI = 1.014, 1.09) and tension sub-score (OR = 2.165, 95% CI = 1.144, 4.097), were significant predictors of belonging to the no rule learned group as opposed to rule 1 learners. The same two continuous variables (orienting score (OR = 1.041, 95% CI = 1.004, 1.079) and tension sub-score (OR = 2.928, 95% CI = 1.503, 5.702) were also significant predictors of belonging to the rule 2 group as opposed to the rule 1 group. Betas and odds ratios for both comparisons are presented in Table 3. The model had an overall classification accuracy of 74.1%, ranging from 64.3% accuracy for classifying learners of rule 2, 78.9% for learners of rule 1, and 76.2% for no rule learners.

TABLE 3. Predictors of rule learning in multinomial logistic regression.
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DISCUSSION

The results of this study support the interpretation that anodal tDCS over the rVLPFC is associated with an increased ability to learn rule 1, which requires an insight regarding the importance of traffic direction (Gibson et al., 2020). The results of the multinomial logistic regression additionally indicate that the quality of the attention subjects had as they began the task also selectively influenced category learning. Subjects who learned rule 2 featuring hidden objects had the largest tension sub-scores before stimulation at 5.14, compared to 1.16 in subjects who learned rule 1 featuring street directions. Rule 2 learners also had a gain in reaction time after receiving a spatial cue (Orienting) in the ANT, a difference of 44 ms compared to 29 ms in rule 1 learners. As predicted by Attentional Control Theory, the attention differences captured by the orienting subscale might themselves be the result of differences in state anxiety.

Differences in orienting driven by state anxiety possibly influenced subject learning during the experimental task. Rule 2 learners demonstrated a stronger reflexive saccade towards the positional cue in the ANT. Subsequently, rule 2 learners were more likely influenced by stimuli within the pictures presented during the experimental task, rather than by top-down goals (Schieber and Gilland, 2008; Allsop and Gray, 2014). Anxiety might have also disrupted working memory updating in rule 2 learners, further hindering systematic hypothesis testing (Eysenck and Calvo, 1992; Friedman and Miyake, 2004; Eysenck et al., 2007). In contrast, the lower relative anxiety of rule 1 learners allowed them to better control their attention, perhaps giving them an advantage in explicitly testing possible rules. Adding more complexity to an interpretation of the present results due to possible interactions with stimulation in the current study, changes in the relative activity of these attention systems are also associated with altered functioning of the prefrontal (Bishop, 2009; Eysenck and Derakshan, 2011) and ventrolateral prefrontal cortices (Ettinger et al., 2008; Fales et al., 2008).

Differences in convergent creativity, as measured by the RAT, may have also correlated with state anxiety, as previous research has shown that performing a convergent creativity task like the RAT is associated with decreases in mood (Chermahini and Hommel, 2012) and that this relationship is reciprocal (Bar, 2009), such that mood affects subsequent convergent creativity performance. Thus the same anxiety that promoted rule 2 learning could have also facilitated performance on the RAT. This may have also interacted with stimulation in the current study, as convergent creativity is associated with activity in the right hemisphere (Cerruti and Schlaug, 2009; Shah et al., 2013; Benedek et al., 2014; Hertenstein et al., 2019), and more subjects receiving anodal stimulation, rather than cathodal, gravitated towards rule 2 (8 vs. 4), while the number of rule 1 learners was even (8 vs. 8) between the anodal and cathodal groups, [image: image] = 15.49, p = 0.004.

One debate between theoretical accounts of top-down and bottom-up processing involves the explanation of faster responses over time in stimuli that feature a single feature (Hillstrom, 2000; Wolfe et al., 2003; Wang et al., 2005; Awh et al., 2012). Do these faster reaction times indicate top-down processes (i.e., a tilde has been seen previously so attention is now purposefully being directed towards them), or do they indicate an unconscious priming effect that accrues over trials? The findings from the current study would seem to support top-down processes as 17 of 19 rule 1 learners mentioned street or traffic direction, and 12 of 14 rule 2 learners mentioned hidden objects as their main categorization criteria in a post-task debriefing. Subjects with higher baseline anxiety might have been more susceptible to an implicit orienting effect initially, but became fully aware of their search target as the training progressed. This awareness may have happened until later, however, in comparison to rule 1, learners are predisposed to top-down attentional control at the beginning of the task. While rule 1 learners appeared to identify rule 1 and begin improving in the first training block, as a group rule 2 learners did not begin to improve until the second training block. Subjects classified as no rule learners most often reported using architecture and written signage as categorization criteria.

Attentional control theory additionally posits that the detrimental effects of anxiety on performance can be overcome by compensatory strategies, with the employment of these strategies contingent upon motivation. In turn, motivation is thought to depend upon the clarity of task goals (Eysenck and Derakshan, 2011). In situations where goals are undefined, motivation and the use of compensatory strategies are likely to be low, leaving anxious individuals to fall back on an implicit attention system. This was demonstrated in what, to our knowledge, is the only other study to look at the effects of anxiety on category learning, where high anxiety was only detrimental to categorization performance when motivation was low (Hayes et al., 2009).


Limitations

While the results of the multinomial logistic regression speak to the first rule subjects gravitate towards (rule 1 vs. rule 2), they do not provide an answer to why no subjects learned more than 1 rule. Research has conceptualized this phenomenon as the satisfaction of search, originally defined in radiology, where the successful detection of 2nd specific target drastically decreases after identification of the first (Tuddenham, 1962). This effect is exacerbated by time constraints (Fleck et al., 2010), as were present in the current study. Future use of these stimuli should attempt to define the parameters necessary for learning multiple rules.

Additionally, while none of the variables included in the model had statistically significant interactions with stimulation conditions, the presence of tDCS is still a caveat for interpretation that bears on any implications these findings have for theories of attention. Attentional control measured by antisaccade performance has shown that activation of the right VLPFC predicts antisaccade control (Ettinger et al., 2008), and contrastingly, orienting also demonstrates a right hemisphere bias (Corbetta et al., 2000; Fan et al., 2005). Thus, stimulation of this area might have prompted these processes to work against each other or interact in an unknown way. Complex tDCS-mediated effects could have also occurred in other parts of the brain, as the current introduced by tDCS is not confined to the area underneath the electrode (Spreng et al., 2012; Fonteneau et al., 2018). It cannot be ruled out, and may even be likely, that trepidation about tDCS itself was the driving force behind individual differences in state anxiety and not preexisting differences. Several decades of recent research have established the safety of tDCS (Bikson et al., 2016; Nikolin et al., 2018), but the placement of electrodes on the head is still a novelty for most subjects, and some apprehension about the procedure is possible despite best practices in informed consent. While rule 2 learners in the current study had tension sub-scores that were typical in a college-aged population (Shacham, 1983; Nyenhuis et al., 1999), the influence of this baseline anxiety is a question that should be addressed by future tDCS studies. A cross-over design would have allowed for an exploration of anxiety, separating out those who were only anxious before receiving their first ever tDCS dose from those with preexisting differences in anxiety, but the stimuli used in the current study precluded this design as exposure to a second or third iteration of the learning task would not be comparable to the first. A final limitation is the novelty of the learning task used. Further validation of the ability of this task to differentiate rule learning based on self-reported anxiety is needed.




CONCLUSION

The current investigation demonstrates that individual differences can predict the trajectory of attention and that this trajectory in turn influences learning. While exploratory, these results fit within the structure of existing theories of attention and provide further evidence for the role anxiety plays within these theories. Importantly, these findings are relevant to real-world tasks that require effective orienting towards relevant stimuli, such as visual diagnosis, and piloting a car or plane, all of which can occur in situations of elevated anxiety or fatigue (Wilson et al., 2006; Allsop and Gray, 2014; Vine et al., 2016; Waite et al., 2019).
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Sluggish cognitive tempo (SCT) is a cluster of attentional symptoms characterized by slow information processing and behavior, distractibility, mental confusion, absent-mindedness, and hypoactivity. The present study aimed to compare early and late selective attention in the information processing speed of adults with SCT to those with attention-deficit/hyperactivity disorder (ADHD) and adults without any attentional problems. The participants were screened using Barkley Adult ADHD Rating Scale-IV and divided into the following groups: SCT (N = 24), ADHD (N = 24), and controls (N = 25). All participants completed the irrelevant distractor task measuring early and late selective attention under load condition (low vs. high) and distractor condition (no-distractor vs. distractor). The inefficiency index was calculated by subtracting the reaction time of no-distractor condition of correct trials from the reaction time of distractor condition to control the impact of accuracy. Upon analysis, the SCT group showed a lower efficiency compared to the ADHD group under high load, while the ADHD group showed lower efficiency under low load than high load. This meant that the ADHD group had increased efficiency of selective attention with higher load, while the SCT group had low efficiency of selective attention even under high loads. These results suggest that the symptoms of “slow” or “distracted” in SCT could be attributed to the reduced speed and efficiency of selective attention in early information processing and the problem can be pronounced in situations with distractors. The results of the study imply that the attention-deficit-like symptoms shown in those with SCT and ADHD can be distinguished in specific stage of information processing.

Keywords: sluggish cognitive tempo (SCT), attention-deficit/hyperactivity disorder (ADHD), selective attention, early information processing process, late information processing process, load theory


INTRODUCTION

Sluggish cognitive tempo (SCT) is an attentional construct defined as a cluster of symptoms characterized by slow behavior, slow information processing, mental confusion, absent-mindedness, and hypoactivity (Barkley, 2012, 2013; Becker and Barkley, 2018). Despite increasing interest in research on cognitive and socioemotional functioning of SCT, there remains a need for research on core cognitive symptoms. Initially, SCT was considered a specifier of attention-deficit/hyperactivity disorder (ADHD) (Garner et al., 2017). However, a growing body of research indicated that SCT is a distinct attentional problem, separate from ADHD, evidenced by differences in cognitive and social functioning, statistical factor analysis, and comorbidity patterns (Jarrett et al., 2017; Smith et al., 2019). While symptoms of being “easily distracted” or “mentally confused” can be observed in both, those with SCT experience problems in perceptual processes, attentional selection, and orienting/shifting of attention rather than problems in executive function (Mikami et al., 2007; Jarrett et al., 2020). Conversely, those with ADHD face problems with executive functions, including response inhibition (Weigard et al., 2018). Thus, it would be helpful to consider the difference in attentional problems in the early and late information processing of SCT and ADHD to distinguish the underlying cognitive characteristics.

Those with ADHD have dysfunctions in the later stage of information processing. For example, individuals with ADHD show lower efficiency in selective attention in late information processing compared to the healthy controls and high perceptual load, which requires early selective attention to effectively eliminate the inefficiency of selective attention (Forster et al., 2014). Besides, deficient late selective attention suggests problems in executive functioning, especially response inhibition (Forster and Lavie, 2007, 2009).

While attentional problems have been repeatedly proven to exist in those with SCT (e.g., selective attention), mixed results were reported regarding the information processing that is affected by attention (Mueller et al., 2014; Barkley, 2018; Becker and Barkley, 2018; Kofler et al., 2019). For example, those with SCT showed impaired information processing including visual-perception, attention network, and processing speed (Camprodon-Rosanas et al., 2017; Wood et al., 2017; Jacobson et al., 2018; Tamm et al., 2018). However, several studies found no relation between SCT symptoms and processing speed, spatial memory, and response inhibition (Skirbekk et al., 2011; Bauermeister et al., 2012; Jarrett et al., 2017).

Despite there being no direct evidence, some research suggests the possibility of poor attention in early stages of information processing. First, dysfunction of early selective attention was found to be related to SCT symptoms such as slowness and confusion in thinking considering the impairment of visual-perceptual/spatial abilities: attention to detail (Huang-Pollock et al., 2005; Handy and Kam, 2015; Tamm et al., 2018). Second, a fMRI study found an association between increasing SCT symptoms and hypoactivity in the left superior parietal lobe, implying impaired function in receiving and encoding a great deal of visual input, seemingly related to impaired early information processing (Fassbender et al., 2015). Third, abnormal early selective attention was suggested in children with high SCT symptoms (Huang-Pollock et al., 2005). However, the study was conducted with groups of people with ADHD and controls (i.e., the result of SCT might be confounded by the presence of ADHD) and used only four items identifying SCT symptoms as a secondary analysis. Thus, it is essential to reconfirm the specific attentional problems of SCT in information processing and distinguish them from those of ADHD.

The present study applied the prominent theory called “load theory” to enhance the understanding of attention deficit in information processing in SCT. Load theory was originally proposed to solve the longstanding debate of early vs. late attentional selection in cognitive psychology (Maylor and Lavie, 1998; Lavie et al., 2004). Perceptual load, found to reduce distraction effectively in non-clinical population, has been used to investigate the deficiency of selective attention in each stage of information processing for those with ADHD compared to non-clinical population, suggesting effective interventions (Huang-Pollock et al., 2005; Remington et al., 2012; Forster et al., 2014). As it was helpful to investigate specific mechanisms of selective attention in individuals with ADHD, it would also be helpful to relate the symptoms of selective attention of SCT, apparently similar to that of ADHD, expressed as being “easily distracted” or “mentally confused,” to specific mechanisms in individuals with SCT (Murphy and Greene, 2017).

According to load theory, a key determinant of the ability to focus attention is whether the task being performed involves a high perceptual load sufficient to fill perceptual capacity. When tasks involve a low load (e.g., involving few items), it leaves the capacity that can spill over, resulting in involuntary processing of distractors. In this respect, low load tasks necessitate the ability of late selective attention to minimize interference, relying on executive mechanism and active inhibition, happening later than perceptual processes (Lavie, 1995). Conversely, when the task processing involves a high load (e.g., searching among many items), it uses up the available perceptual capacity, and therefore perception of distractors is reduced or even eliminated. Thus, higher levels of perceptual load engender more efficient early selective attention and make individuals stay focused on task-relevant stimuli. The deficit in early selective attention is related to the difficulty in distinction of the target-distractor, and low perceptual capacity (Swettenham et al., 2014).

In sum, although SCT symptoms result in lowering daily life functioning, the core problems of information processing of SCT have not been demonstrated yet. The results while studying cognitive symptoms have been confounded by various information processes including perceptual process, response selection, and partly due to the tasks used in each study focusing on different constructs and subject selection (VanRullen and Thorpe, 2001; Kofler et al., 2019). The present study attempted to focus on selective attention, which is one of the proven symptoms of SCT, and differentiate it from that in ADHD using load theory and a corresponding task (i.e., irrelevant distractor task). As the present study aimed to investigate the distinguished problem of SCT as an independent disorder, the study was conducted on individuals with SCT who does not show high level of ADHD symptoms, and on those with ADHD who does not show high level of SCT symptoms not to confound the results. In addition, there is no consensus on whether those with SCT and those with ADHD who do not show high levels of SCT symptoms have visuospatial working memory (VSWM) deficits, which impact their selective attention (Skirbekk et al., 2011; Bauermeister et al., 2012; Tamm et al., 2018). To deal with this, the present study investigated the difference of VSWM in individuals with SCT and ADHD from controls to explore the effect of VSWM.

Overall, the aim of the present study was to investigate the decreased efficiency of selective attention in early information processing in individuals with SCT and compare it to individuals with ADHD and controls. It is hypothesized that individuals with SCT will show a marked inefficiency in selective attention in early information processing compared to controls, while there should be no marked deficit in selective attention in late information processing, in accordance with the evidence of perceptual and attentional difficulties. However, individuals with ADHD will show a marked inefficiency of selective attention in late information processing compared to controls, while no deficit in selective attention in early information processing considering the distractibility and difficulty in response inhibition.



MATERIALS AND METHODS


Participants and Screening

The sample size was calculated using the program G*Power 3.1 (Faul et al., 2007), that estimated a sample size of 66 participants as adequate for a design with repeated-measure analysis of variance (ANOVA), an alpha error probability of 0.05 (two-tailed), a power of 0.95, and a medium effect size ([image: image] = 0.25).

Prior to the experiment, as an initial screening for SCT and ADHD, a total of 745 adults completed the Barkley Adult ADHD Rating Scale IV (BAARS-IV; Barkley, 2011). They were recruited through advertisements in online communities for individuals with attentional problems, and an internet bulletin board of several universities in Seoul, Korea. The participants consisted of females (68.7%) and males (29.5%), ranging from 18 to 55 years in age (M = 22.7, SD = 4.6).

Based on previous recommendations on the inclusion criteria (Barkley, 2012, 2013), a symptom threshold of 95th percentile or higher symptoms corresponding to five or more symptoms was used to identify SCT and four or more symptoms to identify ADHD. This threshold was coupled with self-reported impairment in one or more major life activities. In the experiment, all participants were interviewed with the structured clinical interview for DSM-5 (SCID-5; First et al., 2016) by a trained graduate student to determine eligibility. Those who had history of psychiatric disorders or related medical condition were excluded from the analysis of SCT group and control group. For the ADHD group, those who had history of psychiatric disorders other than ADHD were excluded from analysis. Control participants were randomly selected among those who did not show ADHD symptoms (lower level of ADHD compared to the mean value on the inattention and hyperactivity-impulsivity subscale of Barkley Adult ADHD Rating Scale) and SCT symptoms (lower level of SCT symptoms compared with the mean value on the SCT subscale of Barkley Adult ADHD Rating Scale and Adult Concentration Inventory). Since there is no clear inclusion criteria on SCT, we applied strict criteria: five or more symptoms of SCT, self-reported functional impairment due to attentional problems on BAARS-IV, and no diagnosis of psychiatric disorders. Participants who were color-blind were excluded because the color of elements in the attentional capture task played a role as a distractor.

Of the 87 participants, 14 participants were excluded; 8 participants were diagnosed with other disorders (e.g., depression, vasovagal syncope, and narcolepsy), 1 participant was on antidepressant medication, 3 participants did not follow instructions well, and 1 participant was excluded due to low accuracy (<60%) in the irrelevant distractor task (Forster and Lavie, 2016). Finally, a total of 73 individuals participated in the present study: SCT group (n = 24), ADHD group (n = 24), and control group (n = 25). The participants included males (38.36%) and females (61.64%) and ranged from 18 to 29 years in age (M = 22.04, SD = 2.59).



Questionnaires
 
The Barkley Adult ADHD Rating Scale IV (BAARS-IV)

BAARS-IV was used to assess symptoms of SCT and ADHD and subsequently assign participants to groups. BAARS-IV is a validated tool to assess the levels of ADHD and SCT (Barkley, 2011). Since the Korean version of BAARS-IV has not been validated, BAARS-IV was translated into Korean by consulting a clinical psychologist with an expertise in attention problems; the scale was back translated into English with the aid of a bilingual interpreter. The appropriacy of the translation was evaluated by comparing the original and back translated versions; the content of several questions was revised accordingly. BAARS-IV contains 18 items that are consistent with DSM-5 criteria for ADHD and 9 items that target the symptoms of SCT (e.g., prone to daydreaming when I should be concentrating on something or working; easily confused; slow moving). Using a four-point Likert scale (1 = not at all; 2 = sometimes; 3 = often; 4 = very often), the participants responded to each item with reference to how often each statement best described their behavior in the past 6 months. The higher the BAARS-IV score of each subscale, the more attentional symptoms they experienced. In the present study, Cronbach's α values were 0.81, 0.88, and 0.84 for the subscales of ADHD inattention, ADHD hyperactive-impulse, and SCT, respectively.



The Adult Concentration Inventory (ACI)

ACI was used to confirm the differences in the level of SCT among groups. Originally developed as a new adult self-report measure of SCT (Becker et al., 2015), ACI was used in this study after the same translation procedure used for BAARS-IV. Among 16 items, 10 items of ACI were identified as optimal for the assessment of SCT symptoms in a validation study of 3,172 undergraduate students (Becker et al., 2018). Thus, the present study analyzed these 10 items. Items were rated on a four-point Likert scale (0 = not at all; 1 = sometimes; 2 = often; 3 = very often) with reference to the past 6 months. The higher the ACI score, the more SCT symptoms they experienced. Cronbach's α of the 10-item ACI scale was 0.89 in the validation study (Becker et al., 2018) and 0.86 in the present study.



The Beck Depression Inventory-Second Edition (BDI-II)

BDI-II was used to compare and control the level of depression among participants. It was developed to assess the levels of depression (Beck et al., 1996), and has been validated in Korean (Lim et al., 2014a). It includes 21 items associated with physical and cognitive symptoms of depression rated on a four-point Likert scale (0 = not at all; 1 = mildly; 2 = moderately; 3 = severely) with reference to the past 1 week. The higher the BDI-II score, the higher level of depression. Cronbach's α was 0.89 in the validation study and 0.91 in the present study.



The Beck Anxiety Inventory (BAI)

BAI was used to compare and control the level of anxiety among participants. It was developed to assess the levels of anxiety (Beck et al., 1988) and has been validated in Korean (Lim et al., 2014b). It includes 21 items related to physical and cognitive symptoms of anxiety rated on a four-point Likert scale (0 = not at all; 1 = mild; 2 = moderate; 3 = severe), with reference to the last week. The higher the BAI score, the higher the level of anxiety. Cronbach's α was 0.91 in the validation study and 0.91 in the present study.




Behavioral Methods
 
The Irrelevant Distractor Task

The irrelevant distractor task was used to measure early vs. late selective attention. The task was developed based on load theory and optimized to represent the characteristics of visual salience and meaningfulness of distractor (Maylor and Lavie, 1998; Huang-Pollock et al., 2002; Forster and Lavie, 2008).

In each trial, participants were instructed to search the letter circle for a target letter (either X or N) and respond as fast as possible while still being accurate, ignoring any stimuli except for the letter search set. They were asked to respond using the numerical keypad by pressing the “0” key if the target was an X and the “2” key if the target was an N. Each trial began with a 500 ms presentation of a fixation cross, followed by a 150 ms presentation of six letters arranged to form a circle. Each trial ended either upon response, or after 2,000 ms if no response was made. A beep sounded for incorrect or missed responses (See Figure 1 for example trial display).


[image: Figure 1]
FIGURE 1. Trial example of the irrelevant distractor task. Note. The figures show the load condition (low vs. high) and the distractor condition (distractor vs. no-distractor) of the irrelevant distractor task. Both stimuli display of low and high load conditions include only distractor condition (Spongebob).


The load condition and distractor condition were investigated in the task. The load condition consisted of four levels, set size 1, 2, 4, and 6, which were for investigating the load effect. Set sizes refer to the number of letters shown in the display. Set size 4 and 6 had a relatively high perceptual load, called “high load,” and set size 1 and 2 had a relatively low perceptual load, thus called “low load.” Additionally, there were distractor conditions that were measured for selective attention. On 75% of trials (no-distractor baseline condition), no distractor was presented. On 25% of the trials (task-irrelevant distractor condition), a cartoon character was presented either above or below the letter circle.

The participants completed 3 slow example trials and 12 practice trials for each level of load prior to experimental trials. The example trials were made up of only no-distractor conditions, and the stimuli display remained until response. In the practice trials, no-distractor and distractor conditions were included, and the stimuli display disappeared after 150 ms, which was the same as in the experimental trials. If the participants achieved an accuracy of 65% in the practice trials, the participants then performed experimental trials, consisting of 8 blocks of 48 trials in the order of 1-2-4-6-4-2-6-1. An optional rest period was allowed between blocks. All combinations of load, target position, target identity, distractor position, and distractor identity were fully counterbalanced. The task lasted ~20 min.

The accuracy was calculated by the number of correct trials divided by the number of all trials × 100 (%). The mean reaction time (RT) to press keys for correct trials was calculated as a function of a group and experimental condition. The higher the RT, the higher the speed of information processing. Moreover, the inefficiency index of selective attention (distractor cost) in early and late information processing was calculated to investigate the performance level integrating the impact of accuracy and response time. It was calculated by subtracting the RT in distractor condition of the correct trials from the RT in no-distractor condition. Further details are described in the Results. The higher the inefficiency index, the lower the efficiency of selective attention.



The Corsi Block-Tapping Task

The Corsi block-tapping task was used to measure VSWM (Corsi, 1972; Kessels et al., 2000; the computerized version adapted by Mammarella et al., 2008). The Corsi block-tapping task was developed and widely used to assess short-term and working memory in the visuospatial domain. Several researchers have reported deficit in VSWM ability in individuals with SCT, and VSWM ability is one of the factors that influence the selective attention in information processing (Skirbekk et al., 2011; Bauermeister et al., 2012; Murphy et al., 2016). Thus, the Corsi block-tapping task was conducted to compare group differences in VSWM and to covariate the variable if there was a difference.

The task consisted of 16 trials, which gradually increased in length of 2 to 9 sequences. Participants were shown nine blue identical blocks randomly arranged on a display on a black background. In each trial, a sequence of blocks was highlighted by the color change of the block from blue to yellow for 1,000 ms. The participant was asked to click the same blocks in the same order as soon as the color change of the block ended. The length of the sequence increased gradually with one added block to the sequence after two trials. Self-corrections were permitted. The task terminated automatically if the participant failed to produce both sequences of equal length correctly. The task lasted about 3 min.

The digit span score and total score was acquired from the task. The digit span was measured as the length of the sequence in which at least one of the two trials was reproduced correctly. Total score was taken from the total number of correct block sequencing in all trials. The higher the digit span and total score, the higher the VSWM capacity.



Korean-Wechsler Adult Intelligence Scale-IV (K-WAIS-IV) Short Form

The Wechsler Adult Intelligence Scale-Fourth Edition (WAIS-IV) was developed as a measure of general intellectual functioning (Wechsler, 2008). In the present study, a brief version of K-WAIS-IV was used to see if there was a difference in intelligence among groups and control the difference. The Arithmetic (AR) and Information (IN) subtests of the K-WAIS-IV were used, as these subtests were reported to have the strongest correlation with the full scale intelligence quotient (IQ) in the K-WAIS-IV as a screening measure of intelligence (Hwang et al., 2012; Choe et al., 2014). The estimated full-scale IQ was calculated using suggested regression equations [54.762 + (2.330 × AR) + (2.151 × IN)] (Choe et al., 2014). The higher the estimated IQ, the higher their intelligence.




Apparatus

For the behavioral task, participants were tested individually in a quiet room and they conducted the task at a viewing distance of approximately 60 cm from a 15-inch monitor with a resolution of 1,920 × 1,080 pixels. The stimuli in the irrelevant distractor task were presented electronically using the E-Prime 2.0 software (Psychology Software Tools Inc., 2017; Pittsburgh, PA, USA). All stimuli were presented on a black background, with all letter stimuli presented in light gray. In the irrelevant distractor task, the letter circle radius subtended 1.6° of visual angle, with target letters subtending 0.6° by 0.4°. In the set size 2, 4, and 6 conditions, non-target letters other than the target were randomly chosen from the set H, K, M, V, W, and Z. In the set size 1, 2, 4 conditions, the remaining non-target positions were occupied by small “o”s (0.15° by 0.12°). For example, the target letter (either X or N), three capital letters (e.g., H, K), and two small “o”s were displayed in the set size 4. The target letter (either X or N) and five capital letters without any “o” were displayed in the set size 6. On the distractor trials, a full-color cartoon image was presented 4.6° from fixation and subtended vertically 2.8°-4° and horizontally 2.8°-3.2° of visual angle. Each distractor image was drawn from the following set of cartoon characters: Superman, Spiderman, Spongebob Squarepants, Pikachu, Mickey Mouse, and Donald Duck (Forster and Lavie, 2008). The Corsi block-tapping task was programmed using Inquisit software 5.0 for windows (Millisecond Software, 2015, Seattle, WA, USA).



Procedure

The participants were invited to the laboratory and given brief instructions on the procedure and their rights as research participants. They signed an informed consent form approved by the institutional review board of Chung-Ang University (No. 1041078-201910-HRSB-317-01). All participants were interviewed using the SCID-5 to determine eligibility for the experiment. Participants with no history of psychiatric disorders were interviewed with the brief version of WAIS-IV and completed the self-report questionnaires (BDI-II and BAI). Each participant was asked to sit and face the computer monitor from the distance of ~60 cm. Each participant performed irrelevant distractor task and the Corsi block-tapping task at a viewing distance of ~60 cm from a 15-inch monitor. The order of the tasks was counterbalanced. After all procedures were finished, the participants were debriefed on the study and each procedure and received 10,000 won (ca. 10 USD) as monetary reward. In debriefing, participants heard the aim of the study and each construct measured in the study. If participants wanted to get the results of the research, a brief report on individual results and general results of the experiment were provided. The entire experimental session took ~30 min.



Data Analysis

For the group characteristics, one-way ANOVAs and chi-square tests were conducted to examine differences among groups in terms of sex, age, estimated IQ, VSWM span, and score, each subscale of BAARS-IV, ACI, BDI, and BAI. To investigate the accuracy and speed in early and late selective attention in information processing, a 3 (group: SCT, ADHD, control) × 2 (load: low, high) × 2 (distractor: distractor, no-distractor) repeated measures analysis was performed. A 3 (group: SCT, ADHD, control) × 2 (load: low, high) repeated measures analysis of ANOVA on the distractor cost was employed to compare group differences between the efficiency of selective attention in early and late information processing. When the three-way interaction was significant, analysis of group × load was conducted under each load to reveal the group differences with and without distractor under each load. Comparing means adjusted by Bonferroni post-hoc test and paired t-test were conducted for significant two-way interaction and main effect. All statistical data were analyzed using SPSS 25.0 for Windows.




RESULTS


Group Characteristics

Table 1 shows group and clinical characteristics of participants. The results show significant differences among groups in the symptoms of ADHD and SCT. That is, there was a significant effect of groups for ADHD symptoms including inattention [F(2, 70) = 76.51, p < 0.01, [image: image] = 0.69] and hyperactivity-impulsivity [F(2, 70) = 20.69, p < 0.01, [image: image] = 0.37]. Specifically, the ADHD group had significantly higher ADHD symptoms compared to SCT and control groups. In addition, the ADHD group showed significantly higher SCT symptoms than the control group. There were significant effects of groups for SCT symptoms including SCT [F(2, 70) = 139.03, p < 0.01, [image: image] = 0.80] in BAARS-IV, and ACI [F(2, 70) = 65.75, p < 0.01, [image: image] = 0.65]. The SCT group had significantly higher SCT symptoms than ADHD and control groups. Additionally, it showed significantly higher ADHD symptoms than the control group. These results indicate that the groups were appropriately divided, although the SCT group and ADHD group reported higher attentional symptoms regardless of group division.


Table 1. Demographic and clinical characteristic for each group.

[image: Table 1]

Regarding other clinical symptoms, there were significant effects of groups for BDI-II [F(2, 70) = 11.68, p < 0.01, [image: image] = 0.25] and BAI [F(2, 70) = 6.40, p < 0.01, [image: image] = 0.16]. The SCT and ADHD groups showed higher levels of anxiety and depressive symptoms than the control group. However, there were no significant differences in VSWM span [F(2, 70) = 0.72, n.s.] and total score [F(2, 70) = 0.59, n.s.] in Corsi block-tapping task and the estimated IQ [F(2, 70) = 0.83., n.s.] among the groups. These results indicate that the groups did not differ in age, sex, intelligence, and VSWM.

When it comes to demographic characteristics, there were no significant differences in the mean age [F(2, 70) =.4.23, n.s.] and the proportion of sex [χ2 (2) = 3.31, n.s.] among the groups.



Accuracy

The accuracy was compared to consider the relationship between accuracy and response time before analyzing the efficiency of selective attention among groups. To do this, a 3 (groups: SCT, ADHD, Control) × 2 (distractor: distractor, no distractor) × 2 (load: low, high) mixed-model ANOVA was performed on accuracy (see Table 2). There was a significant two-way interaction between group × load [F(2, 70) = 3.84, p < 0.05, [image: image] = 0.10]. However, when post-hoc tests using Bonferroni correction were performed to explore the significant interaction, there was no significant group difference in each load nor load differences in each group [F(2, 70) <2.27, all n.s.]. In addition, there was a significant main effect of distractor [F(2, 70) = 7.34, p < 0.001, [image: image] = 0.105] and load [F(2, 70) = 76.057, p < 0.001, [image: image] = 0.52], indicating that manipulation of load and distractor was effective. There was no significant three-way interaction within group × distractor × load, nor two-way interactions between effects of distractor × load, and load × group, or main effect of group [F(2, 70) <2.22, all n.s.].


Table 2. Mean (SD) of Accuracy and response time under each load and distractor condition for groups in irrelevant distractor task.

[image: Table 2]

These results indicate that the accuracy decreased when the load increased and the distractor was presented in the task, whereas the accuracy was not influenced by group differences. Thus, there was no need to combine the level of accuracy to the calculation of the efficiency index and the effect of accuracy could be controlled simply by including only correct responses.



Response Time

To examine the differences of the speed of selective attention in each stage of information processing among groups, a 3 (group: SCT, ADHD, Controls) × 2 (distractor: distractor, no distractor) × 2 (load: low, high) mixed-model ANOVA was performed on RT (see Table 2). There was a significant three-way interaction of group × distractor × load [F(2, 70) = 4.20, p < 0.05, [image: image] = 0.15]. In addition, there were significant two-way interactions between group × distractor [F(2, 70) = 3.58, p < 0.05, [image: image] = 0.09] and load × distraction [F(2, 70) = 6.61, p < 0.05, [image: image] = 0.086]. To explore the significant three-way interaction to investigate our hypothesis, two-way interactions between group × distractor in each load were analyzed and described.

Under high load, there was a significant interaction of group × distractor [F(2, 70) = 5.31, p < 0.01, [image: image] = 0.132]. To examine the group × distractor interaction under high load, the differences of RT for the groups in no-distractor condition and distractor condition were analyzed using Bonferroni correction. In no-distractor condition, there was a significant difference in RT among groups [F(2, 70) = 4.41, p < 0.05, η2 = 0.11]. The ADHD group (M = 491.54, SD = 66.06) showed significantly high RT compared to that of the control group (M = 432.84, SD = 61.33) (p < 0.05). In distractor condition, there was also a significant difference of RT among groups [F(2, 70) = 4.41, p < 0.05, [image: image] = 0.11]. The SCT group (M = 494.73, SD = 74.40) and the ADHD group (M = 482.20, SD = 63.08) showed significantly high RT compared to the control group (M = 441.26, SD = 60.18) [p < 0.05]. When split into groups and analyzed using a paired samples t-test to examine the occurrence of early selective attention in each group under high load, there was no significant effect of distractor in the ADHD group [t(23) = −1.48, n.s.] and control group [t(24) = 1.74, n.s.]. However, there was a significant effect of distractor in SCT group [t(23) = −2.74, p < 0.05]. The SCT group showed higher RT in distractor condition (M = 494.72, SD = 74.40) compared to no-distractor condition (M = 477.41, SD = 60.17) (Figure 2A).


[image: Figure 2]
FIGURE 2. (A) Comparison of mean RT for groups in high load. (B) Comparison of mean RT for groups in low load. (C) Comparison of inefficiency index (distractor cost) for groups in low and high load. Note. High load condition is hypothesized to measure early selective attention. Low load condition is hypothesized to measure late selective attention. Error bars represent standard error of the mean. SCT, sluggish cognitive tempo group; ADHD, attention-deficit/hyperactivity disorder group. No-distractor, no-distractor condition; Distractor, distractor condition; Inefficiency index (distractor cost), RT in distractor condition—RT in no-distractor condition (ms). *p < 0.05.


Under low load, there were significant main effects of group [F(2, 70) = 4.16, p < 0.05, [image: image] = 0.11] and distractor [F(2, 70) = 43.72, p < 0.01, [image: image] = 0.38]. However, there was no significant interaction between group × distractor [F (2, 70) = 0.87, n.s]. All participants showed increased RT under the distractor condition compared to no-distractor condition regardless of their group. Moreover, post-hoc using Bonferroni revealed that the ADHD group (M = 344.28, SD = 32.73) showed higher RT than the control group (M = 318.28, SD = 28.28)(p < 0.05). These findings show that all participants across groups showed a slowed speed in the late selective attention, and individuals with ADHD took a longer time to focus attention than controls in late information processing (Figure 2B).

These findings show that there was no significant difference between the SCT group and the controls, and only ADHD showed slower RT than the controls when with distractor in low load condition. Conversely, in high load, the SCT group needed more time to select where to focus on when with distractor compared to the controls. Moreover, the difference of early selective attention occurred in those with SCT, but not in those with ADHD and the controls. It means that high perceptual load could not eliminate distractibility in those with SCT, while others succeed to discriminate task-related stimuli among distractors under high load.



Inefficiency Index of Selective Attention (Distractor Cost)

The inefficiency index (distractor cost) was calculated to investigate the level of inefficiency of selective attention in early and late information processing. Since there was no significant difference of accuracy among groups, the inefficiency index was calculated by subtracting RT on the no-distractor condition of correct trials from RT on the distractor condition. To investigate the inefficiency of early and late selective attention, a 3 (group: SCT, ADHD, control) × 2 (load: low, high) repeated measures ANOVA on the inefficiency index was performed. There was a significant interaction between group × load [F(2, 70) = 4.20, p < 0.05, [image: image] = 0.11].

Regarding the differences of the group in high and low load, post-hoc analysis using Bonferroni correction was conducted. While there was no main effect of group under low load [F(2, 70) = 0.87, n.s.], there was a significant group difference under high load [F(2, 70) = 5.31, p < 0.01, η2 = 0.13]. The SCT group (M = 17.32, SD = 31.01) showed a significantly lower efficiency compared to the ADHD group (M = −9.34, SD = 31.02) [p < 0.05]. This result indicates that individuals with SCT showed lower efficiency of early selective attention compared to those with ADHD. In addition, the contrast test comparing all conditions using Bonferroni correction revealed that the SCT group under low load condition (M =18.50, SD = 17.57) also showed lower efficiency compared to the ADHD group under high load condition (p < 0.01).

The post-hoc test using split by group showed that there was no significant effect of load in the SCT group [F(2, 70) = 0.26, n.s] and the controls [F(2, 70) = 0.03, n.s], while there was a significant effect of load in the ADHD group [F(2, 70) = 11.49, p < 0.01, [image: image] = 0.33]. Specifically, the ADHD group showed lower efficiency in low load (M = 16.87, SD = 24.67) than in high load (M = −9.34, SD = 31.02). It indicates that those with SCT and controls showed similar levels of inefficiency in early and late information processing, while those with ADHD had a lower efficiency in late information processing which improved in early information processing (Figure 2C).

There were also significant effects of group [F(2, 70) = 3.57, p < 0.05, [image: image] = 0.093] and load [F(2, 70) = 6.613, p < 0.05, [image: image] = 0.086]. The SCT group (M = 17.91, SD = 18.72) showed lower efficiency compared to the ADHD group (M = 3.77, SD = 20.66). Overall, participants showed lower efficiency in low load (M = 15.50, SD = 20.06) compared to high load conditions (M = 5.51, SD = 30.55).

In conclusion, the attentional characteristics of SCT could be distinguished in the efficiency and speed of early selective attention. Individuals with SCT showed low efficiency and slow speed in early selective attention (i.e., under high load). By contrast, the ADHD group showed lower efficiency of late selective attention compared to early selective attention (i.e., under low load than high load) and slow speed in late information processing.




DISCUSSION

This study examined the speed and efficiency of selective attention in early and late information processing among adults with SCT and ADHD. The present study demonstrated two key findings. First, the attentional problem of SCT was different from that of ADHD since individuals with SCT showed lower efficiency in early selective attention compared to those with ADHD. Second, individuals with SCT showed low efficiency and slow speed of selective attention in early information processing and did not show a significant attentional problem in late information processing.

The major finding is that individuals with SCT had a different mechanism of selective attention from those with ADHD. In addition, individuals with ADHD showed a slower speed and lower efficiency in late selective attention compared to controls, and the high perceptual load effectively eliminated the inefficiency of selective attention. However, individuals with SCT showed low efficiency in early selective attention, which means that the high perceptual load could not alleviate the inefficiency of selective attention. This implies that individuals with distractibility could be distinguished as SCT or ADHD depending on the presence of the problem of early selective attention.

Another major finding is that those with SCT showed low efficiency and slow speed in early selective attention in the present study. Under high load, the SCT group responded much slower to the target compared to the controls in distractor condition. Moreover, the SCT group spent more time neglecting distractors compared to the ADHD group under high load, evidencing problems in early selective attention. This result was consistent with the hypothesis of the present study and previous research (Huang-Pollock et al., 2005; Mueller et al., 2014). Results indicate that individuals with SCT might not show difficulty in normal situations, but they show apparent difficulty especially in a situation requiring the ability of early selective attention where it is complex or gives a lot of stimulation.

As early selective attention is related to the process of automatic monitoring and evaluation of environment, it may take a long time for those with SCT to perceive and focus on academic (e.g., mathematical formula) and social stimuli which is normally perceived quite fast and easily by others (Bauermeister et al., 2012). This problem could be represented as the symptom of mind-wandering, internal distraction, or mental confusion (Mikami et al., 2007; Carretié, 2014). The symptoms might make them feel left behind in academic or social situations and eventually could lead them to withdraw socially and not actively participate in goal-oriented activities (Becker and Barkley, 2018). In addition, the deficiency in selective attention might at least partially contribute to the depression or anxiety symptom they experience, as poor attentional control is suggested to increase vulnerability of emotional disorders (Quigley et al., 2017; Becker et al., 2019).

The results also support our hypothesis and reconfirm that those with ADHD have a disruption of later attention mechanisms, including the efficiency of executive cortical control (Huang-Pollock et al., 2005; Sonuga-Barke, 2005; Forster et al., 2014). Consistent with previous studies, the attentional problems of ADHD result from difficulties of response inhibition and vulnerability to external stimuli in boring situations (Sonuga-Barke, 2005). Therefore, facilitating early selection with high perceptual load can compensate for executive control deficits that otherwise lead to increased distraction in ADHD.

There are several things to note in the interpretation of results of the present study. First, the results do not exclude other problems of attention of ADHD. Participants with ADHD showed higher inefficiency under low load than high load. Therefore, it can be inferred that those with ADHD have difficulty with late selective attention. However, the results also showed that those with ADHD took more time compared to the controls regardless the presence of a distractor except in the no-distractor condition of low load. It may imply the problem of general slow processing speed, not restricted to late selective attention.

Second, it is worth integrating the present results with various models. The present study was conducted based on the load theory to demonstrate the different aspect of attentional problem, specifically “distractibility,” shown in those with SCT and ADHD (Mogg et al., 2004; Forster and Lavie, 2008, 2016). The prominent model of ADHD pathology is characterized by underlying problem of “executive function,” especially “response inhibition” and the results of the study support the model (Sonuga-Barke, 2005). In addition, there are other findings of problems of ADHD, such as processing speed and automatic attention (Caprı̀ et al., 2019). For example, a recent theory called refined theory of automaticity suggested that those with ADHD show deficit of automatic attention as well as deficit of controlled attention, which is analogous to early selective attention and late selective attention in the present study (Capri et al., 2020). As mentioned above, those with ADHD may present deficit of overall attention or processing speed, not confined to a problem of late selective attention. However, most of the prior studies did not distinguish individuals with ADHD from those with SCT and did not control the effect of SCT, so the results might be mixed due to symptoms of SCT within the ADHD group. Thus, it is recommended for future studies to compare the selective attention of SCT and ADHD in the framework of various theories and to allow us to distinguish their attention problems more clearly.

The present study used the inefficiency index (distractor cost) to integrate the accuracy and RT of performance results. Since there was no significant difference between groups of accuracy in the present study, only correct trials were included in subsequent analysis of RT and inefficiency index to control the effect of accuracy. The inefficiency index of correct trials would be appropriate as this study aimed to identify the characteristics of SCT including mental confusion and sluggishness while responding to targeted activities in daily life.

Interestingly, the SCT group and the ADHD groups did not show any difference in performing VSWM task with the control group. Previous studies have shown mixed results on the relevance of SCT or ADHD to working memory (Skirbekk et al., 2011; Bauermeister et al., 2012; Tamm et al., 2018). However, it is found that working memory tends to correlate with the accuracy of attentional control, not the inefficiency of attentional control (Draheim et al., 2019). It is evidenced by several researches that SCT and ADHD are more related to variability than to the performance score of working memory (Skirbekk et al., 2011; Willcutt et al., 2014). Therefore, those with SCT and ADHD seem to be related to the problem of low efficiency or slow speed of selective attention rather than accuracy of it. It raises one possibility of therapeutic perspective that those with SCT and those with ADHD can make the most of their potential abilities if provided sufficient time to do so.

SCT can also be explored as a transdiagnostic or dimensional concept as well as a categorical disorder. In the present study, the SCT group reporting low symptoms of ADHD showed a low efficiency in early selective attention. In a previous study, high SCT group showed abnormality in early information processing, when not controlling the presence of ADHD symptoms (Huang-Pollock et al., 2005). Taken together, it turns out that SCT is related to deficit in early selective attention regardless of the levels of ADHD symptoms (Lovett et al., 2020; Wood et al., 2020). Thus, SCT would be understood as a slow cognitive process, especially early selective attention, which develops through independent or interactive causes and developmental pathways, for example, other cognitive systems, the negative balance system, and arousal/regulatory systems in a Research Domain Criteria (RDoC) framework (Becker and Willcutt, 2019). Further research would boost the understanding of the nature of SCT that views it from various perspectives and links it to other related factors.

Considering the results, different interventions could be suggested for those with SCT and ADHD (Forster et al., 2014). In an academic setting, SCT can be helped by decreasing perceptual load, so that they are not too overwhelmed, making it easier to select what to focus on (e.g., educational materials with simple font and suggestion of brief summaries). In contrast, those with ADHD can be helped by increasing perceptual load, so that they do not use their remaining resource on other external or internal stimuli (e.g., educational materials covered with several colors) (Forster et al., 2014). Regarding psychosocial functions, it can be suggested that those with SCT might feel more manageable in small groups, and it might be helpful to provide individual or small-group psychotherapy. In addition, they could benefit from social skills training, which presents a few social cues at first and gradually increases the number of social cues being processed. On the other hand, group therapy including more individuals (e.g., dialectical behavioral therapy based on group program) could help those with ADHD focusing on the therapy and alleviate their symptoms (Philipsen et al., 2010).

Some limitations need to be considered when interpreting the results of this study. First, the SCT and ADHD groups showed more attentional symptoms than the controls. It is not surprising that the SCT group showed higher ADHD symptoms and the ADHD group showed higher SCT symptoms compared to controls since both report attentional problems. The effect of SCT and ADHD on selective attention could be investigated more explicitly if a future study matches the levels of other attentional symptoms to the controls when forming each group. Second, the aim of the study was to investigate the core problems of SCT, cognitive symptoms, and distinguish these from those of ADHD. Even so, individuals with SCT report not only cognitive symptoms, but also clinically significant distress in academic and socioemotional function, which seems to be related to be perceptual/cognitive problems. Future research is needed to explore the association of early selective attention and factors interfering well-being, and their relative contributions in individuals with SCT. Third, it would be helpful to investigate the specific attentional process in those with SCT, for example, overt attention as well as covert attention. Although the present study attempted to distinguish the unique attentional problem that people with SCT have in information processing, it might have more power when demonstrated with direct measurement such as eye-movement. Fourth, even though the sample size of the present study was enough, which means more than 66 participants calculated by G*power, further study replicating the experiment is needed to generalize the results of the present study.

In summary, the present study provided empirical evidence for the deficiency of early selective attention in individuals with SCT, elaborating on the problems in information processing. Individuals with SCT show slower speed in selecting what to focus on in early information processing. Moreover, this study distinguished different problems of those with SCT from those with ADHD and how the difference manifests in early information processing. Those with SCT suffered from attention selection in the early stage, while those with ADHD suffered from attention selection in the late stage of information processing. The present study can suggest a possible method for differentiating the information processing of those with SCT and ADHD, and possible interventions that would be appropriate for each symptom.
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Inhibition of return (IOR) refers to the phenomenon that a person is slower to respond to targets at a previously cued location. The present study aimed to explore whether target-reward association is subject to IOR, using event-related potentials (ERPs) to explore the underlying neural mechanism. Each participant performed a localization task and a color discrimination task in an exogenous cueing paradigm, with the targets presented in colors (green/red) previously associated with high- or low-reward probability. The results of both tasks revealed that the N1, Nd, and P3 components exhibited differential amplitudes between cued and uncued trials (i.e., IOR) under low reward, with the N1 and Nd amplitudes being enhanced for uncued trials compared to cued trials, and the P3 amplitude being enhanced for cued trials vs. uncued trials. Under high reward, however, no difference was found between the amplitudes on cued and uncued trials for any of the components. These findings demonstrate that targets that were previously associated with high reward can be resistant to IOR and the current results enrich the evidence for interactions between reward-association and attentional orientation in the cueing paradigm.
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INTRODUCTION

Recently, a wealth of studies have investigated the relationship between reward and spatial attention using the spatial cueing paradigm (Engelmann and Pessoa, 2007; Engelmann et al., 2009; Baines et al., 2011; Bucker and Theeuwes, 2014, 2016). These studies have demonstrated that the expectation of reward serves as a form of incentive motivation, which can be considered “pro-active” or a global preparatory strategy, leading to better performance (for reviews, see Chelazzi et al., 2013; Pessoa, 2015; Krebs and Woldorff, 2017). For instance, studies by Engelmann and Pessoa (Engelmann and Pessoa, 2007; Engelmann et al., 2009) showed when participants were informed by explicit instructions that they would receive a monetary reward contingent upon their performance, their detection of a target following a spatial cue was improved.

However, little is known about the effect of reward association on spatial attention (but see Bucker and Theeuwes, 2016). Reward association does not allow for preparation in expectation of an extra incentive. Rather, participants have to react “on the fly” to changing reward contingencies (e.g., Krebs et al., 2012; Bucker and Theeuwes, 2016). Such a learned association has been shown even to affect performance on later trials when the reward is no longer at stake (Della Libera and Chelazzi, 2006, 2009; Hickey et al., 2010; Anderson and Yantis, 2012, 2013; Hickey and Peelen, 2015). Without any pre-task cues, reward effects in these stimulus-reward association paradigms rely more on reactive or even automatic processes rather than on preparatory mechanisms (Krebs and Woldorff, 2017). The present study was designed to investigate the effect of reward association on the inhibitory process in spatial orienting, which is known as inhibition of return (IOR).

Posner and Cohen (1984) first reported the phenomenon that responses were slower for targets presented at a previously cued location with long cue-target stimulus onset asynchrony (SOA), which serves an important adaptive role for preventing repeated searching for information in a location to which attention has already been captured (i.e., the cued location) and biasing the attentional system toward novel locations (Posner et al., 1985; Klein and MacInnes, 1999; Klein, 2000; Lupiáñez et al., 2006). Based on this idea, Klein and MacInnes (1999) described IOR as a “foraging facilitator” that energizes the organism’s ability to scan the environment and detect potentially meaningful events. Over the years, a wealth of studies have suggested that IOR is a “blind” mechanism, i.e., an automatic process that is not affected by participants’ personal beliefs or goals (e.g., Theeuwes, 1994, 2010; Handy et al., 1999; Theeuwes and Godijn, 2002; Taylor and Therrien, 2005; Wang et al., 2010).

Several recent studies have been conducted to investigate the effect of reward on IOR. Some of these studies (Engelmann and Pessoa, 2007; Engelmann et al., 2009; Bucker and Theeuwes, 2014) informed participants about the reward/punishment contingencies at the beginning of each block, and others manipulated the cue-related reward associations (Bucker and Theeuwes, 2016). In one study by Bucker and Theeuwes (2014), reward information—either high (50% chance of winning € 1.00) or low (50% chance of winning € 0.10)—was provided before the start of each block in a typical exogenous cueing paradigm with short and long SOAs. Their results revealed that high rewards enhanced IOR. That is, with a long SOA, reaction times (RTs) were significantly slower in cued locations than in uncued locations under the high-reward condition, whereas no difference was found between cued and uncued trials under the low-reward condition. Bucker and Theeuwes’ explanation was that high-reward motivation elicited reorienting of attention away from the initially cued location to bias the search for new locations better. Interestingly, when the researchers used the same exogenous cueing task, but with the peripheral cues shown in colors associated with appetitive, aversive, and neural outcomes (Bucker and Theeuwes, 2016), RTs in the long-delay condition were shorter for cued than uncued trials when the cue was associated with high reward so that attention was then oriented to the cued location under the high-reward condition. Although these results provide preliminary evidence that IOR can be influenced by participants’ personal goals and behavioral outcomes, our knowledge about the mechanisms underlying the influence of reward on IOR is incomplete. To date, no study has been conducted to investigate the effect of target-related reward associations on IOR. With the same spatial cue, it is of theoretical importance to examine whether targets with different reward associations in the past can produce differential modulation of the inhibitory processes at the cued location.

The present study aimed to examine whether the process of prioritizing reactive attention, led by target-reward association, is subject to the automatic process of IOR, and to investigate the underlying neural mechanism of this reward-by-cueing interaction using event-related potentials (ERPs). In the current study, high- and low-reward associations with different colors were learned during a learning phase (e.g., Della Libera and Chelazzi, 2006; Hickey et al., 2010; Kristjánsson et al., 2010; Anderson et al.,2011a,b, 2013; Hickey and Peelen, 2015), whereas, during the test phase, the target (but not the spatial cue) was shown in the previously reward-associated color, though reward was no longer at stake. The separation between the learning and test phases was used to exclude the motivational factor encouraged by reward, so as to minimize top-down control and maximize the automatic attentional guiding process during the test phase. We hypothesized that when the target was previously associated with different levels of reward, attention would be drawn to the high-reward associated target faster than to the low-reward associated target. Therefore, we predicted if target-reward association is resistant to IOR, even though we might observe differences between cued and uncued trials (i.e., IOR) in the low-reward condition, such differences should be reduced or possibly even eliminated under the high-reward condition. However, if target-reward association is subject to IOR—as it is an automatic process—the difference between cued and uncued trials should be observed for both the low- and high-reward conditions.

The present study used two types of tasks (i.e., a localization task and a color discrimination task) in order to examine whether and how the expected interaction between reward and cueing would be manifested across different task requirements. In the former task, participants were asked to report the location (either left or right) of the target, while in the latter, they were asked to discriminate the color of the target. Earlier studies have shown that IOR can be affected by task type (e.g., Kwak and Egeth, 1992; Terry et al., 1994; LupiaìnÞez et al., 1997; Pratt et al., 1997; Cheal et al., 1998; Martín-Arévalo et al., 2013); hence, a comparison of the expected interactive effects of reward and IOR between tasks are of interest. Moreover, by using ERP recordings the present study allowed us to reveal the neural mechanism underlying the interaction between the target-reward association and spatial cueing (i.e., IOR). The present study examined IOR with sensory/perception and attentional components in the visual-spatial attention field [see Pan et al. (2017) for a recent review], with the electrophysiological components of interest being the P1, N1, Nd, and P3.

Based on the attentional reorienting hypothesis assumed by most researchers in the field, IOR is led by an inhibited attentional reorienting to the target location, which may produce modulations at different stages of processing. Under this framework, the early target perceptual processing indexed by the P1 and N1 components are predicted to show a reduction for cued vs. uncued trials (McDonald et al., 1999; Prime and Jolicoeur, 2009; Satel et al., 2013, 2014). Moreover, Satel et al. (2013) performed a correlation analysis on the mean IOR scores and the P1 and N1 modulation effects (i.e., P1 and N1 respective reductions for cued vs. uncued trials) across 19 experiments (Satel et al., 2013). The results showed that the P1 and N1 reductions for cued (vs. uncued) trials were associated with increased IOR scores (r = −0.60 for P1; r = −0.52 for N1; both ps < 0.05; two-tailed). This is to say that the slower it is to process a target at the previously cued location, the more likely it is the P1 component will be impaired on cued trials. However, many studies have found IOR effects without P1 modulation (e.g., Prime and Ward, 2006; Wang et al., 2012), while others have found P1 modulation without a behavioral IOR effect (e.g., Wascher and Tipper, 2004; Chica and Lupiáñez, 2009; Martín-Arévalo et al., 2014). Similarly, the N1 modulation effect is also inconsistent across the literature (Hopfinger and Mangun, 1998; Prime and Ward, 2004; Prime and Jolicoeur, 2009; Satel et al., 2014). While researchers have proposed several hypotheses for why P1 and N1 modulation was inconsistent with the behavioral IOR effect in those studies, some researchers suggest that they may not be stable electrophysiological markers of IOR (Prime and Ward, 2006; Jones and Forster, 2012, 2014; Satel et al., 2014).

The later Nd and P3 components were not well-characterized under the same framework, with inconsistent predictions and findings (see Martín-Arévalo et al. (2016) for review]. On the one hand, if they were to index the post-perceptual resource allocation, processing of the attended stimuli, and/or decision processing, we may expect to see a reduced Nd and P3 for cued trials compared to uncued trials. On the other hand, if the P3 component reflects target expectancy or psychological surprisal, we would expect to see an enhanced P3 component for cued trials. The Nd component was observed in most experiments, with a reduced amplitude for cued location (vs. uncued) used to reflect the IOR effect (e.g., Satel et al., 2013, 2014). Moreover, several studies have found a significant association of IOR with P3 enhancement for cued compared to uncued location trials (McDonald et al., 1999, Experiment 1; Prime and Jolicoeur, 2009), though no modulations have been reported in other studies (e.g., Hopfinger and Mangun, 2001; Chica and Lupiáñez, 2009; Martín-Arévalo et al., 2014). More often than not, studies have not examined or reported the P3 and/or Nd components because they were thought to be less relevant to IOR. However, in light of the above-mentioned hypothesis and evidence, the Nd and P3 components may actually reflect certain stages of processes that underlie IOR.

Overall, we hypothesized that the automatic mechanisms of attention prioritization guided by reward association would effectively modulate IOR. More specifically, we predicted that a high-reward associated target would no longer be subject to IOR. Therefore, an interaction between reward level and cueing effect should be observed. We may expect to observe amplitude differences between cued and uncued trials specifically under the low reward-condition on the P1, N1, Nd, and/or P3 components, whereas such an effect should be diminished under the high-reward condition. Moreover, while task types may or may not interact with the association between reward and cueing effects, according to prior studies, the different task demands may individually interact with the cueing effect or the reward effect.



MATERIALS AND METHODS


Participants

Twenty-four healthy young adults took part in this study. All participants were right-handed with normal or corrected to normal vision, and had no known cognitive or neurological disorders. Participation was voluntary, with payment comprised of a base value and an additional value according to task performance upon completion of the study. Two participants were stopped from finishing the task because they were unable to comply with task demands (more than 20 consecutive trials skipped without any response); another participant was excluded due to poor accuracy (dropped below 75% in reporting the target location/color), leaving insufficient numbers of trials per condition for further analysis; and one other participant was excluded from the analysis due to excessive horizontal saccades during trials (>30% of the trials contained horizontal saccades). Data from 20 participants (mean age = 23, age range = 19–25, SD = 2.06; 12 females and eight males) were included in the further analyses. Our study was approved by the Ethics Committee of the School of Psychology at Capital Normal University, and all participants gave informed consent prior to the experiments, in accordance with the Declaration of Helsinki.



Materials

Stimuli were presented on a 17-inch CRT display (black background), with a resolution of 1,024 × 768. The software Presentation1 was used to present stimuli and record responses. Participants were seated comfortably at a distance of 65 cm from the screen in a quiet room, with light adjusted to fit. Participants were asked to keep their head and chin still throughout the experiment.

During the learning phase, the target stimuli included four types: red round, red triangle, green round, and green triangle. A particular color was associated with high- or low-reward probability. Specifically, for half of the participants, red was associated with a higher possibility of reward: when the target was red, a correct response could result in an 80% chance of high reward (feedback: “¥50”) and a 20% chance of low reward (feedback: “¥5”); whereas, when the target was green, a correct response would lead to an 80% chance of low reward (feedback: “¥5”) and a 20% chance of high reward (feedback: “¥50”). The assignment of reward color was reversed for the other half of the participants.

During the test phase, three boxes (2° × 2°) were displayed in parallel. The center-to-center distance between the central box and each peripheral box was 5° of visual angle. Participants were required to fixate on the central box, while the sudden bolding of the outer frame in one of the two peripheral boxes served as a cue. The target could be either a red or green square presented in one of the peripheral boxes.



Procedures

A task type (localization/color discrimination) × reward level (high/low) × cue validity (cued/uncued) within-participant factorial design was used.

In the rewarded learning phase, a fixation cross “+” (0.4° × 0.4°) appeared at the start of each trial for 600–800 ms, followed by the target stimulus (4.5° × 4.5°) presented at the center of the screen until the participant responded. Participants were asked to determine the shape of the target, i.e., click the left button of the computer mouse for round, and the right button for triangle. Then, a feedback screen with “¥50” or “¥5” was presented according to the assigned reward probability for 800 ms. After an inter-trial interval of 1,000–1,500 ms with a blank screen displayed, the next trial started.

Before the start of the learning phase, participants underwent 20 practice trials. The formal rewarded learning phase was divided into eight blocks, with 40 trials in each block, and thus, a total number of 320 trials, with 160 high-reward trials and 160 low-reward trials. The base pay for the experiment was 75 Chinese Yuan, with additional pay commensurate with participants’ performance and the reward level of the given trials. Specifically, participants were informed that the accumulated amount of experimental money presented in the feedback screen would be translated to real money at the end of the experiment. The total pay was between 90 and 100 Chinese Yuan for each participant.

In the test phase (see Figure 1), an initial screen with three parallel boxes (2° × 2° for each box) appeared throughout each trial. The center-to-center distance between the central box and each peripheral box was 5° of visual angle. After the first 500 ms, a peripheral cue signified by the brightening of the outer frame of one of the two lateral boxes was presented for 100 ms, which was followed by a 100 ms peripheral-central cue interval, and then another 100 ms central cue signified by the brightening of the outer frame of the central box followed. After a variable interval of 500–700 ms, the target (red or green square) appeared at either the cued location or the uncued location for 200 ms, and participants were asked to respond within 2,000 ms, starting from the display of the target. Note that the target presented equally often at the cued and the uncued location, thus the peripheral cue did not predict the target location.
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FIGURE 1. Example of the trial sequence in the test phase.


In the location task, participants needed to indicate the target location by clicking the left key of the mouse for a target on the left side, and the right key for a target on the right side of the screen. In the color discrimination task, half of the participants were asked to indicate the target color by left-clicking the mouse for red and right-clicking it for green, while the other half of the participants did the reverse. Before the start of the official test phase, participants underwent 20 practice trials for each task, during which subjects familiarized themselves with the task demands and practiced fixating on the central box. The assignment of the two task types was sequenced and balanced across participants. Each task type had 10 blocks, and each block had 32 trials. Thus, each experimental condition had 80 trials.



EEG Recording and Analysis

The electroencephalogram (EEG) was recorded by a 62 Ag/AgCl electrodes cap, according to the extended 10/20 system, and continuously sampled at 500 Hz, with a bandpass filter of 0.05–100 Hz. Vertical and horizontal EOGs were recorded with two pairs of electrodes: one placed above and below the left eye, and another 10 mm from the lateral canthi. EEG signals were referenced to the left mastoid during recording and re-referenced offline to the average of the left and right mastoid recordings. The ground electrode was placed between FPz and Fz, and the impedance of the electrodes was kept under 5 kΩ throughout the EEG recording.

Data were collected with Neuroscan acquisition software, and EEG data processing was performed off-line using Neuroscan 4.5 software. All segments were checked offline for artifacts (blinks, saccades, and drifts). Trials with horizontal eye movements in the interval from cue onset to 400 ms post-target onset were rejected (<2.5% in each condition; Wascher et al., 2015). The remaining eye movements and blinks (that almost exclusively occurred in between trials) were corrected using the ocular artifact reduction algorithm in the Neuroscan v.4.5 software package. The remaining trials with artifacts that exceeded ±75 μV were excluded from the analysis. Artifact-free EEG was then segmented into epochs, starting from 100 ms (as the baseline correction) pre-target onset to 1,000 ms post-target onset and averaged separately for each participant, with each condition having over 60 valid trials.

Event-related potential responses recorded during the test phase were analyzed. Corresponding EEG activity for the correct responses under each condition was averaged to extract the ERP data for each of the 16 conditions: task type (localization, color discrimination) × reward level (high, low) × cue validity (cued, uncued) × target position (left, right). Based on the ERP literature on spatial attention, task preparation, and reward processing, the current study selected CP1/CP2 (e.g., Zimmer et al., 2015), P1/P2 (e.g., Schevernels et al., 2014), PO3/PO4 (e.g., Schevernels et al., 2014; Feldmann-Wüstefeld et al., 2015; Zimmer et al., 2015), and PO7/PO8 (e.g., Prime and Ward, 2004; Kiss et al., 2009; Feldmann-Wüstefeld et al., 2015). More specifically, in the study by Zimmer et al. (2015), the authors selected the cluster of CP1, CP2, P3, P4, PO3, and PO4 to study how motivation can guide spatial attention. In another study, Feldmann-Wüstefeld et al. (2015) used the electrode cluster of PO3, PO4, PO7, and PO8 to investigate the relationship between associative learning and visual selection. Further, Schevernels et al. (2014) used the electrodes P1, P2, PO3, PO4, Pz, and POz to examine how task preparation processes (for different task-difficulty levels) were related to reward prediction. While PO7 and PO8 have been most commonly used in ERP studies of the IOR effect, other electrodes were selected in the current study based on the aforementioned reward-association/reward-prediction, spatial-attention/visual-selection, and task difficulty literature, which are directly related to the aim of the current study.

Mean contralateral and ipsilateral activity in the ERP were calculated for each participant for this parieto-occipital electrode pool (CP1, CP2, P1, P2, PO3, PO4, PO7, and PO8). A repeated-measures analysis of variance (ANOVA) with the factors Task (localization, color discrimination), Reward (high, low), and Cue (cued, uncued) was performed for each component: P1 (contralateral = 103–133 ms, ipsilateral = 135–165 ms), N1 (contralateral = 141–171 ms, ipsilateral = 169–199 ms), Nd (contralateral = 240–280 ms), and P3 (location task: contralateral = 281–331 ms, ipsilateral = 283–333 ms; discrimination task: contralateral = 325–375 ms, ipsilateral = 349–399 ms). For the first three components (P1, N1, and Nd), the time-windows contralateral/ipsilateral to the target location were selected according to their respective peak latencies in both the location task and the discrimination task (i.e., peak latency averaged across the two tasks), and then using a time window of 30–60 ms around the peak (depending on the shape of the curve) for statistical analyses of the mean amplitude. The peak latency for the P3 component, however, was ∼50 ms earlier in the location task than in the discrimination task (see Figures 2, 3), so using the averaged time-window of the two tasks would be inappropriate for either of the tasks. Therefore, for the P3 component, we used its corresponding time-window in each task specified above.
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FIGURE 2. Grand average waveforms at electrode sites CP1, CP2, P1, P2, PO3, PO4, PO7, and PO8 showing the contralateral potentials produced in response to the presentation of the target in the localization task. The cued-uncued topographies of the N1, Nd, and P3 with target presented at the left and the right visual field are shown at the right panel. Positive voltage is plotted upward.
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FIGURE 3. Grand average waveforms at electrode sites CP1, CP2, P1, P2, PO3, PO4, PO7, and PO8 showing the contralateral potentials produced in response to the presentation of the target in the discrimination task. The cued-uncued topographies of the N1, Nd, and P3 with target presented at the left and the right visual field are shown at the right panel. Positive voltage is plotted upward.


In addition to using the above introduced electrode pool, we also separately analyzed the earlier components (P1, N1) using just the PO7/PO8, as these are both the commonly used electrode cites for early visual components and where the P1 and N1 are usually the largest at. The averaged waveforms of PO7/PO8 across two tasks showed that the contralateral P1 peaked at 108 ms (93–123 ms) and the ipsilateral P1 peaked at 146 ms (131–161 ms), and that the contralateral N1 peaked at 160 ms (143–173 ms) and the ipsilateral N1 peaked at 194 ms (179–209 ms). Therefore, the aforementioned ANOVA analysis was also carried out on the P1 and N1 components within these specified time-windows on the PO7 and PO8 electrodes.

We set the significance level of all the ANOVAs to 0.05 and used Greenhouse–Geisser corrections for all of the effects that had two or more degrees of freedom in the numerator. We report all the repeated-measures ANOVAs with uncorrected degrees of freedom but corrected p values.



RESULTS


Behavioral Results


Learning Phase

The RTs and error rates were calculated for each sub-condition according to a two (reward level: high, low) × 8 (blocks: 1, 2, 3, 4, 5, 6, 7, and 8) within-participant experimental design. Extreme responses (mean ± 3 standard deviations) were discarded from the data analyses. Less than 1% of the trials were discarded following this criterion. Mean RTs and error rates were then submitted to a 2 × 8 repeated-measures ANOVA. The results for the RTs revealed a main effect of reward level [F(1, 19) = 9.20, p < 0.01, ηp2 = 0.33], with faster RTs under the high-reward condition (543 ms) than under the low-reward condition (561 ms). A main effect of block was not found [F(7, 133) = 1.25, p > 0.1], and neither was a reward level × block interaction [F(7, 133) = 1.32, p >0.1]. ANOVA of error rates did not reveal any significant results.



Test Phase

The RTs and error rates under each sub-condition were calculated according to the 2 (task type: localization discrimination, color discrimination) × 2 (reward level: high, low) × 2 (cue validity: cued, uncued) factorial design (see Table 1). Extreme responses (mean ± 3 standard deviations) were discarded from the data analyses. Following this criterion, 1.5% of the data were discarded. Mean RTs and error rates were then submitted to a 2 × 2 × 2 repeated-measures ANOVA. Table 1 lists the mean RTs and response error rates over participants for each experimental condition.


TABLE 1. RTs (ms), Error rates % (standard error), and Inversed Efficiencies (IEs) under each sub-condition.

[image: Table 1]The results for RT (see Table 1) revealed a main effect of task type [F(1,19) = 92.23, p < 0.001, ηp2 = 0.829], with the RTs in the location task (355 ms) being faster than those in the color discrimination task (503 ms). The main effect of cue validity was significant [F(1, 19) = 19.91, p < 0.001, ηp2 = 0.512], with the RTs in the cued condition (435 ms) slower than those in the uncued condition (423 ms). The results also demonstrated a main effect of reward level [F(1, 19) = 5.12, p < 0.05, ηp2 = 0.212], with RTs under high rewards (425 ms) being faster than those under low rewards (433 ms). No other effects reached significance.

Analysis of variance of error rates only revealed a marginally significant main effect of cue validity [F(1,19) = 4.122, p = 0.057, ηp2 = 0.178], with the error rate in the cued trials (2.1%) being higher than that in the uncued trials (1.8%). The results also revealed a Task × Cue interaction [F(1,19) = 7.27, p < 0.05, ηp2 = 0.277]. A simple effect analysis found no difference between the cued and uncued conditions in the location task (1.1 vs. 1.4 %), while the difference between cue validities was significant in the color discrimination task (cued vs. uncued: 3.2 vs. 2.3 %), t(19) = 2.54, p < 0.05.

Although no correlation was found between mean accuracy and RT across participants in the current study, in order to address potential concerns about a speed-accuracy trade-off in the behavioral IOR effect, inverse efficiency (IE) was calculated as the mean correct RT divided by the accuracy rate, separately for each participant and each condition (Townsend and Ashby, 1983; Kiss et al., 2009; Lee and Shomstein, 2013). ANOVA of IE revealed a main effect of task type [F(1,19) = 70.13, p < 0.001, ηp2 = 0.787], with the IEs on the location task (363 ms) being faster than those on the color discrimination task (515 ms). The main effect of cue validity was significant [F(1, 19) = 26.33, p < 0.001, ηp2 = 0.581], with the IEs in the cued condition (446 ms) being slower than those in the uncued condition (432 ms). The results also demonstrated a marginally significant main effect of reward [F(1, 19) = 3.99, p = 0.06, ηp2 = 0.174], with the IEs under high reward (436 ms) being faster than those under low reward (442 ms). No other effects reached significance. These results, which are consistent with the RT results, again confirmed that there was no speed-accuracy trade-off to distort the observed IOR effects in the current study.



ERP Results

Contralateral ERP responses time-locked to target onset from selected electrodes are depicted in Figures 2–4 for the two tasks. A brief summary of the current ERP results is listed in Table 2.


TABLE 2. Repeated-measures ANOVA results (based on the electrode pool of CP1, CP2, P1, P2, PO3, PO4, PO7, and PO8) summary for each ERP component contra-/ipsi-lateral to the target location.
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P1 Component

A three-factor repeated-measures ANOVA, with Task (localization, color discrimination), Reward (high, low), and Cue validity (cued, uncued), for the contralateral P1 revealed a main effect of reward type, [F(1,19) = 4.39, p = 0.050, ηp2 = 0.188], with amplitudes elicited by high reward target higher than those elicited by low reward target (0.63 vs. 0.34 μV), and a main effect of cue validity [F(1,19) = 6.29, p = 0.021, ηp2 = 0.249], with the amplitudes elicited under cued trials higher than those under uncued trials (0.69 vs. 0.28 μV). The results also showed a significant Task × Reward interaction [F(1,19) = 5.15, p = 0.035, ηp2 = 0.213], and a significant Reward × Cue interaction [F(1,19) = 9.17, p = 0.007, ηp2 = 0.325]. Simple effect analysis, to follow up on the Task × Reward interaction, showed that the amplitude of the P1 elicited in the high-reward condition was greater than that in the low-reward condition (0.80 vs. 0.16 μV) in the localization task [t(19) = 3.09, p = 0.004], while the amplitude of the P1 in the high- and low-reward conditions exhibited no difference in the discrimination task (0.46 vs. 0.51 μV) [t(19) < 1]. The simple effect analysis, to follow up on the Reward × Cue interaction, showed that in the low-reward condition, the amplitude of the P1 elicited in the cued condition was more positive than that in the uncued condition (0.69 vs. −0.02 μV) [t(19) = 3.72, p < 0.001]; in the high-reward condition, however, the amplitude of the P1 in the cued and uncued (0.68 vs. 0.58 μV) conditions exhibited no difference [t(19) < 1].

The same ANOVA on the ipsilateral P1 revealed a significant main effect of Task [F(1,19) = 4.67, p = 0.044, ηp2 = 0.197], with the amplitudes elicited in location task higher than those in the discrimination task (2.72 vs. 2.35 μV).

In addition, as early components have typically been reported at PO7/PO8, we performed the same analysis on P1 with just the PO7/PO8 electrodes (see Figure 4 for waveforms at PO7/PO8). The three-factor repeated-measures ANOVA of the contralateral P1 component revealed a marginal cueing effect [F(1,19) = 4.06, p = 0.058, ηp2 = 0.176], with the amplitudes elicited under cued trials higher than those under uncued trials (0.65 vs. 0.37 μV). Results also revealed a significant Task × Reward interaction [F(1,19) = 8.13, p = 0.010, ηp2 = 0.300]. Simple effects analysis showed that the amplitude for high-reward was greater than that for low-reward (0.68 vs. 0.23 μV) in the localization task [t(19) = 2.49, p = 0.017], while the amplitude did not differ between reward levels in the discrimination task (0.44 vs. 0.68 μV) [t(19) = −1.38, p = 0.176]. Moreover, a significant Reward × Cue interaction [F(1,19) = 4.91, p = 0.039, ηp2 = 0.205] demonstrated that the P1 amplitude was higher in the cued than in the uncued trials (0.69 vs. 0.23 μV) under low reward condition [t(19) = 2.87, p = 0.007], while no difference was found between the cued and uncued conditions under high reward condition (0.60 vs. 0.51 μV) [t(19) < 1].
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FIGURE 4. Grand average waveforms at electrode sites PO7 and PO8 showing the contralateral and ipsilateral potentials produced in response to the presentation of the target in the localization task (upper panel) and discrimination task (lower panel). Positive voltage is plotted upward.


The same ANOVA on the ipsilateral P1 revealed no significant effects.



N1 Component

The three-factor repeated-measures ANOVA of the contralateral N1 component revealed a main effect of task type [F(1,19) = 7.76, p = 0.012, ηp2 = 0.290], with the amplitude of the N1 elicited in the color discrimination task being more negative than that in the location task (−1.12 vs. −0.50 μV). A main effect of cue validity was also found [F(1,19) = 6.2, p = 0.023, ηp2 = 0.245], with the amplitude elicited for uncued locations being more negative than those for the cued locations (−1.02 vs. −0.59 μV). Although the Reward × Cue interaction [F(1,19) = 1.87, p = 0.187, ηp2 = 0.090] did not reach significance, a planned simple effect analysis discovered that the amplitude of the N1 elicited in the uncued trials was more negative than that in the cued trials (−1.11 vs. −0.49 μV) in the low-reward condition [t(19) = 2.79, p = 0.008], while the amplitude of the N1 in the uncued and cued trials exhibited no difference under the high-reward condition (−0.94 vs. −0.70 μV) [t(19) < 1].

The same ANOVA on ipsilateral N1 revealed a main effect of task type [F(1,19) = 6.88, p = 0.017, ηp2 = 0.266], with the amplitude of the N1 elicited in the color discrimination task being more negative than that in the location task (1.53 vs. 2.32 μV).

In addition, we performed the same analysis on N1 with the PO7/PO8 electrodes (see Figure 4 for waveforms at PO7/PO8). The three-factor repeated-measures ANOVA of the contralateral N1 component revealed a main effect of task type [F(1,19) = 7.19, p = 0.015, ηp2 = 0.274], with the N1 amplitude elicited in the color discrimination task being more negative than it was in the localization task (−2.61 vs. −1.89 μV). A main effect of cue validity was also found [F(1,19) = 5.88, p = 0.025, ηp2 = 0.236], with the amplitude elicited for the uncued targets being more negative than those for the cued targets (−2.47 vs. −2.03 μV). Although the Reward × Cue interaction did not reach significance, we examined the cueing effects separately for low and high reward conditions based on our planned comparisons. The results revealed that uncued trials elicited greater N1 than cued trials (−2.49 vs. −1.98 μV) under low reward condition [t(19) = 2.32, p = 0.027], while the N1 amplitude in the uncued and cued trials (−2.44 vs. −2.08 μV) exhibited no difference under high reward condition [t(19) = 1.65, p = 0.108].

The same ANOVA on the ipsilateral N1 revealed no significant effects.



Nd Component

The three-factor repeated-measures ANOVA on the Nd component revealed a main effect of task type [F(1,19) = 98.9, p < 0.001, ηp2 = 0.611], with the amplitude of the Nd elicited in the color discrimination task being more negative than that in the location task (3.90 vs. 6.32 μV). The results also revealed a Reward × Cue interaction [F(1,19) = 4.21, p = 0.054, ηp2 = 0.181]. Simple effect analysis to follow-up on the Reward × Cue interaction discovered that the amplitude of the Nd elicited for the uncued condition was more negative than that for the cued condition (4.76 vs. 5.27 μV) when the reward level was low [t(19) = 1.84, p = 0.074], while the amplitude of the Nd in the cued and uncued conditions exhibited no difference under the high-reward condition (5.12 vs. 5.29 μV) [t(19) < 1].


P3 Component

Three-factor repeated-measures ANOVA on the P3 component revealed a significant Reward × Cue interaction [F(1,19) = 5.37, p = 0.032, ηp2 = 0.220]. Simple effect analysis discovered that in the low-reward condition, the amplitude of the P3 elicited for the cued condition was greater than that for the uncued condition (6.96 vs. 6.32 μV) [t(19) = 2.41, p = 0.023]; in the high-reward condition, however, the amplitude of the P3 for the cued and uncued (6.93 vs. 6.83 μV) conditions exhibited no difference [t(19) < 1].

The same ANOVA on the ipsilateral P3 revealed a main effect of task type [F(1,19) = 5.35, p = 0.032, ηp2 = 0.220], with the amplitude of the P3 elicited in the color discrimination task being greater than that in the localization task (7.01 vs. 6.07 μV). No other effects approached statistical significance.



DISCUSSION

In order to explore whether target-reward association can modulate the rather automatic mechanism of IOR, the current study used a spatial cueing paradigm, with targets shown in colors previously associated with either high or low rewards. Though the behavioral data only exhibited an IOR effect, ERP recordings demonstrated an interaction between reward level and cue validity, with differences between the cued and uncued trials (i.e., neural patterns of IOR) for the P1, N1, Nd, and P3 under low reward condition, which were diminished under high reward condition. Participants were given a color discrimination task and a localization task to examine whether the interaction between reward and IOR was affected by task relevance. While the results showed that this interaction was not affected by task relevance, the type of task appeared to separately interact with reward level for the P1 component, where the difference in P1 amplitude between high and low reward was observed only in the location task (not in the color discrimination task). In addition, the present study examined the four most important ERP components in the exogenous cueing paradigm (i.e., P1, N1, Nd, and P3) in an effort to contribute to search for a stable ERP marker of IOR.

In the learning phase, RTs for high-reward associated targets were significantly faster than those for low-reward associated targets, which means participants learned the association between available rewards and particular colors. This is consistent with earlier studies that demonstrated an association between a stimulus and rewarding information can be established by training (Raymond and O’Brien, 2009; Anderson et al.,2011a,b, 2012, 2013; Anderson, 2013). In the test phase, RTs for the cued condition were slower than those for the uncued condition, exhibiting IOR in both high- and low-reward conditions for both the color discrimination task and localization task. RTs in the high-reward condition were faster than those in the low-reward condition, indicating an attentional bias toward high-reward associated information, which was more profound in the color discrimination task than in the localization task, though both reached significance. Although the interaction between reward and cueing was not significant in the behavioral data, the ERP components revealed differential patterns between cued and uncued trials for the low-reward condition and high-reward condition, revealing underlying early neural processing mechanisms before the final behavioral outcome.

As described in the Introduction, previous studies have often reported an IOR effect, with a reduced P1 component for cued vs. uncued trials (to index impaired early perceptual processing for cued location at long SOAs), although P1 modulation had been observed without a behavioral IOR effect, and vice versa. In the current study, we found an anomalous cueing effect pattern on the P1 component, with an enhanced P1 for cued trials vs. uncued trials. This was quite unexpected if P1 is an index of early perceptual processing at a long SOA (typically 500–1,000 ms, which the current study falls within), although this pattern of P1 cueing effect was also reported in another study (Lubbe et al., 2005). Lubbe et al. (2005) reported an unusual behavioral faciliatory effect at a long SOA (940 ms) that was associated with significant P1 enhancement for cued vs. uncued trials in a discrimination task. While such an anomalous pattern in their study could have resulted from the interference effect from their experimental conditions (i.e., a set of different SOAs) or from their task demand, in the current study, the associations between the target and colors, which were previously associated with either high or low reward, could have contributed to our observed pattern of the P1 cueing effect. Alternatively, the P1 difference might be explained, rather, by the following N1 for uncued trials. More specifically, the peak of P1 and the onset of N1 were close in time, and the amplitude difference between the cued and uncued trials on N1 seemed to have started from P1, lasting all the way to N1 (as shown in the figure). Therefore, it might be that relatively smaller P1 amplitude for uncued trials is caused by an already initiated stronger negativity for the uncued trials vs. the cued trials. Due to the anomalous pattern of P1 modulation, we will focus our discussion mainly on the results for the N1, Nd, and P3 components.

A modulated N1 has been suggested to represent IOR by a string of studies, with larger N1 amplitudes for uncued trials than cued trials (e.g., Prime and Ward, 2004, 2006; Tian and Yao, 2008; Prime and Jolicoeur, 2009; Gutiérrez-Domínguez et al., 2014; Satel et al., 2014;, but see e.g., McDonald et al., 1999; Satel et al., 2012; Martín-Arévalo et al., 2014). In the present study, the absent cueing effect on the N1 contralateral to the target location in high-reward trials was observed under low reward. Specifically, under the low-reward condition, the target-elicited N1 amplitude was reduced under the cued trials compared to the uncued trials; however, when the target was previously associated with high reward, no difference was found between the cued and uncued conditions. The absence of cueing effects in high-reward trials suggests that the target-reward association may be resistant to IOR on the N1 component, depending on the reward level. Previous studies reported that an enhanced N1 was usually found for attended stimuli, and that the component reflected early perceptual discrimination processing of the attended stimuli (Vogel and Luck, 2000; Boksem et al., 2005). This may suggest that the low-reward associated target did not impede the inhibitory effect on stimulus discrimination processes at the cued location. However, high-reward associated targets enjoyed prioritized processing, and thus, had modulated the attentional inhibition at the cued location.

The Nd component in the time-period between 240 and 280 ms post-stimulus is recognized as a negative difference between cued and uncued trials (e.g., Eimer, 1994). A reduced Nd amplitude for cued than uncued trials has been traditionally associated with IOR (e.g., McDonald et al., 1999; Hopfinger and Mangun, 2001; Prime and Ward, 2004, 2006; Prime and Jolicoeur, 2009; Satel et al., 2012, 2014; Gutiérrez-Domínguez et al., 2014; Martín-Arévalo et al., 2016). In the present study, a modulated Nd contralateral to the target location was also found under the low-reward condition, with targets under the uncued condition eliciting a larger Nd amplitude than that under the cued condition (i.e., IOR). Whereas, under the high-reward condition, Nd amplitudes exhibited no difference between cued and uncued trials. Therefore, the current results revealed that the Nd component contralateral to the target location also exhibited resistance to IOR under high reward. Previous studies indicated that the Nd reflects the processing of the attended stimuli (Eimer, 1993, 1994). Thus, when IOR appeared in the low-reward condition due to the inhibitory effect at the cued location, the Nd amplitude under the cued condition was significantly smaller than that under the uncued condition. However, when the target was associated with high reward, attentional bias toward the high-reward associated information weakened the inhibitory effect at the cued location, leading to an undifferentiated amplitude between the cued and uncued conditions.

The P3 enhancement for cued compared to uncued trials was associated with IOR in some previous studies (McDonald et al., 1999, Experiment 1; Prime and Jolicoeur, 2009), although most previous studies have not tested modulations of this component. In the present study, a modulated P3 contralateral to the target location was observed under the low-reward condition, with greater amplitudes for cued trials compared to uncued trials. Since P3 is particularly sensitive to target expectancies, and its amplitude is usually larger for novel stimuli (e.g., Donchin, 1981; Friedman et al., 2001), McDonald et al. (1999) proposed in his study that one interpretation of the observed P3 pattern was that cued targets were unexpected, even though they occurred with the same frequency as uncued targets. This is to say that IOR inhibits attention at the previously cued location, and thus, one is more likely to expect targets to appear at the uncued location. This helps to explain why the present study found a greater P3 for cued compared to uncued trials under low reward. In this sense, the P3 may also serve as a valid ERP marker for IOR, though further studies should be carried out to test this hypothesis about the P3.

On the other hand, this may also help to explain the modulated pattern under high reward in the present study, where P3 amplitudes exhibited no difference between the cued and uncued conditions. A possible interpretation is that high-reward associated targets automatically attracted more attention, which reduced the unexpectedness/novelty at the cued target location. In other words, high-reward information drew participants’ attention to the ought-to-be unexpected location so that when participants were supposed to focus fully on the uncued location due to inhibition at the other, they were now inevitably drawn to the cued location at the same time. Thus, expectedness became generally equal at both locations, which is to say that the cued location was no longer novel to the participant. Therefore, the combined effect of reward prioritized processing and inhibition at the cued location, or reorientation toward the uncued location, resulted in no observable difference between P3 amplitudes in the cued and uncued trials under the high-reward condition. This reflects that the inhibition at the cued location, i.e., IOR, was effectively modulated by reward association.

The present experiment did not observe a significant three-way interaction between task type, reward level, and cue validity on any of the ERP components. However, an interaction between task type and reward was found for the P1 component. Briefly, we observed a task by reward interaction in which high reward elicited a larger P1 component than low reward in the localization task, but this reward effect was not observed in the color discrimination task. One possible explanation is the complexity of task demands. When a task is easier, as in the location task, more early perceptual resources can be spared to allocate to other factors, and in our case the reward level, whereas the harder the task demands are, the less perceptual-attentional resources can be spared for task-irrelevant factors. Given the anomalous pattern of the P1 cueing effect, we are hesitant to make further interpretations regarding the results found for the P1 component.

Overall, the result patterns for the N1, Nd, and P3 components in the present study provide electrophysiological evidence supporting that a target-reward association in an exogenous cueing paradigm can effectively modulate the neural process of IOR in such a way that a low-reward associated target is subject to IOR while a high-reward associated target is resistant to IOR. Over the decades, a wealth of studies was conducted to investigate the nature of IOR, with many results indicating that IOR is mainly stimulus-driven and automatic. Taylor and Therrien (2005) used intact-face vs. identical scrambled-face cues to elicit IOR, with the expectation that with emotional valence controlled at neutral, attention would be differentially attracted to and/or maintained on intact-face cues vs. scrambled-face cues. However, the results disclosed that IOR was not affected by either cue or target configuration. Therefore, Taylor and Therrien concluded that IOR is a “blind” mechanism that is exempt from the influence of biologically relevant cues and target stimuli. Wang et al. (2010) supported this notion with results of their study. Using upright vs. reversed-face cues, Wang et al. (2010) found that IOR was not affected by face orientation. As a matter of fact, Theeuwes (1994, 2010) has long argued that the capture of attention and the following inhibition after an abrupt appearance of an object is independent of the participant’s personal beliefs and goals. However, the results of the current study suggest that IOR is not a “blind” mechanism, and that the automatic process of IOR can be effectively modulated by the prioritized processing of reward through target-reward association.

In addition, unlike earlier studies examining reward’s effect on IOR, where IOR was not observed in the control group, the neural pattern of IOR observed for all three of the components (N1, Nd, and P3) under low reward condition in this study provide an optimal control condition for the investigation of high reward’s effect on IOR. Therefore, the diminished cue—uncued difference under the high-reward condition demonstrates that the more automatic process of attention prioritizing via reward-target association can be resistant to IOR, impeding inhibition at the cued location by guiding attention to the high-reward associated target location, and that such a modulatory effect is not affected by task relevance, as previously discussed. Moreover, the results under low rewards suggest that the P3, a component that has rarely been associated with IOR effects in previous studies, may serve as a potential valid IOR marker, though future studies are needed to examine the process the P3 represents that underlie IOR effects.



CONCLUSION

The present study demonstrated that IOR is not a “blind” mechanism. Electrophysiological evidence of a reward-by-cueing interaction shows that target-reward associations can effectively modulate the rather automatic mechanism of IOR in such a way that even though low-reward associated targets are subject to IOR, high-reward associated targets are resistant to IOR. This is most likely because the automatic prioritized processing of high-reward associated targets impede attentional inhibition at the cued location (i.e., target location). The underlying neural mechanism was explored using ERP, with the N1, Nd, and P3 components all demonstrating a modulatory effect of reward on IOR.

In addition, the present study provides further evidence relevant to the search for an electrophysiological marker for IOR. Enhanced N1 and Nd amplitudes for uncued compared to cued trials, and an enhanced P3 amplitude for cued vs. uncued trials were patterns observed under low reward in the present experiment, which had been suggest by prior studies related to IOR effects. While the P3 cueing effect seems promising from the current results, future studies should be carried out to investigate the effectiveness of P3 in association with IOR, particularly, the pattern of P3 enhancement/reduction for cued vs. uncued.
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One effective cognitive treatment is the rehabilitation of working memory (WM) using an integrated approach that targets the “executive attention” system. Recent neuroscientific literature has revealed that treatment efficacy depends on the presence of various features, such as adaptivity, empathy, customization, avoidance of automatism and stereotypies, and alertness activation. Over the last two decades, an Integrated Cognitive Training (ICT) protocol has been proposed and developed; ICT takes the above-mentioned features and existing literature into account, and has been used to promote the development of reading skills. ICT has been employed in several clinical settings and involves stimulation of a specific deteriorated system (e.g., reading) and the improvement of executive attention components, thus also increasing working memory capacity. In this context, we present two experiments. In Experiment 1, participants diagnosed with dyslexia (aged between 8 and 14 years) underwent two ICT sessions a week, with home supplements, for a duration of 7 months. The participants showed a significant improvement in the reading speed of text, words, and non-words, and in the reading accuracy of text and non-words. In Experiment 2, we replicated Experiment 1, but included a comparison between two groups (experimental group vs. control group) of young participants with diagnosis of dyslexia. The experimental group was subjected to 18 ICT sessions twice a week and with home supplements, using the same protocol as in Experiment 1. The control group was entrusted to the protocol of compensatory tools and dispense/helping procedures provided by the scholastic Personalized Educational Plan. After training, the experimental group gained about 0.5 syllables per second in text reading, and a marked decrease in error rate. The control group showed no significant improvement in reading skills after the same period. Moreover, the improvement observed in the experimental group remained stable 4 months after ICT had ended. The results of these two experiments support the efficacy of the integrated ICT protocol in improving reading skills in children with dyslexia and its sustained effect.

Keywords: executive attention, working memory capacity, cognitive training, dyslexia, adaptive treatment


INTRODUCTION

One cognitive treatment that has been shown to be effective is an integrated approach that combines rehabilitation of working memory (WM) with that of the executive attention system. However, models and definitions of such theoretical constructs must be specified considering the numerous versions of the models introduced in neuropsychology over the decades, and the evolution of each model over time. The present study aimed to add to the knowledge on cognitive treatments by highlighting crucial points raised in the existing literature, and thus to increase the efficacy of cognitive treatments.


Working Memory, Executive Attention, and Attentional States

The expression “working memory” can be easily misunderstood due to changes and improvements to the initial models of WM, which have evolved alongside neuroscientific discoveries in the field. This evolution has been mainly characterized by a clearer definition of the executive control system. Indeed, the executive control system was initially described rather vaguely as a “central processor” (e.g., Baddeley and Hitch, 1974), but, over time, it acquired a clearer evidence-based framework. WM models have therefore changed over time, and have moved toward a greater convergence (e.g., Baddeley and Hitch, 1974; Cowan, 1988; Engle et al., 1999; Cowan et al., 2002). The more widely shared and clearly defined system in this theoretical evolution is the central executive, which is a multicomponent system that includes several known and unknown executive-attentive functions (Engle and Kane, 2004; Repovš and Baddeley, 2006; Hofmann et al., 2011).

In this context, recent neuroscientific and imaging evidence has led researchers to consider cognitive functions as an expression of cortical-subcortical networks that are subjected to several activation states, rather than being the result of a single cortical area that is measurable using a single test (Bernstein and Waber, 2007; D'Esposito, 2007; D'Esposito and Postle, 2015). Therefore, we are in favor of more general and less reductionist theories, such as the Executive Attention Model (Posner and Di Girolamo, 1998; Engle et al., 1999; Rueda et al., 2005; McCabe et al., 2010; Hofmann et al., 2011), which, according to some authors, expresses in working memory capacity (WMC; Engle and Kane, 2002). The executive attention system involves a synergy between executive, attentive, and memory processing (Repovš and Baddeley, 2006). This system is primarily aimed at processing, maintaining, and reworking any information that is relevant to the ongoing task, and discarding irrelevant information. Among the components of executive attention, goal maintenance and competition resolution are the most strongly associated with WMC. These components involve several attentive and executive functions that are similar to those of the WMC model by Cowan and colleagues (Cowan, 1988; Cowan et al., 2002). Cowan's model is characterized by the almost exclusive inclusion of attentive executive components, i.e., the focus of attention directed toward long-term memory that is supported by resources of the central executive system. The other important WM model of Baddeley (1986) has also been modified to become more similar to the WMC model (e.g., Engle and Kane, 2004; Hofmann et al., 2011; for a review on WM model evolution, see D'Esposito and Postle, 2015).

These models have the advantage of combining attentive, mnestic, and executive aspects, thus avoiding extreme and impractical reductionism that aims to isolate and erroneously measure single executive functions (Rabbitt, 1997; Repovš and Baddeley, 2006; McCabe et al., 2010; Benso, 2018). Mounting evidence supports the notion that the learning of complex motor and cognitive skills during development largely involves executive attentive circuits that include the anterior cingulate cortex, dorsolateral prefrontal cortex (DLPFC), intraparietal cerebral sulcus, and basal ganglia (Engle and Kane, 2002, 2004; Sakai et al., 2002; McNab and Klingberg, 2008; Petersen and Posner, 2012; Seidler et al., 2012; Leisman et al., 2014). The literature on training of executive attention and, by extension, WMC has indicated that training induces macrostructural brain changes. Olesen et al. (2004) have reported the changes in WMC-associated brain activity after cognitive treatment, whereby an increase of this activity was observed in the medial frontal gyrus and in the inferior and superior parietal cortex. Takeuchi et al. (2010a,b, 2011) have highlighted cognitive changes and modifications in brain connectivity and gray matter thickness following cognitive training. Other authors have reported changes in microstructural and neuromodulation following training; for example McNab et al. (2009) showed that an increase in WMC is linked to a change in cortical density of D1 dopamine receptors.



Terminology and Systems Development

It is necessary to clarify terms that have emerged from a series of converging, but not always similar, theories. As explained in section Working Memory, Executive Attention, and Attentional States, the terms WM and WMC converge in many ways, despite the fact that the originally proposed models were quite different (e.g., Hofmann et al., 2011). We will use both the terms WM and WMC, according to the definition of Hofmann and coll., provided that they reflect the models previous explained. WMC differs from short-term memory, and has instead been proposed to contain short-term memory as a subsystem (Engle and Kane, 2004). D'Esposito et al. (2000) have reported that brain circuits underlying WM, which include the DLPFC at their epicenter, are not activated during a simple span task, while a strong activation appears whenever there is material that needs to be updated. We will refer, in this sense, to more or less activated brain circuits, excluding outdated and tempered models that recall specific warehouses and areas (e.g., D'Esposito, 2007; Morra, 2011). WMC is fed by a multicomponential attentional and executive system that subserves a range of complex functions and information reworking processes, while also maintaining the current goal as active, despite interference from distractors. The WMC system is anatomically and functionally connected to long-term storing networks and to peripheral sensory networks (Duncan and Owen, 2000; Jonides et al., 2005; D'Esposito, 2007). As already noted, there have been some misunderstandings about the definition of WM due to the different meanings conferred by WM models over the years. Morra et al. (2018) maintain that WM has previously been incorrectly (and in a reductionist way) used to describe one of the several executive functions, particularly when related to updating (e.g., Miyake et al., 2000). The authors have described these theoretical-methodological misunderstandings as follows: “Incidentally, we note that if one accepts the componential theory of working memory, it would be illogical to claim that working memory is an executive function. This is because asserting that working memory includes a central executive, the central executive includes the executive functions, and the executive functions include working memory is clearly a vicious circle” (Morra et al., 2018, p. 250).

However, it is worth remembering that the WM system develops alongside neurocognitive maturation. Crone et al. (2006) reported that the cortical areas for re-updating in working memory, and which are centered on the DLPFC, are not frequently recruited before the age of 8 years. Furthermore, Morra (2015) maintains that the rehearsal process is not completely active before the age of 7 years. Bunge and Zelazo (2006) have demonstrated that abstract reasoning and complex switching skills develop after the age of 6–7 years. Other relevant studies are those that have investigated the Theory of Constructive Operators [Pascual-Leone and Goodman, 1979; see also Panesi and Morra (2017, 2020)]. As shown by Giedd (2015), development of the WM system and Central Executive Network (CEN; see section Attentional Networks) ends many years after infancy. During adolescence, executive and WM maturation slows down in favor of the limbic system for emotion control, but their development restarts at the age of around 18–20 years and continues for another decade, from the ages of 20–30 years.

As far as networks are concerned, which are described in more detail in section Attentional Networks, Rueda et al. (2005) noted the development of a combined stimulus-driven and top-down attention control in the 1st months of life. Rothbart et al. (2011) proved CEN activity in 24 month-old children. An anti-correlation between the CEN and Default Mode Network (DMN) was observed by Gao and Lin (2012) in 12 month-old children. The Salience Network (SN) can be readily identified by the of age 2 years, and it undergoes protracted changes in connection strength throughout childhood (Gao et al., 2013). Between the ages of 7 and 20 years, the SN, CEN, and DMN undergo further developmental changes that involve both within- and across-network links (Uddin et al., 2011).



Attentional Networks

Defining attentional states and the associated neural networks and anatomical models is crucial to understanding the principles of cognitive treatment. The neuroscientific literature has documented the presence of several neural networks underlying attention. Some of these have long been known (Posner and Petersen, 1990), such as the networks underlying phasic and tonic alert, automatic and voluntary attention orienting, and the CEN of the first executive control system. The CEN actually includes the anatomical substrate of executive attention and WMC (Engle and Kane, 2002). The CEN comprises the anterior cingulate cortex, and dorsolateral prefrontal and parietal cortices; it exhibits a subcortical coupling, and is engaged in higher-order cognitive and attentional control (e.g., Menon and Uddin, 2010).

Raichle et al. (2001) described a functional-connected brain network comprised of the precuneus/posterior cingulate cortex, medial prefrontal cortex, and medial, lateral, and inferior parietal cortex (the DMN), which is active during resting states. Further studies have described several DMN functions, such as attentional shifting from the external task (lapses of attention), mentalization, introspective thinking, and mental simulation (Fransson, 2005, 2006; Buckner et al., 2008; Fassbender et al., 2009; Andrews-Hanna, 2012; Gazzellini et al., 2017). During the performance of cognitively demanding tasks, the CEN typically shows an increase in activation, whereas the DMN shows a decrease in activation; in that sense, the two networks are anti-correlated (Dosenbach et al., 2008; Menon and Uddin, 2010).

The third crucial attentive network is the SN, which includes the anterior insular and anterior cingulate cortices, and has extensive connectivity with subcortical and limbic structures involved in reward and motivation. The SN is essential for monitoring external input saliency and internal brain events (e.g., Sridharan et al., 2008). In particular, the SN and anterior insula play a critical and causal role in switching between the frontoparietal CEN and the DMN across task paradigms and stimulus modalities, which suggests a causal and potentially critical role of the anterior insula in cognitive control (Dosenbach et al., 2008; Menon and Uddin, 2010). Moreover, Sadaghiani et al. (2010) reported that tonic alertness is maintained by the activity of areas belonging to the SN. Indeed, spontaneous fluctuations of alpha oscillation power have been found to be correlated with activity in the cingulo-opercular network (including the dorsal anterior cingulate cortex, frontal operculum/anterior insula, and thalamus), which has been related to sustained cognitive control and alertness maintenance (Dosenbach et al., 2008; Sadaghiani et al., 2010). These studies clearly reveal the cerebral systems' complexity, although some of the literature goes on to describe hypothetical and specific functions, which were investigated using single tasks and associated with distinct cortical areas (Bernstein and Waber, 2007). In the view of a complex cerebral system as function of dynamic neural network interactions, failure in an executive-attention test no longer implies a CEN weakness. On the contrary, there are at least four alternative hypotheses, as follows: 1. CEN weakness, 2. The SN does not correctly activate the CEN, 3. DMN activity dysfunctionally intrudes during CEN activity, which breaks the DMN-CEN anti-correlation rule, and 4. A dysfunctional interaction among the three circuits may cause a decrease in executive-attention task performance (see Uddin, 2015).

In other words, it is worth underlining that the interaction between these attentional networks has increased the explanation complexity of functional deficits and has even changed the anatomo-functional models of some neurological pathologies (Menon, 2015; Uddin, 2015). The functional network models described are crucial in the study of cognitive treatment, as proposed in this manuscript. We have selected cognitive tasks that engage such attentional networks, with the aim of improving our assessment protocols and intervention measures such that they are in agreement with the up-to-date knowledge on interactions between the SN, CEN, and DMN (see also Uddin, 2015).

Work by Petersen and Posner (2012) and Tang et al. (2012) has highlighted the neural networks underlying orienting of attention and phasic alert, even though these authors have proposed models that conflict somewhat. Corbetta and Shulman (2002) proposed that a noradrenergic circuit comprising the locus coeruleus, temporo-parietal junction, and fronto-ventral cortex is related to the system of automatic orienting of attention and to external stimuli detection. The existence of such a network has been confirmed by Kucyi et al. (2012), but contrasting data are also available (see Geng and Vossel, 2013). Boundaries and switching between physiological arousal, phasic alert, and tonic alert have been described differently by several authors, as have the definitions of sustained attention and alertness (Sturm and Willmes, 2001; Sadaghiani et al., 2010; Petersen and Posner, 2012). However, to develop the aim of the present study, we adopted the definitions by Sturm and Willmes, as follows: “Phasic alertness is required whenever a warning stimulus in the same or a different sensory modality precedes the target stimulus. Sustained attention in contrast to alertness tasks typically do not focus on pure speed of response but rather on the number of hits, misses (and false alarms), and their time course” (Sturm and Willmes, 2001; pp. 76–77). Studies on phasic alert (see Tang et al., 2012 for its innateness) have been pivotal in developing treatment protocols; indeed, their findings have been employed to overcome low tonic alertness, which must be reinforced and treated delicately in patients with weak sustained attention. The shift from phasic to tonic alert and activation exercises are important in the training protocol we propose in this paper. Around 20 years ago, one of the present authors studied the interaction between the focusing of attention and warning curves (Benso et al., 1998) and the different warning styles during attentional shifts between audition and vision (Turatto et al., 2002). These studies and the related scientific literature led to proposals of training techniques that require participants' cognitive activation before the rehabilitation or study sessions, and which also allow weak sustained attention to be studied without requiring exercises that directly affect sustained attention, instead using a progression of warning states (Benso, 2004a). Indeed, this progression of warning states is one of the most important elements of our proposed training.



Specifications of Cognitive Treatment

Cognitive treatments usually include different types of exercises, ranging from the numerous downloadable internet applications to logical games, or from “pencil and paper” exercises to virtual reality and video tutorials on attention and WM, among others (Cancer et al., 2020; for a review, see Galuschka et al., 2020). Thus, the term “cognitive treatment” is an umbrella term that fails to communicate precise or shareable information if the rehabilitative principles are not considered. This aspect is not insignificant, particularly if we consider the frequency with which the term “cognitive treatment” is used in the literature.

That said, the variability of approaches seems to be common, even within a single treatment. Indeed, previous meta-analyses have often failed to provide clear and shareable results. This is probably due to the large number of variables involved in the studies, which are often uncontrollable. In this sense, it is notable that even though meta-analyses have been largely limited to WM treatments, there are still large disparities in previous findings that have resulted in conflicting opinions, particularly around the aspects of transfer possibilities, the type of treatment chosen in the analyses, and the methodology used (Melby-Lervag and Hulme, 2013; Au et al., 2014; Karbach and Verhaeghen, 2014; Schwaighofer et al., 2015; Melby-Lervåg et al., 2016). As a consequence, recent work has attempted to clarify the topic by identifying intervening variables that are crucial for treatment goodness, and which can be easily neglected during treatment administration.

An intriguing example comes from a neuroimaging study on plasticity. Metzler-Baddeley et al. (2016) write the following: “Evidence for training-induced brain plasticity remains inconsistent and controversial (Thomas and Baker, 2012). Longitudinal studies into macrostructural brain plasticity have found mixed findings regarding the direction of training-induced alterations in gray matter volume or cortical thickness in task-relevant brain regions. For instance, Draganski et al. (2004) found increases in gray matter volume in temporal and parietal regions after 3 months of juggling whilst, Takeuchi et al. (2011) reported reductions of gray matter volume in parieto-frontal cortical regions after working memory training” (p. 48). It is therefore necessary to take into account, as much as is possible, the different variables that affect behavior and plasticity. These include the brain area involved, subjects' age, training duration, administration time, exercise intensity, treatment type, the setting in which treatment is carried out, calibration and difficulty of the exercises, the presence of a skilled operator who is able to motivate participants and regulate emotions (Schubert et al., 2014; Schwaighofer et al., 2015).

When designing rehabilitation protocols, it is essential to consider all these variables, and to clearly define the term “adaptive treatment.” Training is “adaptive” when the operator or software takes participant's errors and decreases in reaction times into account, and readily recalibrates the material according to a subject's performance potential to ensure that the training is productive (in that, there is no progress with exercises that are too easy or too difficult). A training is “not adaptive” when the skills required greatly exceed or are inferior to the actual skills of a subject. In this case, the subject remains in an automatic and stereotyped mode for too long. Without attentive awareness, these repetitive exercises can lead to boredom, distraction, and the creation of rigid and closed patterns; even if improvements are achieved, they tend to be unstable over time or cannot be generalized to new contexts. The time spent in automatic or stereotyped mode is a crucial intervening variable that operators should take into account. High levels of non-adaptivity may transform a treatment into a pseudo-treatment, but both may be erroneously classified or analyzed as treatments, particularly in meta-analyses of effect sizes.

Unfortunately, the need to overcome automatism during the treatment and learning phases is rarely acknowledged, even by experts1. To examine this aspect and its consequences (in that, strictly speaking, “non-adaptive” training should not even be defined as “training”), we can refer to work by Metzler-Baddeley et al. (2016). In that study, performance was compared between an experimental and a control group. The experimental group was subjected to an “adaptive” treatment that involved a gradual increase in complexity, which was calibrated for each individual participant. The control group was subjected to a “non-adaptive” treatment, which had a low difficulty and involved repetitive tasks. Neuroimaging revealed that the thickness variation of crucial brain areas was in the opposite direction between the two groups. The authors conclude that these results indicate that the direction of activity-induced plastic changes is influenced by the complexity of training, as well as brain location (Metzler-Baddeley et al., 2016; p. 48).

These results indicate that adaptivity is an important variable to take into account; indeed, the effect of adaptivity seems to have been reported in very different research fields, such as that on memory prediction (Wagner et al., 1998). Wagner et al. found that when frontal-lateral areas are not activated during a task (including the DLPFC, which is an important hub of the neural network supporting the different functions of “executive attention”; Engle and Kane, 2002, 2004), learning is not consolidated, and the experimenter can even use neuroimages to predict the words that will be recalled or forgotten by the subject. This evidence can clearly be transferred to the context of rehabilitation, and several authors have suggested ways to activate these areas during treatment. To this aim, D'Esposito et al. (2000) have pointed out that cortical networks that include the DLPFC are activated during specific exercises that engage the “executive attention” system (Engle and Kane, 2002), such as the n-back task, dual task, and update in working memory tasks.

As suggested by Rothbart et al. (2011), when children develop cognitive skills, minor activations occur in prefrontal areas, which could indicate a less dispersed and more specialized tuning of neurons. These authors have also argued that similar aspects can be detected in adult learning. During learning, the number and size of brain activations are reduced (Kelly and Garavan, 2005), and a significant increase in brain connections occurs with practice (Fair et al., 2009). To increase training efficacy, we must understand how to activate CEN circuits that include the DLPFC using WMC tasks and to involve executive attention (e.g., using the reworking in memory task, n-back task, and dual-tasks). Moreover, exercises involving complex motor learning have been found to show the same training effect (Sakai et al., 2002; Badre and D'Esposito, 2007; Seidler et al., 2012; Leisman et al., 2016; Benso, 2018). In some cases, a transfer of improvement to instrumental skills (i.e., reading, computation, and IQ) has been shown, albeit with a medium/low effect size (Klingberg et al., 2005; Dahlin, 2010; Loosli et al., 2011).

The above literature reinforces the idea that stereotypies and automatisms should be avoided during training, and that it could be helpful to involve circuits that include the DLPFC during the rehabilitation process, since these elements are necessary in the acquisition phase. This evidence helps to establish the essential criteria of our Integrated Cognitive Treatment (ICT) of executive attention. ICT protocols have already been applied to patients with head trauma, degenerative diseases, children with developmental disorders, and athletes, as well as to develop learning procedures in the classroom (Benso, 2018). In the following sections we will describe the treatment criteria, the protocol, and two studies of the efficacy of ICT on reading skills in children.



Essential Criteria of Integrated Cognitive Treatment

Many of the work described in the previous sections have allowed us to identify fundamental and essential elements that are required to create an effective treatment protocol, and which thus constitute the ICT structure. The essential ICT criteria identified are as follows:

a. Considering what cognitive neuroscience has revealed about the theoretical models of learning, different aspects of attention and some executive functions are expressed in WMC. Moreover, it is necessary to understand the functional architectures to integrate the underlying trigger to the servo-systems of deteriorated or underdeveloped modular circuits.

b. An empathic and motivating operator administering the treatment, who can also control computer software (Schwaighofer et al., 2015).

c. A trainer who has the following skills: (i) the ability to vary and recognize attentional states (with targeted exercises that aim to activate, maintain, change, and strengthen each state), and understanding the different levels of attention (which allows for the creation of optimal “flow states” during learning and enables the phase of activation; see section Attentional Networks; Csikszentmihalyi, 1996; Gazzellini et al., 2016); (ii) The capacity for empathic bonding with the trainee; and (iii) the ability to calibrate items and exercise difficulty according to the skills of individual subjects, and to carefully evaluate the development of skills during the training (adaptivity of the training). Trainers should also avoid interventions that are involve repetitive, stereotyped, and automated loops.

During the treatment course, the ability to take the person back (as much as possible) in a required setting through conscious “here and now” activities and provide immediate feedback. This provides the necessary repetitions that are aimed at creating hyper-learning and expertise, and avoid stereotypical settings.

ICT requires these points to be satisfied. Moreover, skilled supervisors play a fundamental role in ICT. Current treatment proposals tend to focus on the instruments of the treatment, such as the increasingly sophisticated automated technologies and software. We recognize their usefulness, particularly when subjects cannot be treated directly and continuously. However, increasing evidence shows that a “human” presence can further enhance the effects of rehabilitation (see Schwaighofer et al., 2015). In ICT, a supervisor acts as an empathic “motivator,” careful observer, and trigger of attentional and emotional states by implementing exercises that engage the SN, CEN, and DMN. The supervisor also plays a crucial role during the sessions that precede treatment, during which they define and tailor exercise settings according to the functional levels of the specific person to avoid non-adaptivity of the treatment.

ICT is therefore an adaptive rehabilitative treatment. It is defined as integrated because, it aims to strengthen not only the attentive-executive system, but also specific systems that are underdeveloped or deteriorated (reading, for example) and their underlying functions (e.g., language and visual-perception). In line with the research already described, the theoretical framework we refer to Benso (2004a,b); Benso (2018) argues that all types of learning, even of minimal complexity, require attentional resources. Therefore, a rehabilitative intervention for a specific function cannot deal only with the deteriorated specific module, but must also be extended to the attentive executive system, which is required for the modularization process (see Karmiloff-Smith, 1992).

As described above, one of the essential elements of ICT fundamentals is that the subject has to be activated and carried in an attentive set (see Fuster and Bressler, 2015), hence motivated and guided by the supervisor, before starting the actual treatment. This is realized by referring to different attentive theories (see section Specifications of Cognitive Treatment), such as automatic orientation and alert phase, which are innate systems that should be activated and trained (Tang et al., 2012). These activities use very simple cognitive and psychomotor tools and are based on the subject's existing skills. In the pre-training phase (2–3 min before the training), “Ready-Go” activation tasks are implemented, such as ball throwing, gesture imitation, dual task naming, and rapid card picture recognition, and the stimulus presentation frequency is tuned to the subject's response level. In the second training phase, these exercises are employed to prolong the state of alertness and to induce phasic to tonic switches, which acts to promote the participant's sustained attention during the training tasks. Hence, sustained attention is increased by strengthening participants' innate phasic alert system, which avoids directly pointing out their weaknesses and leads to the paradox of asking an inattentive person to sustain his/her attention. Therefore, the ICT protocol includes initial activation tasks that trigger the warning system in phasic alertness (Benso, 2004a). Subsequently, in the course of the treatment session, sustaining exercises are implemented, such as dual task, updating in working memory, executive control of conflict, cognitive flexibility, self-regulation through different sensory modes, and mental images to be processed.

The ICT protocol has been customized and applied to amnesic people with mild cognitive impairment, and its effects evaluated by neuropsychological and positron emission tomography (PET) measures (18F-FDG-PET; Ciarmiello et al., 2015). In that study, the experimental group was treated for 4 months with ICT, and the control group received psychological support at the same time. The pre-post treatment comparison revealed that significant changes in brain metabolism had occurred in the cortical areas involved in WM and attentive-executive processing, and these changes were associated with improvements measured in the neuropsychological assessment. Further studies have supported the efficacy and validity of ICT in people of various ages and pathologies, including older people, adults with head trauma (Benso, 2004a,b), and in children with developmental delay (e.g., dyslexia, Benso et al., 2008; Benso, 2010). For example, ICT has been found to result in significant improvements in executive attentional and academic tests with respect to controls in children (Veneroso et al., 2016, 2018), and a better performance in executive attentional tests compared with controls in athletes (e.g., tennis players, Benso et al., 2018).



ICT: Exercises and Materials

In the opening phase (pre-training) of ICT, there is first a harmonization of the subject conditions (physiological, attentional, emotional, and motivational conditions). Second, there is an enhancement of executive cognitive attentional circuits (which is also useful for emotional self-regulation). In a final third phase, ICT can be specifically applied to weak systems (such as reading, writing, and computation), those with neurological pathologies, older people, or on sporting/artistic abilities. The last two phases can be integrated, and certain exercises can be shared and tailored according to the type and severity of a pathology and age of the patient (also considering didactic needs and sports specialty). In the present study, the chosen third-phase treatment was reading. Many of the exercises have also been translated into “cognitive motor activities.”


The Opening Phase: Physiological Arousal and Attentive Activation

The conditions of the subjects are carefully considered before starting treatment, since it is possible that subjects are not willing to cooperate. For example, children who arrive in the clinical setting in the mid-afternoon, after school hours, might be demotivated, emotionally discharged, distracted, tired, or over-excited. Therefore, in the first 5–10 min, attempts are made to normalize emotional, motivational, attentional, and psychophysical arousal to prepare for the cognitive tasks that follow, which are tailored to the participant.

According to the Hebb/Yerkes-Dobson curve, the arousal state should be “centered.” To achieve this, arousal should be activated when it is too low (in this case using the motor system, with simple imitation or naming exercises that are calibrated to the subject) or calmed down when it is too high (by breathing exercises combined with coordinated and slow gestures, or tasks requiring concentration on a particular sound vibration, as occurs in some Zen meditation schools)2.

In the meantime, the subject can become motivated by receiving clarification of the purposes of the session, and emotional states addressed by creating an empathic relationship, whereby the operator welcomes the child, and demonstrates solidarity with their discomfort and weaknesses. Any chronic emotional disturbance is treated separately.

We will now describe the training phases, exercises, and materials used in the ICT protocol, which were tailored to create integrated executive attention-reading training. It is worth underlining that the material itself is interchangeable and can be altered according to the specific needs of a subject; the crucial element is instead the nature of the exercises, which aim to elicit different attentional states that are maintained over time, and to enhance the resources of executive attention and WMC.


Opening Phase

a) A fast naming (Rapid Automatized Naming task: RAN) task using interference stimuli (numbers, colors, letters, and/or shapes at the same time) on cards and scoreboards, as well as concurrent calibrated tasks (verbal or motor) and copying simple gestures.

b) Breathing exercises combined with coordinated, slow gestures.



Executive Attention and Reading Training Phase

a) Potential cards: Updating and divided attention training, multi-tasking processes, shifting activities and executive control with multimodal stimulations, including verbal (fast naming) and motor (gesture) tasks.

b) Matrices: Matrices are grids (whose measures have been tailored to each person) with different stimuli (numbers, letters, shapes and/or empty cells). Visual and auditory updating, spatial orientations, generation of mental images, and sustained and focused attention tasks were completed, showing positive effects also on the method of study (Benso, 2011). The task required participants to store the information presented in horizontal rows of a matrix in long-term memory, and to generate a mental image. Then, participants were requested to maintain and rework these stimuli in different orientations (horizontally, vertically, diagonally, and with rotation) by manipulating the mental image generated. Symbols inside the matrix change according to the subject's profile and can also be motor sequences or paths to be repeated, optimal in sports sets and hyperactive subjects.

c) The Attention and Executive Processing-10 min (APE 10): Visual and auditory training that in just 10 min triggers different attentive executive functions using cards and scoreboards with n-back tasks. This exercise provides parallel stimulation of the visual-perceptual aspects involved in reading, including attentive focus, crowding and contrast effects, and ocular movements of pursuit and saccades (Benso, 2011). The APE 10 is an original measure taken from the Paced Auditory Serial Addition Task (PASAT) test (Gronwall, 1977), which includes serial addition and multiplication tasks (n-back task). Other measures such as the Paced Auditory Serial Opposites Task (PASOT, Gow and Deary, 2004) avoid numbers with n-backs. It is also possible to transform the task into a kind of speech therapy by using letters or syllables that merge into words.



Specific Treatment of the Underdeveloped Module (Reading)

a) Spoonerisms (swopping initial phonemes between two words) and metaphonological awareness exercises (phonemic and syllabic fusion and segmentation; Benso, 2011) were applied in ICT. However, to establish these skills, there must be an adequate updating capacity in WM.

b) Tachistoscope and turbo-reader “LEGgo” in the ICT application to reading skills was used. This tool provides reading exercises, from sub-lexical aspects to disappearing text. It was designed to train meta-phonology, with fusion and segmentation exercises, as well as treatment of the crowding effect, and has many linguistic and visuo-spatial aspects that play a role in reading, such as letter-span (attentional focus width, Zoubrinetzky et al., 2019) and abnormal ocular movements (exposure times are modified and take saccadic eye movements and visual persistence into account; Coltheart, 1980; Benso, 2010; also see section Application of ICT to Improve Reading Skills). All the exercises are administered with a timing pressure that is tailored to the participant's skills, which triggers the attentive networks during task execution.

Each exercise was tailored to each participant and to ensure an adaptive treatment. This calibration was performed by a skilled supervisor at the beginning and during the training. The material was recalibrated according to the actual abilities of the subject to ensure that the training was productive (there is no progress with exercises that are too easy or too difficult). The ICT protocol has also been adapted to other different integrated systems, such as executive attention and writing, computation, problem solving, motor control, motor learning, and visuo-spatial processing.




Application of ICT to Improve Reading Skills

Reading is considered to be a multi-componential process. Findings in the field of developmental dyslexia have often been conflicting, and some issues remain controversial. For example, among the theories on the processing of linguistic structures, there is a clear disagreement concerning the role of phonological aspects vs. phonological awareness in dyslexia (Tallal, 1980; Bradley and Bryant, 1983; Lyon, 1998; Stanovich, 2000; Snowling, 2001; Ramus et al., 2003). Livingstone et al. (1991) and Best and Demb (1999) have claimed that reading difficulties are due to a weakness of the magnocellular visual system. Bakker “Balance Model” (1992) describes dyslexia in terms of the alternation of hemispheric dominance. According to this model, normal reading is achieved by a balance between two distinct processes—-a first phase of visuo-perceptive analysis of the word (via the right cerebral hemisphere) and a second linguistic analysis phase (left hemisphere). The model suggests that, in people with dyslexia, there is an imbalance between the two hemispheres. Using PET, Nicolson et al. (2001) found deficiencies or anomalies at the cerebellar level in children with dyslexia.

Conversely, theories that center the explanation for dyslexia on anomalies in visuo-spatial processing also show remarkable differences in their interpretative models (see Geiger and Lettvin, 1987; Legge et al., 2002; Facoetti et al., 2006 for visuospatial attention). While some authors suggest that ocular movements play a key role in dyslexia (e.g., Rayner, 1998; Biscaldi et al., 2000), others have integrated the concepts of metaphonology, ocular movements, and the crowding effect to explain dyslexia (Spinelli et al., 2002). Some researchers have also proposed letters span to play a role, and have reported correlations with reading speed (Chung, 2002; Legge et al., 2007). There has also been recent interest in attentive-executive aspects that may be involved in reading difficulties (Denckla and Cutting, 1999; Shaywitz and Shaywitz, 2008; Varvara et al., 2014).

It becomes apparent from the literature that there may be several “dyslexias” and not a single category that unifies many different subjects. The use of “Aristotelian particulars” could help to delate the theoretical conflicts; it would be appropriate to refer to “some dyslexics” instead of “the dyslexics” (Benso, 2010). From this perspective, increasing evidence supports multi-componential models; this evidence has been logical (since avoiding “absolute affirmations” does not necessary introduce contradictions) and empirical, with experimental results in favor of a functional reading architecture that involves multiple systems (Menghini et al., 2010; Benso et al., 2013; Varvara et al., 2014), including executive attention and expression in WMC (Engle and Kane, 2004).

There have been reports of improvements in reading after WMC stimulation (Klingberg et al., 2005; Dahlin, 2010; Loosli et al., 2011), after tachistoscopic stimulation (Tressoldi et al., 2003), and after sub-lexical and neuropsychological sets (Tressoldi and Vio, 2011). The ICT method applied to reading difficulties involves the use of all these procedures; it works on WMC (and the various executive and attentive functions) and on sublexical and lexical processes, using instruments such as tachistoscopes and turbo-reader. Benso et al. (2008) reported a 0.9 syllables/second increase in reading speed after just 4 months of cognitive training (instead of the natural annual increase of 0.3 syllables/second), which was tailored according to the participants' emotive-motivational state.



Hypotheses

We conducted two experiments to examine the effect of ICT in children with a diagnosis of dyslexia. Reading skills were measured before treatment, after the treatment, and after a 4-months follow up. We hypothesized that children with dyslexia would show increases in speed and accuracy of reading following ICT.

In Experiment 1, we hypothesized that 7 months of ICT in children with developmental dyslexia would enhance reading skills, both in accuracy and speed, beyond the threshold of the annual normo-readers' increase (Tressoldi et al., 2001). ICT focused on both executive attention and reading modules using a tachistoscope.

In Experiment 2, we hypothesized that children with dyslexia who completed only 18 ICT sessions would experience larger increases in accuracy and speed of reading than a control group of children with dyslexia subjected only to compensatory tools and dispense/helping procedures. We also hypothesized that this improvement would be stable, even after a blank period (without any training) of 4 months.



EXPERIMENT 1

In the first experiment, we evaluated the efficacy of a 7-month ICT on a sample of children with dyslexia. The aim of this experiment was to verify the actual increase in accuracy and speed of reading, measured in syllables per second (syll/s), after administration of the ICT. The speed of reading and accuracy were assessed before and after the treatment period.



Materials and Methods
 
Participants

Twenty children (12 male and 8 female) aged 8–14 years (mean = 9 years; SD = 1.36 years), whose parents opted for a 7-month ICT training for reading disorder, were enrolled in Experiment 1. Participants were admitted to Alassio Salute Medical Center, Italy, and received diagnosis of developmental dyslexia. Children were dignosed with developmental dyslexia by the National Health System, according to the guidelines of the national Consensus Conference (2010). The enrolled children presented with at least two points below the norm among 6 parameters: speed and accuracy in word, non-word and text reading (in DDE-2 and MT tests; Sartori et al., 1995; Cornoldi et al., 1998, see following section Materials and Procedure), had no sensory problems, and had an IQ within the normal population range.




Materials and Procedure

We employed the MT test (Cornoldi et al., 1998) of narrative text reading and the battery for evaluation of evolutionary dyslexia DDE-2 (and dysorthography; Sartori et al., 1995) for words and non-words reading. These assessment tools use Italian language and standardization, and are officially accredited and employed for the diagnosis of developmental dyslexia.

The rehabilitation protocol, explained in section ICT: Exercises and Materials, included specific exercises that stimulate the reading module with the aid of computer software, increase executive functions (Benso, 2004a, 2010, 2018), and engage language and visual-perception systems. The individual training sessions lasted 45 min and took place 2 days a week with a specialized operator. In addition, participants completed tachistoscope tasks and completed the APE 10 at home three times a week (for about 20/30 min), with the help of their parents. The treatments were administered during the months of school attendance. The experiment compared pre- and post-treatment reading skills within the same clinical group. The time interval between pre- and post-treatment assessments was 7 months. Parents provided written informed consent for their child's participation.




Results

The analyses were performed using SPSS statistical software version 20.0. Raw and standard scores were analyzed. Standard Z-scores were used to rule out the effect of age covariance, since participants were in different school grades. For the “errors” parameter, and since the MT test provides a qualitative report, performance ranges were converted into numerical values to obtain quantitative data. The MT results were scored as follows: Request for Immediate Intervention = 0; Warning Request = 1; Sufficient Performance = 2; Criterion Completely Reached = 3. The children's IQ ranged from 30 to 75, with a mean value of 52.7 ± 14.3. The numerosity for each school grade and reading speed increase were: 2nd Grade (7 years old) n = 6, 1.36 syll/s; 3rd Grade n = 8, 1.13 syll/s; 4th Grade n = 1, 0.36 syll/s; 5th Grade n = 3, 0.86 syll/s; 6th Grade (11 years old) n = 1, 0.64 syll/s; 7th Grade n = 1, 0.96 syll/s. No statistical significative difference was found between QI (Raven Matrices expressed in percentiles) and speed increase of reading: N = 20, Spearman's rho = 0.022, p = 0.926.

After verifying the significance of the Kolmogorov-Smirnov test and that skewness and kurtosis values were not between 1 and −1, all dependent variables were deemed to be normally distributed (reading speed of text: Kolmogorov-Smirnov p = 0.493, skewness = 0.233, kurtosis = −0.346; Text errors: Kolmogorov-Smirnov p = 0.731, skewness = 0.203, kurtosis = −0.308; Reading speed of words: Kolmogorov-Smirnov p = 0.539, skewness = 0.651, kurtosis = 0.163; Errors of words: Kolmogorov-Smirnov p = 1.026, skewness = 0.901, kurtosis = 2.703; Reading speed of non-words: Kolmogorov-Smirnov p = 0.446, skewness = −0.169, kurtosis = −0.878; Errors of non-words: Kolmogorov-Smirnov p = 0.759, skewness = 0.054, kurtosis = −0.702; Analyses of standard scores showed similar values). However, given the small sample size, non-parametric tests were executed and reported along with parametric tests.

Finally, the effect size representing the strength with which a phenomenon is present or how much the null hypothesis is not accepted was calculated using Cohen's guidelines, whereby r < 0.10 negligible, 0.10 < r < 0.30 small, 0.30 < r < 0.50 moderate, r > 0.50 large; and d < 0.20 negligible, 0.20 < d < 0.50 small, 0.50 < d < 0.80 moderate, d > 0.80 large (Cohen, 1988).

The dependent variables were as follows: Reading speed (syll/s), reading accuracy (number of errors), for the conditions text reading, words and non-words reading. The observed raw values (means and SD) of the dependent variables and the corresponding Z-scores (weighted for school grade) measured at pre- and post-treatment are reported in Tables 1, 2, respectively.


Table 1. Exp 1: Reading raw scores (mean and standard deviation) pre and post treatment; errors number, and syllables per second (syll/s) of text reading MT, words reading DDE-2, and non-words reading DDE-2.
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Table 2. Exp 1: Average, minimum value (Min) and maximum value (Max) calculated on Z-scores; errors and syllables per second (syll/s) calculated on Z-scores of readings tests (text, words and non-words).
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As seen in Table 1, subjects had gained in average 1.08 syll/s in the text test, 0.88 syll/s in the word test DDE-2, and 0.57 syll/s in the non-word test DDE-2 after training; mistakes also decreased. Statistical analyses of standardized values were carried out to verify the actual improvement, given that the subjects were from different grades. All test scores (see Table 1) showed significant improvements between pre and post-treatment periods (Wilcoxon test: reading speed of text: Z = −3.58; p < 0.001, r = 0.56; reading speed of words: Z = −3.59; p < 0.001, r = 0.57; reading speed of non-words: Z = −3.21; p < 0.001, r = 0.51; reading accuracy of text: Z = 3.22; p < 0.001; r = 0.58; reading accuracy of non-words: Z = −3.55; p < 0.001, r = 0.56). Analyses of the raw scores revealed the same results as those obtained using the Wilcoxon test (reading speed of text: Z = −3.92; p < 0.001; reading speed of words: Z = −3.92; p < 0.001; reading speed of non-words: Z = −3.85; p < 0.001; reading accuracy of text: Z = −3.94; p < 0.001; reading accuracy of words: Z = −3.80; p < 0.001; reading accuracy of non-words: Z = −3.87; p < 0.001). All the effect sizes (r) were large, according to Cohen's classification. Figure 1 shows the changes in reading speed and accuracy after 7 months of treatment.
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FIGURE 1. Significant increases in speed (text, words, and non-words) and accuracy (text and non-words) of reading. Statistical differences are marked according to the p-values at both Wilcoxon test and t-test on Z scores. The change in text reading speed was 494.4% higher than expected (+1.08 syll/s; see Discussion).


We also verified the results using a parametric test, and therefore took advantage of the robustness of the t-test. T-test analyses of standard scores (Z scores) showed improvements in the reading speed of text [mean pre = −1.42, mean post = −0.79: t(19) = −5.98, p < 0.001, d = 1.30], words [mean pre = −1.69, mean post = −1.10: t(19) = −5.07, p < 0.001, d = 1.08], and non-words [mean pre = −1.03, mean post = −0.27: t(19) = −4.05, p = 0.001, d = 0.88], and also revealed improvements in the reading accuracy of text [mean pre = 2.35, mean post = 1.45: t(19) = −4.72, p < 0.001, d = 1.03]. There were no significant differences in reading accuracy of words [mean pre = 1.64, mean post = 1.51: t(19) = 0.713, p = 0.485] and non-words [mean pre = 1.69, mean post = 0.64: t(19) = 4.91, p < 0.001, d = 1.06]3.

To examine possible differences associated with disease severity, we also analyzed the results by splitting participants into mild and moderate dyslexia groups. The mild dyslexia group comprised 13 children with a −2 < Z-score < −1.5 in at least two parameters among speed and accuracy in the three tasks for text, words, and non-words reading. The moderate dyslexia group included 7 children with −3 < Z-score ≤ −2, in at least two of the above-cited parameters. None of the children had severe dyslexia.

A Mann-Whitney test revealed no significant difference between moderate and mild dyslexia groups in the pre-post training comparisons on reading speed (syll/s post- minus pre-training) of text (mean moderate = 0.96 syll/s, mean mild = 1.31, Z = −1.625, p = ns), words (mean moderate = 0.79 syll/s, mean mild = 1.06, Z = −1.665, p = ns), or non-words (mean moderate = 0.56 syll/s, mean mild = 0.57, Z = −0.227, p = ns). No significant between-group differences were found in reading accuracy (number of errors, post minus pre) of text (mean moderate = −5.77, mean mild = −6.14, Z = −0.36, p = ns), words (mean moderate = −3.38, mean mild = −5.57, Z = −1.25, p = ns), or non-words (mean moderate = −5.62, mean mild = −6.57, Z = −0.64, p = ns).



Discussion

The association between developmental rate of reading and physiological changes has been reported by Tressoldi et al. (2001). Such a rate represents a benchmark to establish the “goodness” of a rehabilitative treatment of reading. Tressoldi et al. found that the annual natural growth rate of reading speed in Italian children with dyslexia is around 0.3 syll/s for words and text (against 0.5 syll/s of normo-readers) and 0.14 syll/s for non-words (against 0.28 syll/s of normo-readers). Using this information, we calculated that a dyslexic subject should gain 0.18 syll/s over 7 months (0.3 syll/s for normo-readers). Therefore, the expected 7-month improvement for children with dyslexia was 0.18 syll/s; however, we found an improvement of 1.08 syll/s after 7 months of ICT, which exceeds the natural improvement expected in normo-readers over 1 year. On average, the change was 494.4% higher than the expected rate. Moreover, accuracy also improved in all participants after ICT. The lack of a control group is one limitation of the experiment; however, participants exceeded the normo-readers' speed increase rate and statistical analyses were applied to Z-scores, which indicates that ICT improved reading in children with dyslexia beyond the rate expected in the general population. The mean differences revealed larger improvements in the mild dyslexia group than in the moderate dyslexia group, but this difference was not significant; this could be due to sample size limitations. It is possible that a more mature “lexical” reading strategy was used by the children with mild dyslexia, which could promote reading improvement. Further studies should investigate this hypothesis.

However, it would be interesting to obtain a comparative measure of the normal developmental changes in children with dyslexia who are not subjected to a specific training, and, moreover, to examine whether the beneficial changes in reading due to ICT remains stable over time. In Experiment 2, we addressed these issues.




EXPERIMENT 2

In Experiment 1, we found a remarkable improvement in reading speed and accuracy in children with dyslexia after a 7-month period of ICT treatment administered in bi-weekly 45-min sessions. To verify that this improvement was not a result of normal developmental factors and to examine the stability of this change months after the training, a second study was conducted. In Experiment 2, children with reading disorders were allocated to either the experimental group and subjected to the ICT treatment, or to the control group and subjected to no specific cognitive training. The control group did, however, have access to the compensatory tools and helping procedures provided by the scholastic Personalized Educational Plan. To evaluate the maintenance of improvement after ICT, a retest phase was subsequently performed on a sub-group of the experimental group 4 months after the training. To increase the number of weekly sessions, parents were also trained to execute specific ICT home exercises.


Materials and Methods
 
Participants

Twenty-six participants, aged between 8 and 14 years who had been diagnosed with developmental dyslexia were recruited. Children had been diagnosed with developmental dyslexia by the National Health System, according to the guidelines of the national Consensus Conference (2010). Participants were allocated into two groups of 13 participants each, including the experimental group, which was subjected to the ICT treatment, and the control group, which received no specific cognitive training. The two groups were matched by age (experimental group mean = 10.92 years, SD = 1.19 years; control group mean = 10.85 years, SD = 1.21 years; the difference was not significant, Mann Whitney test; U = 77.5, Z = −0.37, p = 0.710), sex (7 male and 6 female participants in both groups), IQ (p > 0.05, Table 3), and disorder profile. Parents provided signed informed consent for their child's participation in the study.


Table 3. Scores of the two groups in T0 (pre training phase): number of subjects (N), mean (M), minimum value (Min) and maximum value (Max), standard deviation (SD) calculated on raw and Z-scores.
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Materials and Procedure

The same ICT protocol as that used in Experiment 1 was applied to the experimental group. The treatment was administered from April (T0)4 to June (T1), for a total of 18 training sessions held twice a week. Each session lasted 45 min and was conducted by a trained operator. At the same time, tachistoscope and APE 10 exercises in sessions that lasted from 20 to 30 min were carried out at home three times a week with the help of the parents and under the operator's supervision. All participants in the experimental group carried out an obligatory sporting/artistic activity (minimum, twice a week) to support executive attention (Sakai et al., 2002; Seidler et al., 2012; Benso, 2018). The control group had access to compensatory tools and helping procedures provided by the scholastic Personalized Educational Plan.

The speed and accuracy of reading were evaluated before and after the treatment period using the MT test (Cornoldi et al., 1998) of narrative text reading and the battery for evaluation of evolutionary dyslexia DDE-2 (Sartori et al., 1995) for non-words5. The maintenance of the increase in reading skills were evaluated by re-administering the same MT and DDE-2 tests 4 months later, after the summer holidays (T2: October), a period during which participants did not receive any cognitive or reading training. Unfortunately, only 6 of the 13 participants in the experimental group were available for these follow-up T2 tests.




Results

As in Experiment 1, the analyses were performed using SPSS 20.0, and both raw and standard scores were analyzed given that participants belonged to different school grades. For the “errors” parameter, performance ranges in the MT were converted into numerical values, as follows: Request for Immediate Intervention = 1; Warning Request = 2; Sufficient Performance = 3; Criterion Completely Reached = 4.

After verifying the significance of the Kolmogorov-Smirnov test and that the skewness and kurtosis values were not between 1 and −1, the data distributions were considered to be normally distributed (i.e., speed of reading text: Kolmogorov-Smirnov p = 0.680, skewness = 0.538, kurtosis = 0.250; other variables showed similar values). However, given the small sample size (N < 20), non-parametric tests were used to analyze the data.

Within-group comparisons of dependent variables were made using the Wilcoxon test (on raw data), and between-group analyses were carried out using Mann-Whitney tests for independent samples (mainly on standardized scores). Effect sizes were calculated, and Corbetta and Shulman (2002) guidelines were used, as follows: r < 0.10 negligible, 0.10 < r < 0.30 small, 0.30 < r < 0.50 moderate, r > 0.50 large. For the Mann-Whitney test, the rank biserial correlation (Glass, 1966) was also computed.

To assess the efficacy of ICT, a comparison was made with the estimated measure of natural change (without treatment) of the control group and the level achieved by the experimental group.

In the pre-test phase (T0) no significant between-group difference in reading skills was found using the Mann-Whitney test for two independent samples (all p > 0.05; see Table 3). There was a clear matching of reading text and non-words between the groups at T0.

The comparison between the experimental and control groups at T1 (see Table 4) using the Mann-Whitney test for two independent samples, revealed significant differences in both the speed (Z scores, mean control group = −2.16, mean experimental group = −1.31: Z = −2.51, p = 0.012) and accuracy (mean control group = 2.00, mean experimental group = 3.15: Z = −2.58, p = 0.010) of text reading. The differences had a large effect size (r) in the MT text reading speed on standard scores (r = 0.49) and MT text reading error performance (r = 0.51). There were no significant differences in the two parameters of non-word reading. See Figure 2 for pre-post comparisons of the raw data6.


Table 4. Comparisons of two independent groups at T1; values are expressed in raw and Z-scores; errors are codified in agreement with MT guidelines (1: request for immediate intervention; 2: warning request; 3: sufficient performance; 4: criterion completely reached).
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FIGURE 2. Within and between group analyses show significant increases in speed (text and non-words) and accuracy (text and non-words) of reading in the Experimental group, from T0 to T1. Statistical differences are marked according to the p-values at Wilcoxon test on Z scores. The change in speed text was 607% higher than expected in the experimental group.


As shown in Table 5 and Figure 2, the experimental group gained about 0.5 syll/s in text reading after 18 ICT sessions, and the error rate decreased remarkably. Indeed, rate and accuracy significantly improved for both text and non-word reading, and with a large or moderate effect size (r). The Wilcoxon test for two dependent samples showed improvements in MT text reading speed on Z-scores (mean T0 = −1.61, mean T1 = −1.31; Z = −2.41; p < 0.05, r = 0.47), MT text reading error performance (rating from 1 to 4, mean T0 = 2.12, mean T1 = 3.15; Z = −2.23; p < 0.05, r = 0.64), non-word reading syll/s (mean T0 = 1.35, mean T1 = 1.50; Z = −2.77; p < 0.05, r = 0.44), non-word reading errors (mean T0 =0.83, mean T1 = 0.19; Z = −2.04; p < 0.05, r = 0.40).


Table 5. Experimental group, comparisons within group, calculated on Wilcoxon test for two dependents groups; number of subjects (N), mean pre and post training (M T0 and M T1), standard deviation (SD), Z-value of Wilcoxon (Z), p-value (p), effect size (r).
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The control group showed no increases between pre- and post-treatment evaluation (all p > 0.05; see Table 6). Namely, there was no within-group difference in MT text reading speed on standard scores (mean T0 = −2.08, mean T1 = −2.16; Z = −0.94; p = ns), MT text reading error performance (mean T0 = 2.08, mean T1 = 2.00; Z = −0.58; p = ns), non-word reading syll/s standard score (mean T0 = −1.52, mean T1 = −1.46; Z = −1.07; p = ns), non-word reading errors standard score (mean T0 = 0.76, mean T1 = 0.75; Z = −0.14; p = ns).


Table 6. Control group, comparisons within group, calculated on Wilcoxon test for two dependents groups; number of subjects (N), mean pre and post training (M T0 and M T1), standard deviation (SD), Z-value of Wilcoxon (Z), p-value (p), effect size (r).
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Retest 2

To verify the robustness of the ICT-induced improvements, reading skills were retested 4 months after the end of treatment (T2 phase) in 6 participants in the experimental group. The longitudinal study of the three phases T0, T1, T2 clarified the ICT-induced improvement trend and its retention after 4 months. As seen in Figure 3, the Wilcoxon test revealed significant differences between T0 and T1 in text reading speed (mean T0 = 2.76, mean T1 = 3.27, Z = −2.207; p < 0.05), text reading accuracy (mean T0 = 15.83, mean T1 = 4.58, Z = −2.21; p < 0.05), and non-word reading speed (mean T0 = 1.67, mean T1 = 1.93, Z = −2.20; p < 0.05). The Wilcoxon test results (see Tables 7, 8) revealed that a significant increase in reading speed and accuracy was still present between T0 and T2, and with a large effect size (r). This was true for the speed of text reading (mean T0 = 2.76, mean T2 = 3.35, Z = −2.20; p = 0.28; r = 0.64) and accuracy of text reading (mean T0 = 15.83, mean T2 = 7.41, Z = −2.70; p = 0.38; r = 0.59), and for the speed of non-word reading (mean T0 = 1.67, mean T2 = 1.98, Z = −2.207; p = 0.27; r = 0.64).


[image: Figure 3]
FIGURE 3. Experimental group, within subjects comparisons. Significant increase in text speed and accuracy from T0 to T1 and from T0 to T2 and in non-words speed from T0 to T1 and from T0 to T2 (Tables 5, 7). Statistical differences are marked according to the p-values at Wilcoxon test on Z scores. No significant change of the improvement obtained in T1, compared to the measures at T2 (all p > 0.05).



Table 7. Experimental group, comparisons within group (N.6), calculated on Wilcoxon test for two dependent groups; number of subjects (N), mean pre and post training (M T0 and M T2), standard deviation (SD), Z-value of Wilcoxon (Z), p-value (p), effect size (r).
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Table 8. Experimental group, comparisons within group, calculated on Wilcoxon test for two dependents groups; number of subjects (N), mean pre and post training (M T1 and M T2), standard deviation (SD), Z-value of Wilcoxon (Z), p-value (p), effect size (r).
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The Wilcoxon test analyses, reported in Table 8, revealed that the improvements obtained at T1 were stable after 4 months of treatment suspension (T2). As shown in Figure 3, the results obtained at T1 (retest 1 phase) were maintained over time in the experimental group, and in the absence of direct stimulation of the compromised modules; there were no significant differences between raw and standardized data (Table 8). The p-values for every assessment trial were >0.05. Furthermore, the Wilcoxon test performed using standard scores revealed no significant differences in MT reading speed (mean T1 = −1.17, mean T2 = −1.31, Z = −1.36, p = ns), reading accuracy (mean T1 = 3.33, mean T2 = 2.67, Z = −1.63, p = ns), non-word reading speed (mean T1 = −0.66, mean T2 = −0.97, Z = −1.57, p = ns), or non-word reading accuracy (mean T1 = 0.53, mean T2 = 0.28, Z = −0.41, p = ns). Thus, the subjects retested in October (T2) retained reading skills that had been achieved at the end of treatment (June, i.e., T1). The Wilcoxon test performed using raw data did not reveal improvements in MT reading speed (mean T1 = 3.27, Mean T2 = 3.35, Z = −1.09, p = ns), MT reading accuracy (mean T1 = 4.58, mean T2 = 7.41, Z = −1.43, p = ns), non-word reading speed (mean T1 = 1.93, Mean T2 = 1.97, Z = −1–10, p = ns), or non-word reading accuracy (mean T1 = 5.67, mean T2 = 5.33, Z = −0.28, p = ns). Figure 3 shows the number of errors, the syllables per second, and the progress maintained after 4 months.




Discussion

The results of Experiment 2 demonstrate the efficacy of ICT. We found that ICT was associated with a gain of about 0.5 syll/s after 18 sessions in children with dyslexia, and this effect was stable in a group of 6 experimental participants evaluated 4 months after treatment. Participants in the control group that had access to the scholastic Personalized Educational Plan did not exhibit any appreciable changes in either reading speed or accuracy.

The data of Tressoldi et al. (2001) on the normal syll/s gain over 3 months indicate that a dyslexic subject would gain 0.075 syll/s of text reading, while this would be 0.125 syll/s in a normo-reader. Therefore, while the expected improvement would be 0.075 syll/s over the course of this study, children who received ICT achieved an improvement of 0.53 syll/s, which represents an average change of 607% higher than expected in the experimental group. Moreover, 4 months after the end of ICT, which is a period longer than the training itself, the acquisitions were still present and stable.




GENERAL DISCUSSION AND CONCLUSIONS

We hypothesized that the multi-component ICT on the reading module would be effective. This hypothesis was supported by the significant improvements exhibited by participants in Experiment 1 (1.08 syll/s in text reading after 7 months) and by the experimental group in Experiment 2. Experiment 1 showed that ICT was associated with a significant improvement of both reading speed and accuracy. In Experiment 1, the assessment tools revealed a significant improvement between pre- and post-treatment phases in the reading speed of text, words, and non-words, and in reading accuracy of text and non-words.

In Experiment 2, the experimental group showed significant improvements in both speed and accuracy for text and non-word reading between pre-training T0 and retest T1. The effect sizes (r, d, rank biserial correlation CRB) were “large,” according to Corbetta and Shulman (2002). The same comparison for the control group revealed no significant improvement in any parameter. In the same period (from T0 to T1), a comparison between the experimental and control groups (Retest 1) showed that the experimental group performed significantly better in both speed and accuracy. In the children who received ICT, there was an improvement in text reading speed that was maintained even after a 4-month break. The parameter of accuracy improved for text reading and remained stable for non-words.

Despite the positive results of the ICT, a longer treatment period is recommended (considering that of Experiment 2). As an alternative, we could suggest more cycles of the same duration, with a possible break between them. These studies are necessary to further support the efficacy of the ICT methodology that we have shared in the present paper, which is based on research spanning over more than two decades. At the same time, in light of new advances in neuroscience, the ICT protocol has been improved upon over time, and has been found to be effective in various areas, such as people with dyslexia (Benso et al., 2008), in patients with mild cognitive impairment as assessed using PET (Ciarmiello et al., 2015; see also Rueda et al., 2005), and in young tennis players (Benso et al., 2018), and the ICT protocol has also been integrated into pedagogical methods that aim to improve academic achievement (Veneroso et al., 2018).

Therefore, we ascribe the results described in this work to the fact that stimulation was applied to both the modular part and the attentive-executive system (including WM), and avoided stereotyped and automatic modes of administration, thus ensuring that the training was “adaptive” (Metzler-Baddeley et al., 2016). Attentive pre-activation exercises (which add value to any kind of training or survey) and the elicitation of particular attentional states were carried out by a skilled operator. Work from Sarter et al. (2006) has highlighted the relevance of inducing a particular mental and neurobiological state that corresponds to “attentional effort.” Time duration in this state is mediated by the cholinergic circuits of the prefrontal/anterior cingulate and mesolimbic regions, and represents a top-down behavioral control by modulation of motivation, reward prediction, error monitoring, and sustained attention.

The ICT operator's characteristics are also relevant. The operator should have a theoretical understanding of neurosciences models of executive attention and working memory, the ability to develop a therapeutic “alliance,” and an empathic and motivating relationship. Moreover, the operator should supervise the rehabilitative setting and coordinate help provided by parents, teachers, and coaches. An empowering training on mindfulness protocols (recently included in ICT) would be appreciable. Furthermore, the attentional networks (alert, orienting, the SN, CEN, and DMN) that we consider in the present study have been theorized to be involved in the cyclical phases of mindfulness (e.g., Malinowski, 2013). We suggest that ICT operators (clinicians, sportive trainers, and teachers) practice dynamic mindfulness by themselves before applying this method to those receiving ICT. The “dynamic” version of ICT is particularly suitable to those who are of a developmental age and to hyperactive children. The aim is to induce more static and controlled phases later on in the treatment, when the self-regulating systems that are underpinned by the neural networks described above become reinforced.

With this in mind, it should be noted that each child in the study benefited from a treatment that was tailored to his/her specific needs (adaptivity) and that the selected operators complied with the essential criteria of the ICT protocol. Therefore, the experimental results of skills improvement/acquisition and their stability over time offer additional data in favor of the ICT efficacy. Previous work has proposed that learning stabilization is obtained and reinforced by the stimulation of isolated neural circuits (e.g., Wagner et al., 1998; D'Esposito et al., 2000; Menon and Uddin, 2010) and is regarded as essential for memorization in the learning phase. We conclude by pointing out the relevance of ensuring further appropriate qualifications to promote the attainment of autonomy in lacking skills, which the use of only dispensation and compensatory scholastic instruments cannot provide, even though they are useful.

For the sake of completeness, it is important to underline that after strengthening the attentive-executive system, participants reported being able to maintain longer and more intense study time (compared with baseline), to improve planning and organization skills in everyday life and, as far as self-perception is concerned, family members reported an increase in self-esteem and perceived self-efficacy. We can suggest that these results are due both to the targeted training of weaknesses and to the enhancement of the method of study that emerges during the course of ICT.


Limitations and Further Research

Limitations of this work primarily concern experimental elements rather than the cognitive training itself. Specifically, there was no age-matched control group in Experiment 1; however, the improvements observed exceeded those predicted by the normal developmental rate, and pre-post significant differences were calculated on age-standardized Z scores.

One limitation of Experiment 2 is the small number of participants who completed the Retest 2 phase (T2), which was due to a lack of availability. However, the conclusion of a maintenance of reading levels acquired after ICT treatment is supported by a binomial distribution made on the minimum number of 6 subjects. In the experimental group, no children exhibited a decrease in the reading rate or accuracy. Hence, if we consider decrease/not decrease as a dichotomous variable, we have the probability of 1/2. To evaluate the probability that an event that has a p-value of 0.5 repeats itself 6 times in succession in the same way, we can use the formula of the binomial calculus (see below). The results was p = 0.0156, and this significance would be the probability that such event is due to the case.
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Furthermore, for both experiments, considering the executive attention treatments and WM training, it would have been interesting to measure any increases in these skills, as has been reported in our previous work. Considering the sample size, possible influence of differences in socio-demographic and educational levels on ICT outcomes has not been evaluated and can hence be addressed in new experimental protocols.

In the future, it will be necessary to replicate this work with more consistent experimental groups and controls, which would also enable subgroup analyses and elucidate the involvement of specific learning and executive attention systems. Furthermore, inspired by various protocols for sports activities that we have developed in collaboration with researchers in motor science, and given the importance of motivational and emotional systems, we would like to evaluate developmental indices both in the assessment and treatment phases. For example, future work could evaluate stress values in addition to cognitive measurement and treatment (especially in the pre-treatment phase) using physiological indicators (for example heart rate variability, e.g., Gazzellini et al., 2017; or stress sensors based on galvanic skin responses, e.g., Vabbina et al., 2015). Furthermore, during the phases in which the subject is trained to maintain an attentional state over time in a state of tonic alertness (Sadaghiani et al., 2010), it would be interesting to record QEEG to obtain psychophysiological independent evidence of mental states. For this, we could partially replicate the measures of DMN intrusion in task-oriented activity observed with pediatric patients with traumatic brain injury (Gazzellini et al., 2016).

We are confident that by applying the principles highlighted to construct a more effective training protocol, we could apply the ICT to pathologies and conditions that have limited effective interventions.
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FOOTNOTES

1Among high-level athletes, the goal of coaches during training is “to deconstruct the automatisms”; see Turatto et al. (1999) for a study on the coaches of the national women's ski team.

2To carry out the initial “meditative” breathing phase, it is first necessary to create a therapeutic alliance, especially with hyperactive subjects. They are gradually led to accept the initial breathing phase, and will have less constraints and unnecessary impositions through more dynamic states of awareness and motor coordination. Subsequently, the association with temporal variations of the gesture is made, and, finally, the combination with breathing is achieved. This is already a sort of mindfulness, whereby thoughts are gradually centered, in a growing “here and now” state, which generates behavioral and cognitive benefits (e.g., Tang et al., 2012; Mrazek et al., 2013).

3Parametric Student's t-test analyses with repeated measures overlapped with the Wilcoxon test results presented. Cohen's d value revealed large effect sizes (d >0.80, see Cohen's guidelines, Corbetta and Shulman, 2002). The Student's t-test analyses on raw scores showed significant differences for reading speed of text [t(19) = −11.91, p <0.001, d = 2.56], words [t(19) = −12.15, p < 0.001, d = 2.55], and non-words [t(19) = −7.68, p < 0.001, d = 1.65], and reading accuracy of text [t(19) = 10.42, p < 0.001, d = 2.27], words [t(19) =0.605, p < 0.001, d = 1.32], and non-words [t(19) = 7.29, p < 0.001, d = 1.58 (Figure 1)].

4T0 is the pre-training phase (April); T1 is post-training phase (June); T2 is 4 months after T1 (October).

5Since short time, DDE-2 word reading test has not been employed and MT text reading and DDE-2 non-words reading have been used as representative of reading skills.

6A two-way ANOVA (Group X Condition, 2 x 2), with Group as the between factor and Condition (pre vs. post) as the within factor (mixed design), on Z-scores for text speed, revealed a significant main effect of group [Group: F(1, 24) = 5.5, p < 0.05; Condition: F(1, 24) = 1.8, p = ns]. The Condition X Group interaction was significant [F(1, 24) = 4.9, p < 0.05]. Post hoc analyses revealed significant pre vs post training difference for the Experimental Group t(12) = −2.92, p = 0.013, but not significant for the Control Group t(12) = 0.546, p = ns. A two-way ANOVA on Z-scores of text accuracy was not carried out since this was a categorial variable. A mixed two-way ANOVA (Group X Condition, 2x2) on non-word Z-scores speed revealed no significant main effects of group or condition [Group: F(1, 24) =0.36, p = ns; Condition: F(1, 24) = 2.2, p = ns], and no condition by group interaction [F(1, 24) = 0.84, p = ns]. The mixed two-way ANOVA (Group X Condition 2x2) on non-word Z-scores errors revealed no significant main effects [Group: F(1, 24) = 0.39, p = ns; Condition: F(1, 24) = 2.9, p = ns] and no Condition X Group interaction [F(1, 24) = 2.6, p = ns].



REFERENCES

 Andrews-Hanna, J. R. (2012). The brain's default network and its adaptive role in internal mentation. Neuroscientist 18, 251–270. doi: 10.1177/1073858411403316

 Au, J., Berkowitz-Sutherland, L., Schneider, A., Schweitzer, J. B., Hessl, D., and Hagerman, R. (2014). A feasibility trial of CogMed working memory training in fragile X syndrome. J. Pediatr. Genet. 3, 147–156. doi: 10.3233/PGE-14098

 Baddeley, A. D. (1986). Working Memory. Oxford Psychology Series, No. 11. New York, NY: Clarendon Press; Oxford University Press.

 Baddeley, A. D., and Hitch, G. J. (1974). “Working memory,” in The Psychology of Learning and Motivation, ed G. H. Bower (New York, NY: Academic Press). doi: 10.1016/S0079-7421(08)60452-1

 Badre, D., and D'Esposito, M. (2007). Functional magnetic resonance imaging evidence for a hierarchical organization of the prefrontal cortex. J. Cogn. Neurosci. 19, 2082–2099. doi: 10.1162/jocn.2007.19.12.2082

 Bakker, D. (1992). Neuropsychological classification and treatment of dyslexia. J. Learn. Disabil. 25, 102–109. doi: 10.1177/002221949202500203

 Benso, E. (2011). La Dislessia. Una Guida per Genitori e Insegnanti: Teoria, Trattamenti e Giochi. [Dyslexia. A guide for parents and teachers: theory, treatments and games.] Torino: Il leone verde.

 Benso, F. (2004a). Neuropsicologia dell'Attenzione. Teoria e Trattamenti nei Disturbi di Apprendimento. [Neuropsychology of Attention. Theory and Treatments in Learning Disorders.] Pisa: Edizioni Del Cerro.

 Benso, F. (2004b). I protocolli riabilitativi di tipo cognitivo integrati con trattamenti attentivi: alcune considerazioni teoriche e sperimentali a sostegno. [Cognitive rehabilitation protocols integrated with attentional treatments: some theoretical and experimental considerations in support]. Giornale Ital. Delle Disabil. 4, 41–48.

 Benso, F. (2010). Sistema Attentivo-Esecutivo e lettura. Un'Approccio Neuropsicologico alla Lettura. [Attentive-Executive System and reading. A Neuropsychological Approach to Reading.] Torino: Il leone verde.

 Benso, F. (2018). Attenzione Esecutiva, Memoria e Autoregolazione. Una Riflessione Neuroscientifica su Funzionamento, Assessment, (ri)Abilitazione. [Executive Attention, Memory and Self-regulation. A Neuroscientific Reflection on Functioning, Assessment, Rehabilitation.] Firenze: Hogrefe.

 Benso, F., Berriolo, S., Marinelli, M., Guida, P., Conti, G., and Francescangeli, E. (2008). Stimolazione integrata dei sistemi specifici per la lettura e delle risorse attentive dedicate e del sistema attentivo supervisore. [Integrated stimulation of specific reading systems and dedicated attention resources and of the supervisor attention system]. Dislessia 2, 167–181.

 Benso, F., Clavarezza, V., Caria, A., and Chiorri, C. (2013). Validazione di un modello multi componenziale della lettura. Teorie utili alla prevenzione, allo screening e all'intervento nella dislessia evolutiva. [Validation of a multi-component model of reading. Useful theories for prevention, screening and intervention in developmental dyslexia]. Dislessia 1, 39–65.

 Benso, F., Rapa, F., Lingua, R., Caneva, S., Benso, M., and Ardu, E. (2018). Miglioramento nelle prestazioni cognitive dopo un breve periodo di full-immersion in attività motorie complesse durante uno stage di Tennis”. [Improvement in cognitive performance after a short period of full-immersion in complex motor activities during a Tennis internship.] Giornale Ital. Psicol. Dello Sport 28, 25–32.

 Benso, F., Turatto, M., Mascetti, G. G., and Umiltà, C. (1998). The time course of attentional focussing. Eur. J. Cognit. Psychol. 10, 373–388. doi: 10.1080/713752283

 Bernstein, J. H., and Waber, D. P. (2007). “Executive capacities from a developmental perspective,” in Executive Function in Education from Theory to Practice, ed L. Meltzer (New York, NY: The Guilford Press).

 Best, M., and Demb, J. B. (1999). Normal planum temporale asymmetry in dyslexics with a magnocellular pathway deficit. Neuroreport 10, 607–612. doi: 10.1097/00001756-199902250-00030

 Biscaldi, M., Fisher, B., and Hartnegg, K. (2000). Voluntary saccadic control in dyslexia. Percept. Psycophys. 29, 509–521. doi: 10.1068/p2666a

 Bradley, L., and Bryant, P. E. (1983). Categorizing sounds and learning to read: a causal connection. Nature 30, 419–421. doi: 10.1038/301419a0

 Buckner, R. L., Andrews-Hanna, J. R., and Schacter, D. L. (2008). The brain's default network: anatomy, function, and relevance to disease. Ann. N.Y. Acad. Sci. 1124, 1–38. doi: 10.1196/annals.1440.011

 Bunge, S. A., and Zelazo, P. D. (2006). A brain-based account of the development of rule use in childhood. Curr. Direct. Psychol. Sci. 15, 118–121. doi: 10.1111/j.0963-7214.2006.00419.x

 Cancer, A., Bonacina, S., Antonietti, A., Salandi, A., Molteni, M., and Lorusso, M. L. (2020). The effectiveness of interventions for developmental dyslexia: rhythmic reading training compared with hemisphere-specific stimulation and action video games. Front. Psychol. 11:1158. doi: 10.3389/fpsyg.2020.01158

 Chung, S. T. L. (2002). The effect of letter spacing on reading speed in central and peripheral vision. Investig. Ophthalmol. Visual Sci. 43, 1270–1276.

 Ciarmiello, A., Gaeta, M. C., Benso, F., and Del Sette, M. (2015). FDG-PET in the evaluation of brain metabolic changes induced by cognitive stimulation in MCI subjects. Curr. Radiopharm. 8, 69–75. doi: 10.2174/1874471008666150428122924

 Cohen, J. (1988). Statistical Power Analysis for the Sciences, 2nd ed. New York, NY: Lawrence Erlbaum Associates.

 Coltheart, M. (1980). The persistences of vision. Philos. Trans. R Soc. Lond B Biol. Sci. 8, 57–69. doi: 10.1098/rstb.1980.0082

 Consensus Conference (2010). Disturbi specifici dell'apprendimento [Consensus Conference on Specific learning Disorders: National Guidelines System]. Sistema Nazionale Linee Guida, Roma: Istituto Superiore di Sanità.

 Corbetta, M., and Shulman, G. L. (2002). Control of goal-directed and stimulus-driven attention in the brain. Nat. Rev. Neurosci. 3, 201–215. doi: 10.1038/nrn755

 Cornoldi, C., Colpo, M., and MT group (1998). La valutazione oggettiva della lettura. [The objective evaluation of reading.] Firenze-Italy: Organizzazioni Speciali.

 Cowan, N. (1988). Evolving conceptions of memory storage, selective attention, and their mutual constraints within the human information-processing system. Psychol. Bull. 104, 163–191. doi: 10.1037/0033-2909.104.2.163

 Cowan, N., Saults, J. S., Elliott, E. M., and Moreno, M. V. (2002). Deconfounding serial recall. J. Memory Lang. 46, 153–177. doi: 10.1006/jmla.2001.2805

 Crone, E. A., Wendelken, C., Donohue, S., Van Leijenhorst, L., and Bunge, S. A. (2006). Neurocognitive development of the ability to manipulate information in working memory. Proc. Natl. Acad. Sci. U.S.A. 103, 9315–9320. doi: 10.1073/pnas.0510088103

 Csikszentmihalyi, M. (1996). Flow and the Psychology of Discovery and Invention. New York, NY: Harper Collins.

 Dahlin, K. I. (2010). Effects of working memory training on reading in children with special needs. Read. Writing 24, 479–491. doi: 10.1007/s11145-010-9238-y

 Denckla, M. B., and Cutting, L. E. (1999). History and significance of rapid automatized naming. Ann. Dyslexia 49, 29–42. doi: 10.1007/s11881-999-0018-9

 D'Esposito, M. (2007). From cognitive to neural models of working memory. Philo. Transact. R. Soc. Lond. 362, 761–772. doi: 10.1098/rstb.2007.2086

 D'Esposito, M., and Postle, B. R. (2015). The cognitive neuroscience of working memory. Annu. Rev. Psychol. 66, 115–142. doi: 10.1146/annurev-psych-010814-015031

 D'Esposito, M., Postle, B. R., and Rypma, B. (2000). Prefrontal cortical contributions to working memory: evidence from event-related fMRI studies. Experi. Brain Res. 133, 3–11. doi: 10.1007/s002210000395

 Dosenbach, N. U., Fair, D. A., Cohen, A. L., Schlaggar, B. L., and Petersen, S. E. (2008). A dual-networks architecture of top-down control. Trends Cogn. Sci. 12, 99–105. doi: 10.1016/j.tics.2008.01.001

 Draganski, B., Gaser, C., Busch, V., Schuierer, G., Bogdahn, U., and May, A. (2004). Neuroplasticity: changes in grey matter induced by training. Nature 427, 311–312. doi: 10.1038/427311a

 Duncan, J., and Owen, A. M. (2000). Common regions of the human frontal lobe recruited by diverse cognitive demands. Trends Neurosci. 23, 475–483. doi: 10.1016/S0166-2236(00)01633-7

 Engle, R. W., and Kane, M. J. (2002). The role of prefrontal cortex in working-memory capacity, executive attention, and general fluid intelligence: an individual-differences perspective. Psychon. Bull. Rev. 9, 637–671. doi: 10.3758/BF03196323

 Engle, R. W., and Kane, M. J. (2004). “Executive attention, working memory capacity and a two-factor theory of cognitive control,” in The Psychology of Learning and Motivation, ed B. Ross (New York, NY: Elsevier). doi: 10.1016/S0079-7421(03)44005-X

 Engle, R. W., Kane, M. J., and Tuhoski, S. W. (1999). “Individual differences in working memory capacity and what they tell us about controlled attention, general fluid intelligence and functions of the prefrontal cortex,” in Models of Mechanism of Active Maintenance and Executive Control, eds A. Myake and P. Shah (New York, NY: Cambridge University Press). doi: 10.1017/CBO9781139174909.007

 Facoetti, A., Zorzi, M., Cestnick, L., Lorusso, M. L., Molteni, M., Paganoni, P., et al. (2006). The relationship between visuo-spatial attention and nonword reading in developmental dyslexia. Cognit. Neuropsychol. 23, 841–855. doi: 10.1080/02643290500483090

 Fair, D. A., Cohen, A. L., Power, J. D., Dosenbach, N., Church, J. A., Miezin, F. M., et al. (2009). Functional brain networks develop from a “local to distributed” organization. PLoS Comput. Biol. 5:e1000381. doi: 10.1371/journal.pcbi.1000381

 Fassbender, C., Zhang, H., Buzy, W. M., Cortes, C. R., Mizuiri, D., Beckett, L., et al. (2009). A lack of default network suppression is linked to increased distractibility in ADHD. Brain Res. 1273, 114–128. doi: 10.1016/j.brainres.2009.02.070

 Fransson, P. (2005). Spontaneous low-frequency BOLD signal fluctuations: An fMRI investigation of the resting-state default mode of brain function hypothesis. Hum. Brain Mapp. 26, 15–29. doi: 10.1002/hbm.20113

 Fransson, P. (2006). How default is the default mode of brain function? Further evidence from intrinsic BOLD signal fluctuations. Neuropsychologia 44, 2836–2845. doi: 10.1016/j.neuropsychologia.2006.06.017

 Fuster, J. M., and Bressler, S. L. (2015). Past makes future: role of pFC in prediction. J. Cogn. Neurosci. 27, 639–654. doi: 10.1162/jocn_a_00746

 Galuschka, K., Görgen, R., Kalmar, J., Haberstroh, S., Schmalz, X., and Schulte-Körne, G. (2020). Effectiveness of spelling interventions for learners with dyslexia: A meta-analysis and systematic review. Educ. Psychol. 55, 1–20. doi: 10.1080/00461520.2019.1659794

 Gao, W., Gilmore, J. H., Shen, D., Smith, J. K., Zhu, H., and Lin, W. (2013). The synchronization within and interaction between the default and dorsal attention networks in early infancy. Cerebral Cortex 23, 594–603. doi: 10.1093/cercor/bhs043

 Gao, W., and Lin, W. (2012). Frontal parietal control network regulates the anticorrelated default and dorsal attention networks. Hum. Brain Mapp. 33, 192–202. doi: 10.1002/hbm.21204

 Gazzellini, S., Dettori, M., Amadori, F., Paoli, B., Napolitano, A., Mancini, F., et al. (2016). Association between attention and heart rate fluctuations in pathological worriers. Front. Hum. Neurosci. 10:648. doi: 10.3389/fnhum.2016.00648

 Gazzellini, S., Napolitano, A., Bauleo, G., Bisozzi, E., Lispi, M. L., Ardu, E., et al. (2017). Time-frequency analyses of reaction times and theta/betaEEG ratio in pediatric patients with traumatic brain injury: A preliminary study. Dev. Neurorehabil. 14, 1–15. doi: 10.1080/17518423.2016.1216470

 Geiger, G., and Lettvin, J. Y. (1987). Peripheral vision in persons with dyslexia. N. Engl. J. Med. 316, 1238–1243. doi: 10.1056/NEJM198705143162003

 Geng, J. J., and Vossel, S. (2013). Re-evaluating the role of TPJ in attentional control: contextual updating? Neurosci. Biobehav. Rev. 37, 2608–2620. doi: 10.1016/j.neubiorev.2013.08.010

 Giedd, J. (2015). The amazing teen brain. Sci. Am. 312, 32–37. doi: 10.1038/scientificamerican0615-32

 Glass, G. V. (1966). Note on rank biserial correlation. Educ. Psychol. Meas. 26, 623–631. doi: 10.1177/001316446602600307

 Gow, A. J., and Deary, I. J. (2004). Is the PASAT past it? Testing attention and concentration without numbers. J. Clin. Exp. Neuropsychol. 26, 723–736. doi: 10.1080/13803390490509295

 Gronwall, D. M. A. (1977). Paced auditory serial addition task: A measure of recovery from concussion. Perceptual Motor Skills 44, 367–373. doi: 10.2466/pms.1977.44.2.367

 Hofmann, W., Friese, M., Schmeichel, B. J., and Baddeley, A. D. (2011). “Working memory and self-regulation,” in Self-Regulation. Research, Theory and Applications, eds K. D. Vohs and R. F. Baumeister (New York, NY: The Guilford Press).


 Jonides, J., Lacey, S. C., and Nee, D. E. (2005). Processes of working memory in mind and brain. Curr. Direct. Psychol. Sci. 14:25. doi: 10.1111/j.0963-7214.2005.00323.x

 Karbach, J., and Verhaeghen, P. (2014). Making working memory work: a meta-analysis of executive-control and working memory training in older adults. Psychol. Sci. 25, 2027–2037. doi: 10.1177/0956797614548725

 Karmiloff-Smith, A. (1992). Beyond modularity: A Developmental Perspective on Cognitive Science. Cambridge, MA: MIT Press.

 Kelly, A. M., and Garavan, H. (2005). Human functional neuroimaging of brain changes associated with practice. Cereb. Cortex 15, 1089–1102. doi: 10.1093/cercor/bhi005

 Klingberg, T., Fernell, E., Olesen, P. J., Johnson, M., Gustafsson, P., Dahlström, K., et al. (2005). Computerized training of working memory in children with adhd-a randomized, controlled trial. J. Am. Acad. Child Adolesc. Psychiatry 44, 177–186. doi: 10.1097/00004583-200502000-00010

 Kucyi, A., Hodaie, M., and Davis, K. D. (2012). Lateralization in intrinsic functional connectivity of the temporoparietal junction with salience-and attention-related brain networks. J. Neurophysiol. 108, 3382–3392. doi: 10.1152/jn.00674.2012

 Legge, G. E., Cheung, S. H., Yu, D., Chung, S. T., Lee, H. W., and Owens, D. P. (2007). The case for the visual span as a sensory bottleneck in reading. J. Vision 7:9. doi: 10.1167/7.2.9

 Legge, G. E., Lee, H. W., Owens, D., Cheung, S. H., and Chung, S. T. (2002). Visual span: a sensory bottleneck on reading speed. J. Vision 2:279. doi: 10.1167/2.7.279

 Leisman, G., Braun-Benjamin, O., and Melillo, R. (2014). Cognitive-motor interactions of the basal ganglia in development. Front. Syst. Neurosci. 8:16. doi: 10.3389/fnsys.2014.00016

 Leisman, G., Moustafa, A. A., and Shafir, T. (2016). Thinking, walking, talking: Integratory motor and cognitive brain function. Front. Public Health 4:94. doi: 10.3389/fpubh.2016.00094

 Livingstone, M. S., Rosen, G. D., Drislane, F. W., and Galaburda, A. M. (1991). Physiological and anatomical evidence for a magnocellular defect in developmental dyslexia. Proc. Natl. Acad. Sci. U.S.A. 88, 7943–7947. doi: 10.1073/pnas.88.18.7943

 Loosli, S., Buschkuehl, M., Perrig, W., and Jaeggi, S. (2011). Working memory training improves reading processes in typically developing children. Child Neuropsychol. 18, 62–78. doi: 10.1080/09297049.2011.575772

 Lyon, G. R. (1998). Why reading is not a natural process. Educ. Leadership 55, 14–18.

 Malinowski, P. (2013). Neural mechanism of attentional control in mindfulness meditation. Front. Neurosci. 7:8. doi: 10.3389/fnins.2013.00008

 McCabe, D. P., Roediger, I. I. I. H. L, McDaniel, M. A., Balota, D. A., and Hambrick, D. Z. (2010). The relationship between working memory capacity and executive functioning: evidence for a common executive attention construct. Neuropsychology 24, 222–243. doi: 10.1037/a0017619

 McNab, F., and Klingberg, T. (2008). Prefrontal cortex and basal ganglia control access to working memory. Nat. Neurosci. 11:103. doi: 10.1038/nn2024

 McNab, F., Varrone, A., Farde, L., Jucaite, A., Bystritsky, P., Forssberg, H., et al. (2009). Changes in cortical dopamine D1 receptor binding associated with cognitive training. Science 323, 800–802. doi: 10.1126/science.1166102

 Melby-Lervåg, M., Redick, T., and Hulme, C. (2016). Working memory training does not improve performance on measures of intelligence or other measures of “far transfer”: evidence from a meta-analytic review. Perspect. Psychol. Sci. 11, 512–534. doi: 10.1177/1745691616635612

 Melby-Lervag, M., and Hulme, C. (2013). Is working memory training effective? A meta-analysis review. Dev. Psycholol. 49, 270–291. doi: 10.1037/a0028228

 Menghini, D., Finzi, A., Benassi, M., Bolzani, R., Facoetti, A., Giovagnoli, S., et al. (2010). Different underlying neurocognitive deficits in developmental dyslexia: a comparative study. Neuropsychologia 48, 863–872. doi: 10.1016/j.neuropsychologia.2009.11.003

 Menon, V. (2015). “Salience network,” in Brain Mapping: An Encyclopedic Reference, Vol. 2, ed W. T. Arthur (Amsterdam: Academic Press; Elsevier), 597–611. doi: 10.1016/B978-0-12-397025-1.00052-X

 Menon, V., and Uddin, L. Q. (2010). Saliency, switching, attention and control: a network model of insula function. Brain Struct. Funct. 214, 655–667. doi: 10.1007/s00429-010-0262-0

 Metzler-Baddeley, C., Caeyenberghs, K., Foley, S., and Jones, D. K. (2016). Task complexity and location specific changes of cortical thickness in executive and salience networks after working memory training. Neuroimage 130, 48–62. doi: 10.1016/j.neuroimage.2016.01.007

 Miyake, A., Friedman, N., Emerson, M., Witzki, A., Howerter, A., and Wager, T. D. (2000). The unity and diversity of executive functions and their contributions to complex “frontal lobe” tasks: a latent variable analysis. Cognit. Psychol. 41, 49–100. doi: 10.1006/cogp.1999.0734

 Morra, S. (2011). Intelligenza e memoria di lavoro: paradigmi, fatti, modelli e metafore. [Intelligence and working memory: paradigms, facts, models and metaphors]. Giornale Ital. Psicol. 2, 345–354.

 Morra, S. (2015). How do subvocal rehearsal and general attentional resources contribute to verbal short-term memory span? Front. Psychol. 6:145. doi: 10.3389/fpsyg.2015.00145

 Morra, S., Panesi, S., Traverso, L., and Usai, M. C. (2018). Which tasks measure what? Reflections on executive function development and a commentary on Podjarny, Kamawar, and Andrews (2017). J. Exp. Child Psychol. 167, 246–258. doi: 10.1016/j.jecp.2017.11.004

 Mrazek, M. D., Franklin, M. S., Phillips, D. T., Baird, B., and Schooler, J. W. (2013). Mindfulness training improves working memory capacity and GRE performance while reducing mind wandering. Psychol. Sci. 24, 776–781. doi: 10.1177/0956797612459659

 Nicolson, R. I., Fawcett, A. J., and Dean, P. (2001). Developmental dyslexia: the cerebellar deficit hypothesis. Trends Neurosci. 24, 508–511. doi: 10.1016/S0166-2236(00)01896-8

 Olesen, P. J., Westerberg, H., and Klingberg, T. (2004). Increased prefrontal and parietal activity after training of working memory. Nat. Neurosci. 7:75. doi: 10.1038/nn1165

 Panesi, S., and Morra, S. (2017). La Casetta Magica. Un nuovo strumento per indagare l'aggiorna- mento (updating) della memoria di lavoro in et? prescolare [The Magic House: A new measure of updating for preschoolers]. Psicol. Clin. Dello Sviluppo 21, 443–462. doi: 10.1449/88502

 Panesi, S., and Morra, S. (2020). Executive functions and mental attentional capacity in preschoolers. J. Cognit. Dev. 21, 72–91. doi: 10.1080/15248372.2019.1685525

 Pascual-Leone, J., and Goodman, D. (1979). Intelligence and experience: a neo-Piagetian approach. Instruct. Sci. 8, 301–367. doi: 10.1007/BF00117011

 Petersen, S. E., and Posner, M. I. (2012). The attention system of the human brain: 20 years after. Annu. Rev. Neurosci. 35, 73–89. doi: 10.1146/annurev-neuro-062111-150525

 Posner, M., and Petersen, S. E. (1990). The Attention system of the Human Brain. Annu. Rev. Neurosci. 13, 25–42. doi: 10.1146/annurev.ne.13.030190.000325

 Posner, M. I., and Di Girolamo, G. J. (1998). “Conflict, target detection and cognitive control,” in The Attentive Brain, ed R. Parasuraman (Cambridge: MIT Press).

 Rabbitt, P. (1997). “Methodologies and models in the study of executive function,” in Methodology of Frontal and Executive Function, ed P. Rabbitt (Howe, TX: Psychology Press).

 Raichle, M. E., MacLeod, A. M., Snyder, A. Z., Powers, W. J., Gusnard, D. A., and Shulman, G. L. (2001). A default mode of brain function. Proc. Natl. Acad. Sci. U.S.A. 98, 676–682. doi: 10.1073/pnas.98.2.676

 Ramus, F., Rosen, S., Dakin, S. C., Day, B. L., Castellote, J. M., White, S., et al. (2003). Theories of developmental dyslexia: Insights from a multiple case study of dyslexic adults. Brain 126, 841–865. doi: 10.1093/brain/awg076

 Rayner, K. (1998). Eye movements in reading and information processing: 20 years of research. Psychol. Bull. 124, 372–422. doi: 10.1037/0033-2909.124.3.372

 Repovš, G., and Baddeley, A. (2006). The multi-component model of working memory: explorations in experimental cognitive psychology. Neuroscience 139, 5–21. doi: 10.1016/j.neuroscience.2005.12.061

 Rothbart, M. K., Sheese, B. E., Rueda, M. R., and Posner, M. I. (2011). Developing mechanism of self-regulation in early life. Emot. Rev. 3, 207–213. doi: 10.1177/1754073910387943

 Rueda, M. R., Posner, M. I., and Rothbart, M. K. (2005). The development of executive attention: contributions to the emergence of self-regulation. J. Dev. Neuropsychol. 28, 573–594. doi: 10.1207/s15326942dn2802_2

 Sadaghiani, S., Scheeringa, R., Lehongre, K., Morillon, B., Giraud, A. L., and Klein-Schmidt, A. (2010). Intrinsic connectivity networks, oscillations, and tonic alertness: a simultaneous electroencephalography/functional magnetic resonance imaging study. J. Neurosci. 30, 10243–10250. doi: 10.1523/JNEUROSCI.1004-10.2010

 Sakai, K., Rowe, J. B., and Passingham, R. E. (2002). Active maintenance in prefrontal area 46 creates distractor-resistant memory. Nat. Neurosci. 5:479. doi: 10.1038/nn846

 Sarter, M., Gehring, W. J., and Kozak, R. (2006). More attention must be paid: The neurobiology of attentional effort. Brain Res. Rev. 51, 145–160. doi: 10.1016/j.brainresrev.2005.11.002

 Sartori, G., Job, R., and Tressoldi, P. E. (1995). Batteria per la Valutazione Della Dislessia e della Disortografia Evolutiva. [Battery for the Evaluation of Dyslexia and Evolutionary Dysorthography]. Firenze: Organizzazioni Speciali.

 Schubert, T., Strobach, T., and Karbach, J. (2014). New directions in cognitive training: on methods, transfer, and application. Psychol. Res. 78, 749–755. doi: 10.1007/s00426-014-0619-8

 Schwaighofer, M., Fischer, F., and Bühner, M. (2015). Does working memory training transfer? A meta-analysis including training conditions as moderators. Educ. Psychol. 50, 138–166. doi: 10.1080/00461520.2015.1036274

 Seidler, R. D., Bo, J., and Anguera, J. A. (2012). Neurocognitive contributions to motor skill learning: the role of working memory. J. Mot. Behav. 44, 445–453. doi: 10.1080/00222895.2012.672348

 Shaywitz, S. E., and Shaywitz, B. A. (2008). Paying attention to reading: the neurobiology of reading and dyslexia. Dev. Psychopathol. 20, 1329–1349. doi: 10.1017/S0954579408000631

 Snowling, M. J. (2001). From language to reading and dyslexia. Dyslexia 7, 37–46. doi: 10.1002/dys.185

 Spinelli, D., De Luca, M., Judica, A., and Zoccolotti, P. (2002). Crowding effects on word identification in developmental dyslexia. Cortex 38, 179–200. doi: 10.1016/S0010-9452(08)70649-X

 Sridharan, D., Levitin, D. J., and Menon, V. (2008). A critical role for the right frontoinsular cortex in switching between central-executive and default-mode networks. Proc. Natl. Acad. Sci. U.S.A. 105, 12569–12574. doi: 10.1073/pnas.0800005105

 Stanovich, K. E. (2000). Progress in Understanding Reading: Scientific Foundations and New Frontiers. New York, NY: The Guilford Press.

 Sturm, W., and Willmes, K. (2001). On the functional neuroanatomy of intrinsic and phasic alertness. Neuroimage 14, S76–84. doi: 10.1006/nimg.2001.0839

 Takeuchi, H., Sekiguchi, A., Taki, Y., Yokoyama, S., Yomogida, Y., Komuro, N., et al. (2010a). Training of working memory impacts structural connectivity. J. Neurosci. 30, 3297–3303. doi: 10.1523/JNEUROSCI.4611-09.2010

 Takeuchi, H., Taki, Y., and Kawashima, R. (2010b). Effects of working memory training on cognitive functions and neural systems. Rev. Neurosci. 21, 427–449. doi: 10.1515/REVNEURO.2010.21.6.427

 Takeuchi, H., Taki, Y., Sassa, Y., Hashizume, H., Sekiguchi, A., Fukushima, A., et al. (2011). Working memory training using mental calculation impacts regional gray matter of the frontal and parietal regions. PLoS ONE 6:e23175. doi: 10.1371/journal.pone.0023175

 Tallal, P. (1980). Auditory temporal perception, phonics, and reading disabilities in children. Brain Lang. 9, 182–198. doi: 10.1016/0093-934X(80)90139-X

 Tang, Y. Y., Rothbart, M. K., and Posner, M. I. (2012). Neural correlates of establishing, maintaining, and switching brain states. Trends Cogn. Sci. 16, 330–337. doi: 10.1016/j.tics.2012.05.001

 Thomas, C., and Baker, C. I. (2012). Teaching an adult brain new tricks: a critical review of evidence for training-dependent structural plasticity in humans. Neuroimage 73, 225–236. doi: 10.1016/j.neuroimage.2012.03.069

 Tressoldi, P., and Vio, C. (2011). Studi italiani sul trattamento della dislessia evolutiva: Una sintesi quantitativa. [Italian Studies on the Treatment of Developmental Dyslexia: A Quantitative Summary] Dislessia 8, 163–172.

 Tressoldi, P. E., Stella, G., and Faggella, M. (2001). The development of reading speed in Italians with dyslexia: a longitudinal study. J. Learn. Disabil. 34, 67–78. doi: 10.1177/002221940103400503

 Tressoldi, P. E., Vio, C., Lorusso, M. L., Facoetti, A., and Iozzino, R. (2003). Confronto di efficacia ed efficienza tra trattamenti per il miglioramento della lettura in soggetti dislessici. [Comparison of efficacy and efficiency between treatments for the improvement of reading in dyslexic subjects]. Psicol. Clin. Dello Sviluppo 7, 481–494. doi: 10.1449/11529

 Turatto, M., Benso, F., Galfano, G., and Umiltà, C. (2002). Non-spatial attentional shifts between audition and vision. J. Experi. Psychol. 28, 628–639. doi: 10.1037/0096-1523.28.3.628

 Turatto, M., Benso, F., and Umiltà, C. (1999). Focussing of attention in professional women skiers. Int. J. Sport Psychol. 30:339349.

 Uddin, L. Q. (2015). Salience processing and insular cortical function and dysfunction. Nat. Rev. Neurosci. 16, 55–61. doi: 10.1038/nrn3857

 Uddin, L. Q., Supekar, K. S., Ryali, S., and Menon, V. (2011). Dynamic reconfiguration of structural and functional connectivity across core neurocognitive brain networks with development. J. Neurosci. 31, 18578–18589. doi: 10.1523/JNEUROSCI.4465-11.2011

 Vabbina, P. K., Kaushik, A., Pokhrel, N., Bhansali, S., and Pala, N. (2015). Electrochemical cortisol immunosensors based on sonochemically synthesized zinc oxide 1D nanorods and 2D nanoflakes. Biosens. Bioelectron. 63, 124–130. doi: 10.1016/j.bios.2014.07.026

 Varvara, P., Varuzza, C., Padovano Sorrentino, A. C., Vicari, S., and Menghini, D. (2014). Executive functions in developmental dyslexia. Front. Hum. Neurosci. 8:120. doi: 10.3389/fnhum.2014.00120

 Veneroso, M. C., Di Somma, A., Soria, M., Ardu, E., and Benso, F. (2016). “Dalla teoria alla pratica”: un progetto di didattica integrata. [“From theory to practice”: an integrated teaching project.] Ann. Online Della Didatt. Della Formaz. Docenti 8, 123–133. doi: 10.15160/2038-1034/1164

 Veneroso, M. C., Di Somma, A., Soria, M., Arici, M., Ardu, E., and Benso, F. (2018). Favorire gli apprendimenti nella scuola primaria con l'utilizzo di tecniche di attivazione del sistema attentivo-esecutivo. [Promote learning in primary school with the use of activation techniques of the attention-executive system]. Ricercazione IPRASE 10, 135–148. doi: 10.32076/RA10209

 Wagner, A. D., Daniel, S., Rotte, M., Koutstaal, W., Maril, A., Dale, A. M., et al. (1998). Building memories: Remembering and forgetting of verbal experiences as predicted by brain activity. Science 281, 1188–1191. doi: 10.1126/science.281.5380.1188

 Zoubrinetzky, R., Collet, G., Nguyen-Morel, M. A., Valdois, S., and Serniclaes, W. (2019). Remediation of allophonic perception and visual attention span in developmental dyslexia: a joint assay. Front. Psychol. 10:1502. doi: 10.3389/fpsyg.2019.01502

Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2021 Benso, Moretti, Bellazzini, Benso, Ardu and Gazzellini. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.












	 
	ORIGINAL RESEARCH
published: 29 June 2021
doi: 10.3389/fnhum.2021.668780





[image: image]

Neurofeedback Learning Is Skill Acquisition but Does Not Guarantee Treatment Benefit: Continuous-Time Analysis of Learning-Curves From a Clinical Trial for ADHD

Antti Veikko Petteri Veilahti1†, Levas Kovarskis2 and Benjamin Ultan Cowley3,4,5*†

1Department of Communication, Faculty of Humanities, University of Copenhagen Research Unit, Social Insurance Institution of Finland (Kela), Helsinki, Finland

2NewPsy Institute, Helsinki, Finland

3Faculty of Educational Sciences, University of Helsinki, Helsinki, Finland

4Cognitive Science, Department of Digital Humanities, Faculty of Arts, University of Helsinki, Helsinki, Finland

5Cognitive Brain Research Unit, Department of Psychology and Logopedics, Faculty of Medicine, University of Helsinki, Helsinki, Finland

Edited by:
Yi-Yuan Tang, Texas Tech University, United States

Reviewed by:
Meltem Izzetoglu, Villanova University, United States
Hsiang-Yuan Lin, University of Toronto, Canada

*Correspondence: Benjamin Ultan Cowley, ben.cowley@helsinki.fi

†These authors have contributed equally to this work

Specialty section: This article was submitted to Cognitive Neuroscience, a section of the journal Frontiers in Human Neuroscience

Received: 17 February 2021
Accepted: 02 June 2021
Published: 29 June 2021

Citation: Veilahti AVP, Kovarskis L and Cowley BU (2021) Neurofeedback Learning Is Skill Acquisition but Does Not Guarantee Treatment Benefit: Continuous-Time Analysis of Learning-Curves From a Clinical Trial for ADHD. Front. Hum. Neurosci. 15:668780. doi: 10.3389/fnhum.2021.668780

Neurofeedback for attention deficit/hyperactivity disorder (ADHD) has long been studied as an alternative to medication, promising non-invasive treatment with minimal side-effects and sustained outcome. However, debate continues over the efficacy of neurofeedback, partly because existing evidence for efficacy is mixed and often non-specific, with unclear relationships between prognostic variables, patient performance when learning to self-regulate, and treatment outcomes. We report an extensive analysis on the understudied area of neurofeedback learning. Our data comes from a randomised controlled clinical trial in adults with ADHD (registered trial ISRCTN13915109; N = 23; 13:10 female:male; age 25–57). Patients were treated with either theta-beta ratio or sensorimotor-rhythm regimes for 40 one-hour sessions. We classify 11 learners vs 12 non-learners by the significance of random slopes in a linear mixed growth-curve model. We then analyse the predictors, outcomes, and processes of learners vs non-learners, using these groups as mutual controls. Significant predictive relationships were found in anxiety disorder (GAD), dissociative experience (DES), and behavioural inhibition (BIS) scores obtained during screening. Low DES, but high GAD and BIS, predicted positive learning. Patterns of behavioural outcomes from Test Of Variables of Attention, and symptoms from adult ADHD Self-Report Scale, suggested that learning itself is not required for positive outcomes. Finally, the learning process was analysed using structural-equations modelling with continuous-time data, estimating the short-term and sustained impact of each session on learning. A key finding is that our results support the conceptualisation of neurofeedback learning as skill acquisition, and not merely operant conditioning as originally proposed in the literature.

Keywords: ADHD, adult ADHD, neurofeedback, EEG, clinical trial, learning, classification, continuous-time modelling


INTRODUCTION

Attention-deficit/hyperactivity disorder (ADHD) is a highly heritable condition with symptoms which begin in childhood and often continue into adulthood, and is currently estimated to affect 2.5–3.4% of the adult population (Kessler et al., 2006). Here, we report exploratory analyses of a randomised controlled clinical trial of neurofeedback treatment in adults with ADHD (registered trial ISRCTN13915109; Cowley et al., 2016), focusing on the understudied area of neurofeedback learning, and its implications for treatment.

In current diagnostic practice ADHD refers to substantial disability, of neurodevelopmental origin, in several dimensions of executive function: a “lack of persistence in activities that require cognitive involvement, and a tendency to move from one activity to another without completing any one, together with disorganised, ill-regulated, and excessive activity” (APA: DSM5, WHO ICD-10). Given the heterogeneous and comorbid profile of ADHD, psychostimulant treatments are not always specific or sustained (Monastra et al., 2002); and seem to have no effect for about a third of all ADHD patients (Hermens et al., 2006). In this context, neurofeedback (NFB) has been proposed as a complementary option for treatment of ADHD, with a rich literature and history of clinical application (Arns et al., 2014). In NFB, patients train self-regulation of certain features of their own neural activity, with the aim of reducing task-related attention deficits, and/or hyperactivity-impulsivity.

The clinical trial (Cowley et al., 2016) analysed in this study followed one of the most established approaches: patients must train to regulate the power (decibels) in specific bands of the electroencephalograph (EEG) frequency spectrum—e.g., theta-beta ratio (TBR) and sensorimotor rhythm (SMR) regimes target theta (4–8 Hz) and beta (13–30 Hz) bands. Other common approaches focus not on frequency bands but, e.g., on “slow” potentials of the EEG waveform (Strehl et al., 2017), or peripheral nervous system signals (Calderon and Thompson, 2004). It must be noted that in each case, the exact mechanism of the affected neural process is not fully understood. For example, in a recent study EEG spectral features were able to classify adult ADHD patients from controls, but TBR was not (Kiiski et al., 2020).

In summary, NFB refers to multiple regimes, which each have different partially understood effects, each potentially interacting in different ways with the subtypes of ADHD and the wide range of possible comorbidities; and delivered with limited treatment standardisation (Cortese et al., 2016). Therefore, the question “is NFB efficacious for ADHD?” is possibly ill-posed, as suggested by recent work promoting standardisation of NFB (Arns et al., 2020; Ros et al., 2020). The gold standard for efficacy assessment is a randomised controlled trial (RCT) with pre- vs post-treatment comparison of ADHD symptoms, but analysis at this level of detail has not provided a definitive conclusion. We must narrow down the broad question of efficacy to dig deeper into the component parts of the treatment. One neglected area of study, which is peculiar to NFB, is how well patients learn to perform the regulation task and how the quality of learning affects efficacy.

Thus far, most efficacy studies have failed to address the variability in NFB learning; that is, to distinguish between the “performers” and “non-performers” (Alkoby et al., 2017). This distinction is crucial because pooling data from subgroups of ADHD patients who benefit differently from NFB treatment, not only diminishes individual effect sizes (cf. Sonuga-Barke et al., 2013; Micoulaud-Franchi et al., 2014; Cortese et al., 2016), but also hides any qualitatively different effects manifested in different subgroups. Moreover, finding reliable ways of identifying the performers would enhance prognosis and the allocation of clinical resources.

We here report a novel, exploratory analysis of a clinical trial of NFB for adults with ADHD, focused on their learning and its predictors, correlates, and outcome effects. Our original research (e.g., sample size based on statistical power analysis, as detailed in section 2.5 of Cowley et al., 2016) was designed to test the efficacy of NFB training in the entire training group. We found no such general effect; however, (unlike data in most RCTs), our data includes detailed measurements from each training session, allowing us to distinguish between two groups of patients based on training progress. These data (and the consequent analysis approach which takes the session as the primary unit of observation, N ≃ 920) are sufficient to explore NFB learning: to characterise the learning process by linear mixed models and by continuous-time structural equations modelling of session-scores in a multilevel setting; and to test predictors and outcomes of learning. Despite the low sample size at the patient level, this study pioneers a demonstration of the complexity of NFB modelling, and makes a necessary and important contribution to guide the design of future NFB-related research.


Aims

Our main aim is to analyse NFB learning, its predictors, and effects on ADHD behavioural outcomes. Part of the complexity of understanding NFB lies in the debate over what type of learning it represents and from what aspects of treatment the effects actually emerge. Traditionally, NFB training was viewed as operant conditioning aimed at “normalising” EEG and “repairing” some neurophysiological dysfunction (Gevensleben et al., 2009a). However, some recent research views NFB as skill learning (Strehl, 2014), aimed at learning a “tool for enhancing specific cognitive or attentional states in certain situations” (Gevensleben et al., 2009b: 781). The latter requires conscious processing, and there is evidence that skill-learning does not occur similarly in all patients in NFB training (Doehnert et al., 2008; Wan et al., 2014). Therefore, NFB cannot take place without a behavioural component [as noted in Schönenberg et al. (2017)], suggesting that it could be a form of behavioural therapy (Strehl, 2014). This has methodological implications for studying the efficacy of NFB training (Gevensleben et al., 2014), making it crucial to identify in advance those that can benefit (e.g., Truant, 1998).

Recent work has called for closer examination of NFB learning, both during training and in the long-term (Gevensleben et al., 2014; Zuberer et al., 2015). To our knowledge, the results presented here are the first to comprehensively analyse NFB learning in adults with ADHD.

Our prior paper (Cowley et al., 2016) focused on the protocol, and reported only the pre- to post-treatment ADHD symptom change compared to a wait-list control group. We found a treatment effect in placebo-confounded self-reports, but not in attention test scores. In this paper, we study NFB learning from the same data, exploiting three features of the trial’s design to help control for confounds due to the unclear mechanism of NFB.

First, the trial data was collected through all sessions, and self-reported symptom scores were collected four times for each patient.

Second, we used personalised NFB protocol assignment: after treatment-randomisation, patients were split between TBR and SMR training regimes, based on a ratio of theta to beta power greater than 1.

Third, we included “inverse training” trials in the set of sessions from halfway to the end of training. Inverse trials use feedback based on the inverse of the standard training target, e.g., regulating theta power up and beta power down.



Research Questions

We address three overarching research questions (RQs).

First, RQ1: how can we identify and characterize the learning observed in TBR and SMR regimes? We model the magnitude of gain in performance scores, and classify patients into learner and non-learner groups based on model coefficient. To account for treatment scheduling variation, we also model how performance changes over continuous time during NFB training. Each model of the learning processes is examined for differences between TBR and SMR regimes.

Second, RQ2: what clinically-relevant variables are predictive of likelihood-to-learn? Prediction of NFB learning considers factors clinically-relevant but non-specific to ADHD. These factors include confounders of ADHD aetiology, such as trauma (Szymanski et al., 2011); and variance in biopsychological traits, such as behavioural inhibition, which have been shown to affect success in biofeedback training in a non-clinical sample (Kosunen et al., 2018). Finally, the relative band power ratio (BPR) is examined, as it was used as a basis of dividing patients into the two training groups.

Third, RQ3: how do NFB learners differ from non-learners in terms of treatment outcomes for ADHD-related symptoms? We examine whether outcome variables from self-report and behavioural ADHD-symptom tests differ between learner vs non-learner groups. Though it is not a research question of this paper, for illustrative purposes we include in Supplementary Material a contrast of learner and non-learner outcomes with the “untreated reference level” provided by wait-list controls (who recorded the same outcome data). No prior study has addressed whether positive NFB learning is a sufficient, let alone a necessary, condition for improvement of ADHD-related symptoms. We also examine whether any learning-predictive variables from RQ2 modified the effects of learning on outcome variables, contrasting learners and non-learners.



MATERIALS AND METHODS

Below we describe all methods used in this paper, but see Cowley et al. (2016) for details on the design and implementation of clinical trial ISRCTN13915109.


Participants

Data here analysed come from 23 adults treated with NFB (13 females, 10 males; aged 25–57, m = 35.7, sd = 9.7). From an initial cohort of 54 screened volunteers, 26 patients were randomly selected for treatment: one dropped out during NFB training, and two (1 female, 1 male) were excluded from analysis due to insufficient data.

Inclusion criteria for the ADHD group were: (1) pre-existing diagnosis of ADHD/ADD, (2) no neurological diagnoses, (3) age between 18 and 60, (4) scores on Adult ADHD Self Report Scale (ASRS; Kessler et al., 2005) and Brown ADHD scale (BADDS; Brown, 1996) indicating the presence of ADHD, and (5) an IQ score of at least 80 using WAIS IV measured by a qualified psychologist (Wechsler, 2008). No strict cut-off values were used for ASRS and BADDS to indicate the presence of ADHD/ADD. Instead, exclusion was decided by the consulting psychiatrist, who conducted structured clinical interviews with participants using the Diagnostic Interview for ADHD in Adults (DIVA 2.0; Kooij, 2012). Comorbidities were evaluated during the clinical interview, and exclusion criteria included outlier scores in scores of Generalised Anxiety Disorder (GAD; Spitzer et al., 2006), Beck Depression Inventory (BDI; Beck et al., 1996), Alcohol Use Disorders Identification Test (AUDIT; Saunders et al., 1993), the Mood Disorder Questionnaire (MDQ; Hirschfeld et al., 2000), test of prodromal symptoms of psychosis (PROD; Heinimaa et al., 2003), and the Dissociative Experiences Scale (DES; Liebowitz, 1992). The psychiatrist followed DIVA guidelines to confirm the existing ADHD/ADD diagnosis, or not. All participants had normal or corrected-to-normal vision.

All patients were fully briefed about all study components, gave written informed consent for participation, and had access to a qualified psychiatrist. The study protocol followed guidelines of the Declaration of Helsinki for participants’ rights and study procedures. Approval was granted by the Ethical Committee of the Hospital District of Helsinki and Uusimaa, 28/03/2012, 621/1999, 24 \S. Participants were not remunerated.



Procedure

Before NFB started, patients underwent eyes-open and eyes-closed baseline measurement of high-resolution 128-channel EEG in a shielded room. During this session we also obtained baseline behavioural and self-reported tests of ADHD symptoms (see section “Measures”). A similar session was applied after NFB treatment. Pre and post-treatment sessions had about 1 hour of task recordings each.

From the baseline EEG data, we computed individual spectrographs per condition and subtracted eyes-open from eyes-closed in order to determine the individual alpha peak frequency (IAPF; as per Lansbergen et al., 2011). We multiplied the canonical frequency band thresholds (e.g., 8 and 12 Hz for alpha) by the IAPF frequency to obtain individual frequency bands, and thus an individual theta/beta-ratio for assignment to TBR or SMR regimes, and individualised targets during NFB training. Among the 23 patients included in this study, 8 patients (3 female, 5 male) with theta/beta-ratio exceeding 1 were placed in the TBR training group. The other 15 patients (10 female, 5 male) received SMR training. SMR feedback was based on electrode C4 in the 10/20 system, whereas TBR feedback was based either on Fz electrode.

For the clinical trial (Cowley et al., 2016), we used automated constrained randomisation to assign patients to treatment or control group, so that groups had closely matched background variables such as age, IQ, diagnosis (ADHD/ADD), education, or gender. However, assignment to NFB regimes was not similarly controlled, so for the study reported here, background variables were tested between regime groups. The two groups did not significantly differ in any variables, although average age in the TBR group was 32.6 years, to 38.6 years in the SMR group, consistent with the finding that theta-beta ratio tends to decline with age (cf. Bresnahan et al., 1999).

NFB training was conducted in a professional clinical setting using an Enobio ambulatory EEG amplifier (Neuroelectrics SL, Barcelona). NFB treatment consisted of 40 training sessions (4 participants recorded only 39 usable sessions, and 1 only 38, due to technical issues), according to the design illustrated in Figure 1.
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FIGURE 1. Schematic of the NFB treatment design, showing (from bottom to top) four phases containing 40 sessions with 5–7 trials each session. Each phase prescribes a different session-protocol, aiming to support patients learning to self-regulate.


There were two to five sessions per week (max 1 session per day). Each lasted about an hour and typically consisted of 5–7 trials of NFB training. At the “tutorial” stage, that is, during the first two sessions, participants were given NFB trials that were made easier by adjusting baseline thresholds. During the first half of sessions (“Beginner” stage), only normal training trials were used. After this there was a mid-training break lasting up to two weeks. Following the break, during the second half of training (“Intermediate” stage), inverse training trials were introduced. Finally, in the last quarter of training (“Expert” stage), normal and inverse trials were accompanied by transfer trials (no immediate feedback given). As inverse and transfer trials were introduced, the number of normal trials was decreased to accommodate. Names given to stages are only descriptive, and not meant to imply a real level of skill—that would vary by individual.



Measures

Measures fall into two types: study-level—calculated once per patient, e.g., learning curve slope; and session-level—calculated once per session, e.g., NFB performance averaged across trials in a session.


RQ1—Learning

To address RQ1 and estimate learning from performance data, during each session we recorded the average scores of normal, inverse, and transfer trials. The score of a trial was based on the percentage of time a patient achieved positive classification in the NFB task (e.g., in a normal TBR trial, this would be when theta band power is below and beta band power is above their respective baseline values). The scores were adjusted post-hoc to account for variance in baseline band powers, i.e., each trial score was multiplied by the baseline theta:beta ratio (or theta:SMR ratio) of that session. Inverse trials were baseline-adjusted by the reverse ratio. We used normal trial scores from the first 30 sessions to classify NFB learning, thereby excluding transfer trials.



RQ2—Prediction

To study the prediction of learning and address RQ2, two scales from the set of exclusion criteria (measured at screening) were used as “clinically-relevant” variables: Generalised Anxiety Disorder (GAD), and Dissociative Experiences Scale (DES). In addition, the Behavioural Inhibition Scale/Behavioural Activation Scale (BIS/BAS; Carver and White, 1994) was measured during the post-treatment lab session.

In addition, we calculated the BPR for each protocol. Specifically, for TBR patients the ratio was based on relative band power of theta vs full-spectrum beta at a frontal electrode. For SMR patients the band powers were recorded at central sites on a reduced bandwidth (12–15 Hz). Therefore, despite the different meaning of BPR under the two regimes, in both cases it still serves as a neurological marker targeted by NFB training, helping us to examine the pertinence of the operant conditioning framework.



RQ3—Outcome

To study the effect of learning on outcomes and address RQ3, we collected Test of Variability of Attention (TOVA, Greenberg et al., 2007) scores at pre- and post-NFB training; and Adult ADHD Self Report Scale (ASRS, Kessler et al., 2005) scores at pre-treatment and at sessions 10, 30, and 40. ASRS consists of 18 items tapping the frequency of recent DSM-IV criterion symptoms of adult ADHD, with sub-factors for Inattention (IA) and Hyperactivity-Impulsivity (HI). Also, TOVA provides measures of response time (RT), response time variability (RTV), omission errors (OM), commission errors (COM), the D-prime index of sensitivity to target vs. non-target stimuli, an index of symptom exaggeration, and an overall “attention performance index.” It has been argued that the set of behavioural TOVA scores provides an objective measure to indicate effectiveness of NFB training in terms of specific attentional properties such as impulse control and variability of response (Kaiser and Othmer, 2000). The internal consistency of TOVA scores has been verified (see e.g., Leark et al., 2004).



Study Design

Statistical analyses were conducted by STATA version 14.2 except for continuous time structural equations modelling (Oud and Jansen, 2000), which was conducted by R version 3.4.1 and “ctsem”-package version 2.4.0 (Driver et al., 2015). In Results, we report all effects with exact p-values (where known), since our approach is exploratory and based on small sample sizes. Note that, as with measures, tests are defined either at study-level or session-level.


RQ1—Modelling NFB Learning

To address RQ1, we tackled three difficulties of modelling learning. First, the model of learning is unknown: literature currently cannot tell us which curve family or model, e.g., power law, exponential, or piecewise, would best apply to clinical NFB learning data. We addressed this by comparing the heteroscedasticity of different models. Following Wan et al. (2014)’s suggestion that the logarithmic curve family could be suitable to model non-clinical NFB learning, we applied linear mixed models (LMMs) to the logarithm of the training score, with patients as random-factor predictors, expressed as the following growth curve model:
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where level-two was formed by patients x and level-one by the session number s. Higher level variance component u was constant for each patient. We thereby obtained a model that was homoscedastic, i.e., error distribution of the model was independent of predicted score (see Supplementary Material for details). This log-transformed data also slightly improved the fitness of the model and helped to compress upper outliers.

The second difficulty is how to characterise the chosen components of learning: in our case, performance gain. Our estimate of gain is based on the absolute difference between intercept of the logarithmic LMM and value of the model at treatment end:
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Then, we classified as “learners” those patients whose individual growth curve slope (βx) in the LMM was positive and statistically significant. This was tested by the Wald-test measure of the null hypothesis βx ≤ 0; patients for whom this null could not be invalidated were classified as “non-learners.”

Third, there can be substantial variation in the learning effect across individuals. Variance in scores is handled using hierarchical models, as described; more difficult to manage is variance in the temporal distribution of training sessions. Despite starting with a uniform regular schedule, patients varied in how many sessions they had each week (due to cancellations or rescheduling for technical or personal reasons), and thus the amount of time between sessions varied. Since this is an unavoidable risk for clinical NFB trials (because even if sessions are strictly scheduled they might still fail due to uncontrollable factors), it is interesting to note that modelling such temporal variability has never before been attempted. Here, we analysed scores in context of the continuous actual times they occurred.

To do this, we studied the role of BPR and learning within each NFB regime, TBR and SMR, separately by a session-to-session process analysis of the evolution of group-means, based on structural equations modelling with continuous time data (CTSEM), using the R package “ctsem” (Driver et al., 2015). We particularly define it as a two-level model, where structural equations modelling is used to analyse the progression of different scores between sessions (level 1), clustered by patients (level 2). It should be noted that, in terms of statistical power, the number of level 1 units is more important and level 2 units are only used to account to between patient variance and differences in model coefficients. This is because the model is not used to identify between-patient differences or predictors, except for a comparison between TBR and SMR protocols. See the Supplementary Material for a technical description of the model.

The CTSEM models had three outcome variables: the BPR value, and the session averages for normal and inverse training scores. Moreover, because each training session has a specific impact on training scores, each session was incorporated as an exogenous predictor in two ways in order to estimate both its short-term impact (impulse) and its sustained effect (level change). The distinction between these two scenarios is important from the point of view of the learning process, because the consolidation of learning can be assumed to effectuate level change, whereas a short-term effect without long-term acquisition of skills would count as an impulse.



RQ2—Predict NFB Learning

RQ2 was tested using one-tailed t-tests of the difference between learner vs non-learners in scores from DES, GAD, and BIS/BAS. Because variables DES and GAD are highly correlated, their predictive value for identifying NFB learners was further assessed by forming three different linear probability models where either one of DES or GAD, or both, served as predictors of the classification of learners.
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At the within-subjects level, we tested the difference of learner vs non-learner BPR using one-tailed t-test. For this test each patient was ascribed with a variable dBPR that measures the change of the average BPR between sessions 1 to 5 and sessions 30 to 34. Further, we constructed a correlation table to test the mutual relevance of the variables: classification of learners, dBPR, DES, GAD and BIS.

Self-report variables collected at each session (e.g., effort, hours slept) were tested by a linear mixed model seeking to explain the logarithm of the normal session score:
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where level-two was formed by patients and level-one by sessions (training days). Higher level variance component u was constant for each patient. The interaction coefficient βinteraction was then tested for whether the specific predictor variable (e.g., mood or sleep) affected the slope of the learning curve. Moreover, other LMMs were built to address whether these variables affected scores at individual sessions:
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RQ3—Outcomes of NFB

To address RQ3, again we used one-tailed t-tests of outcome variables between learners and non-learners at single time points, or within-groups between two time points. For each TOVA variable, we calculated the differences of the pre- and post-training measures. For ASRS, we used the difference between the scores at the 30th session and before training.

Regarding the relationship of predictors with outcomes, and given the relevance of trauma in ADHD, we also classified patients by below median (<25) or above median (>=25) DES score before NFB training. Differences in the change of TOVA and ASRS scores were tested also for the high and low DES groups by using one-tailed t-tests. Moreover, in order to address the specific contribution of learning classification, DES, and BIS, we developed linear regression models with the specific TOVA measures as the outcome variables and three variables as the predictors (BIS, DES, and learner/non-learner status).



RESULTS


RQ1


Identification of “Learners” and “Non-learners”

Based on the gain of the LMM of log-transformed session-wise NFB performance scores, we observed a robust learning effect across patients. We used standardised slopes of the LMM to split the sample between 11 learners and 12 non-learners. This classification is presented in Table 1, along with the main study-level variables such as clinical self-reports.


TABLE 1. Columns left-to-right: NFB regime; classification of learning; gain derived from the growth curve model of logarithmic scores over session numbers; z-transformed slopes of growth curve model; p-value of the model effect; patient’s BIS, DES, and BPR change values; classification of learning over sessions with inverse trials.

[image: Table 1]Figure 2 (top) shows the distribution of key learning-related variables (slope of linear learning curves for normal and inverse scores, gain of normal scores, BPR, DES, BIS) for each combination of learning status and NFB regime. Figure 2 (bottom) shows the group means and bootstrapped 95% CIs of normal trial scores, smoothed, across all training sessions 3–40. At least in TBR regime, the last 10 trials show a downward trend which may relate to the reduced number of normal trials in per session averages, and/or a cross-over influence from the transfer trials.
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FIGURE 2. (A–F) Ridge plots of six learning-relevant variables (x-axes), grouped by categories of learning status and NFB regime (y-axes). (A) Slope of the growth model of normal-trial NFB performance, i.e., learning. (B) Slope of the growth model of inverse-trial NFB performance. (C) Gain in scores across NFB performance. (D) Change in baseline Band Power Ratio across treatment. (E) Behavioural Inhibition scale. (F) Dissociative Experiences scale. (G) Normal-trial performance scores at each session, grouped by learning status under TBR and SMR regimes. Lines are session-wise mean of all participant scores, bands are bootstrapped 95% CIs of the mean. Means and CI-edges are smoothed for visualisation with a running median of width 3. (H) Theta-Beta Ratio across sessions grouped by learning status and regime, as panel (G).




Learning Over Continuous Time

The CTSEM approach was used to specify how individual normal and inverse training trials affected NFB scores over continuous time. Figure 3 shows model outcomes among the learner group, demonstrating that NFB learning appeared to take place between four to eight days after a given training session. In other words, in the hypothetical situation that training was interrupted after a given session, it would be expected to take about one week before the full effect of past training sessions was visible.
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FIGURE 3. Cross-lagged effects (i.e., components of the drift matrix A) among learners under each NFB regime. Left panel: for TBR, cross-lagged effects indicate negative effect of inverse training scores on normal session scores. Right panel: for SMR, cross-lagged effects indicate positive effect of inverse training scores on normal training scores.


Moreover, the cross-lagged effect of normal training scores on the BPR was visible among the learners under both NFB regimes (Figure 3), suggesting the possibility that the effects of NFB training are partly mediated by BPR changes.

When it comes to differences between regimes, inverse scores in the SMR regime also had a positive effect on the BPR, which means that inverse training is not necessarily harmful under the SMR regime. Under the TBR regime, by contrast, inverse training had a quick negative impact on normal training scores. The BPR itself did not have a notable negative effect on normal or inverse session scores. In particular, BPR is a lagging indicator whereas the normal and inverse training scores lead it. Comparing learning groups, for learners under both regimes the cumulative number of normal training trials appeared to have a positive learning effect on the normal score, whereas the non-learning groups did not demonstrate such effects.



RQ2—Prediction of Learning

The effect of DES, BIS, and GAD self-report scores on the learning slope is illustrated in Figure 4. DES has a negative correlation with the slopes of patient-wise learning curves (r = −0.35, p = 0.099), which appears to be driven entirely by the TBR group (Panel B), similarly as for BIS scores (though weaker with the opposite relation).
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FIGURE 4. Slopes of patient-wise linear learning curves plotted against self-reports BIS (A), DES (B), and GAD (C). Each panel shows separate linear regressions for NFB regime subgroups, annotated with equations and r2 values. The TBR regime subgroup shows strong positive relationship (r = 0.7) between BIS and learning curve (A), and a negative relationship (r = −0.9) between DES and learning curve (B).


BAS scores of learners and non-learners did not differ significantly, but BIS scores did (BIS 15.4 [CI: 13.3–17.5] vs 12.8 [CI: 10.7–14.9], t(20) = −1.89, p = 0.04)—see Figure 4A.


Dissociative Experiences and Anxiety

Scores on the dissociative experiences scale (DES) were lower among the learner group (24.1 [CI 11.3–36.9]) than among the non-learners (46.3 [CI: 25.7–67.0], t(21) = 1.92, p = 0.04). The effect of DES scores on NFB learning was confirmed by a linear growth curve model, separately for both regimes (see Supplementary Material, Tables I.1, I.2).

Scores on the generalised anxiety disorder scale (GAD) were higher among the learners (7.1 [CI: 4.8–9.6]) than the non-learners (mean 4.8 [CI: 2.6–7.1]), though not statistically significant [t(21) = −1.46, p = 0.08]. GAD is also highly correlated with DES. Yet DES and GAD scores appear to have opposite effects on the learning status: it is those patients who score high on anxiety but have low dissociative experiences score that seem the most likely to be able to learn to self-regulate. When seeking to explain who were classified as learners, the model which combined both DES and GAD scores (Table 2) had higher F-score, and explained over twice the variance, compared to models with either DES or GAD as the only predictor.


TABLE 2. Linear probability models of the learning status as a function of DES, GAD or both, N = 23.

[image: Table 2]


Baseline Band Power Ratio and Its Interactions

The learner/non-learner classification was not related to the initial BPR, but instead to the change between pre- and post-training BPR values. In particular, BPR was enhanced in the learner group (0.127 [CI: 0.064–0.191]), with no change among the non-learners (0.028 [CI: −0.050–0.107]), and the groups were significantly different [t(21) = −2.15, p = 0.02]. This suggests that changes in the BPR could serve as one mechanism mediating the effects of NFB learning. Thus we looked at its interactions with the aforementioned predictors of NFB learning—BIS, DES, and GAD scores. According to the following correlation table (Table 3), changes in the BPR (i.e., dBPR) were correlated particularly with DES scores (r = −0.35), whereas BIS values and GAD scores appeared to be associated with other learning mechanisms not directly associated with the BPR.


TABLE 3. Correlation table of different patient-level measures, N = 23.
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RQ3—Outcomes of Learning


TOVA Behavioural Scores

Analysing the pre- to post-training change in behavioural scores from TOVA test, Cowley et al. (2016) found no statistical differences between the whole NFB treatment group and wait-list control group. In contrast, we found several effects comparing TOVA scores between learners and non-learners. The relationship between the three groups was typically that learners and non-learners changed in opposite directions, while wait list changed little, i.e., their scores lay between the other two groups.

Learner vs non-learner effects were: first, the gains in normal session scores were negatively correlated with the baseline measurement of omission errors, i.e., before NFB, learners made fewer omission errors than non-learners (learners 1.1 [CI: 0–2.55] vs non-learners 5 [CI: 0.16–9.83], t(20) = 1.568, p = 0.07). We compared the change of TOVA scores after training among the learners and non-learners. The omission errors appeared to become more common among the learner group [1.1 → 22.2, t(9) = 1.98, p = 0.04] while the effect was insignificant among non-learners [5 → 9, t(11) = 0.56, p = 0.30]. The wait-list group had approximately the same small degree of change as the non-learners (see Supplementary Material). Therefore, it is not obvious that NFB learning itself automatically leads to improvement in ADHD symptoms.

Learners also had higher pre-training D’ scores (i.e., the subject’s ability to discriminate the target stimulus from the non-target stimulus) than non-learners (learners 5.65 [CI: 4.81–6.49] vs. non-learners 4.74 [CI: 3.96–5.51], t(20) = 1.77, p = 0.05). Non-learners then scored higher after NFB training, though not significantly different to learners. In particular, the D’ score of learners declined from 5.65 to 4.86 [t(9) = –2.06, p = 0.03]; by contrast, the D’ scores of non-learners increased from 4.74 to 5.51 [t(11) = 1.5, p = 0.08].

The third difference between the learners and non-learners occurred in the change of response time variability, which increased among the learners [89.0 → 113.4, t(9) = 1.92, p = 0.04], but decreased among the non-learners [101.6 → 84.9, t(11) = 1.38, p = 0.10]. The group difference results are presented in Table 4. For both D’ and RTV, the wait list group experienced almost no change from intake to outtake, thus lying between learner and non-learner and not significantly different to either (see Supplementary Material).


TABLE 4. Average change of several TOVA values for learners and non-learners and t-values for testing differences learners and non-learners in relation to these changes.
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ASRS Self-Report Scores

Cowley et al. (2016) reported a significant decline in both ASRS factors—inattention and hyperactivity-impulsivity—for the treatment group compared with the control group. Within the treatment group, there was no difference between the learners and non-learners for hyperactivity [−1 vs −1.09, t(20) = 0.09, p = 0.93], whereas for inattention the difference between the two groups was just shy of statistical significance [−2.09 vs −0.55, t(20) = −1.65, p = 0.06]. This was driven by the fact that inattention scores from the non-learners started higher and fell significantly, as illustrated in Figure 5. The wait list group showed the opposite pattern, and had a significant increase of inattention scores compared to non-learners, but not compared to learners (see Supplementary Material).
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FIGURE 5. ASRS sub-factor scores (hyperactivity and inattention) before training at session 0 and at session 30. Panel (A) shows grouping by learners and non-learners, Panel (B) by DES < 25 and DES ≥ 25. Statistically significant differences between sessions 0 and 30 are indicated by asterisks (∗p < 0.05, ∗∗p < 0.01). Point-colouring by NFB regime reveals little difference.


By contrast, when it comes to confounding variables, the ASRS hyperactivity scores fell among those with DES value lower than 25 [5.82 → 3.80, t(9) = −1.95, p = 0.04], whereas there was no change in hyperactivity scores in the group with higher DES values [6.29 → 5.71, t(13) = −1.07, p = 0.15].

This is so even though the pre-training hyperactivity scores were uncorrelated with DES scores and the change in hyperactivity scores was independent of the improvement in NFB scores (which was a strong correlate of DES). The inattention scores, by contrast, fell more among those with DES values above 25 [7.79 → 5.93, t(13) = 3.36, p = 0.003], and not significantly among those with low DES scores [7.5 → 6.5, t(9) = 1.2048, p = 0.13].



Predictive Clinical Scores Modify Behavioural Effects

When controlling for the DES, BIS and GAD scores, which are strongly correlated with the classification of learners, it appears that those classified as non-learners still seemed to improve more than the learners in terms of D’—i.e., the ability to distinguish target and non-target stimuli—and response time variability, yet the effect was no longer statistically significant after control.

The effect of NFB learning on omission errors was virtually absent when BIS scores were controlled for. Higher scores in the dissociative experiences scale (DES), in contrast, seem to predict improvement in the attention performance index and D’ scores, despite the negative effect of high DES score on the learning status. In fact, D’ scores did not improve for those with DES values lower than 25 (−21.8 among low DES vs. 24.1 among high DES trainees, t(20) = 2.24, p = 0.02) and neither did the attention performance index [−2.9 low DES to 2.6 high DES, t(20) = −2.67, p = 0.01]. The effect of training on TOVA scores thus appears to have been very different depending on whether the patient initially had low or high DES score (see Table 5).


TABLE 5. Linear models of the change in several TOVA scores as outcomes, N = 23.
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DISCUSSION

While the question of efficacy of NFB training has been extensively studied, few articles have dealt with the heterogeneity of NFB learning and whether NFB efficacy is dependent on NFB learning—despite that NFB is a treatment that is supposed to be learned! Such work is vital to identify how clinical background and NFB learning interact to produce beneficial treatment outcomes. Indeed, if some patients benefit more than others, the predominant focus of previous studies in the general effect of NFB on all ADHD patients, particularly when sample sizes are low, could be the reason why many meta-analyses have failed to identify a statistically significant effect (cf. Sonuga-Barke et al., 2013; Micoulaud-Franchi et al., 2014; Cortese et al., 2016).

This is the first study (that we are aware) to focus specifically on (a) how learning unfolds over the course of NFB training as modelled in uniform and in continuous time (RQ1), (b) whether there exist markers to identify in advance those patients who learn to self-regulate during NFB training (RQ2), and (c) how learners differ from non-learners in terms of the outcome effects of NFB training (RQ3). We have found substantive evidence regarding these questions and their interactions. Based on the learning process analysis using structural-equations modelling with continuous-time data, estimating the short-term and sustained impact of each session on learning, a key finding is that our results support the conceptualisation of neurofeedback learning as skill acquisition; not merely operant conditioning as originally proposed in the literature.

Significant predictive relationships were found in anxiety disorder (GAD), dissociative experience (DES), and behavioural inhibition (BIS) scores obtained during screening. Low DES, but high GAD and BIS, predicted positive learning. These results provide another source of evidence supporting the claim that NFB learning is skill acquisition, at least among those patients with higher BIS scores, because BIS scores were not strongly associated with changes in the BPR so that higher BIS scores might enable participants to self-regulate pertinent bands in situ. Finally, patterns of behavioural outcomes from Test Of Variables of Attention, and symptoms from adult ADHD Self-Report Scale, suggested that learning itself is not required for positive outcomes.

Though our work is exploratory and the sample size unfortunately small, if the results are supported by further studies, the implications are profound. In therapy research it is recognised that not all patients automatically benefit from a given type of therapy; treatment response is regulated by various factors due to both patient and therapist (Norcross and Wampold, 2011). High DES scores, for example, could indicate that patients suffer from trauma related symptoms rather than ADHD and thus might benefit less from NFB training. Even if the ADHD diagnosis is genuine, if NFB is not driven only by operant conditioning, then there could also be non-neural reasons why some patients fail to learn to self-regulate. These include psychological factors like “subjects” beliefs regarding their ability to gain control over technological devices,” or the lack of suitable mental strategies used in the learning process (Kober et al., 2013). For instance, a large portion of child ADHD patients exaggerate self-efficacy and ability (Owens et al., 2007), whereas low self-esteem seems to make learning slightly more effective (Newark and Stieglitz, 2010). Thus, psychoeducation of different strategies of processing NFB data could also be important, though challenging. The idea that NFB learning is skill acquisition also implies that motivational, attributional, and personality factors might play a stronger role (Gevensleben et al., 2014). Finally, increased knowledge of NFB learning not only benefits clinical applications but could also improve our understanding of neuroregulation and plasticity (Van Doren et al., 2017).


RQ1—NFB Learning Modelled

Based on our growth-curve model of learning, we classified roughly half the patients as learners—this is exactly in line with previous studies of NFB learning (Doehnert et al., 2008; Wan et al., 2014). We also demonstrated the far more technically-challenging model of learning in continuous time, discussed in detail below.

One methodological consequence of our study, regarding modelling learning, is that linear growth curve models could lead to heteroscedasticity; instead, using the logarithm of the training score ensured homoscedasticity. Classification of learners and non-learners must be based on well-formed models; this is particularly important in designs like ours where the classification itself serves as a basis for further analyses.

The transformed data corresponds to a log-lin space (logarithm-transformed DV and linear IV), meaning the linear regression line of the model is an exponential curve in linear space—yet this result does not generalise. A thorough analysis of model fitting across all available NFB clinical trial data is called for, to establish if any general learning curve for NFB exists.

The CTSEM method revealed two key findings. First, under both TBR and SMR regimes, the BPR appeared to be affected by normal and inverse session scores, but inverse scores had a negative impact on the BPR only under the TBR regime. This suggests that the ability to up-regulate theta activity as indicated by high inverse session scores could have a negative impact on the TBR ratio in the following sessions. Second, under both regimes the BPR appears to be a lagging indicator whereas the normal and inverse training scores lead it, suggesting that our choice to use training scores rather than pre-session BPR scores as the basis of classifying learners is coherent with the data.

We also looked at the impact and sustained learning effects of individual training trials. Peculiarly, the non-learners appeared to receive an initially higher but non-lasting effect on normal scores under the TBR regime. A similar phenomenon was not observed under the SMR regime by using the CTSEM approach. Moreover, in both regimes the negative effect of inverse training on normal scores appeared to occur only among the learners, while inverse training appeared to be neutral among the non-learners. Inverse scores in our design were not independent of normal scores, which precluded their use as a predictor in other models; however, as a cross-lagged model, the CTSEM is capable of handling the effect of different training types on each other, and thus provides a valuable insight into the processes during training. Table 6 shows a summary.


TABLE 6. Effects visible among learners and non-learners under the two regimes based on CTSEM models.
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RQ2—NFB Learning Predicted

Learners and non-learners did not differ in most background variables: age, gender, verbal comprehension, perceptual processing or the initial band power ratio. They also did not differ in terms of motivation, mood or excitement measured before training.

The strongest finding is that DES scores are negatively related to learning (despite the fact that exceptional DES scores were used as an exclusion criteria for recruitment). Therefore, some patients with higher DES scores might have comorbid dissociative symptoms or they might even have been misdiagnosed with ADHD, their hyperarousal and inattention in fact stemming from trauma (cf. Szymanski et al., 2011). The results give tentative evidence that the studied NFB protocols are less efficient for dissociative patients. Interestingly, BIS scores also strongly and positively related to learning, indicating that variation of sensitivity in the aversion-regulation system might influence NFB learning.

These findings together show that TBR patients’ capacity to learn self-regulation was mediated by stronger aversion-regulation and less dissociative experience. The fact that we deliberately selected the TBR group by their baseline prognostic EEG features should imply that this group consisted of individuals for whom the TBR therapy would be more effective. However, the results of Kiiski et al. (2020) suggest that it is not so clear, since in their study TBR did not classify ADHD patients from controls, whereas EEG spectral features did. Kiiski and colleagues did not investigate their sample’s prognostic variables, thus the combined implication of our result and theirs might be that elevated TBR, a well-established finding among children with ADHD, is subject to maturation effects mediated by trait dissociation and/or aversion response.



RQ3—NFB Learning Outcomes

We investigated the effects of NFB training, finding substantial but not uniform differences between learners and non-learners.

In terms of behavioural outcomes of NFB training, the results contrast interestingly with the initial assumption that the learner group would benefit more from NFB training than the non-learners. This result is somewhat counterintuitive and contrary to what we expected, demonstrating a positive effect of NFB training specific to the so-called “non-learners.” Unfortunately, the existing data does not allow us to speculate on the actual mechanism to explain this observation. However, it demonstrates that non-learners, too, are likely to make an effort during NFB training, with possibly different behavioural implications.

In effect, the behavioural outcomes of NFB training are not reducible to changes in NFB scores or the BPR, and the effect of training can be different in different patient groups. Part, but not all, of the effect on changes in the attention performance index and D′ scores are explained by higher DES scores. At the same time, BIS scores explained almost entirely the reduction of omission errors and response time among the learners. Therefore, it is interesting that NFB learning as such appeared to have no direct, general effect on behavioural scores but that they appeared to be mediated by correlates like DES, BIS etc.

In terms of self-report scores, there occurred a qualitative difference between the learners and non-learners; the latter group demonstrated a decline in inattention scores. Hyperactivity scores, though, declined for those patients with low DES scores (see Figure 5). The interaction of DES and learning status means it is not possible to tell whether improvement in NFB scores as such plays a part or whether, instead, it is the different bases of symptoms of the patients that explain the ASRS-related effects.

The most straightforward interpretation for why DES scores matter is that higher DES scores make participants less susceptible to changes in the BPR. In contrast, other predictors of training success like BIS and GAD appear to act through other mechanisms less related to changes in the BPR. Therefore, it is those patients who have lower DES scores that are susceptible to alterations in the BPR and react well to NFB training. In particular, the low-DES patients improved in ASRS hyperactivity scores.



Contributions and Conceptual Implications

This study has made the following novel contributions:

1. This study identified a central role for the behavioural inhibition system and dissociative experiences in NFB training of ADHD patients, and supported the model of NFB learning as skill acquisition.

2. Several studies proposing a distinction between learners and non-learners have assumed that those classified as learners should benefit from NFB training (a view sympathetic toward the operant conditioning model), but our study has shown that also non-learners might benefit from NFB training.

Therefore, even if our results are far from being exhaustive in regard to the specificity of NFB training on ADHD patients, the observed differences between learners and non-learners provide a clear indication that previous NFB research, which has mainly focused on studying the difference in pre- and post-training group averages, is limited in two regards. First, learning takes place over the sessions and it is not tied to the improvement of training scores or the BPR measurements as would be assumed by the operant conditioning model. The fact that the learners were slower to adapt to NFB training but that the effects were sustained in comparison to the non-learners suggests that there are possibly multiple neural networks involved in NFB training and multiple overlapping ways to conceptualise NFB learning. NFB learning is thus a complex question, mirroring also the complexity of the concepts of hyperactivity and inattention. These results also reinforce the view that NFB training should be viewed as a form of behavioural therapy (Strehl, 2014).



Limitations and Future Work

The small sample size—though comparable with most NFB studies, due to their resource intensive nature—is the main limitation of this study, meaning many results are necessarily tentative. Also, the study populations under the two NFB regimes differed depending on their initial TBR-value, although this was a clinically necessary feature and for the sake of (most of) our statistical analyses, was considered as a single, personalised protocol. Moreover, in our study, inverse and the so-called transfer trials were introduced in the latter half of the study, and while we have not included the data except for inverse trials when developing the CTSEM models, the trials themselves could have affected also the outcomes measures, e.g., the strong decline in performance observed at least in TBR learners (cf. Kleinnijenhuis, 2007). However, despite these limitations, it is safe to conclude that the benefits of NFB training vary across different patient groups.

Methodologically, we chose to use a dichotomy of learning, instead of using the standardised model slopes directly in our analyses, though the latter have more information. This was due to the small sample size: future work on large samples would be free of these constraints. This methodological choice also allowed us to render the discussion of results in terms of learners vs non-learners, to provide clearer statements.

Future research must also assess whether observed differences are due to different techniques by which patients approach NFB training, or whether variables like DES and BIS reflect differences in patients’ neural capabilities and deficits. In particular, the link between BIS and NFB learning, observed now in Kosunen et al. (2018) and out study, should be further explored. Also, future research should compare the neurological bases of inverse and normal training across the NFB regimes.

As mentioned in the Introduction, the appropriate model of learning to use for NFB is not known—NFB is not a visuomotor task that can be assumed to follow power law curves. Large scale modelling of learning is thus required to establish an empirical picture of the shape of NFB learning. Although not a clinical study, Kovacevic et al. (2015) performed an interesting analysis of a suitably large sample (N > 500) of NFB learners, albeit in a single recording (not longitudinal). Their study complements our results in the sense that both hint at what can be achieved by learning analyses. Future work should examine the records of prior clinical trials of NFB for ADHD, thus to combine large N with longitudinal data.

This point also bears on the popular notion that sham NFB would provide a gold standard of control. While more studies should be conducted using sham NFB to test the question of efficacy (though see Pigott et al., 2021), it is not so clear when it comes to learning. In the sham control condition itself, patients would not exhibit real NFB performance, and so an artificial performance learning curve would have to be “programmed in” to the condition. All comparisons to a real treatment would then depend on this programmed learning curve.



CONCLUSION

Existing evidence for the efficacy of NFB training on reducing ADHD core symptoms is mixed and non-specific, with differing effect strengths for different NFB regimes and even the different sub-types of ADHD. The results of this study have shown that important predictors of NFB learning, at least in the context of TBR training, are low dissociative experiences score and high behavioural inhibition score. At the same time, the likelihood of NFB learning is enhanced by elevated generalised anxiety disorder score. In addition, the gains in NFB scores do not appear to be a necessary condition for positive behavioural or self-reported effects, which could instead derive from the mere attempt to self-regulate. Our sample size was limited, so more research must be done to understand the apparently different neurological mechanisms of NFB training among the learners and non-learners, and the connection of these mechanisms to its qualitatively different effects on inattention and hyperactivity.
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Mind wandering can inhibit learning in multimedia classrooms, such as when watching online lectures. One explanation for this effect is that periods of mind wandering cause learners’ attention to be redirected from the learning material toward task-unrelated thoughts. The present study explored the relationship between mind wandering and online education using electroencephalography (EEG). Participants were asked to attend to a 75 minute educational video lecture, while task-irrelevant auditory tones played at random intervals. The tones were of two distinct pitches, with one occurring frequently (80%) and the other infrequently (20%). Participants were prompted at pseudo-random intervals during the lecture to report their degree of experienced mind wandering. EEG spectral power and event-related potentials (ERP) were compared between states of high and low degrees of self-reported mind wandering. Participants also performed pre/post quizzes based on the lecture material. Results revealed significantly higher delta, theta and alpha band activity during mind wandering, as well as a decreased P2 ERP amplitude. Further, learning scores (improvement on quizzes pre to post) were lower among participants who reported higher degrees of mind wandering throughout the video. The results are consistent with a view that mind wandering during e-learning is characterized by a shift in attention away from the external world and toward internal thoughts, which may be a cause of reduced learning.
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INTRODUCTION

In 2020 higher learning institutions across the world quickly transitioned their teaching to an online format, in response to social distancing requirements enacted to limit the spread of COVID-19. Though in the early days of the outbreak many instructors adopted synchronous online lecture course formats, there were soon calls in the higher education community to adopt asynchronous activities, as awareness was raised about the limitations of synchronous online lectures (Flaherty, 2020). Many universities and colleges have since adopted pre-recorded, asynchronous lectures, which are often viewed as a more accessible alternative. However, there is evidence to support that online lectures, particularly when they are pre-recorded, do not benefit students similarly to their in-person equivalent (Williams et al., 2012) potentially because they do not facilitate student engagement to the same degree (O’Callaghan et al., 2017).

One of the ways that pre-recorded online lectures may fail to replicate in-person experiences is that students’ minds are more likely to wander (Szpunar et al., 2013). Mind wandering is a phenomenon characterized by a shift in attention away from a primary task, toward unrelated self-generated thoughts (Smallwood and Schooler, 2006, 2015). It has been found to impact performance on monotonous tasks, such as driving long distances (Baldwin et al., 2017; Zhang and Kumada, 2017) or learning from long texts or long lectures (Wammes and Smilek, 2017; Forrin et al., 2020). It follows that students who experience mind wandering learn less, as their attention is directed away from the material they are supposed to learn. Some scholars have concluded that teaching practices should therefore be developed to prevent mind wandering (Smallwood and Schooler, 2015). Online lectures might similarly benefit by incorporating design principles that limit mind wandering and/or provide corrective feedback when it occurs.

The mind wandering phenomenon can be incorporated into existing models of executive attention and control, and the neuroimaging techniques for measuring them (Smallwood and Schooler, 2006). Past research on the presence of mind wandering during meditation tasks have suggested that the regulation of attention is linked to heightened activity in the prefrontal cortex and anterior cingulate cortex (Hasenkamp et al., 2012; Xu et al., 2014). We can posit that there may be a similar link in the online lecture context and that it is measurable.

However, it is difficult to identify which pre-recorded or online lecture designs inhibit mind wandering because of the difficulty of measuring the mind wandering phenomenon in the first place. Although there is some evidence to suggest that ex post questionnaires (i.e., administered after a learning video) can effectively measure the amount of subjective mind wandering (Mrazek et al., 2013), other research suggests that mind wandering episodes are forgotten over time (Weinstein, 2018), and may exhibit variations throughout a lecture. Experience sampling is an alternative approach, in which people are prompted to respond to questions about their state of mind wandering at intervals throughout a task. However, this disrupts both mind wandering and the target task that the mind wandering occurs during (Schooler, 2004; Wammes and Smilek, 2017). It is desirable to identify an alternative approach which does not disrupt mind wandering or task performance, while also giving insights into the cognitive mechanisms behind the phenomenon. One potential approach is using electroencephalography (EEG), which monitors brain activity during an activity, in real time, without disrupting the activity as experience sampling does.

There is considerable emerging literature on potential EEG markers of mind wandering. Dhindsa et al. (2019) studied the EEG correlates of mind wandering during live lectures and found an association between mind wandering and decreased oscillatory activity at the alpha band in the occipital region, which they interpreted as an indicator of decreased attention. Other EEG studies have similarly found associations between mind wandering and attentional disengagement with stimulus processing. Braboszcz and Delorme (2011) identified two varieties of EEG measures which were associated with mind wandering during a meditation task. First, they investigated oscillatory effects, and noted increased frontal delta and theta, as well as decreased occipital alpha power during mind wandering. Second, they observed increased amplitude of the attention-related P2 event-related potential (ERP) component time-locked to auditory stimuli during reported states of mind wandering. These findings have been corroborated by further work which found theta power to be a reliable measure of mind wandering generally (van Son et al., 2019) as well as increased P2 amplitude (Xu et al., 2018).

However, other studies have found conflicting results. A series of studies have observed that task-related stimuli elicited decreased P1 amplitudes (Kam et al., 2011; Baird et al., 2014) as well as decreased P3 amplitudes (Kam et al., 2011, 2014; Baldwin et al., 2017) during states of mind wandering. Furthermore, subsequent studies which employed a random prompt experience sampling method during monotonous active attention tasks—rather than the button press method and meditation task described by Braboszcz and Delorme (2011)—observed increased, rather than decreased, alpha during reported mind wandering (Baird et al., 2014; Baldwin et al., 2017; Compton et al., 2019; Arnau et al., 2020). Collectively, these results suggest that the nature of a task or experience sampling method may affect how mind wandering affects ERP amplitudes.

In this study, we sought to identify EEG markers of mind wandering during an online lecture task which required sustained attention. We designed an experiment which administered frequent and infrequent auditory stimuli (an “oddball” paradigm) which participants were instructed to ignore (Squires et al., 1975; Braboszcz and Delorme, 2011). Participants also underwent experience sampling and were prompted to report their degree of mind wandering at pseudo-random intervals throughout the lecture (Wammes and Smilek, 2017). Following Braboszcz and Delorme (2011), we compared EEG responses to auditory tones in a period immediately preceding periods of heightened mind wandering, to those preceding on-task thought. Participants were also given quizzes on the lecture content both before and after the lecture, and an ex post self-report questionnaire. Based on the work of Sullivan et al. (2015) and the NASA Task Load Index (NASA TLX 1989), the questionnaire measures were administered to identify whether there was an effect of task load or whether the reported mind wandering was related to an information technology. This latter question was included in response to calls by information technology scholars to investigate whether intended or actual technology use affects the degree or quality of mind wandering (Oschinsky et al., 2019; Klesel et al., 2021).

Our study employed task-unrelated auditory stimuli most similarly to Braboszcz and Delorme (2011), who observed a heightened P2 response to both standard and oddball task-unrelated tones during periods of mind wandering. Unlike that study and more similarly to later studies such as Compton et al. (2019) and Arnau et al. (2020), we employed an experience sampling method. We thus hypothesized that increased P2 amplitude, as well as increased delta, theta and alpha activity would be markers of mind wandering in a sustained e-learning task. We also predicted that self-reported mind wandering would be negatively correlated with online lecture learning outcomes. Such results would provide evidence that mind wandering is related to changes in attention, that these changes have an impact on learning during online lectures. It would also suggest markers of mind wandering which could be used to evaluate online lecture design in the future.



METHODS


Participants

Fifty-two students (36 women and 16 men, aged 17–28 years; M = 20.6, SD = 2.5) gave written consent to participate in the experiment. Five participants’ data from the EEG analyses are not reported here due to technical errors with the recording, leaving a sample size of 48 individuals. Participants were excluded from the study if they were not fluent in English, were taking medication that could lead to abnormal EEG, or identified as having neurological disorders. Participants were also excluded if they had taken a course in venture capital, the subject of the learning video. Participants provided written and informed consent and were compensated in course credit or CAD $25 for their time. All procedures were reviewed by the Dalhousie University research ethics board, according to the Canadian Tri-Council Policy Statement and the Declaration of Helsinki.



Stimuli

The teaching video was a 75-min English language video about venture capital (Fu, 2017). The subject matter and video were chosen because it was on a subject not commonly taught to our subject population (who comprised mainly psychology and neuroscience students, and who were screened to have no knowledge of the topic). The video consisted exclusively of two lecturers talking, and questions from the lecture hall audience. Pilot testing suggested that this video would trigger variations in mind wandering and attention for most participants.

The auditory stimuli were tones of 100 ms duration; standard (frequently presented) tones were 500 Hz and oddball (infrequent) tones were 1,000 Hz.

The quiz to assess learning of the lecture content was developed by the research team, and consisted of 10 multiple-choice questions based on content from the video. The quiz was administered before and after the video. The ex post questionnaire consisted 25 items including degree of task load (NASA TLX, 1988), the degree of experienced mind wandering related to technology (Sullivan et al., 2015), and sources of experienced mind wandering unrelated to technology (Sullivan et al., 2015). Additional items to measure interest in the course material and perception of attention throughout the video were also added.



Procedure

After providing informed consent, participants were fitted with the EEG cap and were brought to the testing room. Participants completed the pre-study quiz and then were instructed to pay attention to the video and ignore the audio tones. Once EEG recording commenced, the video was started, and tones were played such that they were distinguishable over the lecture audio track. Tones were presented at intervals chosen randomly from a uniform distribution (1.0–1.5 s; mean 1.25 s), the order of standard and oddball tones was randomized, constrained such that 80% of the tones were standards and 20% oddballs. Ten mind wandering prompts were presented at pre-determined intervals throughout the video, with the intervals between prompts being selected from a uniform random distribution ranging from 1 to 16 min. The timing of the prompts was the same across all participants; however, because the lecture video and prompt presentation were started independently, the prompts occurred at approximately, but not precisely, the same time in the video for each participant.

At each prompt, participants were asked to report their degree of mind wandering or on-task experience from the time period immediately before the mind wandering prompt (Wammes and Smilek, 2017). The options were structured in a 5-point Likert-like scale ranging from “completely on task” to “completely mind wandering.” Stimulus presentation was controlled by a personal computer running the Windows 8 operating system. The video was played using Windows Media Player, while presentation of auditory tones, and collection of manual responses, was controlled by code written in the PsychoPy library (version 1.81; Peirce, 2007). Videos were presented on a ViewSonic VS 16265 video monitor located 32 cm from the participant’s face. Audio was delivered through Mackie MR5 MKIII speakers connected through a Mackie ProFX8 mixing board, which performed digital-to-analog conversion of the audio. Following the study, the ex post questionnaire was administered, followed by the post-study quiz.



EEG Recording

Participants were fitted with 32 scalp electrodes (ActiCap, BrainProducts GmbH, Munich, Germany) positioned at standard locations in a soft cap according to the International 10-10 system and referenced during recording to the average of all electrodes. Bipolar recordings were made between the outer canthi of the two eyes and above and below one eye, to monitor for eye movements and blinks. Electrode impedances were kept below 30 kOhm throughout the experiment. Electroencephalography data were sampled at 512 Hz using Refa8 amplifier (Advanced NeuroTechnologies, Enschende, Netherlands), bandpass filtered between 0.01 and 170 Hz, and saved digitally using the ASAlab software (Advanced NeuroTechnologies). The identity of each audio tone (standard/oddball) was communicated to the EEG amplifier via TTL codes sent from PsychoPy via the parallel port (Peirce, 2007). To precisely synchronize the onset timing of each auditory tone with the EEG system, a custom-built, Arduino-based device (Baker, 2013) was used which took its input from the audio output of the mixing board that also fed the speakers, and sent a TTL pulse to the EEG system every time a voltage deflection (sound onset) was detected.



Artifact Correction and Data Processing

The MNE-Python library (Gramfort et al., 2013, 2014) was used for all EEG data preprocessing. The onset of each audio event was defined by the timing of the signals from the Arduino device, with the identity of the tone type (standard/oddball) defined by the event code sent immediately prior to sound onset. For ERP analysis, a 0.1–40 Hz bandpass filter was applied to the data, followed by manual identification and removal of electrodes and epochs with excessive noise. The data were then segmented into epochs spanning 200 ms prior to the onset of each auditory tone, to 1 s after. Independent components analysis was then used to identify and remove artifacts such as eye blinks and eye movements (Delorme and Makeig, 2004) using the FastICA algorithm (Hyvarinen, 1999). Following ICA artifact correction, data were re-referenced to the average of the two mastoid electrodes (TP9 and TP10). EEG data were analyzed for stimuli occurring from 0 to 20 s before a mind wandering prompt, and labeled based on user responses to the prompts (i.e., a 5-point Likert scale). For ERPs, epochs were analyzed in the time domain by calculating the average amplitude during the component time windows (see below). Oscillatory analyses were performed by transforming the time-locked epoch data into the frequency domain using Morlet wavelets with 50 log-spaced frequencies ranging from 2 to 30 Hz with 1 cycle at the lowest frequency increasing linearly to a maximum of 15 cycles at the highest frequency. We also used Welch’s (1967) method to compare mean power spectrum density (PSD) from a subset of the epoch representing the 1 s post auditory stimulus from the delta (2–4 Hz), theta (4–7 Hz), alpha (8–12 Hz), and beta (13–30 Hz) frequency bands.



Statistical Analysis

Given that there were exactly 10 mind-wandering prompts for each participant, there was no variability in the number of responses, though there was variability in the degree of mind wandering reported. Data from 4 participants were excluded due to technical issues in their recording. This resulted in a total of 5525 epochs between the 10 conditions (2 tone types × 5 levels of mind wandering).

We predicted the effect of the P2 component and chose the time windows of 225–275 ms, based on a prior study with a similar paradigm (Conrad and Newman, 2019). After assessing the grand average waveforms from the present study, however, we realized that the timings from the prior study did not generalize—likely due to changes in stimulus presentation parameters between experiments. We thus selected new time intervals for statistical analysis, based on visual inspection of the present dataset. We also observed visual differences between conditions in the N1 component immediately preceding the P2, and so analyzed data in that time window as well, as a post hoc exploratory analysis. Dependent measures for ERP analysis were mean amplitudes over the 75–125 ms (for the N1) and 150–200 ms (for the P2) intervals, over a frontal region of interest (including electrodes Fz, F3, F4, FC3, FC4, Cz, C3, and C4).

For oscillatory analysis, the dependent measures were the power in each of the frequency bands of interest centered on two regions chosen on the basis of past EEG results cited in the Introduction: a frontal region (including electrodes Fz, Fp1, Fp2, F3, F4) and an occipital region (including electrodes POz, Oz, O1, and O2).

Analyses of self-report measures on learning performance were conducted using simple linear regression with the improvement in quiz scores as the dependent variable. All statistical analysis on EEG data was performed using linear mixed effects (LME) using the R language (version 3.6.1) the mgcv library (Wood, 2021). The model’s fixed effects included reported mental state (5-point scale) and stimulus type (standard, oddball). Akaike information criterion (AIC) was used to find random effects models that carried the most information; random effects included by-subject slopes for mental state and stimulus type, as well as random intercepts for each subject. Random effects of electrode location, though not stimulus by subject, were included in the PSD comparisons, and were interpreted for significance using the Bonferroni-Holm correction.



RESULTS


Mind Wandering

We collected 480 responses to experience sample probes from the 48 participants whose data is included in the study of which 112 corresponded to “completely on task” (Level 1 on a Likert scale), 149 to “somewhat on task” (Level 2 on a Likert scale), 110 to “neither mind wandering nor on task” (Level 3 on a Likert scale), 81 to “somewhat mind wandering” (Level 4 on a Likert scale), and 28 to “completely mind wandering” (Level 5 on a Likert scale). In line with Wammes and Smilek (2017), we observed increased degrees of mind wandering as the lecture progressed, with a pronounced difference between samples collected at the 15- and 30-min marks and a significant linear relationship between degree of reported mind wandering and elapsed lecture time (t = 7.541; p < 0.001).



Learning Measure

Participants’ scores on the quiz assessing their knowledge of the lecture content were significantly higher after watching the video (M = 4.82; SE = 2.18) than before (M = 2.86; SE = 1.27; t = 5.13, p < 0.001), which suggests that participants attended to, and learned from the video. However, in both the pre- and post-lecture quizzes, participants correctly answered fewer than 50% of the 10 questions asked. Linear regression analysis revealed a significant negative relationship between ex post technology-unrelated mind wandering measures and improvement of quiz scores [F(1, 46) = 4.361; p = 0.0423; R2 = 0.067], though neither technology-related mind wandering [F(1, 46) = 1.458; p = 0.2335l; R2 = 0.009], nor task load [F(1, 46) = 0.2776; p = 0.6008; R2 = −0.01561] were found to be a significant predictor of quiz score improvement.



ERPs

The grand average ERP waveforms are illustrated in Figure 1 for the region of interest analyzed, which comprised electrodes over the anterior-central midline. We observed ERP components corresponding to the P1-N1-P2 complex, which varied in amplitude between conditions. These included a positive component peaking around 50 ms, a negative component peaking around 100 ms, and then a positive component peaking around 175 ms.


[image: image]

FIGURE 1. (A) Effect of the reported mind wandering states (i.e. “completely on task”, “completely mind wandering”) on event-related potentials elicited by standard and oddball stimuli. Images depicted are grand average waveforms at channels Fz, F3, F4, FC3, FC4, Cz, C3, and C4 for the two states. (B) Variances of self-reported mind wandering over time, with 95% confidence interval error bars.


Results of the LME comparisons of ERPs are provided in Figure 2. For mind wandering, ERP amplitudes for each self-reported level of mind wandering were tested for differences against the reference condition of 1 (“completely on task”). In the 150–200 ms P2 time window (our a priori component of interest), analysis revealed a significantly more negative amplitude for standard stimuli during states reported at level 4 (“somewhat mind wandering”) relative to level 1 (β = −0.953; t = −2.88; p = 0.0041). We also observed significantly lower amplitude generated by oddball stimuli (β = −1.135; t = −2.71; p = 0.0067) during states reported at level 3 (“neither on task nor mind wandering”) relative to level 1. No other effects of mind wandering were significant.
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FIGURE 2. Comparisons of event-related potential estimates from linear mixed effects analysis using the “completely on task” state as the reference variable. (A) Responses to standard stimuli at the 75–125 ms window were not significantly different during the various reported mind wandering states, though responses to oddball stimuli were significantly lower. (B) Responses to standard stimuli at the 150–200 ms windows were consistently lower, though only significantly so during the “somewhat mind wandering” state. *Denotes significant at α = 0.05.




EEG Oscillatory Data

Power spectral density is represented as topographic maps and value by frequency in Figure 3. Results from LME analysis on oscillatory activity are summarized in Figure 4, which shows that power in all three frequency bands of interest (delta, theta, alpha) increased steadily as self-reported level of mind wandering increased. We did not observe any apparent effects in beta band power, nor were any statistically significant findings found for this frequency band, so we will not discuss it further. Analysis of band power over the 1 s windows revealed increased delta power in the frontal region during states reported at level 5 (“completely mind wandering”) relative to those reported at level 1 (“completely on task”; β = 0.938; t = 3.24; p = 0.001). We similarly observed significantly greater frontal theta band power during states reported at both level 4 (“somewhat mind wandering”; β = 0.543; t = 2.52; p = 0.011) and level 5 (β = 1.035; t = 3.52; p < 0.001) when compared to level 1. Significantly greater occipital alpha band power was observed during states reported at both level 4 (β = 0.763; t = 2.747; p = 0.002) and level 5 (β = 1.051; t = 2.77; p = 0.0055), when compared to level 1. Across all three frequency bands, the significant effects reflected increasing power with heightened degrees of mind wandering.
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FIGURE 3. Effect of the extremes of the mind wandering states (“completely on task,” “completely mind wandering”) on power spectral density (PSD). (A) Topographic illustrations of PSD for the two states illustrate differences in delta and theta power in the frontal region, as well as increased alpha in the occipital region. (B) Average PSD in response to various stimuli are illustrated for channels Fz, Fp1, Fp2, F3, and F4 are represented. (C) Average PSD in response to various stimuli are again represented but for channels Poz, Oz, O1, and O2.
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FIGURE 4. Comparisons of frequency band power (dB) estimates from linear mixed effects analysis using the “completely on task” state (1 on the Likert scale) as the reference variable. (A) Delta frequency band power in the frontal region is significantly higher during the “completely mind wandering” state and in response to oddball stimuli. (B) Frontal theta power is significantly higher during both “somewhat” and “completely” mind wandering states. (C) Alpha power in the occipital region is significantly higher during “somewhat” and “completely” mind wandering states though was only found to be significant in response to standard auditory stimuli. No significant results were found at the beta frequency band. *Denotes significant at α = 0.05; **denotes significant at α = 0.01; ***denotes significant at α = 0.001.




DISCUSSION

In this study we combined EEG recording with experience sampling, a pre/post learning quiz, and an ex post questionnaire to assess mind wandering while people watched an online lecture. During the lecture, task-irrelevant auditory tones were played, with two different pitches occurring with different probabilities (80 vs. 20%). The auditory tones served as attention probes to which ERPs were time-locked. Following previous literature, we predicted a larger P2 ERP component to both standard (80% frequency) and oddball (20% frequency) tones during mind wandering relative to when people were on task. We also predicted increased delta, theta, and alpha band power during mind wandering.

Our ERP results were not consistent with our hypotheses. During mind wandering, P2 amplitudes were actually lower than when on task, though not consistently across the various degrees of mind wandering. The facts that these effects were opposite to those predicted, occurred only at specific self-reported levels of mind wandering, that these were not the highest levels of mind wandering reported, and that the significant effects did not occur at the same levels of mind wandering across standard and oddball stimuli, all point to weak and possibly non-reproducible effects.

One possible reason for significant effects only at moderate levels of mind wandering (3 and 4 on our 5-point scale) and not at the “completely mind wandering” level is that there were far fewer trials at the highest level of mind wandering. If this is the case, the results are consistent with studies that observed decreased ERP amplitudes to task-related stimuli (Kam et al., 2011, 2014; Baird et al., 2014; Baldwin et al., 2017) and that the participants associated the tones with the e-learning task. It is thus possible that the pattern observed in our study similarly reflects a sort of “tuning out” of the outside world as attention drifts away from the task and toward unrelated thoughts. Further data will be required to determine whether the P2 is a reliable indicator of mind wandering in tasks requiring attention to external stimuli.

In contrast, we corroborated past frequency domain findings, namely that of increased frontal delta, theta and alpha band power, as observed by studies which employed experience sampling probes (Baird et al., 2014; Baldwin et al., 2017; Compton et al., 2019; Arnau et al., 2020). While some past studies such as those by Braboszcz and Delorme (2011) and van Son et al. (2019) observed decreased alpha while mind wandering, these studies employed a button press method that required participants to self-identify times that their mind was wandering, rather than random prompt sampling technique. Furthermore, these studies observed mind wandering during meditation tasks in which participants’ eyes are closed, in contrast with the later studies which required participants to have their eyes open and remain vigilant. Seli et al. (2015, 2018) posit that mind wandering is better understood as a series of distinct phenomena united by family resemblances, rather than a uniform mechanism, and thus neural indicators may differ depending on the context or experience sampling method used. Our findings thus suggest that these oscillatory markers are reliable differentiators of mind wandering that are applicable in applied settings that do not require a button press method and require participants to remain vigilant for extended periods of time.

A limitation to our findings was that task load was not significantly associated with either mind wandering or learning. The cognitive theory of multimedia learning (Mayer and Moreno, 2003) posits that task load generated by extraneous factors inhibits learning but that a moderate degree of cognitive load facilitates learning. On the other hand, it is possible that the present task was not sufficiently demanding that this influenced learning; some findings suggest that there is a u-shaped relationship between mind wandering and mental workload (Sullivan and Davis, 2020), though this requires further research. Regardless of these limitations, the findings overall suggest that attention is redirected away from videos and toward external stimuli during periods of mind wandering during online lecture use, and that this may explain the negative impact of mind wandering in learning environments. E-learning technology users may benefit from techniques which limit mind wandering. Developers of such technologies may wish to consider factors which limit mind wandering in multimedia and curriculum design, such as with active learning techniques, or by employing a blend of both synchronous and asynchronous content.
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Attention is indispensable to our learning, performance, relationships, health, and daily life, and yet laboratory studies of attention have only scratched the surface of these lived varieties of attention. In this article, we begin with William James' theory of derived involuntary attention, which has largely been ignored in laboratory research. We then show that there is a gap in our attention vocabulary and the theory that underpins it, which depend on an incomplete voluntary/involuntary dichotomy. The negative effects of this dichotomy stretch beyond laboratory research to clinical diagnosis, influencing how we understand so-called attention deficits. To fill the gap between voluntary and involuntary, we introduce a third kind of attention—fluid attention (also called postvoluntary attention), which is goal-directed and selective, like voluntary attention, but also effortless and drawn to its source, like involuntary attention. Fluid attention is a rediscovery of James' derived involuntary attention. A distinguishing feature of fluid attention is its motivational component, which, we show, neurophysiologically also reveals a gap in the neurocognitive literature on attention. Recognizing fluid attention as fundamentally motivational allows ADHD to be redefined as a motivational rather than an attentional deficit, which we go on to show has significant implications for both special and regular education.

Keywords: voluntary attention, involuntary attention, fluid attention, postvoluntary attention, effortless attention, effortful attention, ADHD, intrinsic motivation

The stream of our thought is like a river. On the whole easy simple flowing predominates in it, the drift of things is with the pull of gravity, and effortless attention is the rule.

-William James, Principles of Psychology


INTRODUCTION

This article is a first attempt at introducing the notion of postvoluntary attention into the English-language cognitive science literature. The term originates in the Russian-language work of Nikolaj Dobrynin, only one article of which has been translated into English to date (Dobrynin, 1968). Our aim is not just to explain Dobrynin's idea but to adopt it, showing how there is a gap in current theory without it and how adopting the idea in future research programs can improve both theory and concrete applications. We also introduce the synonym: fluid attention as a more descriptive alternative.

We'll begin with the notion of active learning to motivate this project and return to it at the end of the article as an example of how the idea of postvoluntary attention can be effectively applied. Of countless education fads that have come and gone, one idea that has had lasting power has been that of active learning. Early in the twentieth century, something like it was promoted by such educational luminaries as Maria Montessori (Montessori and Holmes, 1912) and Dewey (1916), but the label “active learning” itself was introduced only in the 1980s, when a variety of research programs centered on it (Bonwell and Eison, 1991). It is now the gold standard at all levels of education (Prince, 2004; Freeman et al., 2014).

Active learning, according to Bonwell and Eison (1991) is marked by the following characteristics (a list which is consistent with other accounts):

• Students are involved in more than listening

• Less emphasis is placed on transmitting information and more on developing students' skills

• Students are involved in higher-order thinking (analysis, synthesis, evaluation)

• Students are engaged in activities (e.g., reading, discussing, writing)

• Greater emphasis is placed on students' exploration of their own attitudes and values

Benware and Deci (1984) reduced active learning to its most minimal form by providing two sets of students the same material to be learned with the only difference being what to expect once the material was learned—the method of learning was left up to the subjects. In this way, Benware and Deci demonstrated that active learning is not about activities, per se, but about intrinsic vs. extrinsic motivation. As the final bulleted item above also suggests, active learning mobilizes students' intrinsic motivation.

Similarly, there is increasing evidence that Attention-Deficit/Hyperactivity Disorder (ADHD) is less about an attention deficit, per se, and more about a motivation deficit, primarily intrinsic motivation (McInerney and Kerns, 2003; Volkow et al., 2011; Morsink et al., 2017). Thus, in both regular education and special education, learning depends importantly on engendering intrinsic motivation in students. To the extent that learning also requires students to pay attention, a crucial question arises: what is the relationship between intrinsic motivation and attention? The current paradigm of attention, due to the nature of the paradigm itself, overlooks this question, and it is our aim in this article to unite attention and intrinsic motivation under the rubric of fluid attention.


Voluntary and Involuntary Attention

There is a distinction between voluntary and involuntary attention (Anderson et al., 2011) that goes back to the time of James (1908). Currently, the preferable language is often “endogenous” and “exogenous,” as in the following passage from a recent psychology textbook, “In endogenous attention we voluntarily select objects to attend to…. Exogenous attention is the involuntary capture of attention by stimuli” (Watson and Breedlove, 2005). Sometimes, the focus is on temporality, and the terminology “sustained” and “transient” is used (Liu et al., 2005). Sometimes, directional terminology of “top-down” and “bottom-up” is preferred (Bowling et al., 2020). Sometimes, the teleological “goal-directed” vs. “stimulus-driven” is preferred (Corbetta and Shulman, 2002)1. Regardless of the vocabulary used, voluntary attention is the process of intentionally orienting, or directing, one's attention to a perceptual (outside the mind) or conceptual (inside the mind) source. Psychologists often refer to this voluntary process as “selective attention.” Involuntary attention is drawn reflexively to a perceptual source.

James conceived of attention less in terms of laboratory tasks and more in terms of everyday life. As such, he discussed another dimension of attention, using the vocabulary of “immediate” and “derived.” Immediate attention is attention that is directly relevant to the person in a way that James specifically refers to as “interesting” (p. 416). Derived (or apperceptive) attention is relevant only indirectly, through layers of association, and is goal-relevant. Voluntary attention, he says, is experienced as effortful, and involuntary attention is experienced as effortless.

Both derived and immediate attention for James can be involuntary (see Table 1). The kind of attention that most children deploy most of the time, he says, is immediate involuntary attention, jumping from one salient object of attention to another: “strange things, moving things, wild animals, bright things, pretty things, metallic things, words, blows, blood, etc., etc., etc.” (p. 417). Adults, however, who are able to make attenuated intellectual associations more readily can become absorbed in reveries for long periods of time, effortlessly blocking out distractions, even shielding themselves from pain. Geniuses, James says, due to their innate originality, are particularly inclined to this state of absorption, which he refers to as derived involuntary attention (also absent-mindedness).


Table 1. Three kinds of attention according to William James.

[image: Table 1]

Unlike geniuses, most adults, James says, need to invest effort in order to maintain attention, so that they can accomplish important tasks. In fact, he says, it is an essential skill that needs to be cultivated. This is derived voluntary attention. It is, he says, “the very root of judgement, character, and will” (p. 424). It is very difficult, however, according to James, to sustain attention on an uninteresting subject and requires repeated efforts of renewing flagging attention.

James ends his discussion of the varieties of attention on the topic of education:

The only general pedagogic maxim bearing on attention is that the more interest the child has in advance in the subject, the better he will attend. Induct him therefore in such a way as to knit each new thing on to some acquisition already there; and if possible awaken curiosity, so that the new thing shall seem to come as an answer, or part of an answer, to a question pre-existing in his mind (p. 424).

It is important to note that James spends most of his discussion of the varieties of attention on the two kinds of involuntary attention, whereas recent scientists have done most of their research on the one kind of voluntary attention. Evidence suggests that a person is in a mind-wandering state nearly half of the time (Killingsworth and Gilbert, 2010). The narrow focus by scientists on voluntary attention has been so extreme that it has even led some scientists to conceive of attention as only effortful—effortless attention being, according to them, theoretically impossible (Bruya and Tang, 2018)—or as only selective (Yantis, 2002). Below, we show why James' view should be pursued and his so-called derived involuntary attention should be a focus of more research (but substituting the terms “postvoluntary attention” or “fluid attention” and defining it with more precision).



Ambiguity in the Voluntary/Involuntary Distinction. What Do You Call Attention That Is Neither Voluntary Nor Involuntary?

In the common voluntary/involuntary distinction, voluntary attention is goal-directed and effortful, while involuntary attention is attracted to (captured by, drawn to) its source and effortless. But what about attention that is goal-directed, attracted to its source, and effortless, as in James' derived involuntary attention? James says, “the topic once brought back, if a congenial one, develops; and if its development is interesting, it engages the attention [involuntarily] for a time” (p. 420). The suggestion, here, is that there can be a transition from voluntary attention to involuntary attention. Because involuntary attention is commonly categorized as reflexive by the current paradigm, there is no room in the category for the notion of interest. In a very real sense, current attention theory remains strongly wedded to a primitive behaviorism, in which non-voluntary attention is a matter only of simple stimulus and response.

Consider the Stroop task. The dominant response, which must be effortfully overridden, is to read the word in the task rather than identify its color. There have been countless studies on both the dominant and non-dominant responses in the Stroop task, and when it comes to categorizing kinds of attention and conceptualizing an overall attention paradigm, the non-dominant response clearly belongs to the category of voluntary, or selective, attention. But what about the dominant response? It doesn't quite fit the category of voluntary attention because it is not effortfully selected. And it doesn't quite fit the category of involuntary attention because involuntary attention is generally understood as being attracted to a different task or activity than the one currently under attention. Reading in the Stroop task is an involuntary selection in a selective attention task, in which a subject is instructed to attend to the non-dominant response. This kind of non-intentional attending seems distinct from involuntarily attending to the sound of a door slamming shut.

There is also the case of attention that is sustained (ordinarily equated with voluntary) but experienced as effortless, as in reading an absorbing novel. By standard definitions, such an activity is neither voluntary nor involuntary. And when the mind wanders away from the novel toward some remotely goal-relevant concern, that kind of attention also seems neither voluntary nor involuntary by standard definitions.

Although the voluntary/involuntary distinction is regularly used in attention research, there remain gaps in its applicability to real-world events and activities. Below, we attempt to, at least partially, fill this gap with the notion of fluid attention, elaborating its applicability to real-world events and activities. We take ADHD as an example to further elaborate the concept of fluid attention.



What Does “AD” Stand for in “ADHD”?

According to the Diagnostic and Statistical Manual of Mental Disorder (Reynolds and Kamphaus, 2013), attention deficit occurs when:

Six (or more) of the following symptoms have persisted for at least 6 months to a degree that is inconsistent with developmental level and that negatively impacts directly on social and academic/occupational activities:

a. Often fails to give close attention to details or makes careless mistakes in schoolwork, at work, or during other activities (e.g., overlooks or misses details, work is inaccurate).

b. Often has difficulty sustaining attention in tasks or play activities (e.g., has difficulty remaining focused during lectures, conversations, or lengthy reading).

c. Often does not seem to listen when spoken to directly (e.g., mind seems elsewhere, even in the absence of any obvious distraction).

d. Often does not follow through on instructions and fails to finish schoolwork, chores, or duties in the workplace (e.g., starts tasks but quickly loses focus and is easily sidetracked).

e. Often has difficulty organizing tasks and activities (e.g., difficulty managing sequential tasks; difficulty keeping materials and belongings in order; messy, disorganized work; has poor time management; fails to meet deadlines).

f. Often avoids, dislikes, or is reluctant to engage in tasks that require sustained mental effort (e.g., schoolwork or homework; for older adolescents and adults, preparing reports, completing forms, reviewing lengthy papers).

g. Often loses things necessary for tasks or activities (e.g., school materials, pencils, books, tools, wallets, keys, paperwork, eyeglasses, mobile telephones).

h. Is often easily distracted by extraneous stimuli (for older adolescents and adults, may include unrelated thoughts).

i. Is often forgetful in daily activities (e.g., doing chores, running errands; for older adolescents and adults, returning calls, paying bills, keeping appointments).

Items (a) through (i) refer to deficits in voluntary, selective attention, reflecting the tendency among scientists to define attention narrowly as voluntary, or selective.

It has been shown in prior literature that ADHD, rather than describing deficits of attention, per se, may describe deficits of motivation. For example, using PET scans, Volkow et al. (2011) demonstrated “decreased function in the brain dopamine reward pathway in adults with ADHD” (p. 1,147; see also Ellison-Wright et al., 2008; Nakao et al., 2011). According to Volkow and colleagues:

These findings are consistent with the clinical recognition that attentional deficits in individuals with ADHD are most evident in tasks that are boring, repetitive and considered uninteresting (that is, tasks or assignments for which intrinsic motivation is low). However, the correlational approach in our study does not allow us to assess which of these dimensions is more primary; the motivation deficit produces inattention as opposed to the attention deficit resulting in decreased motivation (p. 1,151).

This question has been answered by several studies on video game playing in children diagnosed with ADHD. In these studies, children who scored poorly in laboratory tests of attention performed as well as control subjects in video games that demand the same kind of attentional abilities as the laboratory tests (Lawrence et al., 2002; Shaw et al., 2005; Bioulac et al., 2014). What seems to be obvious from these studies is that while subjects (who have been diagnosed with ADHD) have a difficult time paying attention to laboratory tasks and, as Volkow and colleagues say, boring, repetitive, and uninteresting tasks, they have no trouble paying attention to something that they find interesting and intrinsically rewarding.

The very notion of ADHD, itself, then, along with the implications that the prevalent diagnosis for school-aged children has on educational methods, seems in need of revisiting. Short of turning our educational systems into extended video games, what can be done about harnessing children's innate attentional abilities? Perhaps the first step is to admit a third kind of attention into our attentional paradigm.



Postvoluntary Attention, a Definition

Under standard definitions, the kind of attention that children are engaged in while playing video games is not voluntary attention (because it is not effortful), nor is it involuntary attention (because it is goal-directed). According to N. F. Dobrynin, a Soviet psychologist who was active from the 1920s to 1950s, the missing ingredients in laboratory attention studies are the personality and the activity, ideas traceable to Soviet psychologists L. Vygotsky and A. N. Leontiev (Dormashev, 2010). According to Dobrynin (1968):

The selectivity of psychic activity is explained by the total development of the personality in a definite social context. The individual depends on this context. The psychic activity of an individual is directed to that which has the greatest importance for him at the given moment. Attention is the direction and concentration of the psychic activity and the preservation of this selected activity, and concentration means absorption in the given activity and distraction from everything else. If direction and concentration are involuntary then one speaks of “involuntary attention.” If they are tied in with a consciously set purpose, one speaks of “deliberate” attention. Side by side with these two basic types of attention, N. F. Dobrynin proposed distinguishing a third, and from his point of view a very important form of attention, which he called “postvoluntary” attention. This involves those cases when there is a conscious, premeditated accomplishment of activity connected with the absorption of a person by the given activity and not requiring volitional efforts (p. 275–276).

The model of attention offered by Dobrynin resembles James' in its insistence on real-world conditions and the importance of the subjectivity of the individual. Rather than an alienated stimulus of no relevance to the person, the topic of attention for Dobrynin and James is something of relevance to the person, who has a network of internal preferences that influence attention. However, according to James, “There is no such thing as voluntary attention sustained for more than a few seconds at a time. What is called sustained voluntary attention is a repetition of successive efforts which bring back the topic to the mind” (420). As if responding to James, Dobrynin says:

In the psychological literature the constant fluctuations of attention are always stressed, with the fact being pointed out that with every strong concentration, attention can only last for 1.5-2 seconds, after which it weakens and only then restores itself again.… Attention can, however, be maintained on a definite channel of activity if this activity is prolonged (p. 277).

Referring to his own studies, Dobrynin continues:

Thus, the original hypothesis to the effect that prolonged attention (macroattention) consisted of short periods of intense attention (microattention) alternating with short periods of weakened attention, was not confirmed. The subject could work for 20 minutes without being distracted for even one third of a second (p. 278).

Dobrynin then describes his work with children in the classroom:

The assumption emerged that longer periods of intense attention existed alternating with periods of weakening of attention. Observations seemed to show that during assignments, every few minutes after intense work some type of movement occurs, some sort of noise, as it were some sort of weakening of attention. With the purpose of studying this problem, pupils in the 2-5th grades were given the task of copying a familiar text for 40 minutes. Every 30 seconds a signal was given, and the participants placed the proper numbers under the letters which they had just written.

The analysis of most of the tests indicated that there was no alternation of intense or weakened attention, at least no periodic alternations of the two were detected. Pupils between 12-14 years of age would work continuously for 40 minutes without interruption (p. 278).

Dobrynin explains this result as follows:

In the experiments mentioned, [attention] was elicited by continuous signals (every 30 seconds) forcing the students not to weaken attention. It is also well known that interesting gripping work can continue for hours without any sort of intermissions. Consequently, length or stability is not connected with any compulsory rhythm. Attention can be maintained continuously without distraction even for one third of a second depending on its being sustained by continuous efforts of will or on the fascination of the activity itself. It is important, however, that this activity be accomplished actively. The task of holding attention consists of properly organizing this activity (p. 278).

Above, we saw that James would in some sense agree. Recall that James said, “the topic once brought back, if a congenial one, develops; and if its development is interesting, it engages the attention [involuntarily] for a time” (p. 420). The difference of opinion between James and Dobrynin comes down to one of nomenclature. James says that voluntary attention cannot be sustained, while involuntary attention can be. Dobrynin says merely that attention can be sustained, but through his examples, we can see that he is also talking about a transition from what James would call voluntary to involuntary attention.

Dobrynin takes us a step forward because James' nomenclature is in conflict with current nomenclature. In current nomenclature, sustained attention refers only to selective voluntary attention. Involuntary attention is, by definition, transient. Dobrynin offers us a third kind of attention that is effortlessly sustained within an activity that the subject finds interesting.

From the above, we can postulate three distinct kinds of attention:

Voluntary attention: attention that is selective, effortfully sustained, and goal-directed.

Involuntary attention: attention that is transient and effortlessly drawn to its object.

Postvoluntary attention (fluid attention): attention that is selective, goal-directed, drawn to its object, and effortlessly maintained, see Figure 1.


[image: Figure 1]
FIGURE 1. Voluntary attention (VA), postvoluntary attention (PA), and involuntary attention (IA).


Dobrynin notes that the reason he calls it “postvoluntary” attention is that before one has mastered an activity, it takes voluntary attention to learn the required rules and skills. Over time, there is a transition to postvoluntary attention that is self-sustaining. We propose “fluid attention” as a synonym for “postvoluntary attention” because it is descriptive of the subjective, effortless experience.

We mentioned above that in the psychology and cognitive science literature, involuntary attention is often viewed in one-dimensional, behavioristic terms of stimulus and response. In this paradigm, the salience of stimuli plays a key role. The notion of fluid attention allows us to broaden our notion of salience from a stimulus-response model to a sensitivity-and-responsiveness model (Bruya, 2010). Salience is generally understood as depending on perceptual features of the object—to which all subjects will react in more or less the same way to the same salient stimulus. Scientists studying attention in the laboratory often avoid using familiar activities or allowing subjects to habituate to the activity, because then attentional set must be accounted for. Attentional set occurs when a subject is ready to differentially respond to certain stimuli or has developed differential internal responsiveness. We may call the biasing, or priming, of attentional set learned salience (Ghazizadeh et al., 2016), which is in contradistinction to innate salience (often described as stimulus-driven salience), as described just above.



Attention and Motivation

When psychologists study attentional set, it is studied in the laboratory using simple tasks in which subjects are instructed to attend to objects under cued conditions. The first step in identifying the brain region related to attentional set was differentiating monitoring from control (MacDonald, 2000). Corbetta and Shulman (2002) identified the main neural systems that are recruited in voluntary and involuntary attention. Voluntary attention is controlled in a top-down fashion [with some bottom-up input (i.e., attentional set)] by the dorsal frontoparietal network [anterior intraparietal sulcus (IPS), superior parietal lobule (SPL), post-central sulcus, and the intersection of the precentral and superior frontal sulci]. Involuntary attention is controlled in a bottom-up fashion by the right ventral frontoparietal network [temporoparietal junction (TPJ) and ventral frontal cortex (VFC)].

Dosenbach et al. (2008) updated the Corbetta and Shulman model, separating off attentional set, or set-maintenance, from top-down control. They say that the frontoparietal network [dorsolateral prefrontal cortex (DLPFC), inferior parietal lobule (IPL), dorsal frontal cortex (DFC), IPS, precuneus, and middle cingulate cortex (MCC)] is recruited for adaptive control—that is, top-down responses that “initiate attentional control in response to cues… and process performance feedback on a trial-by-trial basis to adjust control settings” (p. 102). Distinct from that is the cingulo-opercular network [anterior prefrontal cortex (APFC), anterior insula / frontal operculum (AI/FO), dorsal anterior cingulate cortex / medial superior frontal cortex (DACC/MSFC), and thalamus], which “carries set-maintenance activity that spans the entire task epoch” (p. 102). Findings regarding set-maintenance often rely on a cue-delay-target task, in which a target is first cued, and then the subjects (humans or monkeys) must wait, maintaining the relevance of that cue until the target appears.

The tasks referred to by Dosenbach and colleagues are vigilance tasks, requiring little effort. The subject waits for an expected stimulus. By comparison, the tasks in Corbetta and Schulman are working memory tasks and comparatively effortful. This difference in task may very well explain why Corbetta and Shulman find set maintenance in the dorsal attention network and Dosenbach and colleagues find it ventral areas. In fact, it suggests that set maintenance is itself dynamic and occurs in both effortful (top-down) and effortless (bottom-up) tasks.

A common test of voluntary attention, in both experimental cognitive psychology and increasingly in psychotherapy, is the Attention Network Test (ANT), which tests for three purportedly distinct attention networks—alerting, orienting, and executive control. Alerting is the kind of vigilance in the studies above (Dosenbach et al., 2008). It can be thought of as a pre-condition of focused attention, a state in which the person is receptive to input. Orienting and executive control fall under the category of voluntary attention, as the first stage and then as sustaining stages. Executive attention as measured in the ANT involves activation of the anterior cingulate cortex and the dorsolateral prefrontal cortex (Fan et al., 2005).

More recently, several researchers have studied the neurobiology of intrinsic motivation, with promising results. A major rubric under which intrinsic motivation is studied is the topic of curiosity. Kang et al. (2009) defined “curiosity” as anticipation of rewarding information, and using trivia and word matching tasks, found activation of curiosity in the caudate nucleus (dorsal striatum), prefrontal cortex, and hippocampus. Similarly, using a stopwatch task, Murayama et al. found activation of curiosity in the caudate and left prefrontal cortex (Murayama et al., 2010). These studies suggest that learning is perceived by subjects as rewarding in and of itself, without the need for external reward.

The above studies are supported by several other studies that simultaneously complicate both the construct of intrinsic motivation and the question of its neural correlates. Using trivia tasks, correlates of curiosity in the ventral rather than the dorsal striatum were detected (Gruber et al., 2014; Ligneul et al., 2018), but these have been attributed to curiosity relief rather than curiosity itself (Ligneul et al., 2018). Jepma et al. (2012), using a task involving blurry pictures that were subsequently resolved, found activation across the basal ganglia and in the insula and orbitofrontal cortex, as well. Complicating matters even further, van Lieshout et al. (2018), using a precisely calibrated virtual task involving marbles in a vase, attributed the activation of curiosity induction to the inferior parietal lobule, curiosity relief to the insula, and found no relevant activation in the striatum. Consistent with van Lieshout et al. (2018), Lee and Reeve (2017), using a trivia task, found activations of intrinsic motivation in the insula, as did Lee et al. (2012), using an intrinsic motivation phrasing task. Contrary to all of the above, Marsden et al. (2015), using word puzzles, found that intrinsic motivation is negatively correlated with activation in the caudate, insula, and hippocampus; and Mizuno et al. (2008), under the rubric of academic motivation and using an n-back task, found activation in the putamen but not in other parts of the basal ganglia.

Although the above studies are often in conflict and use distinct or overlapping methods and conceptual constructs, they largely point in the direction of the striatum and/or the insula playing an important role in intrinsic motivation2. According to Tricomi and Fiez (2008), caudate activation reflects task success and may also reflect the solidification of knowledge and a sense of agency. Consistent with Tricomi and Fiez (2008); Leong et al. (2017), using a cleverly calibrated picture task to measure reinforcement learning, concluded that activity in the striatum is associated with prediction error. Kaplan and Oudeyer (2007) propose a theory in which dopamine signals in the basal ganglia reflect “progress niches,” where prediction error is expected to decrease, and so is a consequence, not a cause, of learning. Moving in a similar direction but with somewhat different terminology, Berridge (2012) proposes that dopamine surges reflect neither pleasure nor knowledge but motivation—that is, wanting, rather than liking or learning.

We propose that using the widely used ANT to test for attention deficits misses the crucial aspect of intrinsic motivation. When a child or adult is engaged in an absorbing task, there very likely will be activation in the mesolimbic dopamine network (Naqvi and Bechara, 2009; Schweinhardt et al., 2009) that will be absent in ANT tasks. Thus, to the extent that ADHD is a deficit of motivation (Zentall and Lee, 2012; Smith et al., 2020), the ANT will miss crucial aspects of it.

We propose that unlike voluntary and involuntary attention, fluid attention activates the mesolimbic dopamine system (MDS). MDS does not activate only for intrinsic motivation, as it also reflects extrinsic motivation, which we will address directly in the following section3.




DISCUSSION


Fluid Attention in Education, a Roadmap for the Future

Despite decades of scientific study of the topic of attention and many advances in understanding the neural basis of attention (Posner and Rothbart, 2007; see also Petersen and Posner, 2012 for a review), there is still much that is uncertain. Above, we present a picture of unified progress in the neurobiology of attention research, but this glosses over fundamental disagreements and dissenting voices. Across the field, there is little agreement about the specific neuroanatomical components of the major streams of attention, even of the number of streams. There is even less agreement about how functional networks (alerting, orienting, executive) map onto to the neuroanatomical (dorsal, ventral) streams. In a recent paper, Hommel et al. (2019) review the lack of progress in settling specific debates related to the neuroanatomy of attention, finally proposing that we drop the term “attention” altogether.

Although there is little unity in the specifics of attention research, there is general unity that there is a top-down aspect of attention anchored in a frontoparietal network (DFC, superior parietal lobe, frontal eye field, and intraparietal sulcus) and a bottom-up aspect of attention anchored in a more ventral parietal network (intraparietal lobe, inferior frontal gyrus, middle frontal gyrus, tempo-parietal junction), both or either of which also implicate the anterior insula / frontal operculum in certain tasks. As explained above, none of these anatomical sites necessarily implicate the MDS, where we propose fluid attention may be anchored. Let us go a step further, though space prevents us from elaborating, and propose two further potential anatomical anchors of fluid attention.

First is Broca's area, known primarily for anchoring linguistic comprehension and expression. A key element of language attributed to Broca's area is syntax (Koelsch et al., 2005; Progovac et al., 2018), including that of music listening (Patel, 2003). Because activities that invite attentive absorption involve a significant mastery of syntax (Bruya, 2010, in press), activation in Broca's area should figure prominently. This is distinct from stimuli and tasks involving involuntary and voluntary attention that are typically sparse in constitutive syntax.

Second, reward and a sense of agency in the MDS also implicate the ventromedial prefrontal cortex (VMPFC) when they involve social connection (Eisenberger and Cole, 2012; Roy et al., 2012; Redcay and Schilbach, 2019). Given the fundamentally social nature of education, games, play, etc., we propose that in addition to MDS, the VMPFC, including the adjacent anterior cingulate cortex, will likely also be active in many activities where fluid attention is achieved.

Testing these two anchors of fluid attention will be challenging for the reason that the activities that elicit fluid attention are not amenable to easy laboratory study (Moller et al., 2010). One potential way forward is studying simple computer games in an fMRI machine, games that are absorbing and enjoyable to the participant, potentially activating their motivational centers and syntax following.

Following from our discussion in Attention and Motivation section above, we propose that the main deficit in ADHD is the student's inability to take ownership of the learning process. An admittedly boring task is perceived by the student as alienating, meaningless, or insignificant. The responsibility of the educator—and this is true for all students but especially so for ADHD students—is to make the material meaningful for the student. This perspective is consistent with Dobrynin's own writing, in which he says that postvoluntary attention is a matter of absorption in an activity, which in the case of education involves the student's interest and often the caring guidance of an instructor. He says:

Pupils will work with interest on something which, though it may be difficult is yet susceptible of accomplishment, which can give them a sense of some achievement, something at which they receive encouragement and support from a teacher who is sufficiently demanding, but at the same time tactful and considerate enough toward the pupils (Dobrynin, 1968, p. 282).

Dobrynin speaks of students generally, but what of students with learning disabilities?

An example of instructor involvement inducing learning improvement in students with learning disability can be found in the work of Zentall and Lee (2012), who introduced an intervention for students with reading disability. Primary school students diagnosed with a reading disability were given individualized attention involving three kinds of intervention: (1) positive feedback about prior performance relative to mastery (intrinsic) goals, (2) positive labeling, and (3) encouragement toward performance (extrinsic) goals. Students with reading disability improved their scores in both reading fluency and reading comprehension post-intervention, compared to control students, who were given brief instructions only. Interestingly, it was not only the reading disability students who improved. Students with grade-level or above reading ability improved by about the same amount, compared to controls.

When fluid attention is explained in terms of games and play and then it is proposed that fluid attention be applied to education, it is easy to assume that the overall proposal is simply to gamify education. That can be one solution, but we think it is better to think in terms of active learning. The important transition that needs to be made is one from insignificance or meaninglessness to significance or meaningfulness. This can be done by making material fun, of course, but it can also be done through encouragement and human connection, which in the end may be easier to become self-sustaining as the student matures.

The term “postvoluntary” is an apt description of the phenomenon under discussion here, as it is cultivated via, and follows, voluntary attention. It is not, however, descriptive of the attentional process itself. Because postvoluntary attention is experienced as effortless in activities that often involve a combination of vigilance and rapid but fluid response to unpredictable cues, we propose the use of the more descriptive term “fluid attention” as a synonym for “postvoluntary attention.”

To summarize, we propose that the current paradigm of voluntary and involuntary attention be revised to include a third kind of attention—postvoluntary, or fluid, attention. This notion fills a gap in research on attention that has traditionally focused on prompted, rigid, stipulated laboratory tasks. A side-effect has been the adoption of this paradigm into educational psychology, in which students who have trouble taking ownership of extrinsically motivated, boring tasks are diagnosed with a medical cognitive disability.

Over a century of research on active learning, by contrast, has taught us that learning is best achieved when it engages a student's intrinsic motivation and is conducted by an encouraging teacher, thus engaging the motivational and social brain networks. We propose that the introduction and use of the terms “postvoluntary attention” and “fluid attention” will facilitate more successful research and application of the inherent connection between attention and education.
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FOOTNOTES

1The variety of terms used to denote voluntary and involuntary attention may indicate that the distinction is not a strict dichotomy (Awh et al., 2012; Olk and Kingstone, 2015). This lack of a strict dichotomy between voluntary and involuntary attention is evidence for the possibility of a third kind of attention that is a recognizable mix between the two.

2In a recent literature review, Martella et al. (2020) conclude that the symptoms of ADHD are largely due to a dysfunction of the LC-NE system (Bertollo and Berchicci, 2014). The anterior insula plays an important role in the locus coeruleus-norepinephrine (LC-NE) system (Aston-Jones and Cohen, 2005; Clewett et al., 2014; Harsay et al., 2018; De Oliveira Sergio et al., 2021). According to van der Linden et al. (2021) the LC-NE system is a main factor in regulating activities characterized by intrinsic motivation.

3Casagrande et al. (2012) gesture in a similar direction when they say, “ADHD could depend on [subjects'] low level of arousal rather than being an independent disorder” (see also Bertollo and Berchicci, 2014). In a modified version of the ANT, Casagrande and colleagues had the flankers (animated fish) emit bubbles and a happy sound following correct responses, which, combined with an audio tone raising alertness, significantly improved performance in children diagnosed with ADHD. To us, this resembles a first step in the gamification of the ANT by making it more interesting for the subjects. The improved performance could very well be the result of an increase in intrinsic motivation, i.e., interest.
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Mindfulness training is often promoted as a method to train cognitive functions and has shown such effects in previous studies. However, many conventional mindfulness exercises for beginners require cognitive effort, which may be prohibitive for some, particularly for people who have more pronounced cognitive problems to begin with. An alternative mindfulness-based approach, called restoration skills training (ReST), draws on a restorative natural practice setting to help regulate attention effortlessly and promote meditative states during exercises. Previous research has shown that a 5-week ReST course requires less effort and is attended by higher compliance with practice recommendations than a conventional mindfulness course, without compromising long-term outcomes. Here, we compare ReST and a formally matched conventional mindfulness course regarding the role that initial individual differences in cognitive functioning play in determining practice compliance and long-term improvements in dispositional mindfulness and cognitive functioning. In line with expectations, ReST participants who had more pronounced cognitive problems to begin with practiced more during the course, which in turn explained much of their improvement in dispositional mindfulness and cognitive functioning. In contrast, initial cognitive functioning did not explain practice and improvement in the conventional mindfulness course. The results provide further support for the potential utility of ReST as a low-effort method for enhancing cognitive functioning among people who would struggle with the demands of conventional mindfulness training. With careful integration of mindfulness practices with a restorative natural setting, these people can develop mindfulness and self-regulation capabilities without relying on effortful training.

Keywords: mindfulness, effortless attention, compliance, cognitive functioning, restorative environments, nature, moderation, mediation


INTRODUCTION


Attention Resource Dynamics in Conventional Mindfulness Training

Mindfulness training can improve multiple aspects of psychological functioning (Khoury et al., 2015; Sedlmeier et al., 2018). Not least, the possibility that mindfulness can enhance a person’s cognitive functioning in daily life attracts much interest. Recent meta-analyses (Cásedas et al., 2019; Sumantry and Stewart, 2021) affirm that mindfulness training strengthens several attention-related capabilities, including alerting, inhibition, shifting, updating, executive control, and working memory. Such improvements could feasibly improve general adaptation by reducing thought intrusions, distractions and resulting lapses and mistakes, and by enhancing performance in challenging tasks and bolstering resilience in stressful conditions.

Cognitive improvements with mindfulness training have often been explained with a training rationale, drawing on analogies with physical exercise and invoking notions of neural plasticity (Kabat-Zinn, 1990; Segal et al., 2002; Lutz et al., 2008; Malinowski, 2013; Fox et al., 2014, 2016; also see Tang and Posner, 2009; Bruya and Tang, 2018): Presumably, the type of meditation exercises that dominate in common mindfulness courses for beginners—so-called focused-attention exercises in which participants try to sustain attention to a given target such as the breath and repeatedly redirect attention when they get distracted—stimulate enhancements in the engaged attentional brain networks. Accordingly, mindfulness teachers consider that “systematic and intensive engagement in formal and informal mindfulness meditation practices is foundational” in mindfulness-based interventions (Crane et al., 2017, p. 994). Before they acquire a certain skill level, however, beginning meditators often struggle to maintain focus and perceive the practice as effortful (e.g., Hasenkamp et al., 2012; Lutz et al., 2015; Frewen et al., 2016).

Transient effort can be considered as a harmless part of the process of learning meditation, but can nonetheless be prohibitive for some (Baer et al., 2019): When people have low cognitive resources, willfully focusing attention is generally associated with aversive boredom and restlessness, and motivation to switch to more immediately rewarding activity (Hockey, 1997; Sarter et al., 2006; Inzlicht et al., 2018). Similar logic applies in health interventions, where the acceptability of a treatment diminishes when participants perceive the demands of participation as high relative to the level of resources they have available to invest (Sekhon et al., 2017). Even with interventions that credibly could confer important benefits, compliance failures may result, such as failure to meet recommendations for regular practice. Individual-level factors (i.e., the resources a person can invest) and program-level factors (i.e., the investment that a given treatment requires) thus interact to influence compliance. As per the training rationale, low practice compliance should confer less benefit. Some meta-analytic reviews indicate that the amount of completed mindfulness practice is associated with improvement across broad categories of cognitive outcomes and other aspects of health (Khoury et al., 2015; Sedlmeier et al., 2018; also see Lekkas et al., 2021 for a more nuanced analysis).

Several reviews of mindfulness research practices have called for more studies that account for undesired effects (which effort can be for some) and compliance problems (Davidson and Kaszniak, 2015; Nam and Toneatto, 2016; Baer et al., 2019). Some have specifically encouraged studies that connect individual- and program-level factors to determine which types of training suit different groups (Van Dam et al., 2018; Tang and Braver, 2020). Only a few studies have sought to explain compliance based on initial cognitive functioning: using different operationalizations (i.e., more thought intrusions and lower selective attention performance), Crane and Williams (2010), Lymeus et al. (2017), and Banerjee et al. (2018) indicate that participants who had more pronounced cognitive problems before the training subsequently engaged less with the course, practiced less, and dropped out more. In these studies, emotional problems apparently mattered little for compliance, supporting the idea that cognitive aspects are particularly and specifically relevant.

To summarize, the approach that is conventionally used in secular mindfulness training programs is effective on average but requires cognitive effort that can be prohibitive for many of those who have most to gain from learning mindfulness skills; that is, for people with more pronounced cognitive problems. Could this group be better served by a training approach that draws on environmental support to regulate attention during exercises?



The ReST Approach to Mindfulness Training

Restoration skills training (ReST) is a mindfulness-based 5-week course set in a garden environment rich in natural features (see Lymeus, 2019; Lymeus et al., 2020). We developed ReST with the aims that it should be a less demanding yet at least similarly effective introduction to mindfulness training as a conventional mindfulness course. To accomplish that, ReST emphasizes open-monitoring practice, in which participants observe the stream of ongoing experience with minimal effortful to control it. Open-monitoring is presumably less effortful than focused-attention practice (Lutz et al., 2015; Tang et al., 2015; Fox et al., 2016). However, tradition and contemporary reasoning hold that beginners should train their cognitive capabilities in focused-attention exercises before transitioning to open-monitoring, because untrained beginners easily get distracted during open-monitoring.

As an alternative route to overcoming this lack, ReST combines open-monitoring with sensory exploration of the practice setting, where natural features and processes softly draw and hold attention in a bottom-up fashion. ReST thus integrates mindfulness theory and practices with knowledge of how nature experience can engage complementary processes effortlessly, improve access to attention-regulation capabilities, and counter stress (Kaplan, 2001; Tang and Posner, 2009; Lymeus, 2019). This is founded in research on restorative environments.



Restorative Environments Research

Restorative environments research builds on the common observation that features in natural environments often draw and hold attention in an effortless and pleasant way (Ulrich, 1983; Kaplan and Kaplan, 1989; Kaplan, 1995; Hartig, 2021). Nature experience can thereby help regulate attention to present experience. Moreover, natural settings support an intuitive mode of processing and behaving, reduce routine mental contents and intrusive thoughts, and promote positive emotions that help counter stress (Bratman et al., 2015; Joye et al., 2016; Williams et al., 2018; Grassini et al., 2019). To investigate such phenomena, restorative environments studies normally assume or induce a state of mild stress or fatigue in participants, and then compare the outcomes of relatively brief (i.e., a few minutes to a few hours) resting activities in real or virtual nature versus built indoor or outdoor settings. Following nature experience, people on average improve more in performance on tests of attention control, cognitive flexibility, and working memory (see the meta-analytical review by Stevenson et al., 2018). This is presumably because they restore—or regain more complete access to—their cognitive capabilities. Concomitantly, nature experience increases positive affect and reduces psychophysiological stress (for reviews, see Hartig et al., 2014; McMahan and Estes, 2015; Twohig-Bennett and Jones, 2018).

Restoration is thus commonly thought to reinstate existing attention-regulation capabilities by returning a person from a state of depletion, through spontaneous and quick processes (Hartig, 2021). This contrasts with the training account that is commonly invoked to explain cognitive enhancements following meditation, where repeated exercise over time is thought to raise the base-level of attention-regulation capabilities.

The environmental approach to supporting attention regulation can help those who need it most without placing additional demands on their already decimated capacities (cf. Taylor et al., 1998; Hartig and Staats, 2006; Hartig, 2007; Wheeler et al., 2015; Twohig-Bennett and Jones, 2018; Bratman et al., 2019). On the other hand, the understanding is underdeveloped regarding how regular short-term restoration experiences can stimulate learning and lastingly improve psychological functioning (Dzhambov et al., 2019; Hartig, 2021). Mindfulness training offers a structured progression by which participants can gain such widely useful skills. ReST seeks to integrate these advantages.



Previous Findings on ReST

In comparisons with conventional mindfulness training (CMT), Lymeus et al. (2018) used a restorative environments design with attention tests obtained directly before and after meditation practice and saw that ReST participants improved (i.e., restored attention performance, consistent with restful effortlessness in the practice), whereas CMT participants deteriorated (consistent with resource depletion in effortful practice). Lymeus et al. (2019) showed that higher perceived restorative quality in the meditation setting facilitated state mindfulness during the ReST classes and partially explained a higher participant retention rate in ReST compared to CMT. Furthermore, Lymeus et al. (2020) showed that the more effortless ReST approach to mindfulness training performed no worse than CMT in improving dispositional mindfulness, cognitive functioning in daily life, and chronic stress. ReST could thereby help a larger number of participants establish a regular meditation habit and enjoy its benefits. However, one of the questions that motivated the development of ReST remains unanswered: Does ReST particularly help the most vulnerable participants, who would presumably be least likely to complete more effortful training and who have most to gain from learning mindfulness skills?



Aims of the Present Study

The underlying study (see Lymeus et al., 2019, 2020) involved four data collection rounds with the same basic design, contrasting ReST and CMT. The two courses were closely matched in terms of structure and contents. Both involved weekly classes over 5 weeks, instructions to practice with given formal and informal meditation assignments on most days, and to keep daily records of the practice. Before and after the course, participants rated their cognitive functioning and dispositional mindfulness. Building on the reasoning outlined above, we formulated expectations regarding the associations between ReST and CMT participants’ initial cognitive functioning and subsequent compliance with the practice assignments, further assuming that more practice would be associated with better outcomes.

Specifically, we expected that among ReST participants, those who had poorer cognitive functioning to begin with would practice more (per the rationale that they should be more drawn to practices that support restoration) than participants who had better initial cognitive functioning. Among CMT participants, we expected that those who had poorer cognitive functioning to begin with would practice less (because they should be more averse to effortful practices). We thus posed a moderation hypothesis, where the association between initial cognitive functioning and practice is moderated by course type.

We also posed a serial mediation hypothesis. Per the rationale that practice trains mindfulness skills, which in turn generalize and improve cognitive functioning in daily life, we expected that participants who practiced more would improve more in dispositional mindfulness, which in turn would explain improvement in cognitive functioning.

These theoretically derived expectations were integrated in a conceptual model (see panel (A) of Figure 1). Note that the omitted lines mean that we posed no specific hypotheses regarding those associations, not that we necessarily expected null findings.
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FIGURE 1. Panel (A) visualizes the hypothesized moderated mediation effect, where participants who have relatively poor initial cognitive functioning (i.e., higher scores on the Cognitive Failures Questionnaire) were expected to complete more of the assigned mindfulness exercises (Homework practice) if they had been randomly assigned to a 5-week restoration skills training (ReST) course, whereas poor initial cognitive functioning was expected to be negatively related to mindfulness practice for participants who were assigned to a formally matched conventional mindfulness training (CMT) course. With both courses, homework practice was expected to explain improvement in dispositional mindfulness (assessed with the Five Facet Mindfulness Questionnaire) which in turn would explain improvement in cognitive functioning. Panel (B) shows the observed coefficients for the hypothesized paths as well as those other effects that were observed to be significant, including the effects of two covariates (Gender and Initial dispositional mindfulness). The association between Initial cognitive functioning and Homework practice was as expected for ReST (n = 55) but non-significant and virtually null for CMT (n = 44). Homework practice and improved dispositional mindfulness mediated improvements in cognitive functioning in serial, as expected. Coefficients are unstandardized. Initial scores are mean item ratings: possible scores for the Cognitive Failures Questionnaire = 0–4 and for the Five Facet Mindfulness Questionnaire = 1–5. Change was calculated as the score after the course—score before the course. Homework practice is the total sum of completed formal and informal mindfulness exercises as measured with daily structured practice records.





MATERIALS AND METHODS

This section is limited to methods of direct relevance here. For aspects that are peripheral to the present aims and analyses and that have been detailed elsewhere, we refer readers to the relevant publications.


Design and Participants

The study was approved by the regional ethical review board (registration number: 2013/033). It was conducted in four data collection rounds between 2013 and 2017, three rounds taking place in spring and one in fall. In each round, we recruited participants from a university campus through flyers advertising a study about mindfulness training (without further specification). We targeted students because they have elevated levels of stress and other psychological health issues compared with the general population (e.g., Vaez and Laflamme, 2008; Christensson et al., 2011) and because their cognitively demanding academic pursuits, if successful, can contribute to shaping the future. Interested students with self-perceived concentration problems and stress and who passed screening for major health issues were stratified by gender and randomly assigned to ReST or CMT. They completed assessments directly before and after the 5-week course and kept structured daily records of completed mindfulness practice assignments.

The initial sample size was determined with a view to group differences in change in the primary outcomes and anticipated <25% dropout. Lymeus et al. (2020) detail recruitment procedures and provide a CONSORT diagram and Lymeus et al. (2019) analyze the dropout patterns. Of the total sample of 139 who started either ReST or CMT, 61 completed ReST and 52 completed CMT. However, some had missing homework or outcome data and were excluded from analyses. Thus, 55 ReST participants (64% females, median age = 24) and 44 CMT participants (68% females, median age = 24) were included in the analyses. Distributions were similar for gender (χ2[1] = 0.22, p = 0.636, φ = 0.048) and age (U = 1375.00, p = 0.243).



Mindfulness Courses

The two courses ran in parallel and were closely matched in structure and homework requirements. Both entailed one 90-min class per week over 5 weeks and instructions to complete given 15–20-min formal and informal practice assignments on most days. The conceptual contents and practice rationales were also designed to mirror each other but used different formulations to align with the respective practice approach. Lymeus (2019) details the development, principles, contents, and settings of the mindfulness courses.

ReST was given in a botanic garden and used a practice approach based on open-monitoring and sensory exploration. Note that the ReST homework assignments encouraged but did not require practice in nature because this could have introduced undue constraints. Rather, they instructed participants to draw on sensory contacts with their environment wherever they practiced. CMT was given indoors in a campus building and built on the curriculum and practice principles of the established Mindfulness-Based Stress Reduction (MBSR; Kabat-Zinn, 1990), using mainly practices targeting bodily, emotional, and cognitive aspects of experience.



Measures

The participants rated their cognitive functioning in the last month with the Cognitive Failures Questionnaire (CFQ; Broadbent et al., 1982). The CFQ was presented as an indicator of cognitive vulnerability to stress. It has 25 questions about how often a person made mistakes in the areas of perception, action, and memory and gives a higher score for poorer levels of cognitive functioning. Cronbach’s α before the course was 0.87 and after, 0.88.

The participants rated their dispositional mindfulness in the last month with the Five Facet Mindfulness Questionnaire (FFMQ; Baer et al., 2006). The FFMQ has 29 items about how often a person experienced non-judgment, non-reactivity, acting with awareness, observing, and describing and gives a higher score for higher dispositional mindfulness. α before the course was 0.85 and after, 0.87.

In the second, third, fourth, and fifth class, the participants handed in registration sheets where they had indicated when they completed the given formal and informal assignments during the preceding week. Eighteen missing homework reports (4.5% of the reports) were replaced with the participants’ value for the preceding week. Where two or more sequential reports were missing, they were not replaced and the participant was dropped from analyses (see “Design and Participants”).



Statistical Analyses

We tested the moderated serial mediation model with conditional process analysis using the PROCESS macro for SPSS (model 83; Hayes, 2017). The initial CFQ score was entered as the individual average of all item responses. Change in CFQ and FFMQ was entered as change scores (after course−before course). Homework practice was entered as the total sum of registered practice. Several covariates were also considered: data collection round, age, gender, and initial FFMQ score (average item response). Only gender and initial FFMQ score contributed to explaining variance at different steps and were retained. The model held for including round and age but these did not improve the model and so were dropped.

Testing the model involved three linear regressions (steps). The first step predicted homework practice from initial CFQ score, course type, and initial CFQ score x course type. The second step predicted change in FFMQ from initial CFQ score and homework practice. The third step predicted change in CFQ from initial CFQ score, homework practice, and change in FFMQ. The two retained covariates were included in each step. Considering each of these analyses separately, the sample of N = 99 gave a test sensitivity of 0.84–0.87 given moderate expected effects and α = 0.05. Finally, the analyses used 10 k bootstrap samples to produce bias-corrected and heteroscedasticity consistent (HC3) 95% confidence intervals for the indirect effects and the index of moderated mediation.




RESULTS

Table 1 provides descriptive statistics for the variables and the bivariate correlations between them. ReST and CMT had similar initial values (CFQ, t = 0.88, p = 0.379; FFMQ, t = 0.69, p = 0.494) and homework practice rates (t = 0.57, p = 0.572).



TABLE 1. Means and standard deviations for all variables and bivariate correlations between them, separately for restoration skills training (ReST; n = 55) and conventional mindfulness training (CMT; n = 44) course completers.
[image: Table1]

The model held up well at each step and the final regression explained much of the variation in change in CFQ (R = 0.71 [R2 = 0.50], p < 0.001). Table 2 provides complete test statistics and coefficients for each step. Panel (B) of Figure 1 shows the observed coefficients for comparisons against the expectations visualized in panel (A).



TABLE 2. Results from the successive steps in testing for the effect of initial cognitive functioning (Cognitive Failures Questionnaire) on improvement in cognitive functioning with the mindfulness training courses, as mediated in serial through the total number of completed homework exercises and improvement in dispositional mindfulness (Five Facet Mindfulness Questionnaire), and moderated in the first step by course type (restoration skills training [ReST; n = 55] or conventional mindfulness training [CMT; n = 44]).
[image: Table2]

As expected, the serial mediation path (initial CFQ > homework practice > change in FFMQ > change in CFQ) was moderated by course type: index of moderated mediation = −0.049 (CIboot: −0.111, −0.006). The indirect effects were, for ReST = −0.048 (CIboot: −0.104, −0.009) and for CMT = −0.000 (CIboot: −0.038, 0.031). Hence, the serial mediation path was in the expected direction for ReST but virtually null (in contrast to the expected opposite directionality compared to ReST) for CMT. The two shorter paths about which we had not formulated any particular expectations were non-significant: for the moderated path initial CFQ > homework practice > change in CFQ, ReST = −0.055 (CIboot: −0.146, 0.016) and CMT = 0.000 (CIboot: −0.036, 0.049) and for the unmoderated path initial CFQ > change in FFMQ > change in CFQ = 0.028 (CIboot: −0.067, 0.135).

Figure 2 provides a Johnson-Neyman plot of the moderated mediation effect at step 1, showing how initial CFQ score was associated with different practice rates in the two courses. The significance regions indicate that participants with an initial mean item rating on CFQ above 2.74 (on the scale of 0–4 where 2 = “occasionally” and 3 = “quite often” with regard to the occurrence of cognitive lapses) practiced reliably more if they had been randomly assigned to ReST rather than CMT. In contrast, participants with an initial mean item rating below 1.43 (where 1 = “very rarely”) practiced reliably less if they were assigned to ReST.

[image: Figure 2]

FIGURE 2. Johnoson–Neyman plot showing the observed moderation of the relationship between self-ratings of cognitive functioning before the course (average item response on the Cognitive Failures Questionnaire) and subsequent meditation practice (number of completed formal and informal mindfulness exercises above or below the sample average) by course type. Higher meditation scores indicate that participants with a given level of initial cognitive functioning completed more homework practice if they had been randomly assigned to restoration skills training (ReST) vs. a formally matched conventional mindfulness training (CMT) course. The dotted lines show the 95% confidence intervals. The thick line along the X-axis shows the range of observed values and the tick marks mark the significance regions: the levels of cognitive functioning above and below which the homework completion rates differed reliably between the courses.




DISCUSSION

The results support the expectations for ReST: Participants who had poorer initial cognitive functioning practiced more if they were randomly assigned to ReST rather than CMT, which in turn predicted greater improvements in dispositional mindfulness and cognitive functioning. For CMT, however, the results were not as expected: The serial mediation path linking initial cognitive functioning, homework practice, and improvement was virtually null rather than the inverse of the effect observed for ReST. In other observations, females practiced more than males.

The direct paths between initial cognitive functioning and change in cognitive functioning, and between initial dispositional mindfulness and outcomes are difficult to interpret because unknown parts of those associations are likely statistical artifacts (e.g., regression to the mean). It is, however, essential to include initial values when modeling change (see Vickers and Altman, 2001; Clifton and Clifton, 2019).

The findings suggest that ReST preserves a core feature of restorative nature experience even when it is integrated with a mindfulness-based training approach: it particularly benefits those who need it most. This is congruent with previous findings that ReST practices permit and promote attention restoration during meditation (Lymeus et al., 2018) and that the high restorative quality of the garden setting used in this research supported ReST participants in achieving deeper meditative states and in maintaining compliance over the course duration (Lymeus et al., 2019).

Previous studies indicated that the conventional approach to mindfulness training may selectively drive out participants with more pronounced cognitive problems (Crane and Williams, 2010; Lymeus et al., 2017; Banerjee et al., 2018). That pattern could not be reaffirmed here. Even so, the present results support the higher suitability of ReST compared to the conventional approach for people with relatively more pronounced cognitive problems.

The Johnson-Neyman significance regions give confidence that ReST particularly supported participants with an initial mean item rating on CFQ above 2.74. Given the relatively wide CI and lack of extreme values in the sample, this is only a preliminary estimate of the level of cognitive functioning at which a person may be better served by ReST than CMT. The significance regions also indicate that the ReST approach might be less suited for people with very low levels of cognitive problems.


Limitations and Needs for Further Research

Regarding the moderate sample, the study was sufficiently powered for the three regression analyses underlying the model. Bootstrap sampling for estimation of the moderated serial mediation paths allowed us to affirm a marked difference in the associations between initial cognitive functioning, practice, and course outcomes. While the virtual null association between initial cognitive functioning and practice in CMT makes it unlikely that a true effect was erroneously rejected, a larger sample could have bolstered confidence in the conclusions. Furthermore, the average initial level of cognitive functioning among the participants was moderate, as we recruited active and otherwise healthy university students. The observed variation in cognitive functioning covered much of the CFQ scale but not its extremes. Future studies must determine how ReST works for people with cognitive problems at clinical levels. Future studies can also target other groups that may struggle with CMT.

Regarding the measures, we relied on self-reports. Both CFQ and FFMQ are established measures but additional assessments of real-life performance and behavior could have bolstered confidence in the conclusions. For the practice records, daily registrations of well-defined and positively valued behaviors are generally quite reliable (Korotitsch and Nelson-Gray, 1999). Further analyses of temporal patterns and quality in the practice might have added nuance and predictive strength (Lekkas et al., 2021).

The study compared specific mechanisms behind improvements seen with two bona fide mindfulness courses, but the design does not allow conclusions about the relative contributions of the setting and other aspects of the practice approach in ReST. Like others researching connections between mindfulness and nature experience (e.g., Djernis et al., 2019; Macaulay et al., 2022), we consider that mindfulness training that draws on affordances in natural settings likely requires some adaptations of the practice approach, as reflected in ReST. In exercises that emphasize focused attention to internal aspects of experience, a rich natural setting will likely distract more than support beginning practitioners. This assumption is pending empirical evaluation; yet, we chose not to include a condition that we thought might be relatively unhelpful (i.e., CMT in the garden).

Furthermore, the CMT we used built on MBSR but used a briefer format. Brief formats are common (Van Dam et al., 2018) and often effective (Carmody and Baer, 2009). However, the null results for CMT did not align with expectations based on previous studies (Crane and Williams, 2010; Lymeus et al., 2017; Banerjee et al., 2018): Associations between initial cognitive functioning, compliance, and outcomes may be more pronounced in longer and more demanding conventional mindfulness courses.

Yet, other factors than the specific practice approach and setting may also influence compliance, including how different concepts and a rationale for regular practice are communicated. Both ReST and CMT included credible and attractive conceptual explanations and motivations to practice, although in terms that aligned with their respective practice approaches (see Lymeus, 2019). While the courses were matched in terms of the included contents, the different formulations of those contents may have contributed to compliance differences. The unexpected null result observed for CMT indicates that the course motivated and prepared participants to practice at moderate average levels even though the practice approach required effort. Hence, the CMT in this study was not bad for cognitively weaker participants. They were, however, better helped by ReST.




CONCLUSION

This study provides further support for the utility of ReST as a low-effort method for enhancing cognitive functioning among people who would struggle with the demands of CMT. With careful integration of mindfulness practices and a restorative natural setting, these people can develop mindfulness and attention-regulation capabilities without relying on effortful training. More broadly, the study contributes to the developing understanding of the mechanisms behind outcomes in different forms of mindfulness training, and how they suit people with different needs based on individual differences. It also contributes to the growing literature on connections between nature experience and mindfulness.
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Background: Heart rate variability (HRV) biofeedback, an intervention based on the voluntary self-regulation of autonomic parameters, has been shown to affect prefrontal brain functioning and improve executive functions. The interest in using HRV biofeedback as cognitive training is typically ascribed to parasympathetic activation and optimized physiological functioning deriving from increased cardiac vagal control. However, the persistence of cognitive effects is poorly studied and their association with biofeedback-evoked autonomic changes has not yet been explored. In addition, no study has so far investigated the influence of HRV biofeedback in adults on long-term episodic memory, which is particularly concerned with self-referential encoding processing.

Methods: In the present study, a novel training system was developed integrating HRV and respiratory biofeedback into an immersive virtual reality environment to enhance training efficacy. Twenty-two young healthy adults were subjected to a blinded randomized placebo-controlled experiment, including six self-regulation training sessions, to evaluate the effect of biofeedback on autonomic and cognitive changes. Cardiac vagal control was assessed before, during, and 5 min after each training session. Executive functions, episodic memory, and the self-referential encoding effect were evaluated 1 week before and after the training program using a set of validated tasks.

Results: Linear mixed-effects models showed that HRV biofeedback greatly stimulated respiratory sinus arrhythmia during and after training. Moreover, it improved the attentional capabilities required for the identification and discrimination of stimuli ([image: image] = 0.17), auditory short-term memory ([image: image] = 0.23), and self-referential episodic memory recollection of positive stimuli ([image: image] = 0.23). Episodic memory outcomes indicated that HRV biofeedback reinforced positive self-reference encoding processing. Cognitive changes were strongly dependent on the level of respiratory sinus arrhythmia evoked during self-regulation training.

Conclusion: The present study provides evidence that biofeedback moderates respiration-related cardiac vagal control, which in turn mediates improvements in several cognitive processes crucial for everyday functioning including episodic memory, that are maintained beyond the training period. The results highlight the interest in HRV biofeedback as an innovative research tool and medication-free therapeutic approach to affect autonomic and neurocognitive functioning. Finally, a neurocognitive model of biofeedback-supported autonomic self-regulation as a scaffolding for episodic memory is proposed.
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Introduction

Heart rate variability biofeedback (HRVB) is a training technique that relies on the self-regulation of autonomous nervous system (ANS) processes to optimize physiological functioning affecting cognition (Lehrer and Gevirtz, 2014). In this context, autonomic activity is indexed by the heart rate variability (HRV), i.e., the periodic change in the cardiac rhythm. HRV characterizes cardiac-brain interactions and has important implications for psychophysiological research. It is a recognized indicator of a person’s physiological and behavioral regulatory capacities underlying physical and psychological resilience (Thayer and Lane, 2000; Andreassi, 2010; Holzman and Bridgett, 2017). Moreover, increased levels of HRV have been associated with beneficial effects for health (Gevirtz, 2013; McCraty and Shaffer, 2015; Lehrer et al., 2020) and cognitive performance (McCraty, 2003, 2016; Hansen et al., 2004; Thayer et al., 2009; Forte et al., 2019). Different theories suggest that the interaction between HRV and cognition is associated with cardiac vagal control (CVC), which is an index of the tonic and phasic parasympathetic activity that the vagus nerves exert to regulate the heart (Lehrer et al., 2000; Thayer and Lane, 2000, 2009; McCraty and Childre, 2010; Shaffer et al., 2014). In this context, the Neurovisceral Integration Model (Thayer and Lane, 2000; Thayer et al., 2009) assumes that a set of cortical-subcortical neural circuits, associated with cardiac as well as cognitive regulation, is modulated via an inhibitory pathway linked to the prefrontal cortex that can be interrelated with vagal traffic. Hence, the authors proposed that vagally mediated HRV reflecting CVC is positively correlated with prefrontal cortex performance, which in turn is linked to diverse cognitive functions.

Both the Psychophysiological Coherence model (McCraty and Childre, 2010) and the Resonance Frequency Training model (Lehrer et al., 2000) argue that stronger vagal afferent outflow and prefrontal cortex stimulation can be achieved by optimizing the dynamic structures and interplay of physiological rhythms. According to McCraty and Childre (2010), this optimization is achieved by creating physiological coherence, represented by orderly and stable rhythms, within and between regulatory systems through slow breathing and activation of positive emotions. The Resonance Frequency Training model theorizes that slow breathing at the individual resonance frequency of around one breathing cycle per 10 s (≈0.1 Hz) evokes an alignment of the respiration, heart rate, and blood pressure rhythms reflecting enhanced homeostatic regulation (i.e., baroreflex gain). The techniques involved in the two models both focus on a stable alignment of oscillatory systems driven by vagal influence of the parasympathetic branch (i.e., CVC) that produces auto-coherent (sinusoidal) heart rate waveforms with greater amplitudes. Furthermore, both have in common that HRV is mainly driven by respiration via the vagus nerve, also referred to as respiratory sinus arrhythmia (RSA). The latter thus reflects respiration-related CVC which can be assessed by measuring the RSA amplitude (heart rate difference from peak to trough across the breathing cycle) which captures cardiac-respiratory synchrony and HRV amplitude. Another prominent marker of vagally mediated HRV that describes CVC is the root mean square successive difference in the heart period series (RMSSD; Laborde et al., 2017; Shaffer and Ginsberg, 2017). The difference between these two indices is that RSA amplitude reflects CVC which is more tightly linked to respiration and physiological coupling than RMSSD. Accordingly, RSA amplitude is more strongly affected during HRVB and may serve as a more precise indicator of training success whereas RMSSD may better capture overall influences on CVC.

The models presuppose physiological state awareness for voluntary autonomic control. Such awareness can be created through biofeedback, which refers to the measurement and feedback of endogenous physiological parameters. In this context, cardiac and often also respiratory responses, typically presented through the visualization on a screen, are utilized by the user to adapt the HRV regulation strategy (e.g., change in breathing rhythm). Previous HRVB procedures based on the Resonance Frequency Training model or the Psychophysiological Coherence model, also sometimes termed RSA biofeedback, showed positive effects on diverse cognitive functions in healthy adults (see Dessy et al., 2018 and Tinello et al., 2021 for a review), including acute improvements in inhibitory control and attention measured directly after only one session of training (Sherlin et al., 2010; Prinsloo et al., 2011, 2013; Blum et al., 2019) as well as improvements maintained for 1 week in verbal short-term memory, decision making, inhibitory control, and sustained attention (Sutarto et al., 2010, 2012, 2013). In clinical settings large gains in cognitive functions were also achieved, such as improvements in attention, short- and long-term memory (Ginsberg et al., 2010; Lloyd et al., 2010). Despite these first promising results, the relationship between biofeedback-induced changes in the ANS and cognitive improvements as well as the importance of the biofeedback signal remain unclarified. To the best of our knowledge, no previous HRVB study has so far quantified the relationship between autonomic and cognitive changes or included a control placebo condition. Previous findings indicated that when such a condition was included in a respiratory biofeedback study, no positive effect of the biofeedback component could be found (Kapitza et al., 2010; Tinga et al., 2019). Moreover, self-regulation training such as mindfulness and meditation practices are also known to increase HRV amplitude and coherence if they involve slow breathing or the evoking of positive emotions (Cysarz and Büssing, 2005; McCraty and Shaffer, 2015) and may evoke similar levels compared to HRVB interventions (Brinkmann et al., 2020). In addition, none of the previous studies included blinded randomized control trials and an effect maintenance period between the training and post-training cognitive evaluation. Therefore, it remains unclear whether HRVB benefits cognition beyond the training period and whether these cognitive changes were mediated through physiological changes.

In addition, virtual reality (VR), an emerging tool in psychological research, has been used only very rarely for HRVB practices. The interest of an immersive VR-application is that it can introduce new ways in which the user is stimulated and how biofeedback is delivered during training. In this regard, VR can, compared to computer screens, increase the level of immersion, user engagement, sense of embodiment (Kilteni et al., 2012) and presence, i.e., the feeling of being located in and of responding to a virtual environment as if it were real (Fuchs, 2017; Armougum et al., 2019). These properties are particularly useful to increase the intensity of attentional commitment to the biofeedback (Sanchez-Vives and Slater, 2005) and to manipulate the emotional mode (Riva et al., 2007). Both a high level of attention and positive affectivity are crucial for HRVB task success and may positively influence training outcomes. The role of VR for biofeedback purposes to improve cognitive and emotional states supporting training has already been emphasized previously (Cho et al., 2004; Shaw et al., 2007; Repetto et al., 2009; Shiri et al., 2013; Gromala et al., 2015; Blum et al., 2019, 2020; Rockstroh et al., 2019, 2020). Furthermore, a stronger sense of presence has been associated with greater skill transfer to real life applications (Sanchez-Vives and Slater, 2005; Grassini and Laumann, 2020), highlighting the benefits of VR for biofeedback interventions.

The relevance of HRVB for cognition has been studied primarily for prefrontal cognitive functions involved in early stage information processing but never for long-term memory in adults and self-referential processing in general. Episodic memory (EM) is a unique memory system that records specific events experienced by oneself (Tulving, 1985, 2002). Self-focused experience during encoding is critical in determining the idiosyncratic nature of long-term memory (Hommel, 2004; Bergouignan et al., 2014; Makowski et al., 2017; Bréchet et al., 2018). Several paradigms have been developed to explore the role of the self in EM performance. The best-known paradigm for studying this relationship is self-reference manipulation (Rogers et al., 1977; Symons and Johnson, 1997; Klein, 2012). Self-reference processing consists in linking new to-be-remembered information to the self, either via its narrative component (e.g., pre-stored self-knowledge and autobiographical memories) or its minimal component (e.g., the “I” who is experiencing “here and now” or the body self) (Gallagher, 2000), that provides a memory advantage to the new information known as the self-reference effect (SRE). Firstly, self-regulation training requires attentional focus to the self which is assumed to elicit self-awareness and self-reference processes (Vago and David, 2012). The self also extends to the embodied self, namely the virtual representation of the person’s own body and physiological functions (Monti et al., 2019). In this regard, biofeedback may further support the stimulation of self-referential processing as it provides access to, and facilitates the monitoring of, self-related processes that normally go unnoticed (e.g., changes in the heart rate). Secondly, self-referential processing is characterized by a greater activation of the ventromedial prefrontal cortex (vmPFC; Northoff et al., 2006; D’Argembeau et al., 2007; Denny et al., 2012; Martinelli et al., 2013; Yaoi et al., 2015), a cortical area that is also involved in cognitive and physiological self-regulation processes (Hänsel and von Känel, 2008; Thayer et al., 2009; Maier and Hare, 2017). Initial evidence that HRVB alters brain functioning related to self-processing after training has been recently reported (Schumann et al., 2021; Bachman et al., 2022). Thus, we assume that VR-HRVB training may alter the mnemonic properties of self-reference through self-focused attention and ANS-mediated changes in the neurophysiological functioning related to the vmPFC.

The target of this study was to evaluate the lasting impact of increasing CVC during HRVB on the task performance of a wide range of cognitive functions in young healthy adults, including attention and executive functions, and for the first time, long-term EM and self-referential processes. The work investigated the specific effect of biofeedback during HRV self-regulation training on cognition as well the association between autonomic and cognitive changes. A novel system was developed coupling real-time biofeedback with immersive VR. Two randomized and blind groups were compared including a control placebo condition that differed from the HRVB intervention group by the absence of biofeedback. It was hypothesized that (1) young healthy adults practicing HRV self-regulation training stimulate more profoundly CVC indexed by RSA amplitude and RMSSD during training when biofeedback is provided with greater effects on RSA amplitude, (2) HRVB training sustainably improves executive and emotional control as well as EM compared to training without biofeedback, (3) increases in EM performance are greater for items encoded with self-reference due to changes in the SRE, and (4) improvements in behavioral functions are positively correlated with the level of respiration-linked CVC (i.e., RSA amplitude) during training.



Materials and methods

As part of this work, a public data repository (Bögge et al., 2021) was created that contains in addition to the datasets, the digital materials used and on materials and methods.


Participants and study design

A minimum sample size of 20 participants for the cognitive effects of HRVB was estimated before data collection based on the only available publications with similar protocols that also included a cognitive maintenance period and a control group (Sutarto et al., 2010, 2012, 2013). In this line, Sutarto et al. (2010) found significant group-by-time interaction effects on memory and attention using a sample of only 16 subjects. Furthermore, partial eta-square values greater than 0.16 were determined for group-by-test interaction effects on memory and attention measures reported by Sutarto et al. (2012), who replicated their previous study with a bigger sample size, by calculating the group difference between time effect sizes. Based on the assumption that partial eta-square values greater than 0.10 will be observed for interaction effects in this study, a minimum sample size of 20 participants was calculated using G*Power 3.1.9.4 (Faul et al., 2009) with alpha = 0.05, power = 0.80, and correlation among repeated measures = 0.5. For the physiological measures a minimum sample size of 90 (15 participants × 6 repeated measures) was determined with alpha = 0.05 and power = 0.80. The corresponding power analysis was performed for an independent t-test with nested data (repeated measures per participant). One sample corresponds to the measure of a single session. Each participant had to pass six training sessions. Therefore, 90 samples correspond to the sum of all sessions of 15 participants (6 sessions × 15 participants). We assumed moderate-to-strong group differences (Cohen’s d > 0.6) as HRVB affects CVC very strongly in young healthy adults (Lehrer et al., 2003; Prinsloo et al., 2013; Blum et al., 2019; Rockstroh et al., 2019) whereas effects in the control group were expected to be at best modest (Krygier et al., 2013; Léonard et al., 2019).

Participants were recruited through an online application form that was accessible via an online platform communicating experiment offers and hangouts in the university building. In total, 25 young healthy adults were enlisted for a series of six self-regulation training sessions that was preceded and followed by a cognitive assessment session. All the following inclusion and exclusion criteria in this section were established prior to data collection. The study included only 20- to 30-year-old native French speakers who reported not being concerned by any of the following conditions: history or treatment for psychiatric, neurological, cardiac, or severe respiratory disorders, treatment with a cognitive impact, chronic pain, frequent dizziness or nausea, vertigo, impaired but not corrected visual or auditive capabilities, substance abuse. Further, participants were required to have completed at least 12 years of education and be novices in meditation, as regular mindfulness practice could impact self-regulation capabilities. Finally, the analysis took account only of participants who attended each session and whose test scores (see below) did not indicate high levels of anxiety or depression. After enrollment, participants were divided pseudo-randomly into a biofeedback group (BG) and an active control group (CG). In total 22 subjects were included for the data analysis, of which 12 were in the BG (8 women, mean age 24 ± 2.48 years) and 10 in the CG (6 women, mean age 26.88 ± 3.93 years). Three participants were excluded because two exhibited high anxiety scores and one did not show up for the last assessment session.

Experiments were conducted individually between April 2019 and March 2020 at the Institute of Psychology of the Université Paris Cité, with participants being blind to the group assignment and existence of two different experimental conditions (with and without biofeedback). Informed and written consent was obtained at the beginning of the first session. At the end of the last session participants were compensated with a gift voucher. All procedures performed in studies involving human participants were in compliance with the ethical standards according to institutional guidelines and national legislation (Jardé law, 2016). Data privacy protection, collection, and processing were in accordance with the 2018 reform of Eu data protection rules (2018).

Cognitive evaluations and training were conducted in two different experimental rooms. To keep the instructions and information given equal between groups and to circumvent differences in subject-expectancy, it was mentioned to each participant during recruitment and at the beginning of the first assessment that training might improve health as well as cognitive functions in general. Demographic details, the new Body Mass Index (BMI) for the measure of body fat, and hours of sport per week were recorded at the beginning of the first session. Furthermore, all participants reported being right-handed and having no prior experience of biofeedback training. Levels of anxiety and depression were assessed at the beginning of the first and last session with the score-based validated French version of the State-Trait Anxiety Inventory (Spielberger, 1983; Schweitzer and Paulhan, 1990) and the shortened and validated French version of the Beck Depression Inventory (Beck and Beamesderfer, 1974; Collet and Cottraux, 1986). According to the manual of the State-Trait Anxiety Inventory and Beck Depression Inventory, the severity of the syndromes was classified as high when scores were above 55 and 15, respectively. Measures of participant characteristics did not significantly differ at a significance level of alpha = 0.05 between groups except for the BMI (Table 1). It was therefore added as a control variable in the HRV analysis. Anxiety and depression scores did not change from pre- to post-test and did not differ between groups at post-test (ps > 0.527). Further, participants were asked to refrain from smoking and consuming caffeinated or alcoholic substances during training days until the end of the sessions. After the end of the study, participants had 1 week in which to complete, if they wished, an anonymized online follow-up questionnaire that assessed their subjective feeling about training effects on their cognition and wellbeing.


TABLE 1    Participant characteristics.
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Training system

A new VR biofeedback system was developed for the self-regulation training of HRV. The novelty compared to conventional HRVB training systems is that cardiac as well as respiratory responses are embodied in an immersive VR environment displayed via a head mounted display (Vive; HTC and Valve, 2015; Figure 1). In this virtual world, created with the computer software Unity 3D (Unity Technologies, 2018), the user takes on the form of a human avatar (first-person body view) half-reclining on a lonely beach gazing at the open sea. Changes in thoracic or abdominal circumference and an electrocardiogram (ECG) are recorded wirelessly by the BIOPAC data acquisition system MP150 (Biopac Systems, Inc., n.d.a,b,c,d,e,f) including surface electrodes and a respiratory belt transducer. Signals are then processed by customized scripts embedded in Unity 3D that allow the data stream to be coupled with the VR environment. In this way, HRV and respiration can be embodied in real time by the change of color of the sea and the avatar, respectively. Consequently, the visual biofeedback can be used in combination with a training method, e.g., a breathing exercise, to regulate the heart and respiratory functions in a targeted manner. A more detailed account of the setup as well as of the following training procedure is provided in the public data repository (Bögge et al., 2021).
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FIGURE 1
Virtual reality biofeedback system. (A) During heart rate variability biofeedback training, which involved slow and rhythmic breathing, abdominal and thoracic circumference as well as an electrocardiogram were recorded through a respiration belt and surface electrodes (hidden under the shirt). Signals were processed by a computer and could be visualized in the virtual reality environment. (B) Participants in (1) the active control group followed the same training but received no biofeedback. Biofeedback was displayed by colors of the avatar (respiration) and sea (heart rate) that changed gradually from (2) green to (3) orange/red during exhalation or when the heart rate dropped, respectively, and vice versa. (C) The target of the training was, as exemplified here, to maintain synchrony between the respiration and heart rate time signals (i.e., similar color between the avatar and sea) and to increase the heart rate amplitude (i.e., stronger shades of green and red for the sea).




Training procedure and physiological recordings

Each participant of the BG and CG attended individually six training sessions over a period of 3 weeks. For each week, two sessions had to be scheduled on different days that lasted around 1 h including 25 min of training in VR. Participants of both groups followed the same self-regulation training (i.e., regulation of the respiration and heart rate) specified below during which only the BG received biofeedback. Physiological parameters were recorded each session following guidelines of the manufacturer’s application note 233 (Findlay and Dimov, 2016). For the HRV study design, processing, analysis, and report we followed the guidelines of the Task Force of the European Society of Cardiology and the North American Society of Pacing and Electrophysiology (1996) and recommendations for HRV in psychophysiological research (Laborde et al., 2017).

At the beginning of each session participants were seated on a reclining chair where they remained seated throughout the session in a Fowler position with a whole trunk inclination at 45° and knees slightly bent. Both groups were provided with similar instruction sheets that included information about the principles of HRV, RSA, Resonance Frequency Training, mindfulness, meditation, and HRV training techniques (see repository Bögge et al., 2021). Only the BG received extra specifications for the biofeedback signals. The given objective was the same for both groups, i.e., to increase levels of HRV and synchrony between heartbeat and respiratory oscillations. To ensure that the participants felt at ease and complied with the instructions, they were also orally briefed and debriefed before and after each training session, respectively, with questions being clarified. Additionally, instructions were recapitulated during a 5-min habituation period in VR prior to starting training in the first session. During this period, subjects were free to explore and familiarize themselves with the VR environment and biofeedback. Otherwise, participants were immersed in VR only during the training phase. For the duration of the training, participants were instructed to place their hands on their belly to mimic the posture of their avatar, to restrict their movements except for the head, and to refrain from talking.

Self-regulation training was based on the Resonance Frequency Training protocol of Lehrer et al. (2000). Participants were asked to breathe rhythmically at around one cycle per 10 s, inhaling diaphragmatically and exhaling through pursed lips at equal intervals. Shallow and natural inhalation was advised to prevent hyperventilation. No pacer was provided; instead, participants of both groups were instructed to adjust the respiratory rate that elicited the largest heart rate oscillations. However, for the first 2 min of each training session, the rhythm (i.e., 1 cycle per 10 s) was dictated to help the subjects get a better sense of timing. Moreover, in order to facilitate the monitoring and control of the HRV, participants were instructed to conduct a body scan (Ditto et al., 2006), a common meditation practice involving the focalization of attention on the sensations of respiration and heartbeat in a certain part of the body. Attention had to be directed to five different body parts successively for 5 min each. The only difference between groups was that the BG received visual biofeedback. Consequently, they were free to choose whether to concentrate on body sensations or on the colors in the VR environment for information on their own HRV, whereas the CG had to rely solely on body perception. For the BG, the body part displaying biofeedback changed automatically and indicated the locus on which the user should focus. Contrary, the CG was instructed orally to shift their attention each 5 min. During training, a running ventilator was placed 1.5 m in front of the participant and sea sounds were played to increase feelings of immersion. Furthermore, the physiological recordings included two 5-min resting-state measures to determine the baseline and recovery level; one shortly before the VR immersion and one starting 5 min after the training. In addition, the participant and experimenter were separated by blinds during recordings to reduce distractions and increase levels of comfort.



System assessment

In order to explore VR and attention related characteristics of the present system, self-report evaluations of a subsample of 16 Participants (9 in the BG) were recorded. Participants were asked to rate their sense of presence and embodiment (i.e., body ownership, agency, location of the body, and external appearance) in the VR after each second training session using adapted versions of the Slater-Usoh-Steed questionnaire (Slater and Steed, 2000; Usoh et al., 2000) and the embodiment questionnaire proposed by Gonzalez-Franco and Peck (2018), respectively. Participants were assessed either at session 1, 3 and 5 (A) or at session 2, 4 and 6 (B). The assessment sequence A or B was randomized among participants. Half of the participants were assessed in sequence A (5 in the BG) and the other half in sequence B (4 in the BG). Furthermore, subjects were asked after each training session to estimate the amount of time they felt attentive to the task and the amount of time they felt drowsy during self-regulation training (see repository Bögge et al., 2021). In addition, subjects reported the level of fatigue they were feeling at the moment before and after each session. This item was based on the Right Now item from the Brief Fatigue Inventory (Mendoza et al., 1999) with “problems thinking clearly” added so that mental fatigue was also reflected in the score (Guidelines, 1998). Recordings of one session in the CG had to be excluded due to technical problems. In total there were 47 samples for the presence and embodiment scales each and 95 samples for the attention and fatigue scores each.



Cognitive assessment

Standard and validated tests and scales including measures of memory, executive and affective control, mindfulness, and self-concept were administered with a pretest-posttest experimental design. Participants were individually assessed with an identical procedure between tests and groups around 1 week before and around 1 week after the training period (Figure 2). Pre- and post-assessments were carried out by two different experimenters, with the posttest being performed blind.
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FIGURE 2
Course of study and procedure of the cognitive pre- and post-assessment. (A) Cognitive effects that were sustained 1 week after self-regulation training were assessed. (B) The experimental procedure was identical between groups and tests. For the self-reference episodic memory task parallel task versions were devised for the pre- and post-test, respectively.



Psychological scales

At the beginning of each assessment, participants were asked to complete four computerized self-administered questionnaires, including the Beck Depression Inventory (Beck and Beamesderfer, 1974; Collet and Cottraux, 1986) and State-Trait Anxiety Inventory (Spielberger, 1983; Schweitzer and Paulhan, 1990) that were used for screening (see 2.1). Additionally, the state of mindfulness and emotional regulation capabilities were assessed using the French translation of the Five Facet Mindfulness Questionnaire (Baer et al., 2006; Heeren et al., 2011) and a shortened and validated French version of the Affective Style Questionnaire (Hofmann and Kashdan, 2010; Makowski et al., 2018), respectively. Questionnaires were administered and scores calculated with the Python module Neuropsydia (Makowski and Dutriaux, 2016) in WinPython64 version 3.7.2 (Raybaut and 2014-2019+ The WinPython Development Team, 2019) based on Python version 3.7. Assessments were concluded with a self-assessment scale of the subjective perception of the self-concept by means of three shortened French versions of the Tennessee Self-Concept Scale (Fitts and Warren, 1996; Duval et al., 2007; Compère et al., 2018). While all three forms comprised the same 21 items of the original Tennessee Self-Concept Scale, they evaluated the self-concept in different time dimensions (i.e., past, present, future). Global scores were retrieved for each form with higher scores indicating a more positive self-perception.



Executive functions

Executive functions including sustained attention, processing speed, cognitive flexibility, inhibition, as well as short-term and working memory were evaluated by means of six cognitive tests (Figure 2). Sustained attention and inhibitory control were checked before the memory task by a computerized version of the Sustained Attention to Response Task (Robertson et al., 1997; Makowski and Dutriaux, 2016) which is a Go/No-Go task with a majority of Go stimuli (89%). The mean reaction time as well as the rate of correct Go and No-Go responses were determined. Attention and concentration capabilities were also evaluated at the end of the assessment by the French revised version of the d2 Test of Attention (Brickenkamp et al., 2015). Norm-referenced scores of the Processed Target Objects, Percentage of Errors (or Error Rate) and the Concentration Performance were derived. Cognitive interference involving inhibition processes was investigated using the Stroop Color and Word Test (Stroop, 1935). In line with recommendations of Scarpina and Tagini (2017), a new global score was introduced, representing the interference effect that incorporated the processing time and the corrected as well as uncorrected errors of each subtest (see repository Bögge et al., 2021). Further, abilities of cognitive flexibility were assessed by the Trail Making Test (Reitan, 1958). For the analysis, the completion time of part A and part B and the difference between the Trail Making Test parts (B-A) in seconds were included. For the Stroop Color and Word Test and Trail Making Test the French translations from the GREFEX test battery (Godefroy et al., 2010) were used. Working memory capabilities were assessed by the Digit Span and Letter-Number Sequencing tests from the French translation of the fourth edition of the Wechsler Adult Intelligence Scale (Wechsler, 2010) that tested the immediate recall of series of digits and letters. Norm scores were derived for all digit spans in the Digit Span (i.e., forward, backward, sequencing, and total) and Letter-Number Sequencing tests as well as for the Working Memory Index.



Self-reference episodic memory task

To test EM, in particular recollection memory, involving self-reference processes, we adhered to validated protocols that investigated the mnemonic SRE in healthy young and older subjects and in pathological condition (Lalanne et al., 2013; Compère et al., 2016). All materials, stimuli, and the procedure used for this task derived from the latter two studies which assessed EM using the Remember/Know/Guess (R/K/G) paradigm (Gardiner et al., 2002). Memory probes (see repository Bögge et al., 2021) were personality trait adjectives (e.g., “optimistic” and “malicious”) originating from Anderson’s personality-trait word list (Anderson, 1968). The number of positive and negative items was balanced within and among all lists. Two parallel task versions were used for the pre- and post-test with an identical procedure and different word lists. The task was divided into three phases: (1) encoding, (2) free recall, and (3) recognition (Figure 3).
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FIGURE 3
Physiological measures. Physiological parameters were recorded directly before (baseline), during (training), and 5 min after (recovery) each training session. The small data points represent means of individual participants summarized over training sessions. The large data points reflect estimated marginal means summarized across participants and sessions that account for random subject effects and individual differences in the new Body Mass Index. Vertical lines indicate 95% CIs. The dashed line stands for the target breathing rate during training. Phases were compared between baseline and training as well as baseline and recovery for the BG (top lines) and CG (bottom lines), respectively. HRV, heart rate variability; RMSSD, root mean square of successive differences; BG, biofeedback group; CG, active control group; P2T-RSA, natural logarithm of the respiratory sinus arrhythmia calculated by the peak-to-trough method. ***p < 0.001. **p < 0.01. *p < 0.05.



Encoding

Following a short familiarization phase, participants were presented item by item with 48 adjectives of four different conditions which they were instructed to memorize. For every adjective, participants had to make a yes-or-no decision to decide, depending on the condition, whether (a) its first and last letters were in alphabetical order (perceptive condition), (b) it was considered as socially desirable in general (semantic condition), (c) it described them (semantic self-reference condition), or (d) it could be associated to a memory of a personal event (episodic self-reference condition).



Free recall

After a short memory retention period they were asked to retrieve without any aid as many adjectives as possible within 2 min. Subsequently, memory was further retained for a second period of around 25 min during which the memory task was interrupted by part of the executive functions test battery (Figure 3).



Recognition

Participants were presented with a list of 48 adjectives, half of which (24 items) derived from the encoding conditions while the other half were novel distractor items. The content of the recognition lists was equal between participants and in random order. For each word the participants had to decide whether they had seen it during encoding or not. If the answer was “yes,” an additional question addressed the presence of memory recollection using the R/K/G paradigm (Gardiner et al., 2002). In this line, the participants had to decide whether they remembered (R) in which context the word occurred (they could mentally experience the encoding again), or whether they knew (K) with certainty that the adjective appeared before, but they did not remember encoding details, or whether they guessed (G) its previous presence. Each R response was checked by asking the participant to indicate the corresponding condition.

Recordings included the response decisions and response reaction time during the encoding and recognition phase as well as the adjectives recalled. Measures of memory performance were the proportions of correct free recalls, subjective remembering (correct R responses), and objective source recollections (R responses correctly associated with the encoding condition) among the studied items. Furthermore, the performance of discriminating studied from distractor items was determined by calculating the sensitivity index d-prime (or d′). All measures were retrieved in dependence of the encoding condition and the valence of the adjectives.





Data processing of physiological recordings

Physiological recordings from the training sessions were preprocessed semi-automatically to generate measures of HRV and RSA in accordance with established guidelines, norms, and metrics (Task Force of the European Society of Cardiology and the North American Society of Pacing and Electrophysiology, 1996; Laborde et al., 2017; Shaffer and Ginsberg, 2017). Recordings of the 25-min training phase were split into five non-overlapping 5-min segments per session to match the length with the baseline and recovery phases. Segments of the baseline, training, and recovery phases were then processed and analyzed individually using an adapted version of the Python package NeuroKit2 (Makowski et al., 2020). Based on recommendations by BIOPAC (Biopac Systems, Inc., n.d.f) and the application note 233 (Findlay and Dimov, 2016), preprocessing included a bandpass filter of 0.5–35 Hz for the ECG and a bandpass filter of 0.025–1 Hz for the respiratory signal. In the ECG signal QRS complexes were automatically identified and the timing of the R-peaks within each QRS complex was determined following the NeuroKit method. QRS complexes that were shorter than 0.4 or longer than 1.25 times the median of all QRS intervals were rejected. Additionally, any R-peak that occurred less than 500 ms after the preceding R-peak was excluded (i.e., maximum threshold of 120 Hz between two heartbeats). The timing of R-peaks and therefore the heart period series (i.e., R-R intervals) was then corrected based on the algorithm of Lipponen and Tarvainen (2019). The algorithm identified R-peaks that were missing, superfluous, or misplaced, causing very rapid changes in successive R-R intervals that are typical of ectopic beats. In the correction phase, R-peaks were then respectively either deleted, inserted, or moved to the center between the directly adjacent R-peaks. R-peak correction was iterated so that R-peaks were corrected one-by-one starting from the beginning of the time series. To handle the correction of multiple adjacent R-peaks that were missed (e.g., rejection of R-peaks due to movement artifacts) the number of missing R-peaks was estimated whenever a missing R-peak was detected. Equal R-R intervals between inserted and adjacent R-peaks were assumed (i.e., constant heart rate) that were no longer than the 95th percentile plus the standard deviation of R-R intervals in the complete time series. The number of inserted R-peaks was increased until this threshold was undershot. For further details please consult the NeuroKit2 documentation (Makowski, 2021). Raw signals as well as graphical outputs generated from the analysis (e.g., original and corrected RR period, heart rate, and respiration time series) were sighted individually for measurement errors, artifacts, and ectopic beats. The prevalence of ectopic beats in the general adult population is 1–4% and at the median they amount to around 0.01% of all heartbeats (Simpson et al., 2017; Marcus, 2020). It is normal, however, for some humans to experience higher numbers of ectopic beats; excessive numbers are generally defined as >10% of all heartbeats.

Complete sessions were discarded if one or more segments met one of the following exclusion criteria that were established prior to data collection: (1) the raw signal was strongly artifacted or exhibited a high number of ectopic beats (i.e., proportion to total beats >2% or occurrence of more than two consecutive ectopic beats), (2) the analysis repeatedly failed to correct artifacts (e.g., large and abrupt changes visible in the heart period after correction), or (3) respiration cycles could not be properly detected. Recordings of 119 from a total of 132 training sessions were included for further statistical analysis. Eight sessions were excluded because too many ectopic beats were detected, four due to technical problems during data saving, and one because of the occurrence of large movement artifacts.

Measures of HRV were calculated for each 5-min segment. Time domain variables were based on time intervals between normal successive heartbeats (NN). Those included the square root of the mean of the squares of the successive differences between adjacent NNs (RMSSD), the standard deviation of the successive differences between adjacent NNs (SDNN) and the percentage of number of pairs of successive NNs that differed by more than 50 ms (pNN50). In the frequency domain, power spectral density was calculated for three frequency ranges: very low frequency (<0.04 Hz), low frequency (0.04–0.15 Hz), and high frequency (0.15–0.40 Hz). Spectral measures included the natural logarithm of absolute low frequency and high frequency power (lnLF and lnHF) as well as their normalized values. Further variables determined were the absolute power ratio of low frequency to high frequency and ln-transformed measures of the RSA using the Peak-to-Trough (P2T-RSA) and Porges-Bohrer (PB-RSA) method (Lewis et al., 2012).



Statistical analyses

The statistical analysis was carried out with R 3.6.2 (R Core Team, 2019) using the rstatix (v0.5.0; Kassambara, 2020), lmerTest (v3.1–2; Kuznetsova et al., 2017), and emmeans (v1.4.6; Lenth, 2020) packages. The analyses were performed separately for each dependent variable (DV). Statistical assumptions were checked according to instructions proposed by Kassambara (2019). Linear regression models including within-subject factors were developed based on mixed effect models including random subject effects (blocking factor). These models accounted for random intercepts and slopes along repeated measures of time. Main and interaction effects were calculated from the analysis of variance (ANOVA) or analysis of covariance when covariates were included. Effects of Type 3 are reported here due to the imbalance in group sizes. Following recommendations of Luke (2017) that produce most optimal Type 1 error rates for multiple factors mixed effect models, especially for smaller and unbalanced sample sizes (12–24 subjects), degrees of freedom were calculated using the Kenward-Roger method and unbiased estimates of variance and covariance parameters were determined using the restricted maximum likelihood. Factor effect sizes were based on partial eta-square values and interpreted as small, medium, and large for values of 0.01, 0.06, and 0.14, respectively (Cohen, 1988). Further, group and test comparisons were always concerned with pre-to-post-test and CG-to-BG differences. Estimated marginal means (EMMs) were computed and compared using the emmeans package (v1.4.6; Lenth, 2020). Effect sizes derived from EMMs pairs were based on the parameter dm which is determined analogously to Cohen’s d. Values of 0.25, 0.5, and 0.85 were interpreted, based on recommendations of a HRV distribution analysis (Quintana, 2016), as small, medium, and large, for measures of HRV. EMMs and effect sizes are reported along with the 95% CI. Monotonic correlations were based on Spearman’s rank-order correlation. All significance tests were based on alpha = 0.05 and were two-tailed.

Repeated measures from the training phase were averaged within each session to balance the number of samples between the baseline, training, and recovery phase. Linear regression models were devised with group (BG, CG) as between-subject factor and session phase (baseline, training, recovery) as within-subject factor. Since group means of the BMI differed significantly (see 2.1), the mean-centered BMI was added as a covariate for cardiac measures [DV ∼ new BMI + group * session phase + (1 + session phase | subject)]. EMMs were identified in each group for each session phase. EMMs of the training and recovery measures were then compared with the baseline within groups. Additionally, EMMs for the training and recovery phase were compared between groups using a model that adjusted means for baseline values (DV ∼ baseline + group * session phase).

Behavioral outcomes were each analyzed with a factorial design including the between-subject factor group (BG, CG) and within-subject factor test (pre, post). Average values and group × test interaction effects were determined for the measures apart from the EM task (DV ∼ group * test). EM task variables additionally included the encoding condition (perceptive, semantic, semantic self-reference, episodic self-reference) and valence (positive, negative) as fixed factors. Memory performance scores were controlled for the number of responses and reaction time during encoding. Effects involving the interaction of group and test were checked for every encoding condition separately. If significance was observed for any effect in any condition, the variable was added as a covariate to the following analysis of memory responses. Likewise, effects on the memory retention period between the encoding and recognition phase were tested by means of 2 (BG, CG) × 2 (pre, post) ANOVA. Since we were interested in EM performance in both reference conditions (self, non-self), regression models were devised separately for items with self-reference (semantic self-reference and episodic self-reference conditions) and without self-reference (perceptive and semantic conditions) [DV ∼ (covariate) + group * test * encoding condition * valence + (1 + test | subject)]. Effects involving group × test interaction and EMMs for each group-test combination were determined. Moreover, differences between reference conditions were characterized by the calculation of the SRE. The latter can be described by the difference in memory performance for items encoded with self-reference compared to items encoded in general semantic context (Glisky and Marquine, 2009; Lalanne et al., 2013; Compère et al., 2016). To this effect, group × test × valence interaction effects were identified for encoding condition differences (semantic-to-semantic-self and semantic-to-episodic-self). Where a statistically significant involvement of the encoding condition or valence was detected, group × test interaction effects on each level of the respective variable were determined. For all significant group × test interaction effects, EMMs or average scores were compared between pre- and post-recordings. Furthermore, the effect of the other cognitive measures on significant memory outcomes was controlled for. To do so, variables that exhibited a significant group × test interaction effect were added separately as covariates to the regression model. Finally, to study the relationship between physiological and behavioral results on a participant level, a correlation analysis was conducted for every behavioral variable. Pre-to-post differences of each participant were correlated with the baseline-adjusted EMM of P2T-RSA of the training. The P2T-RSA was chosen as the main indicator of vagally mediated HRV because it better captures vagal influences on a wide range of breathing frequencies compared to lnHF and lnLF and is less disturbed by sympathetic influences than the RMSSD. For significant correlations, the P2T-RSA × test interaction effect (groups combined) was determined [DV ∼ (covariate) + P2T-RSA * test (1 | subject)].




Results


System assessment

Separate mixed model analyses including random subject effects revealed no group differences for the sense of presence, sense of embodiment, or for any of its subcategories. However, compared to the CG the BG felt more attentive, t(14) = 3.89, p = 0.002, dm = 1.01, and less drowsy, t(14.1) = −3.41, p = 0.004, dm = −0.53, during the training phase. Self-reported fatigue did not differ between groups before, but after training, t(14.2) = −2.39, p = 0.031, dm = −0.73. Only the CG felt significantly more fatigue after training. Further details are provided in the Supplementary material A Table A1.



Maintenance and retention periods

In average 6.50 (SD = 1.83) and 6.20 (SD = 2.74) days passed between the last training session and post assessment in the BG and CG, respectively. No differences were found between group means, t(20) = 0.31, p = 0.762, d = 0.13. In the BG the retention period from encoding to the recognition phase was in average 27.08 (SD = 2.49) min during pre-assessment and 24.58 (SD = 1.16) min during post-assessment, while in the CG it was 26.05 (SD = 2.05) and 24.80 (SD = 2.49) min, respectively. A significant main effect of test was identified, F(1,20) = 8.79, p = 0.008,[image: image] = 0.19, because participants performed the tests during the retention period more rapidly in the post-assessment. No significant group effect, F(1,20) = 0.407, p = 0.531, [image: image] = 0.01, nor interaction effect F(1,20) = 0.976, p = 0.335, [image: image] = 0.02, was observed.



Physiological measures

Estimated marginal means derived from linear mixed models of the respiration rate, heart rate, and primary HRV variables indexing CVC and training success (i.e., RMSSD and P2T-RSA; Laborde et al., 2017; Shaffer and Ginsberg, 2017) as well as statistics of the within- and between group comparisons are given in Tables 2, 3 and are illustrated in Figure 3. The supplementary indices are presented in the Supplementary material B (Supplementary Tables B1, B2). There were no significant group differences between baseline measures for any of the physiological parameters.


TABLE 2    Within-group comparisons of physiological measures.
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TABLE 3    Between-group comparisons of physiological measures.
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The findings indicate that both groups successfully and to a great extent slowed their breathing and increased levels of RMSSD and P2T-RSA during training. However, only the BG came close to the target value of 6 breaths per minute (0.1 Hz). A training effect was present for some but not for all participants in the CG. For the respiration rate, RMSSD, and P2T-RSA, effect sizes were persistently higher in the BG. In addition, aftereffects (i.e., difference between baseline and recovery) on respiration rate, RMSSD, and P2T-RSA were observed only in the BG. Group comparison of the baseline adjusted training and recovery phases revealed significant large differences in the respiration rate and P2T-RSA for both phases and a moderate difference for RMSSD during recovery (Table 3). Heart rate dropped in both groups below baseline value during training and recovery and was slightly but significantly higher in the BG during training. Inversely, heart rate tended to be lower in the BG during recovery. A post hoc mediation analysis of the effects of respiration rate and heart rate on HRV is presented in the Supplementary material C.



Psychological measures and executive functioning

Average scores and results of the group × test interaction effect derived from the mixed model ANOVAs as well as correlations with P2T-RSA are reported for each score of the psychological scales and executive function test battery in Table 4. Groups did not differ during pretest (ps > 0.15) for any measure. Notable group × test interaction effects and correlations with HRV below or close to the significance level were found only for indicators of attention (Error Rate) and short-term memory (Digit Span Forward), but not of processing speed (Processed Target Objects of the revised d2 Test of Attention, Trail Making Test part A, Reaction Time in the Sustained Attention to Response Task), cognitive flexibility (Trail Making part B and B-A), inhibition (Interference Score of the Stroop Color Word Test and Rate of Correct No-Go Response of the Sustained Attention to Response Task), and working memory (Digit Span Backward, Sequencing, Total; Letter Number Sequencing; Working Memory Index Norm Scores). Pre-post comparisons revealed significant and large improvements only in the BG for the Error Rate score, t(11) = 2.92, p = 0.014, d = 0.84, 95% CI [0.27, 2.14], and Digit Span Forward score, t(11) = 3.45, p = 0.005, d = 1.00 [0.48, 1.79]. Linear regression models verified that the pre-to-post-test effect was strongly dependent on the baseline-adjusted P2T-RSA score for the Error Rate, F(1,19) = 5.60, p = 0.029, [image: image] = 0.23, and Digit Span Forward score, F(1,19) = 8.19, p = 0.010, [image: image] = 0.30.


TABLE 4    Psychological scales and executive functions.
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Episodic memory responses


Encoding phase

Results for measures of the encoding phase (i.e., the number of responses and the response reaction time to stimuli) are presented in the Supplementary material D Table D1. Reaction time values were ln-transformed prior to linear regression due to violations of the normality assumption. No statistically significant effect involving the interaction of group × test was observed for the number of correct responses, self-attributed adjectives, and autobiographical memories recalled. Contrary, the group × test interaction was found to influence the reaction time in each condition. Generally, the BG took more time to respond in the post- than in the pre-assessment, whereas the CG took less time. Consequently, the ln-transformed reaction time was included as a covariate for the analysis of the subsequent memory results.



Episodic memory performance

Estimated marginal means and correlations with P2T-RSA of proportions of correct free recalls, subjective R responses, and correct source recollections to studied items (i.e., hits) as well as the discrimination performance between old and new items are listed in Table 5. Groups did not differ significantly for any of the pre-test measures. Moreover, no significant group × test interaction effects, group differences during pre-test measures, or time differences within groups were present for any reference condition for proportions of R responses to unstudied items and incorrect source recollections to studied items (i.e., false alarms). Therefore, R response and source recollection hits were not corrected for false alarms and were treated as indicators of subjective and objective recollection, respectively (c.f., Duarte et al., 2008).


TABLE 5    Episodic memory performance.
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A statistically significant group × test × valence effect was present only for the subjective probability estimates of self-referential items, F(1, 139.3) = 5.06, p = 0.026, [image: image] = 0.04. None of the measures exhibited a group × test × encoding condition × valence or group × test × encoding condition interaction effect. As subjective and objective recollection are closely related, interaction effects in each level of valence were checked for both variables. Significant group × test interaction effects occurred only in the subjective and objective recollection (see Figure 4) of positive self-referential items. Significant large sized pre-to-post increases were verified only in the BG, t(101) = 2.68, p = 0.009, dm = 0.80, 95% CI [0.09, 1.51] (subjective recollection), t(138) = 3.40, p < 0.001, dm = 0.98, 95% CI [0.24, 1.72] (objective recollection). Moreover, both scores (groups combined) as well as old/new discrimination of self-referential items correlated significantly or by trend with P2T-RSA. Scores of d′ improved only in the BG, t(19.9) = 2.26, p = 0.035, dm = 0.61, 95% CI [−0.02, 1.25]. The pre-to-post-test effects were moderately-to-strongly but not statistically significantly dependent on the baseline-adjusted P2T-RSA score for measures of subjective recollection, F(1,19.3) = 3.92, p = 0.062, [image: image] = 0.17; objective recollection, F(1,19.3) = 1.35, p = 0.260, [image: image] = 0.07; and d′, F(1,19.8) = 1.59, p = 0.223, [image: image] = 0.07.
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FIGURE 4
Training effect on objective memory recollection. Objective recollection hit rate was assessed by the proportion of correct source recollection of studied words. EMMs and 95% CIs, derived from robust linear mixed effect models, are presented per group, reference condition, valence, and test. EMMs accounted for inter-participant differences in response reaction time at encoding and random subject effects. Pre-test values did not differ significantly (p > 0.14) between groups. Only recollections of positive items encoded with the self-reference condition (bold frame) revealed a significant group × test interaction effect. Training related improvements were found only in the BG. BG, biofeedback group; CG, active control group; EMM, estimated marginal means. ***p < 0.001.


To control whether group × time interaction effects were related to changes in other cognitive faculties, previous behavioral measures that exhibited a significant group × test interaction effect (i.e., Error Rate and Digit Span Forward norm scores) were added separately as covariates to the regression model. No effect was observed on any EM variable.



Self-reference effect

The follow-up analysis looking at the SRE (i.e., semantic-to-self-episodic differences) revealed no significant group × test but did reveal group × test × valence interaction effects, except for the free recall hit rate, for any EM variable. Group × test interaction effects, EMMs of pre-to-post changes, and their correlation with P2T-RSA are presented for positive and negative stimuli in Table 6. A significant interaction effect and correlation were observable only for subjective and objective recollection of positive stimuli. Pre-to-post comparisons revealed moderate-to-large increases in the BG for subjective recollection, t(39.8) = 1.51, p = 0.140, dm = 0.78, 95% CI [−0.29, 1.85], and objective recollection, t(46.7) = 2.75, p = 0.008, dm = 1.27, 95% CI [0.18, 2.36], for positive stimuli. Also, a moderate but statistically not significant increase occurred in the SRE based on negative items assessed by d′, t(74.9) = 1.87, p = 0.072, dm = 0.78, 95% CI [−0.12, 1.68]. The pre-to-post-test effects were strongly dependent on the baseline-adjusted P2T-RSA score for measures of subjective recollection, F(1,18.4) = 6.03, p = 0.024, [image: image] = 0.25; objective recollection, F(1,18.4) = 4.97, p = 0.038, [image: image] = 0.21; and d′, F(1,18.4) = 4.61, p = 0.045, [image: image] = 0.20. For both positive and negative items, there was no effect of the Error Rate or Digit Span Forward norm score on the SRE. In comparison, when the SRE was defined as semantic-to-self-semantic differences, the results showed the same trend, but effects were less pronounced (c.f. Supplementary material D Table D2).


TABLE 6    Self-reference effect (SRE).
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Exploratory analysis

Previous psychophysiological research has linked cognitive processes typically to resting-state measures of vagally mediated HRV. In the framework of an unplanned analysis, the monotonic relationship between vagally mediated resting-state HRV indexed by lnHF with behavioral results was investigated. Scores of lnHF and respiration rate that affect to which degree vagal influences are captured by lnHF, did not exhibit any group, session, or group × session effects. Therefore, physiological baseline indicators were grouped by participants and EMMs were correlated with the pre-test scores using the Spearman and two-sided hypothesis tests. None of the psychological, executive functions, EM or SRE measures correlated with lnHF with the exception of the Stroop global interference score, r(19) = −0.49, p = 0.025; Describing score of the Five Facets of Mindfulness Questionnaire, r(19) = −0.44, p = 0.025, and the correct free recall rate of positive self-referential items, r(19) = 0.67, p = 0.001.




Discussion

The objective of this study was to determine the placebo-controlled and 1-week lasting effect of HRVB on executive functions and self-referential EM in young healthy adults. Beyond that, it was investigated whether changes in cognitive performance were linked to RSA amplitude during training as a measure of respiratory-related CVC and training success. The results show that biofeedback had a large effect on RSA amplitude during and after training and some cognitive functions. Group × test interaction effects were found for measures of attention, short-term memory, and self-referential EM of positive stimuli. VR-related properties were controlled for. Moreover, findings indicated that RSA amplitude mediated cognitive improvements, thus confirming our hypotheses. However, some scores of affective and executive control were not affected by HRVB, including working memory and inhibitory control. Neural structures that underlie the implication of HRVB on self-reference processing are discussed.


Physiological outcomes

Physiological outcomes were in line with the Psychophysiological Coherence (McCraty and Childre, 2010) and Resonance Frequency Training (Lehrer et al., 2000) models. The training program proved effective for both groups, with a clear difference in training effect. The results showed, as hypothesized, that HRV self-regulation training evoked greater RSA amplitude during and even after the training when biofeedback was provided. Consistent with our assumption, the biofeedback effect was higher on RSA amplitude than RMSSD during training. In fact, biofeedback did not influence RMSSD during training, only afterward. These findings indicate that the biofeedback effect on CVC during training was strongly related to changes in respiration eliciting physiological coupling between respiratory, blood pressure, and cardiac phases. Post hoc analyses confirmed that slower respiration, along with lower heart rate, mediated to the greatest part the training and aftereffects on RSA amplitude. On the other hand, RMSSD was influenced by heart rate but not by respiration rate (Supplementary material C). While physiological coupling may be assumed during HRVB due to breathing near the resonance frequency, it remains unclear whether aftereffects on respiration rate and RSA amplitude were also linked due to increases in coherence. Besides, stronger ventilation (i.e., tidal volume), which is typical for HRVB, might have affected RSA amplitude but RMSSD less so. The observation that no significant group difference was demonstrated for RMSSD during training may be inferred from three assumptions. Firstly, as demonstrated by the mediation analysis, RMSSD is relatively unaffected by changes in respiration. Secondly, RMSSD was biased due to cycle length dependence (i.e., dependence of HRV on the heart rate; McCraty and Shaffer, 2015): higher heart rate reduced RMSSD in the BG. Thirdly, biofeedback evoked greater attention-driven sympathetic activation. With respect to the latter two points, we assume that biofeedback triggered greater motivation toward the engagement in voluntary control of the respiration during training. Evidence supporting this claim was provided by group differences in breath control and self-reported attentional commitment to the task that were higher in the BG. In turn, directing attention to a task is linked to increased arousal and sympathetic activation which decreases RMSSD and increases heart rate. We suppose that, mediated by attention, voluntary breath control, and tidal volume, biofeedback stimulated sympatho-vagal efferent cardiac inputs for both branches of the nervous system. In this line of thought, sympathetic activation during training partly counterbalanced the vagally mediated influence on RMSSD. This assumption is supported by the finding that RMSSD values between groups did differ after training. This suggests that in the BG the completion of the task was accompanied by sympathetic deactivation and thus a greater parasympathetic shift in the sympatho-vagal balance. The same pattern was reflected by the mean heart rate which reflects mean efferent vagal and sympathetic effects. Heart rate was higher during training in the BG, despite greater parasympathetic-mediated HRV (RSA amplitude, SDNN), and continued to drop after training only in the BG.

Conclusively, the outcomes demonstrate for the first time the moderating effect of biofeedback signals on the autonomic changes elicited by HRV self-regulation during and beyond the moment of self-regulation training. We therefore assume that biofeedback supported parasympathetic activation through increases in respiratory-linked CVC.



Executive functioning

In accordance with previous HRVB studies, the outcomes indicate that HRVB improves attentional capabilities required for the identification and discrimination of external stimuli and auditory short-term memory but not cognitive flexibility (Pop-Jordanova and Chakalaroska, 2008; Jester et al., 2019) and working memory (Lloyd et al., 2010) in young healthy adults. Moreover, these cognitive changes could be linked to ANS processes during training. This suggests that neurophysiological stimulation and not any placebo effect triggered cognitive enhancement. This idea is in line with previous findings that demonstrated a link between vagally mediated HRV and selective attention (Giuliano et al., 2018) as well as with the discrimination performance of false from true memories (Feeling et al., 2021). A change of response strategy that may change the interpretation of these results seems unlikely as speed and accuracy with respect to go-/no-go responses during the Sustained Attention to Response Task did not change from pre- to post-test in either group. Moreover, EM results support the idea that parasympathetic stimulation improved discrimination performance, not only of external stimuli, but also of internal thought processes as HRV significantly correlated with old/new memory discrimination performance. Future studies should check other types of working memory such as visuospatial span.

Notable consideration has been given to the association of resting-state vagally mediated HRV and HRVB with inhibition processes on neurophysiological and behavioral levels. In accordance with previous findings (Gillie et al., 2014; Feeling et al., 2015; Bernardi et al., 2016), results of the exploratory analysis showed a positive link between vagally mediated resting-state HRV and inhibitory control. Consequently, one would expect that, as for the identification and discrimination performance, stimulating physiological coherence and CVC would lead to greater inhibition. Yet, contrary to previous literature (Sherlin et al., 2010; Sutarto et al., 2010, 2013; Prinsloo et al., 2011; Blum et al., 2019), no training effects on inhibitory control were observed in either group, irrespective of whether the task required motor components (Sustained Attention to Response Task) or not (Stroop Color and Word Test). However, as in this investigation, studies controlling for the biofeedback training effect failed to report any significant interaction effects or group differences (Sherlin et al., 2010; Sutarto et al., 2010, 2013; Prinsloo et al., 2011). Hence, the lasting benefits of HRVB on behavioral inhibitory control mechanisms remain unsubstantiated. One probable criterion might be insufficient sample size, which ranged from 9 to 60 in previous studies, or training intensity.



Episodic memory and self-reference

Memory performance outcomes of the self-reference episodic memory task suggest that vagally mediated effects of HRVB can improve recognition-based verbal EM through the strengthening of the SRE. On the one hand, placebo-controlled training benefits in the BG were present only when recollecting self-referentially encoded positive items. On the other hand, memory recollection and discrimination scores correlated moderately-to-strongly with HRV. In addition, advantages in memory retention of self-referential stimuli did not come at the cost of reduced memory performance of non-self-referential stimuli. Another indicator of the involvement of the self-processing system is the discrepancies between memory measures. Of all memory variables here, recollection success relies the most on self-referential memory because it requires the episodic recollection of information associated with the stimulus during encoding. To this effect, Conway and Dewhurst (1995) and Conway et al. (2001) even introduced the term self-reference recollection effect (SRRE) that comprises the SRE on the subjective and objective recollection measures. In addition, there are differences between the two recollection measures. True recollection can be assured for the measure of objective recollection (i.e., source retrieval) but not always for subjective recollection. Subjective remembering is often confused with high-confidence recognition, which does not necessarily rely on the recollection of qualitative properties of the memory (Yonelinas, 2001; Rotello et al., 2005). Discrepancies in the biofeedback effect (i.e., group × test interaction effect) and correlation results between memory measures of self-referential items might therefore stem from different degrees of dependence on self-reference processes.

The importance of the self-processing system for the memorial training effect is further stressed by the findings related to the SRE. On the one hand, the presence of biofeedback had a large promoting effect on the SRRE (SRE on subjective or objective recollection) on both scales, providing evidence for the interaction between biofeedback and self-reference processing. On the other hand, results of the SRE reflected the same characteristics as those of the memory results discussed above: firstly, changes in the SRRE were linked to HRV; secondly, differences occurred between memory variables with effect sizes and correlations that were markedly larger for the recollection measures.

Remarkably, training effects on the SRRE concerned only positive items. This is an indication that affective biases played a role in the influence of biofeedback and HRV self-regulation training on SRRE. Indeed, it is a well-documented phenomenon that self-relevant stimuli produce a bias in positivity, such that people tend to make flattering self-evaluations and to hold more positive memories (see Cunningham and Turk, 2017, for a review on self-referencing biases). Furthermore, memory improvements were not mediated by changes in any other cognitive function assessed in this study. These results suggest that vagal stimulation and increased physiological coherence also mediated an effect of HRVB on cognitive processes beyond executive functioning associated with improved objective memory recollection and discrimination performance. Moreover, it supports the notion of a direct relationship between autonomic control and the self-reference processing system that may be based on a common set of neural structures. We propose a chain mediation model explaining the effect of HRV self-regulation training on the memory retrieval of self-referential encoded information (Figure 5).


[image: image]

FIGURE 5
The self-regulation-self-referential-memory (SR-SRM) model. Autonomic control can be exercised through HRV self-regulation training and thus affects pathways of the autonomic nervous system which reach the central nervous system. These pathways connect via the brainstem with several forebrain structures in the central autonomic network. Due to shared structures (most notably the vmPFC) further brain networks are influenced down the line which are involved in self-referential information processing (1.1). Likewise, affective processing is affected by functional changes related to limbic structures (1.2) which in turn influence self-referential processing (1.3). Firstly, self-referential encoding (2.1) provides a memory advantage to the encoded information (3.1). Secondly, self-referential processes are associated with the internal focus on thoughts that can trigger reactivation of a new memory or add novel associations to it, especially when the memory is related to the self (2.2), supporting its consolidation and retrieval (3.2). Consequently, strengthening self-referential processing via HRV self-regulation training may support voluntary retrieval of memory. In this context, biofeedback acts as a moderator because it facilitates self-regulation. vmPFC, ventromedial prefrontal cortex; HRV, heart rate variability.




Self-referential episodic memory and autonomic control

Within the central nervous system, there are several brain structures that are commonly engaged in autonomic control, self-reference, and emotional processing such as the vmPFC, dorsolateral prefrontal cortex (dlPFC), or cingulate cortex. The former is particularly noteworthy due to its central role in brain networks orchestrating autonomic and self-reference processes. On the one hand, the vmPFC as well as several other prefrontal regions including the dlPFC, cingulate cortex, and left anterior insula function as nodes of the central autonomic network (Benarroch, 1993; Sklerov et al., 2019) at the highest level of a top-down chain to control autonomic functions such as cardiac regulation. On the other hand, the vmPFC, as part of the Self-Attention Network (SAN; Humphreys and Sui, 2016), has been firmly linked to self-reference processes (Kelley et al., 2002; Macrae et al., 2004; Northoff et al., 2006; Martinelli et al., 2013). The SAN is believed to be responsible for self-biases in perception and attention through the activation of the vmPFC which is moderated by a control network involving the dlPFC. Moreover, the dual role for self-reference and autonomic processes is further underlined by the functioning of the default mode network (DMN; Uddin et al., 2009). The DMN is typically associated with self-referential cognition (Buckner et al., 2008) as it is active at moments of rest when attention is not directed to the exterior environment but to the self. Besides, the DMN is constituted mainly of brain regions involved in autonomic processing, with the vmPFC as one of its core centers, and is in direct relationship with autonomic control (Beissner et al., 2013; Bär et al., 2015).

Consequently, within the autonomic nervous system, it seems possible that cardiac regulation during HRVB training influenced the functional dynamic of the vmPFC and related pathways. Indeed, the vmPFC is linked to antisympathetic and parasympathetic ANS activity, whose elicitation was the aim of the training. In this context, biofeedback acts as a moderator that supports physiological change. The existence of a reciprocal interaction between the autonomic nervous system and forebrain in the context of cognition, memory, and emotion that strongly relies on central autonomic network elements has also been emphasized earlier (Thayer and Lane, 2000, 2009; Thayer et al., 2009; Critchley et al., 2013). Direct evidence that HRVB training increases resting state functional connectivity in the forebrain and between regions of the central autonomic network was recently demonstrated by Schumann et al. (2021). They showed that HRVB intervention compared to a control group increased connectivity between vmPFC and several forebrain structures, including the cingulate cortex, left anterior insula and dlPFC. They also found that the effect was mediated by elements of the central autonomic network in the brainstem. Hence, it can be assumed that repeated HRVB training may have a sustained impact on the dynamism of the self-reference system due to surges in functional connectivity between forebrain structures (i.e., vmPFC, dlPFC, etc.) and activity in the vmPFC which in turn can be ascribed to the promotion and inhibition of pathways involved in parasympathetic and sympathetic autonomic regulation, respectively.

In this context, we theorize that these functional changes (see Figure 5 “CNS”) evoked by HRV self-regulation training (see Figure 5 “ANS”) facilitated the processing of self-referential information at (1.1) or after initial encoding (2), which leads to the inflation of the SRE and self-related memory retrieval (3). According to the neurophysiological assumptions postulated here, there is also an alteration in the functionality between the vmPFC and limbic structures involved in affective processing and reward circuitry (e.g., cingulate cortex, insula, and amygdala). Moreover, vmPFC activity has been linked to affective meaning and positive valence ratings (Winecoff et al., 2013; Kim and Johnson, 2015). Hence, we postulate that functional changes were also responsible for changes in affective processing (1.2), explaining the positivity bias in the presented results. This is in line with previous literature that repeatedly linked HRVB to changes in emotional processing (McCraty et al., 2009; Lehrer et al., 2020). According to the Psychophysiological Coherence model (McCraty and Childre, 2010), activating positive emotions harmonizes bodily processes that shift an “inner baseline reference” (McCraty and Zayas, 2014) related to alterations in information processing. So, following the HRVB training, which likewise stimulated physiological coherence, may have also resulted in such a baseline shift, biasing information processing toward positive stimuli. In this regard, HRV self-regulation training influences affective arousal elicited by positive stimuli when PFC is engaged in self-reference processes impacting subsequent information processing (1.3).

Previous literature suggests that the SRE is primarily related to processes at encoding (Morel et al., 2014; Kalenzaga et al., 2015) (2.1 and 3.1). Moreover, following our assumptions, biofeedback can also be surmised to affect DMN functionality, impacting information processing related to our default mode. Besides the inherited central aspect of self-reference, the default mode is also concerned with a range of self-relevant cognitive processes such as mind wandering, recalling memories, simulating, or planning the future (Mooneyham and Schooler, 2013). Hence, the training may also have important consequences on the behavior related to the default mode. For instance, subjects might be more prone to engage in self-referential cognition or to be more concerned by affective biases. In this regard, an alternative interpretation of our memory results is that training affected self-referential thought processes occurring after the initial encoding during the consolidation or retrieval phase (2.2). It might be that the training success was associated with a greater propensity to engage in retrospection or prospection whose content was linked to the learned self-referential memory probes triggering memory reactivation and reassociation. Consequently, these processes could have facilitated access to the memory trace at retrieval (3.2). Previous findings underline that post-encoding memory consolidation can occur at rest (Axmacher et al., 2008; Tambini and Davachi, 2013) and when engaged in a task with high frontal related processing demands but low hippocampal related processing demands (Varma et al., 2017, 2018). One indicator to verify whether HRVB promoted self-reference processes occurring after encoding, and thus after post-encoding memory consolidation, may be the comparison of pre-to-post changes in the SRE between the recollection measures and free recall success for positive items. Based on the assumption that an essential part of the memory consolidation took place during the long retention period between the free recall and recognition phases, one would expect in the BG a higher pre-to-post-increase in the SRE for the measure of objective recollection than for free recall success, which was the case in this work. It is thus likely that improvements in EM retrieval were mediated by altered processes at both stages, during encoding and after encoding. Though the influence of encoding processes on the SRE is scientifically more founded, it remains unclear to what extent HRVB related memory improvements can be attributed to these two stages, respectively.



Covariates

In the current study the influence of HRVB on various measures of psychological trait characteristics including emotional regulation, mindfulness, or self-concept was checked. Neither the HRVB training nor the mindfulness training in the CG showed an influence on any score. Accordingly, contrary to previous assumptions, no biofeedback-related changes in affective control or self-awareness were verified. One likely explanation is that the scales used were not sensitive enough to capture any changes as they assessed stable traits rather than reactional states. Furthermore, it is possible that the intervention period and/or the intensity was not long enough or high enough to produce trait changes that could be perceived by the participant.

Experimental biases exhibited by behavioral changes at encoding in terms of response reaction time and number of adjectives associated with the self-concept or autobiographical memories can be excluded since measures were added as covariates to the statistical models when necessary. Furthermore, one might argue that the training affected interoceptive awareness that mediated the impact of the bodily state on memory. In other words, participants were more conscious of autonomic processes causing additional information to be linked to memory. Therefore, additional qualitative properties or cues that had been deeply encoded via integration with autonomic control (Critchley et al., 2013) may have been available, facilitating retrieval. The moderate correlation found between HRV and the measure of awareness supports this claim. Also, Blum et al. (2019) found that a VR-immersion with a natural scene during HRVB increases aspects of a mindfulness state. However, given the statistical insignificance of the correlation and the fact that no effects were observed for any of the mindfulness trait scales, the outcomes did not confirm that self-awareness was related to memory encoding. Nevertheless, it cannot be ruled out that measures of mindfulness state or interoceptive awareness instead of general trait features might have accounted for variations within the results.

In the present study it has been shown that the VR setup used evoked comparable levels of sense of embodiment and presence between groups. We therefore suspect that these characteristics did not moderate group differences in instantaneous and potential long-term psychophysiological changes. Especially self-ownership, which can also extend to the avatar and embodied biofeedback, is known to affect the SRE through the activation of brain networks involved in self-processing (Cunningham et al., 2011; Cunningham and Turk, 2017). However, we do not exclude the possibility that the use of VR moderated HRVB effects through other VR-related mechanisms. For instance, it is possible that the VR implementation increased bodily self-consciousness (Blanke, 2012) during HRVB, and therefore supported self-processing, through greater attention to the biofeedback signal. Though the direct effect of the VR on HRVB outcomes was not assessed in this study, the large effect sizes indicate that the use of VR enhanced cognitive improvements when compared to standard-HRVB, especially regarding the SRE. This effect might be corroborated by more frequent training and will be the subject of future studies which contrast VR-HRVB with a classical HRVB intervention.

Another important factor for the mediation of assessment score changes was participants’ expectations about the training efficacy. Subject-expectancy effects are known to contribute to HRVB outcomes (Khazan, 2013) and were therefore controlled through blinding and introduction of an active placebo-control group. Furthermore, it has been argued that subject-expectancy effects may be influenced by the perception of control over physiological parameters (Weerdmeester et al., 2020). The finding that groups did not differ in terms of agency, however, is suggestive that participants receiving biofeedback did not expect their training to be more beneficial due to a stronger perception of any changes that their self-regulation training evoked. In addition, results of the online follow-up questionnaire (Supplementary material E) hinted that expectations about cognitive training effects did not differ between groups.



Implications and perspectives

One of the strengths of the current work is that contrary to most HRVB studies, post-evaluations were not carried out immediately after the last training session. It is therefore probable that certain training effects were not observable due to their ephemerality. This might also explain why here no effect was reported on several executive functions, specifically inhibitory control, whereas it was reported in studies with comparable sample size and that did not include a maintenance period. Additionally, in contrast to other studies, a statistical approach was adopted that is robust against group differences and violations of distributional assumptions, that accommodates for random subject and time effects (Schielzeth et al., 2020), providing reliable Type 1 error rates for small samples. Consequently, the findings emphasize that instant effects cannot be simply extrapolated, and that caution should be exercised when interpreting such results. Further, this underlines the importance of including a maintenance period in experimental paradigms that investigate the effect of biofeedback on cognition.

Moreover, previous HRVB studies investigated mainly (young) adults who were susceptible to or experienced high levels of work-related stress. Those studies postulated that through the reduction of stress, cognitive performance increases. The present work shows that improvements can also be evoked in young adults without any specified pre-condition and that no experience in self-regulation training is required. The findings also demonstrate for the first time that only six 25-min sessions of HRVB training can be sufficient to provoke changes in the self-referential EM system and discrimination performance that are sustained beyond the training period. Thus, the present study stresses the importance of VR-HRVB interventions in yielding potential long-term advantages for cognition and well-being, especially in regard to short- and long-term memory and committing errors. However, these results have yet to be corroborated by protocols including longer training and maintenance periods, samples of different age segments, and clinical populations. Moreover, the influence of VR-related effects needs to be further investigated.

Heart rate variability biofeedback appears as a promising application for a wide range of fields that are concerned with the peak performance, maintenance, or recovery of cognitive functions. For example, HRVB may proof useful as a therapeutic tool to treat patients suffering from impaired cognition or to combat neurocognitive decline. Specifically, those with conditions that distort self-reference and affective processing, such as schizophrenia, may benefit from HRVB. Further, we recommend considering the implementation of biofeedback also for other self-regulation training programs as state-awareness proved to be advantageous for training outcomes.

In addition, if HRVB indeed has a long-lasting effect on the self-reference system and DMN functionality, training programs could have meaningful implications on a wide range of behaviors, such as those related to self-regulation, body self, mind wandering, prospection-based cognition, and social behavior. Besides the demonstrated leads, further investigation is required to ascertain the relationship of changes in HRV with self-referential cognition, short-term memory and the identification and discrimination of stimuli. It would also be interesting to explore whether cognitive processes associated to HRVB can impact memory at later memory phases (i.e., beyond encoding). We encourage future HRVB studies to include resting state or phasic HRV measures shortly before or during cognitive assessment that could explain training related effects. Moreover, multimodal neuroimaging approaches are needed to comprehensively explore the neural dynamism underlying the relationship between HRVB-stimulated autonomic activity and cognition.




Conclusion

In the framework of this study, a new cognitive training system was developed that allows for human immersion in a naturalistic VR environment in which HRV and respiratory biofeedback can be visualized. For the first time, two randomized and blind groups were compared that trained HRV self-regulation either with or without VR-HRVB. Statistically significant cognitive effects that persisted 1 week after participation in an HRV self-regulation training program were assessed. Findings demonstrate for the first time the essential role of HRVB to drive cognitive improvement through physiological change. Biofeedback improved aspects of attention, short-term memory, and self-referential EM but not inhibitory control, processing speed, working memory and non-self-referential EM. Furthermore, biofeedback greatly strengthened the SRE for positive stimuli. Cognitive improvements could be linked to the level of the respiratory sinus arrhythmia during training which is associated with physiological coherence, baroreflex gain, and CVC. The presented results are in accordance with the neurovisceral integration model providing additional evidence that parasympathetic activation improves cognitive functioning involving the identification and discrimination of stimuli and self-referential processing. It is conjectured that changes in neural pathways and structures related to autonomic control affected brain networks involved in attentional control, affective processing, and self-referential processing. The results provide reasons to direct further research toward the influence of HRVB on the mind-body complex, as it could reveal important implications for neurocognitive functioning and behavior.
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Reward Discrimination task Localization task
Level Cued Uncued Cued Uncued
RT Low 518 (34) 502 (31) 362 (23) 349 (22)
High 499 (28) 492 (28) 362 (25) 348 (23)
Error rate Low 2.7 (0.7) 2.2 (0.6) 1.1 (0.9 1.2(0.9)
High 3.6 (0.8) 2.3 (0.6) 1.1 (0.8) 1.5(0:9)
IE Low 530 (32) 512 (30) 369 (28) 356 (26)
High 516 (28) 503 (27) 369 (29) 357 (28)
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Total Anodal Cathodal ‘Sham Age Male Female
Rule N N N N ‘Mean SD Range N N
Rule 1 19 8 8 3 21.92 5.34 21 12 7
Rule 2 14 8 4 2 20.24 3.41 13 5 9
No Rule 21 2 6 13 26.34 1163 38 6 15
Total 54 18 18 18 23.20 8.34 38 23 31

Chi-square test of independence for stimulation condition x, y_ 5 = 15.49,

0.004. No significant demographic differences obsarved between rule groups.
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Orienting

RAT # Correct

Tension
Rule ‘Mean SD Mean SD ‘Mean SD
Rule 1 29.09 22.65 71 323 1.16 1.50
Rule 2 44.19 39.19 784 295 514 3.92
No rule 56.35 37.83 7.06 259 252 221

Orienting score in milliseconds. Number correct on Remote Associates Test out of 23. Possible scores on the Tension subscale are between 0 and 24.
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No rule vs. rule 1 (reference)

Rule 2 vs. rule 1 (reference)

Variable B(SE) OR (95% Cl) B(SE) OR (95% Cl)
Orienting 0.050 (0.018)* 1.051 (1.014,1.090) 0.040 (0.018) 1.041 (1.004,1.079)
RAT # correct 0.251 (0.162) 1.285 (0.925, 1.766) 0.295 (0.018) 1.344 (0.941,1.918)
Tension 0.773 (0.325)" 2165 (1.144,4.007) 1.074 (0.340)" 2.928 (1.503,5.702)
Cathodal stim —1.778 (1.023) 0.169 (0.023,1.256) —0.395 (1.389) 0673 (0.044,10.237)
Anodal stim —3.688 (1.313)" 0.025 (0.002,0.328) —0.172 (1.445) 0.842 (0.050, 14.289)

*p < 0.05.





OPS/images/fnhum-15-541369/crossmark.jpg





OPS/images/fnhum-15-541369/fnhum-15-541369-g001.gif
stm | AN Alt tems |

I | [ - T T Y Y - D D D I

[#Tras | 2] [50] [60 | 60 (60 | [e0] [s0] [s0] [50] [50]






OPS/images/fnhum-15-541369/fnhum-15-541369-g002.gif





OPS/images/fnhum-15-541369/fnhum-15-541369-g003.gif
90%

85%

80%

75%

70%

65%

60%

55%

50%

45%

40%

—&—Rule 1 Leamers (all trials)

=4 « Rule 2 Leamers (Rule 2 trials only)

—a= Rule 2 Leamers (all trials)

++ @+ No Rule Leamers (all trials)

Baseline Training 1

Training 2

Training 3

Training 4 Test 182

Test 384






OPS/images/fpsyg-12-614213/inline_15.gif





OPS/images/fpsyg-12-614213/inline_11.gif





OPS/images/fpsyg-12-614213/inline_12.gif





OPS/images/fpsyg-12-614213/inline_13.gif





OPS/images/fpsyg-12-614213/inline_14.gif





OPS/images/fpsyg-12-614213/fpsyg-12-614213-t001.jpg
Measure SCT(1) ADHD(2) Control(3) Test Bonferroni
(h=24) (1=24) (1=25) Statistics

(Frx?)
Age (years) 2108 2847 2192(228) 4238
(195 (308
Sex (male/female) /14 6/18 18/13 331
Q 10422 10141 10544 083
735 (1559 (639
BAARS-IV 1843 2121 1308(200) 7651 2>1>3
ADHDIN @42 (254
BAARS-IV 1871 1746 1024(1.36) 2069° 2>1>8
ADHD H-1 @85 (607
BAARS-IV 2392 1946  1260(206) 139.03° 1>2>3
scT (1.69) 319
ACI 2742 2283 1588(306) 6575° 1>2>3
@31 (21
BDI-II 16.54 1213 6.16 (5.15) 11.68" 2,1>3
©05 (@01
BAl 1079 9.63(0.65) 364(386) 6400  2,1>8
(7.99)
VSWMspan  6.75(099) 6.71(1.16) 7.04(102) 072
VSWM score 6038 7004 75.52 059
@159 (2434  (19.30)

Note. Mean (standard deviation); *p < 0.01; 1: control, 2: SCT, 3: ADHD; Age: years,
SCT, sluggish cognitive tempo; ADHD, attention-deficit hyperactivity clisorder; BAARS-IV,
Barkley Adult Attention-Deficit/Hyperactivity Disorder Rating Scale V; IN, Inattentive; H-1,
hyperactive and impuisive; ACH: Aduit Concentration Inventory; BDII, Beck Depression
Inventory-1i: BAI, Beck Anxiety Inventor; 10, Intellgence Quotient estimated/ by brief version
of Wechsler Adut Intelligence Scale- IV; VSWM, Visuospatial Working Memory measured
in Corsi block-tapping task; Test Statistics (F), results of the omnibus F-test; Test Statistics
(x?). results of the chi-square test, When the F test was significant, the results of pairwise
group comparison using Bonferroni are shown as well.





OPS/images/fpsyg-12-614213/fpsyg-12-614213-t002.jpg
Load Distractor scT ADHD Control

condition condition (n=24) (n=24) (n=25)
Accuracy
High No-distractor 96.279 94,877 94.951
(3.078) (65.004) (65.623)
Distractor 89.583 86.111 91.548
(4.556) (10.846) (7.610)
Low No-distractor 96.275 96.546 95.622
@.077) (2.729) (3.888)
Distractor 90514 89.410 92135
(6.185) (7.180) (5.024)
Response time
High No-distractor 477.408 491543 432,837
(60.174) (66.060) (61.329)
Distractor 494.724 482.199 441.262
(74.403) (63.076) (60.180)
Low No-distractor 307.944 335,848 313,007
(32.058) (30.536) (30.783)
Distractor 346.442 352.721 324617
(40.234) (38.920) (28.310)

Note. Mean (standerd deviation); ‘p < 0.05; SCT group, Sluggish cognitive tempo
group; ADHD group, Attention-deficit/hyperactivity disorder group; High load condition is
hypothesized to measure early selective attention. Low load is hypothesized to measure
late selective attention.
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Comparisons of two groups at T1 (Retest 1).
Control group

M Sb
Text reading MT Z-score -2.16 095
Text reading errors performance 200 1.08
Non-words reading sylls Z-score —1.46 070
Non-words reading errors Z-scores 075 1.47

Experimental group

-131
3.16

-128
0.20

sD

053
0.89
0.69
0.71

z

-2.51
-258
-0.95
-0.86

Comparisons are calculated on Mann-Whitney test: Z-value (Z), p-values (p) of probability, effect size (r and CRB) are reported.

Mann-Whitney test

P

0.012
0.010
0.342
0.395

7 CRB
0.49 0.58
0.51 0.57
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Comparisons between the two groups at TO
Control group

N M Min Max
1Q Intelligence Quotient 13 100.31 85
110
Text reading MT syl's 13 192 037
384
Z-scores text reading MT speed 13 —208 -40
-029
Text reading errors 13 12.38 3
24
Text reading errors performance slot 13 2,08 1
4
Non-words reading sylls 13 129 050
259
Non-words reading speed Z-scores 13 —1.53 —24
-035
Non-words reading errors 18 731 1
19

Comparisons between two groups analyzed by Mann-Whitney test for two independent samples: Z-value (Z) and p-value (p) of probability are reported.

sD

8.26

1.18

0.93

5.94

1.04

0.63

0.75

5.04

13

Experimental group

M

102.77

243

-1.61

11.23

215

1.36

—1.46

7.00

Min Max

87
120
1.23

3.87
—2.34
-0.68
1
23
1
4
0.66
2.44
-2.23
-0.32
4
10

SD

10.35

0.76

0.47

1.21

0.56

0.65

227

Mann-Whitney test

z

-0.85

-0.80

-1.25

-1.62

-0.28

-0.48

-0.39

P

0.395

0.425

0913

0.209

0.106

0.778

0.626

0.698
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Z-scores text Text Reading errors 2Z-scores words Zscores words  Z-scores non-words Z-scores non-words

reading syll/s performance reading syll/s reading errors reading syll/s reading errors

Mean pre —142 065 ~1.69 164 -108 169

Min —257 0 —2.98 0 ~185 04

Max pre -0.13 2 0.99 333 0.13 467
Mean post -079 155 ~1.10 151 -027 064

Min —2.87 -0.25 —167 -050
Max post 041 333 1.48 200
Improvement pre post +0.9 +0.59 ~0.13 +0.76 ~1.05
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Mean pre
SD pre

Mean post

SD post
Improvement syl's

Text reading
syll's

1.49
0.49
257
0.53
1.08

Text reading
errors

13.35
2.78
7.45
2.84

Words reading
syll/s

121
0.49
2.09
0.48
0.88

Errors reading
words.

11.50
3.40
7.36
268

Non-words
reading syll/s

1.06
0.32
1.62
0.34
057

Non-words
reading errors

13.25
284
7.30
1.95
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Contralateral Effects P1 N1 Nd P3
Task _ - _
Reward ** — — —

Cue . o

Reward x Cue Low reward: cued > uncued*™™* Low reward: cued < uncued™  Low reward: cued < uncued*

Low reward: cued > uncued™*
High reward: cued ~ uncued High reward: cued ~ uncued

High reward: cued ~ uncued High reward: cued ~ uncued

Ipsilateral Effects P1 N1 Nd P3

Task . -

Hok

Effects include the main effect of Task, Reward, Cue validity, and the Reward x Cue interaction. Statistical significance is marked with *0.05 < p < 0.1, “p < 0.05, and
o < 0.005.
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Experimental group comparisons within group (T0); T1 (Retest 1) at the Wilcoxon test.
SD TO

Text reading MT syl/s
Text reading MT Z-score

Text reading MT errors

Text reading errors performance slot
Non-words reading sylls
Non-words reading syls Z-score
Non-words reading errors
Non-words reading errors Z-scores

MTO

243
161
11.23
212
1.35
—1.46
7.00
0.83

MT1

296
-131
5.04
3.15
1.50
—1.22
5.00
0.19

077
0.46
6.42
111
0.56
0.65
227
071

sDT1

1.02
063
4.09
0.90
0.63
0.69
234
071

-3.18
-2.41
—2.77
-2.23
-2.27
227
-2.00
—2.04

0.001
0.016
0.008
0.026
0.023
0.023
0.045
0.041
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Change in BPR
BIS

DES

GAD

*p =<i0.05.

Learner

0.42*

0.39*
—0.40"

0.26

Change in BPR

0.14
—0.35
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BIS

—0.42~
0.038
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Model | (DES) Model Il (GAD) Model Il (DES + GAD)

DES B-coefficients -0.07* —0.10*
GAD -coefficients 0.035 0.065*
Intercept B-coef. 0.71* 0.25 0.45*
R2 0.157 0.065 0.351
F(1, 20) 372 1.40 5.14

*p < 0.05; *p <« 0.01; *p <« 0.001.
Learning status: non-learner = O, learner = 1.
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NFB regime Age Status Gain (y; = 30-) Standardised Wald BIS DES Change in Inverse slope,
intercept) slope (z-score) p-value BPR standardised

TBR 31 Learner 13.7 6.0 <0.001 19 9 0.16 1.0
TBR 32 Learner 8.8 4.5 <0.001 14 40 0.12 -0.8
TBR 37 Learner 14.0 3.6 <0.001 17 16 0.27 2.5
TBR 30 Learner 10.3 3.1 0.002 18 25 0.31 -1.3
TBR 33 Learner 6.4 2.3 0.02 14 12 0.12 0.1
TBR 30 Non-Learner 8.1 1.9 0.06 12 28 0.20 1.43
TBR 32 Non-Learner 0.1 1.6 0.12 16 64 0.04 3.3
TBR 37 Non-Learner —-1.2 —-1.4 0.16 9 58 0.06 0.0
SMR 46 Learner 10.4 3.6 <0.001 16 4 0.08 —-0.4
SMR 27 Learner 5.7 3.3 0.001 11 19 0.05 -0.3
SMR 29 Learner 121 2.7 0.007 11 59 0.10 1.7
SMR (1] Learner b5 25 0.01 15 44 0.13 0.4
SMR 31 Learner 6.4 2.3 0.02 16 51 —0.01 0.1
SMR 57 Learner 7.0 2.2 0.03 19 13 0.1 0.7
SMR 25 Non-Learner 10.0 1.3 0.19 8 7 0.12 0.3
SMR 38 Non-Learner 4.8 1.2 0.22 17 46 -0.17 1.2
SMR 46 Non-Learner 5.4 0.7 0.47 12 23 —-0.13 -0.7
SMR 37 Non-Learner 2.7 0.6 0.55 14 22 0.22 1.0
SMR 28 Non-Learner 8.3 0.6 0.55 18 82 —0.04 -0.2
SMR 26 Non-Learner 2.2 0.3 0.73 13 91 —0.06 —-2.0
SMR 37 Non-Learner 6.2 -0.7 0.49 7 118 0.03 -04
SMR 55 Non-Learner —-1.2 —-1.4 0.17 16 22 —0.08 0.0
SMR 43 Non-Learner 9.0 —-1.8 0.08 14 26 0.10 1.3
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X session X x + u + error
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Experimental group; comparisons within group T1 vs. T2, Wilcoxon test

Text reading MT sylis
Text reading MT Z-score

Text reading MT errors

Text reading errors performance
Non-words reading sylls
Non-words reading sylls Z-score
Non-words reading errors
Non-words reading erors Z-scores

N

>0 000000

MT1

3.27
-1.17
4.58
3.33
1.93
-0.66
5.67
0.63

MT2

3.35
-1.31
7.41
267
1.97
-0.97
533
0.28

SDT1

0.89
0.49
220
0.62
0.50
0.46
234
0.69

SD T2

081
034
227
052
0.58
0.59
3.78
0.85

-1.09
-1.36
—1.46
-1.63
-1.10
-1.57
-0.28
-0.41

0.273
0.173
0.144
0.102
0.269
0.116
0.783
0.680
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Experimental group comparisons within group TO vs. T2: Wilcoxon test

Text reading MT syls
Text reading MT errors
Non-words reading sylls
Non-words reading errors

N

oo oo

MTO

2.76
15.83
1.67
5.83

MT2

335
7.41
1.98
5.33

SDTO

0.68
571
0.49
214

SDT2

0.81
227
0.58
3.78

—2.201
-2070
-2.207
-0.365

0.028
0.038
0.027
0.715

0.64
0.59
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Control groups comparisons within groups between T0 (pre) T1 (post): Wilcoxon test

MTO MT1 SDTO SD T1ipost z P
Text reading MT syll/s 1.92 1.89 1.19 1.22 -0.28 0.78
Text reading MT Z-score —2.08 -2.16 093 095 -0.94 0345
Text reading MT errors. 12.38 11.50 5.94 6.97 —0.94 0.348
Text reading errors performance slot 208 2.00 1.03 1.08 -0.58 0564
Non-words reading syll/s 1.28 1.32 0.63 0.59 -1 0.266
Non-words reading syll/s Z-score -1.52 —1.46 0.75 0.70 -1.07 0.286
Non-words reading errors 7.31 7.31 5.04 5.81 —2.1 0833

Non-words reading errors Z-scores 0.76 0.75 131 1.47 -0.14 0.889
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Variables M(SD) 1 2 3 4 5

(1) Age 14.44 (1.82) -
(2) Sex 0.48 (0.50) - -

(3) SES 461 (.05 -025" 011" -

4)ss 58.66 (13.40)  0.04 008  0.16™ =

(5) OP 3428 (7.09) -006 -002 018  0.56" -
(6) DE 16.46 (10.64) 005 —0.02 —0.16"* —0.53"* —0.64"

N = 652; M, mean; SD, standard deviation; SS, social support; OR optimism;
DE, depression; SES, socioeconomic status. Sex was dummy coded such that
boys =0, girls = 1. **p < 0.01, **p < 0.001.
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Significant effects were observed for the condition (1, 2, 3 back), session, and
response (type of response), as expected given that there are more correct
responses for 1-back than for 2-back and more correct responses for 2 back than

for 3 back.
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MBSR Utilization — Weekly Logs

Trait mindfulness — Mindful Attention
Awareness Scale

Depression symptoms — Beck
Depression Inventory

Working Memory — N-back training level

Working Memory — Operational Span
Task

CBT, Cognitive Behavioral Therapy; PHT, Pharmacotherapy; MBSR, Mindfulness based stress reduction; WSIR, Women’s Safety in Recovery; TAU, Treatment as usual;
WMT, Working memory training.
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Symptom Attention D’ Omission errors Response time Response time
exaggeration index performance index variability
BIS -0.9 —0.19 0.66 —2.14* —2.08" —0.69
DES —2.13 1:75F 1.62 0.06 0.35 1.45
Learner —0.23 —1.72% —1.76% —0.24 0.19 —1.28
Constant 10.48 —0.07 —0.63 1.58 1.58 0.33

*p <0.10; *p < 0.05.
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Measure Training (n =119)

Difference Z ratio
Respiration rate [min~!] —4.47 [—5.46, —3.48] —8.859
Heart rate [min™!] 1.65 [0.15, 3.15] 2.155
RMSSD [ms] 4.84 [—1.67,11.35] 1.457
P2T-RSA 0.71 [0.55, 0.87] 8.913

p

<0.001
0.031
0.145

<0.001

Effect size d,,

1.81 [=2.70, —0.92]

Difference

2.87 [—3.86, —1.88]

0.280 [0.00, 0.56]
0.36 [—0.15, 0.87]
2.01 [1.02,2.99]

—1.46 [—2.96, 0.04]
7.06 [0.55, 13.57]
0.42[0.27,0.58]

Recovery (n=119)

z ratio

—5.687
—1.909
2.126
5.318

p

<0.001
0.056
0.034

<0.001

Effect size d,,

—1.16 [—1.81, —0.52]
—0.25[—0.53, 0.03]
0.53 [—0.01, 1.06]
1.20 [0.51, 1.88]

Comparisons are based on the differences of baseline adjusted estimated marginal means between groups (active control to biofeedback group) derived from robust linear mixed-effect models. The 95% Cls and measurement units, if present, are presented

in square brackets. P-values below 0.05 are displayed in bold font. The results indicate that the use of biofeedback had a significant positive effect on respiratory-linked cardiac vagal control and parasympathetic activation during and after training. CI,

confidence interval; dy,, effect size calculated by the emmeans R package analogous to Cohen’s d; RMSSD, root mean square of successive heartbeat interval differences; P2T-RSA, natural logarithm of the respiratory sinus arrhythmia calculated by the

peak-to-trough method.
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Measure

Respiration rate [min~!]

Heart rate [min~!]

RMSSD [ms]

P2T-RSA

Baseline
(n=68)

EMM

13.56
[11.34,
15.78]

79.20
[72.73,
85.68]

35.50
[28.23,
42.76]
—2.65

[—2.95,
—2.36]

Bioteedback group

Training Recovery Training-baseline

(n=68)

EMM

6.42
[5.04,
7.80]

74.42
[68.33,
80.52]

50.86
[37.55,
64.16]
—161

[~1.88,
—135]

(n=68)

EMM

11.59
[10.18,
13.01]

7248
[66.69,
78.26]

46.35
[37.92,
54.77]
233

[~2.56,
—2.11]

£(19.0),

P

—7.33,
<0.001

—4.62,
<0.001

3.52,
0.002

7.70,
<0.001

Effect
size d,y

—2.89
[—4.48,
—131]

—081
[—1.34,
—0.28]
1.14
[0.28,
2.01]
2.94
[1.34,
4.54]

Recovery-baseline

£(19.0), Effect
4 size dpy,
—279, —0.80
0.012 [~1.50,
—0.09]
—6.18, —1.14
<0.001 [—1.80,
—0.48]
3.38, 0.81
0.003 0.18,
1.43]
2.73, 0.92
0.013 0.09,
1.74]

Baseline
(n=51)

EMM

15.41
[12.84,
17.98
79.68
[72.01,
87.35

32.39
[23.83,
40.95

—3.02
[-3.37,
—2.68]

Active control group

Training Recovery Training-baseline  Recovery-baseline

(n=51) (n=>51)
EMM EMM £(19.0), Effect t(18.9), Effect
4 size d,y, 4 size d,y,
11.38 15.05 —358, —1.63 —0.45, —0.15
[9.79, [13.42, 0.002 [—2.86, 0.659 —0.84,
12.97 16.68] —0.41] 0.55]
73.19 74.36 —543, —1.10 —4.24, —0.90
[65.95, [67.46, <0.001 [—1.77, <0.001 —1.52,
80.43 81.25] —0.43] —0.29]
46.65 38.55 2.83, 1.06 1.67, 0.46
[31.19, [28.68 0.011 [0.13, 0.113 —0.16,
62.11 48.43] 1.99 1.07]
—2.40 -2.85 4.03, 1.78 1.24, 0.48
[—271, [—3.12, <0.001 [0.53, 0.229 037,
—2.08] —2.59] 3.03 1.32]

hysiological measures recorded during training were compared with measures of the resting state before (baseline) and 5 min after training (recovery) using robust linear mixed-effect models. The 95% CIs and measurement units, if present, are presented
in square brackets. P-values below 0.05 are displayed in bold font. The results show that training stimulated cardiac vagal control in both groups. Effects were greater when biofeedback was used and even persisted after the training. CI, confidence interval;
dp, effect size calculated by the emmeans R package analogous to Cohen’s d; EMM, estimated marginal mean; RMSSD, root mean square of successive heartbeat interval differences; P2T-RSA, natural logarithm of the respiratory sinus arrhythmia calculated

by the peak-to-trough method.
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Control variable

Proportion of females®

Proportion of subjects regularly playing video games®
Current Years of Education

BDI (Depression)

STAI-Y1 (State Anxiety)

STAI-Y2 (Trait Anxiety)

Hours of sport per week”

New Body Mass Index (BMI)®

Mean (SD)
BG (n=12) CG (n=10)

66% 60%

34% 20%
14.17 (1.70) 14.50 (1.51)
3.67 (3.70) 4.50 (3.92)
30.67 (8.29) 28.50 (6.72)
35.08 (9.19) 34.58 (7.76)
2.00 (2.25) 2.00 (2.5)
20.85 (2.30) 23.64 (7.80)

Group effect
F (1,20)

0.11
0.49
0.23
0.26
0.44
0.03
236
132

0.746
0.484
0.635
0.614
0.515
0.874
0.932
0.011

BG, biofeedback group; CG, active control group; BDI, beck depression inventory; STAL, state trait anxiety inventory.

Group effect is represented by X2(1, N =22).

YDue to violation of normality distribution the median, inter-quartile-range (in parenthesis) and results from the Mann-Whitney-Wilcoxon test (U[24,20]) are reported.
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HP group LP t-value df p
(n =39)

Age (years) 18.97 (0.84) 19.32(1.17) —1.44 71  0.16
Negative dimensions of ~ 78.13 (7.98)  35.71 (6.97) 24.02 71 <0.001
CFMPS CCFCFMPS

DASS-21 (depression) 2.33 (1.30) 1.85 (1.05) 1.72 71 0.09
DASS-21 (anxiety) 2.79 (1.44) 2.44 (1.26) 1.1 71 0.27
DASS-21 (stress) 4.69 (1.61) 4.15 (1.83) 1.36 71 0.18
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EM Index F (np?)

Group Picture type Picture type x group
Initial visual attention orientation
First fixation direction (N) 0.09 (0.001) 23.56"* (0.25) 0.69 (0.01)
First fixation latency(S) 0.059 (0.001) 122.50" (0.64) 0.52 (0.007)
Maintenance of visual attention
Total dwell time(S) 0.21 (0.003) 57.62*** (0.45) 11.18"* (0.14)
Attentional phases
Early phase (0-500 ms) (S) 1.15 (0.02) 39.97* (0.36) 0.25 (0.004)
Middle phase (500-1000 ms) (S) 0.02 (0.000) 134.20" (0.65) 1.84 (0.03)
Late phase (1000-2000 ms) (S) 1.07 (0.02) 18.09"* (0.20) 11.76"* (0.14)

0 < 0.05, “p < 0.01, *p < 0.001.
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Post S1 Post S2 Post 83

WM task
N100
Ampltude (1V) 177 —4.29 —178
Latency (ms) 174 144 145
P300
Ampltude (1V) 347 451 475
Latency (ms) 238 a7 236
SR task
N100
Ampltude (1V) —054 —1.27 —053
Latency (ms) 159 145 150
P300
Ampltude (1V) 1.95 252 2.21
Latency (ms) 239 £ 231

SR, self-reflection task; WM, working memory task; S1, waming stimulus; S2, target
stimulus; S3, command stimulus.
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8Hz 10 Hz 12Hz
F P F P E P

PO3

PERIOD 1 32 0.08 3.0 0.08 20 0.16
PERIOD 2 14 0.24 30 0.08 05 048
PERIOD 3 18 0.18 12 0.27 0.9 0.35
PERIOD 4 19 0.47 28 0.09 31 0.08
PERIOD 5 343 <0.01* 433 <0.01* 248 <0.01*
PERIOD & 26 011 1.9 <0.01* 129 <0.01*
PERIOD 7 25 0.12 50 0.03* 7.7 0.01*
PO4

PERIOD 1 04 054 0.14 071- 13 025
PERIOD 2 14 024 215 044 0.0 099
PERIOD 3 1.9 0.47 0.28 060 03 0.56
PERIOD 4 44 0.05* 7.08 o0.01* 6.2 0.01*
PERIOD 5 45.1 <0.01* 55.8 <0.01* 488 <0.01*
PERIOD 6 4.2 0.04+ 129 <0.01* 138 <0.01*
PERIOD 7 39 0.05* 6.7 0.01* 70 0.01*

“p < 0.01, *p < 0.05 by Sheffa’s multiple comparison.
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Antecedent Consequent
OoP DE
B [} SE 95%Cl ] SE 95%Cl
SES 0.16 0.09 0.03 [0.02, 0.16] —0.03 0.03 [-0.10, 0.03]
SS - 0.55 0.04 [0.47, 0.63] —0.24 0.04 [-0.33, —0.16]
OoP - - - - —-0.49 0.04 [-0.57, —0.42]
R2=0.32 R?=0.45

F(3’64g) =14.88""

F(a647) = 104.517

F(5,646) = 102

N = 652. Bolded confidence intervals do not include a zero, indicating a significant effect. SS, social support; OF, optimism; DE, depression; SES, socioeconomic status;

CI, confidence interval.
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Effect Size Boot SE Boot CI

Total effects -0.16 0.04 [-0.23, —0.09]
Direct effect -0.03 0.03 [-0.10, 0.03]

Total indirect effects -0.13 0.03 [-0.18, —0.07]
Indp1: SES—SS—DE —0.04 0.01 [-0.07, —0.02]
Indp2: SES—SS—OP—DE —0.04 0.01 [-0.07, —0.02]
Indp3: SES—OP—DE —0.04 0.02 [-0.08, —0.01]

Indp, Indirect path; SS, social support; OP, optimism; DE, depression; SES, socioe-
conomic status; Cl, confidence interval. Bolded confidence intervals do not include
a zero, indicating a significant effect.
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Variable Pre-to-post change in SRE ANCOVA: Group x test effect Spearman correlation
with P2T-RSA

Biofeedback group  Active control df F pP nlz, r(19) P
(n=12) group (n =10)

Negative items

Free recall hit rate 0.18 (0.10) —0.03 (0.11) 1,19.5 237 0.140 0.11 —0.04 0.850
Subjective recollection hit rate —0.07 (0.20) —0.04 (0.22) 1,19.6 0.02 0.896 0.00 —0.02 0.942
Objective recollection hit rate 0.04 (0.16) 0.10 (0.17) 1,19.6 0.08 0.783 0.00 0.18 0.423
Old/new discrimination (d') 0.49 (0.27) —0.40 (0.29) 1,19.6 4.90 0.039 0.20 0.37 0.094
Positive items

Free recall hit rate 0.08 (0.10) 0.12 (0.11) 1,19.2 0.22 0.642 0.01 —0.27 0.236
Subjective recollection hit rate 0.30 (0.20) —0.37 (0.22) 1,194 6.88 0.017 0.26 0.45 0.038
Objective recollection hit rate 0.43 (0.16)** —0.25(0.17) 1,194 8.49 0.009 0.30 0.47 0.031
Old/new discrimination (d') 0.31(0.27) 0.51 (0.29) 1,19.4 0.24 0.627 0.01 0.09 0.696

EMMs and group differences of pre-to-post changes in the SRE. The SRE is defined here for each variable as the episodic memory score difference from the semantic to the self-episodic condition.
EMMs of pre-to-post changes, their correlation (groups combined) with baseline-adjusted level of HRV during training, and the group x test interaction effect are presented for each memory
variable. Statistics were derived from robust linear mixed-effect models. The behavior at encoding was controlled for. Standard deviations are presented in parenthesis. 95% Cls are presented
in square brackets. EMMs in each group that exhibited significant pre-to-post-test differences and p-values below 0.05 are displayed in bold font. Subjective and objective recollection reflect the
proportions of correct remember responses and source recollections to studied items, respectively. The results showed that increases in the SRE related to biofeedback-induced parasympathetic
stimulation occurred in the recollection of positive items, confirming previous results. EMM, estimated marginal means; ANCOVA, analysis of covariance; nlz), partial eta square.

**p <0.01.
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Memory measures Biofeedback group Active control group ANCOVA: Group x test effect Spearman correlation with

P2T-RSA
Pre-test Post-test Pre-test Post-test df F P nlz, r(19) P
(n=12) (n=12) (n=10) (n=10)
Non-self-referential items
Free recall hit rate 0.14 (0.03) 0.18 (0.03) 0.18 (0.03) 0.17 (0.03) 1,242 0.57 0457 0.02 0.24 0.293
Subjective recollection hit rate 0.41 (0.06) 0.46 (0.06) 038 (0.07) 0.48 (0.07) 1,247 031 0.584 0.01 —0.03 0.899
Objective recollection hit rate 0.28 (0.04) 0.33 (0.06) 0.13 (0.05) 0.24 (0.06) 1,242 0.43 0518 0.02 ~0.09 0.686
Old/new discrimination (d') 1.07 (0.12) 1.17 (0.15) 1.09 (0.14) 1.16 (0.17) 1,243 0.01 0935 0.00 0.20 0.377
Self-referential items
Free recall hit rate 0.16 (0.03)** 0.27 (0.03)** 0.13 (0.03) 0.20 (0.04) 1,21.4 0.61 0.442 0.03 007 0.776
Subjective recollection hit rate 0.51 (0.08) 0.60 (0.06) 0.53 (0.09) 0.51 (0.07) 1,219 1.43 0.245 0.06 0.33 0.146
Positive items 0.49 (0.09)** 0.71 (0.07)** 0.53 (0.10) 0.45 (0.08) 1,224 6.90 0.016 0.24 0.57 0.008
Negative items 0.54 (0.09) 0.50 (0.07) 0.53 (0.10) 0.57 (0.08) 1,21.0 1.05 0319 0.05 ~0.06 0.789
Objective recollection hit rate 0.30 (0.07)** 0.48 (0.07)** 022 (0.07) 0.24 (0.08) 1,22.0 3.89 0.061 0.15 0.38 0.092
Positive items 0.27 (0.08)*** 0.52 (0.08)*** 023 (0.08) 0.21 (0.09) 1,226 6.79 0.016 023 0.43 0.055
Negative items 0.33 (0.07) 0.43 (0.08) 021 (0.08) 0.26 (0.08) 1,21.0 0.05 0.833 0.00 0.22 0.343
Old/new discrimination (d') 1.50 (0.12)* 1.79 (0.11)* 1.26 (0.14) 1.34(0.13) 1,214 115 0296 0.05 0.48 0.031

EMM s of pre-to-post changes, their correlation (groups combined) with baseline-adjusted level of HRV during training, and the group x test interaction effect are presented for each memory variable. Statistics were derived from robust linear mixed-
effect models. The behavior at encoding was controlled for. Standard deviations are presented in parenthesis. 95% CIs are presented in square brackets. EMMs in each group that exhibited significant pre-to-post-test differences and exact p-values
below 0.05 are displayed in bold font. Subjective and objective recollection reflect the proportions of correct remember responses and source recollections to studied items, respectively. The results show that episodic memory improvements related to
biofeedback-induced parasympathetic stimulation occurred in the recollection of positive items encoded with self-reference. P2T-RSA, natural logarithm of the respiratory sinus arrhythmia calculated by the peak-to-trough method; EMM, estimated
marginal means; ANCOVA, analysis of covariance; nlz), partial eta square.

4 < 0.001. **p < 0.01. %p < 0.05.
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Psychological scales and Biofeedback group Active control group ANOVA: Group x test effect Spearman correlation with

executive functions tests P2T-RSA
Pre-test Post-test Pre-test Post-test F(1,20) P n,’, #(19) 3
(n=12) (n=12) (n=10) (n=10)
ASQ(0t07)
Concealing 434(139) 442(1.40) 446 (2.03) 452(171) 000 0978 000 —024 0290
Adjusting 473039 161(167) 477072 10112) 093 0318 00t 006 0802
Tolerating 450(1.28) 5.30 (0.99) 479 (145) 5.02(141) 062 0aa1 003 023 0317
FEMQ (1 to5)
Non-judging 323 (0.60) 3.35.(092) 3,64 (1.09) 362 (0.75) 0.08 0787 000 003 0887
Non-reacting 330(101) 3.60(052) 371067) 351 (097) 212 ol61 010 o1z 0619
Acting with Awareness 313069 361(076) 305074) 309(070) 052 0349 004 037 0100
Observing 335 (0.90) 3.18(095) 351 (0:85) 386 (051) 180 0195 008 003 0873
Describing 3.140.90) 3.27(079) 353(071) 357 (0.75) 003 0861 000 —001 0975
TSCS (21 to 105)
Past Total* 86.00 (19.50) 89.00 (17.50) 91.50(2.75) 91.00 (8.25) 0.00 0971 0.00 0.22 0.347
Present Total* 91.00 (8.70) 91.00 (7.25) 91.50 (2.75) 93.00 (7.00) 1.87 0.187 0.09 =022 0334
Future Total* 9250 (7.50) 94.50 (3.25) 96.00 (4.25) 96.00 (6.25) 0.01 0940 0.00 027 0.235
SART
Reaction Time [ms] 34570 (34.81) 347.72(35.43) 364.64 (33.18) 375.82 (45.68) 029 0599 001 0.19 0.399
Correct No-go Responses (%] 7624 (1238) 7531 (15.82) 7370 (16.05) 7333 (13.04) 001 0909 000 015 0519
Correct Go Reponses [%]* 9838 (208) 9838 (232) 9792 (8.45) 9745 (8.10) 010 0537 002 015 0512
Revised d2 Test of Attention
PTO Norm Score 103.42(1242)" 11033 (14.37)" 10040 (17.23)"  106.60 (16.31)"" 0.08 0776 0.00 —0.19 0.404
E% Norm Score 102.33 (12.74)" 108.58 (11.80)° 95.90(17.31) 93.60 (15.97) 416 0055 017 052 0015
CP Norm Score. 103.83 (12.39)"  113.08 (13.35)"" 96.70 (11.61)"* 103.30 (10.76)* 085 0369 0.04 —0.09 0971
Stroop Color and Word Test
Interference Score [s)" 3335 (15.28) 32.00(3.38) 4240 (11.40) 4175 (11.45) 050 0490 002 012 0608
Trail Making Test
Part B—Part A 5] 25000489 32000988) 2050 0.5) 3200 (1625) 023 063 o001 033 o110
Part A [s] 31.25 (15.05)° 2154 (5.11)° 30.95 (11.45)" 25.00 (7.32) 0.63 0436 0.03 0.04 0873
PartB [s]* 52.50 (20.70) 52.00 (18.00) 59.95 (5.50) 57.50 (13.75) 0.02 0884 0.00 033 0.145
WAISIV
DS Forward Norm Score 9.67 (2.84)"" 1117 (3.01)** 9.80(239) 9.30(1.77) 610 0.023 023 048 0.027
DS Backward Norm Score. 11.58 (3.29) 1242(243) 9.60 (3.24) 10.90 (1.66) 019 0.668 001 —0.05 0817
DS Sequencing Norm Score 11.92(2.28)" 13.25 (2.01)° 10.60 (2.27)* 11.90 (2.64) 0.00 0954 0.00 —007 0.766.
DS Total Norm Score W7 1258280 1000(221) 1070039 L 0298 005 035 0123
LNS Norm Score 11.75 (3.02) 1167 (3.73) 10.30(2.41) 1100 (3.06) 050 0486 0.03 —0.32 0.152
WM Norm Score 0817050) 12080745 1008001265 10470(1153) 000 0997 000 006 0809

Mean scores,the group st ineration effc,an thecoreltion it basline-adusted el of HRV during trining ar presented for ach behavoral varabe, tandard dvinions a prsentd i parenthess
o brackets. Vo s in parenthesis ndict the possble numerc outcornes of the corrspondin scal. Mean scoes i cachgroup tht exhibited signifcant pre-o-post-test diflences and cxactp-alues beow 005 ae displayed n bald font.
“The rcsuls show that pisdic memory improsennents et to bofsdbaccinduced arssympathetic simulation occrredinscore ofatention and short-term mermory. ANOVA, analyss of varinecs P2T-RSA, natural loarithm of the respirtory
method; ASQ, Affciv Style Quesonmaies . patal et squares FEMQ iveFacets Mindfuess Questionn exceSlfConcept SelesSART, Sussined Atntion to Response Tet PTO,
mances WAIS-IV Wechsler AdultIteligence Scsl—Fourth Ediion; DS, Diit Span LNS,Letr-Number.Sequencings WML Working Memory Idex.
allydistibuted inone of the groups.
wll s uncorrectedaors o sl subtests,

ind measurement unit, i present, in

sinus arehythnva calculated by the pesk-to-trou
Processed Target Objects E%, Per

parenthesis) are reported when values were found not to
The interference score was calculated based on recommendations of Scarpina and Tagini (2017) and included the procesing time, corrected,
“p <001 *p < 005,
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Initial assessment Final assessment Change Significance

Reaction time (ms) T*(p < 0.001, 52 = 0.29)
Non-competitive group 4785 + 1081 4686 +93.6 994388 GXT*'(p = 0.008, 72 = 0.17)
Competitive group 513.1 £ 1110 457.4 £ 904 ~56.6 + 61.9

Omissions (n) T'p = 0.049, 52 = 0.09)
Non-competitive group 12£175 81498 -3.14103 GXT(p = 0714, 9 < 001)
Competitive group 138+ 195 93+155 —45£140

Commissions (n) Tp = 0036, 72 = 0.10)
Non-competitive group 109450 96564 —12£50 GxT (p = 0683, 1 < 001)
Competitive group 109+£74 91£63 —18+43

Perseverations (n) Tp =0.028, 52 =0.11)
Non-competitive group 1729 1217 -05+18 GXT(p = 0246, 12 = 0.03)
Competitive group 33+£569 18431 15436

T(p < 0,001, 22 = 031)

Non-competitive group 2086 + 42.9 257.8 + 635 202544 GXT*(p = 0,038, 72 = 0.10)
Competitive group 207.6 + 688 204.4 £ 1175 868 + 111.2

Part A(s) T = 0015, 12 =0.14)
Non-competitive group 70.1 +30.4 68.4+328 17 +£205 GXT*(p = 0.036, 72 = 0.10)
Competitive group 80.1 % 59.2 5024229 ~209 %354

Part B (5) T < 0.001, 72 = 0.28)
Non-competitive group 145.1 £ 488 185.4 £ 520 -97 £280 GxT(p = 0.054, 12 = 0.09)
Compeitive group 179.4 £ 845 1449 & 483 ~209 £ 355

Digit span (n) T = 0.002, 73 = 0.22)
Non-competitive group 12331 12.7 £ 4.0 0422
Competitive group 109£27 12.7 £2.4 18+1.9

Spatial span (n) T*(p < 0,001, 52 = 0.29)
Non-competitive group 13135 13.9£3.4 08 2.1 GXT*(p = 0.038, 72 = 0.10)
Competitive group 12032 14.6£29 24128

Clinical data are given in terms of mean and standard deviation. T, time effect; GxT, group by time effect. *p < 0.05, **p < 0.01.
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Non-  Competitive Significance
competitive  group

group
Intrinsic Motivation Inventory
Interest/enjoyment 1-7) 5110 5808 p=0026
Perceived competence [1~7) 4911 5313  NS(p=0.344)
Pressure/tension® [1-7) 2615 2213  NS(=0369)
Value/usefulness [1-7] 53+1.1 5712 NS (p = 0.289)

Date are given in terms of mean and standerd deviation. NS, non-significant, ®results to
this item should be interpreted opposed to all other items, as low scores are associated
{o a betler characteristic.
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Exercise Skill Environment Interaction Objective Input Output In-game screenshot

parameters parameters.

Marathon ~ Sustained Aroad with a One button: To pick up water and fruits  Speed Correct answers,

attention runner. Difirent~ » To pick up items as fast as possible, without omissions,
items appear picking up the bricks commissions
above the runner
at different
speeds.

Cyaiing Selective attention A road with a Two buttons: To avoid puddies and logs ~ Speed, size of Correct answers,
cyclist. Different ~» Toturn ontheroadandtostopat  area of interaction  omissions,
obstacles sideways level crossings commissions
approach the * To brake
oyclist

Tennis Processing speed,  Adoubles game  Two buttons: Toretur the ball with the  Speed, size of Gortect answers,

inhibition onatenniscout Leftplayer hits  leftor right player, as area of interaction,  omissions,
 Right player hits  appropriate time between ball  commissions
shots

Public Processing speed, A crowd of Screen touches on o identify facial features Time to identify the ~ Correct answers,

selective attention  spectators in a the items to be and pieces of clothingin the  items, numberof  omissions,
grandstand found crowd as fast as possible. In  characters, commissions
the compelitive mode, the  number of items to
same scenario is shownto be found
all users, and the items:
disappear when they are
found by any user. Users
must identify the elements.
before other users.
Football  Selective and Afootball field Screen touches on  To identify football players  Number of players  Correct answers,
diidedattention  featuring players  the players who have previously been  in the field, omissions,
ontwo different highlighted and a ballaftera  number of players  commissions
teams. play to track, duration
of play, time to
answer, presence
of distractor (a ball)
Soccer Selective attention, A soccer field with Screen touches on  To connect dots, repeating Time to identify a Correct and
working memory  players on two the players a previously displayed dot, number of incorrect answers
teams sequence of bal passes, correct answers
forwards or backwards. The  needed to
displayed sequencesare  increase the
increased by one pass sequence
‘when correct answers are
provided

Duathlon  Divided attention A splt screen, Two buttons: To pick up water and fruits  Marathon: Gorrect and
displaying a « Topick upitems  (marathon) and avoid « Timetopickup  incorrect answers,
marathonanda~ + To puddies and logs (cyclist) theitems Cycling: ~for each event s
cycling event, with turn sideways « Speed, size of %
the respective area .
athletes of interaction =

Trathlon  Divided attention A splt screen, Three buttons: To pick up water and fruits  Marathon: Gorrect and
displaying a + Topick upitems  (marathon), avoid puddies o Time topickup  incorrect answers,
marathon, a * Totun and logs (cyclist), and theitems Cycling: ~ for each event

cycling event, and
aswimming event,
with the respective
athletes

sideways
* Tofip turn

execute fip tums (swimmer)

« Speed, size of
area

ofinteraction Swimming:

* Speed, size of
area
of interaction
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Cognitive ability

Processing speed

Sustained
attention

Selective attention

Divided attention
Working memory

Inhibition

Measures

Conners' Continuous Performance Test—Reaction Time
d2 Test of Attention—Total Score

Color Trail Test—Part A

Gonners’ Continuous Performance Test—Ormissions.
d2 Test of Attention—Total Score

2 Test of Attention—Total Score

Color Trail Test—Part A

Digit Span

Spatial Span

Color Trail Test—Part B

Digit Span

Spatial Span

Gonners’ Continuous Performance Test—Commissions
Conners’ Continuous Performance Test—Perseveration
d2 Test of Attention — Total Score
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Sex (n, %)

Women

Men
Age (years)
Etiology (1, %)

Ischemic stroke

Hemorthagic stroke
Oxford classification® (n, %)

TACI

PACI

Lact

POCI
Lesion side (n, %)

Left

Right

Bllateral

Brainstem

Cerebellum
Time since injury (months)
Education (years)
Mini-Mental State
Examination [0-30]
Mississippi Aphasia
Screening Test [0-50)

D2 Test of Attention. Total
score

Competitiveness [9-45]

Non- Competitive

competitive group
group (n=22)
(n=21)

8(38.1%) 11(50.0%)
13 (61.9%) 11 (50.0%)
529+ 10.6 51.7£181
12 (657.1%) 9(40.9%)
9 (42.9%) 13(59.1%)

2(16.7%) 0(0%)
5(41.7%) 5(55.6%)
2(16.7%) 2 (22.2%)
3(25.0%) 2 (22.2%)
7 (33.3%) 6(27.3%)
9 (42.9%) 7(31.8%)
1(48%) 6(27.3%)
2(9.5%) 2(9.1%)
2(9.5%) 1 (4.5%)
4336+ 2685 374.3+2299
129+43 11.0+40
26818  263%17
486+15 480£16
20864428  207.6+688
36.1+80  830+13.1

Significance

NS (p = 0.543)

NS (p = 0.805)
NS (p = 0.366)

NS (p = 0613)

NS (p = 0.378)

NS (p = 0.431)
NS (p = 0.148)
NS (p = 0.367)

NS (o = 0.235)

NS (p = 0.240)

NS (p = 0.351)

Sex, etiology, and lesion side are expressed as a percentage of the totel number of
participants. Age, time since injury, and scores in the clinical and personality measures
are expressed in terms of mean and standard deviation. NS, non-significant.
aln accordance with the Oxfordshire Community Stroke Project classification.
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