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Research on bilingual language processing reveals an important role for control processes that enable bilinguals to negotiate the potential competition across their two languages. The requirement for control that enables bilinguals to speak the intended language and to switch between languages has also been suggested to confer a set of cognitive consequences for executive function that extend beyond language to domain general cognitive skills. Many recent studies have examined aspects of how cognitive control is manifest during bilingual language processing, how individual differences in cognitive resources influence second language learning and performance, and the range of cognitive tasks that appear to be influenced by bilingualism. However, not all studies demonstrate a bilingual advantage in all tasks that tap into cognitive control. Indeed, many questions are unanswered that are critical to our understanding of bilingual control: What aspects of cognitive control are enhanced for proficient bilinguals? How are individual differences in cognitive control related to language acquisition, proficiency, or professional translation skill? How does the language environment affect concurrent processing? How exactly does language control come about in tasks such as speech production, switching between languages, or translation? When and how does inhibitory processing support language control?

The focus of this Research Topic is on executive control and bilingualism. The goal is to have a broad scope that includes all of these issues. We seek empirical contributions using different methodologies including behavioral, computational and neuroscience approaches. We also welcome theoretical contributions that provide detailed discussion of models or mechanisms that account for the relationship between bilingualism and cognitive control. We aim to provide a platform for new contributions that represent a state-of-the art overview of approaches to cognitive control in bilingualism. We hope that this Research Topic will enable the field to formulate more precise hypotheses and causal models on the relation between individual differences, cognitive control and bilingual language processing.


Table of Contents

Introduction to Bilingualism and Cognitive Control

I. K. Christoffels, J. F. Kroll and M. T. Bajo

Qualitative Differences Between Bilingual Language Control and Executive Control: Evidence from Task-Switching

Marco Calabria, Mireia Hernández, Francesca M. Branzi and Albert Costa

Attentional Inhibition in Bilingual Naming Performance: Evidence from 
Delta-Plot Analyses

Ardi Roelofs, Vitória Piai and Gabriela Garrido Rodriguez

Executive Control of Language in the Bilingual Brain: Integrating the Evidence from Neuroimaging to Neuropsychology

Alexis Georges Hervais-Adelman, Barbara Moser-Mercer and Narly Golestani

The Influence of Cross-Language Similarity on Within- and Between-Language Stroop Effects in Trilinguals

Walter J. B. van Heuven, Kathy Conklin, Emily L. Coderre, Taomei Guo and 
Ton Dijkstra

Do Spanish–English Bilinguals have Their Fingers in Two Pies – Or is It Their Toes? An Electrophysiological Investigation of Semantic Access in Bilinguals

Noriko Hoshino and Guillaume Thierry

Error-Related Activity and Correlates of Grammatical Plasticity

Doug J. Davidson and Peter Indefrey

Grammatical Gender Inhibition in Bilinguals

Luis Morales, Daniela Paolieri and Teresa Bajo

The Efficiency of Attentional Networks in Early and Late Bilinguals: The Role of Age of Acquisition

Lily Tao, Anna Marzecová, Marcus Taft, Dariusz Asanowicz and Zofia Wodniecka

The Influence of Expertise in Simultaneous Interpreting on Non-Verbal Executive Processes

Carolina Yudes, Pedro Macizo and Teresa Bajo

Bilingualism and Creativity: Benefits in Convergent Thinking Come with Losses in Divergent Thinking

Bernhard Hommel, Lorenza S. Colzato, Rico Fischer and Ingrid K. Christoffels

Cognitive Control in Russian–German Bilinguals

Julia Festman and Thomas F. Münte

Self-Assessment of Individual Differences in Language Switching

Antoni Rodriguez-Fornells, Ulrike M. Krämer, Urbano Lorenzo-Seva, Julia Festman and Thomas F. Münte

Is There a Relationship Between Language Switching and Executive Functions in Bilingualism? Introducing a Within Group Analysis Approach

Anna Soveri, Antoni Rodriguez-Fornells and Matti Laine

Bilingualism and Inhibitory Control Influence Statistical Learning of Novel Word Forms

James Bartolotti, Viorica Marian, Scott R. Schroeder and Anthony Shook

Inhibitory Control and L2 Proficiency Modulate Bilingual Language Production: Evidence from Spontaneous Monologue and Dialogue Speech

Irina Pivneva, Caroline Palmer and Debra Titone

On a Possible Relationship Between Linguistic Expertise and EEG Gamma Band Phase Synchrony

Susanne Reiterer, Ernesto Pereda and Joydeep Bhattacharya








	 
	EDITORIAL
published: 17 April 2013
doi: 10.3389/fpsyg.2013.00199
	[image: image1]





Introduction to Bilingualism and Cognitive Control

I. K. Christoffels1*, J. F. Kroll2 and M. T. Bajo3

1Department of Psychology, Faculty of Psychology and Leiden Institute for Brain and Cognition, University of Leiden, Leiden, Netherlands

2Department of Psychology, Pennsylvania State University, University Park, PA, USA

3Departamento de Psicología Experimental, Universidad de Granada, Granada, Spain

*Correspondence: ichristoffels@fsw.leidenuniv.nl

Edited by:
 Lorenza S. Colzato, Leiden University, Netherlands

Reviewed by:
 Lorenza S. Colzato, Leiden University, Netherlands

In the past decade, there has been an upsurge of research on bilingualism. A theme in this work is that the bilingual's two languages are always active, at times converging with one another to produce benefits to comprehension and production, but at other times conflicting, with the requirement to negotiate cross-language competition. A goal in the recent work has been to characterize the cognitive processes that enable bilinguals to negotiate the cross-talk between their two languages. The ease with which highly proficient bilinguals are able to speak each of their languages without frequent errors or intrusions and, at the same time, switch between the two languages in contexts in which code switching is appropriate or encouraged, suggests the presence of a high level of cognitive control. At the same time, behavioral and neurocognitive studies have shown that bilinguals differ from monolinguals in their performance on tasks that are purely cognitive, often showing advantages relative to monolinguals, and clear differences in neural function and structure. A key question is how we might begin to relate the findings on language control to the documented cognitive consequences of bilingualism. The papers in this special issue on Bilingualism and Cognitive Control represent the best of the new research on each of these issues to understand how control in language processing is achieved and how domain-general cognitive processes are themselves affected by language experience.

In what follows, we review and summarize the main goals of the papers that comprise this effort. We note that the questions about cognitive control are increasingly exploiting sophisticated methods (e.g., see the work using delta plot analysis, Roelofs et al., 2011) and extending analyses of executive function to different populations of language users (e.g., Tao et al., 2011). We set out in this special topic issue to ask a number of questions concerning cognitive control in bilingualism. The contributing authors addressed these questions in very different and interesting ways.

A still controversial issue is: How is cognitive control manifest during bilingual language processing? Calabria et al. (2012) asked whether bilingual language control is the same as other types of cognitive control. The pattern of symmetrical switch costs that is often obtained for proficient bilinguals did not replicate across domain in a non-linguistic switch task in the same group. Therefore, the authors argue that bilingual language control is not completely subsidiary to domain general control. Their conclusions contrast to those of Roelofs et al. (2011) who used delta-plot analyses to show that telltale characteristics of the reaction time distribution in bilingual naming performance shows clear similarities with performance in other domains. This finding supports the view that inhibition is a mechanism of attentional control in bilingual language performance, and that it is a domain general mechanism. In their review of patient studies, intracranial electrical, and transcranial magnetic stimulation, Hervais-Adelman et al. (2011) proposed a distinction between two distinct networks contributing to the executive control of language. A fronto-basal-ganglia loop is implicated in the inhibition of the irrelevant language during production, and may be crucial for access to translation equivalents. A fronto-parietal network appears to subserve more general switching mechanisms. Perhaps such a distinction may be helpful in resolving controversies that have arisen in behavioral studies of switching and control.

van Heuven et al. (2011) used the Stroop task to address the effects of cross-language similarity. Three groups of trilingual's systematically differed on whether their languages use the same or different scripts. They obtained similar within-language Stroop interference across groups, but between-language Stroop interference was modulated by cross-language similarity, in particular by differences in script between languages. Hoshino and Thierry (2012) used Event Related Potentials (ERP) to investigate interlingual homographs. These stimuli induce between language semantic conflict because they have identical form, but different meanings in both languages. Both readings of interlingual homographs were processed, even in a single language context. Interlingual homographs modulated the N400 time window during word reading. Interestingly, there was no effect in later time windows suggesting that the activated semantic information of the non-target language is not explicitly processed. Adaptive performance during learning was addressed by Davidson and Indefrey (2011) who also used ERPs to investigate how learning of grammatical categories leads to changing error-related electrophysiological activity over time. They showed that learning only took place when performance feedback was provided. Finally, Morales et al. (2011) report a study in which the manifestation of cognitive control is investigated in the hitherto unexplored direction of grammatical gender. Their study suggested the presence of an inhibitory mechanism that suppresses grammatical gender when it is a source of competition between languages.

The idea that bilingualism may result in cognitive advantages is a topic that has received a great deal of attention in the recent scientific and popular literature: What aspects of cognitive control are enhanced for proficient bilinguals? Recent evidence suggests that (only) specific aspects of executive control are related to bilingualism. Papers in the special issue support this claim by demonstrating specific cognitive advantages associated with bilingualism. Tao et al. (2011) found bilingual enhancement of executive functions for early and late bilinguals. They investigated how age of L2 acquisition and relative balance of the two languages influenced performance on a lateralized attention network test (ANT) for executive function. Monolinguals were less efficient in the resolution of conflict than both early and late bilinguals. Although both early and late bilinguals were found to have more efficient attentional networks, late bilinguals showed the greatest advantage in conflict resolution, whereas early bilinguals were advantaged in monitoring. By testing simultaneous interpreters, Yudes et al. (2011) explored non-verbal executive processes in a bilingual group known to have exceptional working memory abilities. They compared interpreters, bilinguals and monolinguals on the Wisconsin Card Sorting Task and the Simon task, taken to reflect cognitive flexibility and inhibitory control, respectively. Interpreters showed higher mental flexibility than the other groups. However, a similar Simon effect indicated that interpreters do not out perform other groups on inhibitory control of executive functioning. Investigating a rather different aspect of cognitive functioning, Hommel et al. (2011) addressed the relation between bilingualism and creativity. They showed a specific advantage for high proficient participants for convergent thinking. In contrast, low proficient bilinguals were better at a divergent thinking task. This suggests that bilingualism supports a relative focused cognitive control style, with strong top-down control.

A number of papers in the special issue addressed language switching habits as an index of individual differences rather than focusing on the more general patterns of switch costs themselves. Festman and Münte (2012) used performance on a switch task to identify participants as switchers or non-switchers based on the degree of unintentional switching during naming. They found that non-switchers were advantaged on aspects of the Wisconsin Card Sorting Task and the Flanker task, indicating that individual differences in language control and executive control function are related. Rodriguez-Fornells et al. (2012) developed a questionnaire to psychometrically assess self-perceived individual differences in language switching. Soveri et al. (2011) used this questionnaire combined with a multiple regression approach to investigate whether performance on tasks measuring different executive functions could be predicted by the frequency of language switches in everyday life.

A related focus on individual differences in another set of papers concerned the question of How individual differences in cognitive resources influence second language learning and performance. Bartolotti et al. (2011) asked whether cognitive control and bilingual experiences influence success in learning a new language. They tested groups of participants with high and low cognitive control abilities and high and low bilingual experience. Results indicated that both factors may influence learning success; their relative importance depends of the amount of overlap between languages. In the high interference condition cognitive control abilities influenced learning success. Pivneva et al. (2012) addressed fluency and nativeness in the L1 and L2 spontaneous monologue and dialogue. Not only proficiency levels influenced speech planning and production, but these processes were also more efficient for bilinguals with high inhibitory capacity, in particular for highly proficient bilinguals. Finally, Reiterer et al. (2011) examined EEG gamma band phase synchrony measures for high and low proficient participants. Processing in the second language required significantly higher synchronization strength than in the first language. Lower proficiency was related to a stronger synchronized network than higher proficiency, which was more widely distributed in left fronto-parietal areas.

As should be clear, this special topic has generated many exiting new contributions to some of the most important questions that relate to bilingualism and cognitive control. An issue that has not been addressed in this set of papers, is the question how language environment affects concurrent processing. We anticipate that the context of language use and language learning will become a topic of interest and investigation in the next wave of research on bilingualism and control. That said, the current set of papers offers a fresh and novel perspective on how cognitive control is engaged to enable proficient language performance and how skilled bilingual performance changes cognition in ways that suggest much greater optimism about the plasticity of the adult mind and brain than previously understood.
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Previous research has shown that highly proficient bilinguals have comparable switch costs in both directions when they switch between languages (L1 and L2), the so-called “symmetrical switch cost” effect. Interestingly, the same symmetry is also present when they switch between L1 and a much weaker L3. These findings suggest that highly proficient bilinguals develop a language control system that seems to be insensitive to language proficiency. In the present study, we explore whether the pattern of symmetrical switch costs in language switching tasks generalizes to a non-linguistic switching task in the same group of highly proficient bilinguals. The end goal of this is to assess whether bilingual language control (bLC) can be considered as subsidiary to domain-general executive control (EC). We tested highly proficient Catalan–Spanish bilinguals both in a linguistic switching task and in a non-linguistic switching task. In the linguistic task, participants named pictures in L1 and L2 (Experiment 1) or L3 (Experiment 2) depending on a cue presented with the picture (a flag). In the non-linguistic task, the same participants had to switch between two card sorting rule-sets (color and shape). Overall, participants showed symmetrical switch costs in the linguistic switching task, but not in the non-linguistic switching task. In a further analysis, we observed that in the linguistic switching task the asymmetry of the switch costs changed across blocks, while in the non-linguistic switching task an asymmetrical switch cost was observed throughout the task. The observation of different patterns of switch costs in the linguistic and the non-linguistic switching tasks suggest that the bLC system is not completely subsidiary to the domain-general EC system.

Keywords: bilingualism, executive control, language control, task-switching, language switching

INTRODUCTION

A remarkable skill of bilingual speakers is the ability to confine speech to one language while preventing interference from the unintended language. The cognitive process underlying this ability is often referred to as bilingual language control (bLC; e.g., Green, 1998; Costa and Santesteban, 2004; Crinion et al., 2006; Abutalebi and Green, 2007; Christoffels et al., 2007). Although there is disagreement regarding the nature of the bLC mechanisms, there is a general consensus that certain aspects of domain-general executive control (EC) functions mediate this ability (Abutalebi et al., 2008). However, it is still unclear whether bLC is completely subsidiary to the domain-general EC system or whether it also involves mechanisms specific to language.

In fact, the relationship between bLC and domain-general EC processes can be characterized in at least two different ways. First, one could think of bLC as a set of processes that are fully subsidiary to the domain-general EC functioning. That is, a bilingual speaker producing language would engage the very same set of EC processes that are involved in other non-linguistic activities requiring EC. Under this hypothesis, when switching language as a function of the interlocutor, individuals would engage the very same control mechanisms as when they are asked to switch between different non-linguistic tasks in everyday life. Alternatively, the bLC system may be only partially subsidiary to domain-general EC processes. That is, it is possible that the continuous control that bilingual speakers exert over their two languages results in the development of control processes specific to language (Costa and Santesteban, 2004). Although they probably make use of certain aspects of the EC system, additional processes may become specifically engaged in language switch related tasks. From this viewpoint, the crosstalk between the bLC and domain-general EC would still be present, leading to the repeatedly reported bilingual advantages in EC (e.g., Bialystok et al., 2004; Costa et al., 2008, 2009; Hernández et al., 2010). At the same time, however, some aspects of the bLC system would be specific to language and not necessarily related to the EC system.

Here, we set out to gain some initial insights on this issue by exploring a phenomenon observed both in language switching and task-switching, namely, the “asymmetrical switch cost” (see below). By doing this, we hope to shed some light on the crosstalk between the processes involved in bLC and those involved in domain-general EC.

ON THE FUNCTIONING OF EC SYSTEM IN BILINGUALS AND MONOLINGUALS

A first indication revealing that bilingualism affects the EC functioning can be found in those studies comparing monolinguals and bilinguals performing EC tasks. An increasing body of literature reveals that the continuous use of two languages seems to enhance processes related to domain-general EC such as those put at play in Stroop-like tasks and non-linguistic task-switching. This has been indexed through the observation of reduced Stroop-like interference and switch costs for bilinguals relative to monolinguals (e.g., Bialystok et al., 2004, 2006, 2008, 2010; Colzato et al., 2008; Costa et al., 2008, 2009; Bialystok and Viswanathan, 2009; Hernández et al., 2010). In particular, Prior and MacWhinney (2010) assessed whether bilinguals would show an advantage over monolinguals in non-linguistic task-switching with two sorting rules (sorting by shape or by color). They found that bilinguals had a reduced switch cost compared to monolinguals. Of the multiple components involved in task-switching (e.g., goal shifting, rule activation, etc., see Rubinstein et al., 2001), the authors hypothesized that the bilingual advantage in task-switching might be related to a more efficient goal shifting. The reasoning behind this hypothesis was that bilinguals’ lifelong use of language switching may lead to an enhancement of the abilities of goal shifting also in the non-linguistic cognitive control mechanisms1.

Other indications of the crosstalk between EC and bLC come from neuroimaging studies comparing monolinguals and bilinguals. Recently, Abutalebi et al. (2011) found differences in the way the dorsal anterior cingulate cortex (ACC) was recruited during conflict resolution in the flanker task. Specifically, bilinguals revealed a smaller activation of this area than monolinguals during conflict resolution. This pattern of brain activation was consistent with the fact that behaviorally bilinguals showed a reduced magnitude of the conflict effect compared to monolinguals. These results suggest that the ACC, one area within the cognitive control network, is engaged to a different extent in bilinguals and monolinguals during EC tasks.

There are also some indications of qualitative differences in brain activation between monolinguals and bilinguals during EC tasks (Garbin et al., 2010). In the study of Garbin et al. (2010), monolinguals and bilinguals completed a task-switching experiment using two sorting rules determined by stimulus color and shape. The authors found that bilinguals recruited brain areas normally engaged during language control (left inferior frontal gyrus), whereas monolinguals did not. This suggests that bilinguals recruit different neural structures relative to monolinguals in tasks involving the EC system.

Overall, these results indicate that bilingualism has an impact on the development of EC. However, they do not exclude the possibility that bLC involves certain processes that are outside the EC system. One way to explore the crosstalk between bLC and EC is to look at the qualitative difference of performance in tasks that engaged these two systems. Let us explain in more detail these qualitative aspects, specifically the asymmetry of the switch costs in linguistic and non-linguistic task-switching.

QUALITATIVE DIFFERENCES IN SWITCH COSTS BETWEEN LINGUISTIC AND NON-LINGUISTIC TASK-SWITCHING

Abutalebi and Green (2007), in a review of neuroimaging studies, suggested that the same neural regions (the dorsolateral prefrontal cortex, the ACC and the caudate nucleus) are engaged during both language switching tasks (e.g., Price et al., 1999; Hernandez et al., 2000, 2001; for a review see Hervais-Adelman et al., 2011) and non-linguistic task-switching (e.g., Botvinick et al., 1999; Crone et al., 2006). This indirect evidence supports the hypothesis that the mechanisms for language control are subsidiary to those of the domain-general EC.

However, an fMRI study conducted by Abutalebi et al. (2008) may actually be interpreted as going against the claim of functional overlap between bLC and EC. The authors demonstrated the existence of a neural network that is specifically recruited to switch between two different linguistic registers but not between two intra-linguistic tasks. This suggests that some processes at play during bLC are “language-specific” and not recruited for any other switching task.

In this article we further explore the issue of the crosstalk between bLC and EC by assessing qualitative aspects of these two systems (see below). To do so, we employ tasks involving bLC (language switching task) and EC (non-linguistic switching task) to compare the patterns of switch costs observed within the same population of highly proficient bilinguals. These two tasks share many different cognitive components and one can argue that in fact, the language switching task is just a specific instantiation of the more general task-switching paradigm (see for example, Abutalebi and Green, 2008). If so, and according to the first hypothesis put forward above, the pattern of results in the two tasks should be similar. In contrast, if bLC is not fully subsidiary to the EC processes, one could predict that the pattern of results in the two tasks may not be identical. Let us be more specific about the pattern of results we are referring to.

One of the most robust effects in task-switching is the so-called “local switch cost” (e.g., Meiran, 1996; Monsell, 2003; Koch et al., 2010; Schneider and Anderson, 2010; Martin et al., 2011). This cost refers to the observation of slower reaction times (RTs) for trials that require a task-switch in comparison to trials that do not require such a switch. For our present purposes, it is interesting that the magnitude of the local switch cost is not constant for any given task, but rather depends on the relative difficulty of the two tasks at hand during the experiment. Given differences in task difficulty, local switch costs tend to be larger when switching into the easier task than when switching into the more difficult one. For example, consider a switching task where task 1 consists in sorting cards by color and task 2 consists in sorting cards by shape, with unpredictable switches from one task (e.g., color) to the other (shape). The switch cost observed when switching to the more difficult task “sorting by shape” are usually smaller than when switching to the easier task “sorting by color” (e.g., Nagahama et al., 2001; Rubinstein et al., 2001; Martin et al., 2011). This phenomenon, often referred to as the asymmetrical switch cost, has received many different explanations in the task-switching literature (for a review see Koch et al., 2010; Schneider and Anderson, 2010). Given the focus of this article, we will only discuss briefly what is, perhaps, the most influential account of this asymmetrical switch cost.

According to Allport et al. (1994), the “task-set inertia hypothesis”, part of the switching cost stems from the need to retrieve a task-set that has been inhibited in the previous trial. Furthermore, the amount of inhibition applied to a given task-set (e.g., sorting by color or shape) depends on the relative strength of the task. That is, the easier task is inhibited more strongly than the more difficult one. Given this imbalance, the asymmetrical switch cost comes about in the following way: when performing the more difficult task (i.e., sorting by shape), the system has to strongly inhibit the task-set corresponding to the easier task (sorting by color). Hence, in the following trial, retrieving the strongly inhibited task-set will incur in a large switching cost. In contrast, when performing the easier task (i.e., sorting by color), the system has to inhibit with less strength the task-set corresponding to the more difficult task (sorting by shape). Consequently, in the following trial, retrieving the not-very-much inhibited task-set will incur in a small switching cost. Therefore, switching from the easier to the more difficult task will incur in a smaller switch cost (from color to shape) than switching from the more difficult to the easier task (from shape to color)2.

Similarly, when the task-switching involves two languages, low-proficient bilinguals show asymmetrical switch costs (i.e., larger switch costs when switching into the easier language), which parallels the pattern of the non-linguistic task-switching paradigms. That is, for low-proficient bilinguals switching into the less proficient (and hence, the more difficult task) language (L2) is easier (in terms of RTs and errors) than switching into the more proficient (and hence, the easier task) language (L1; e.g., Meuter and Allport, 1999). This linguistic asymmetrical switch cost can be explained in the same manner as domain-general asymmetrical switching costs. In fact, Meuter and Allport (1999) argued that the magnitude of the inhibition applied to two languages is dependent on the relative strength of the two languages. Therefore, when the less proficient L2 needs to be produced, the more proficient L1 needs to be inhibited more than the other way around. Thus, an asymmetrical switch cost arises because the amount of inhibition that needs to be overcome during the switch into L1 is larger than when switching into L2. This pattern of asymmetries in low-proficient bilinguals fits very well with the notion that the same control processes involved in bLC are the ones that are also at play in domain-general EC.

The framework described above makes a straightforward prediction: whenever there is a difference in the difficulty of the tasks (or languages) involved in the switching task, there should be an asymmetrical switching cost, being such cost larger when switching into the easier task. Along the same lines, symmetrical switch costs are expected for switching tasks involving tasks of similar difficulty.

Crucial for present purposes is the fact that several studies conducted with highly proficient bilinguals have given only partial support to this prediction. Highly proficient bilinguals do not seem to show asymmetrical language switching costs regardless of the difficulty of the languages involved in the task. Let us be more specific and describe the pattern of language switching cost for highly proficient bilinguals in some detail.

As expected, when highly proficient bilinguals are asked to switch between their two proficient languages (hence little difference in difficulty between the two tasks), the switching costs are comparable in both directions (from L1 to L2 and vice versa; Costa and Santesteban, 2004; Costa et al., 2006). However, and crucial for present purposes, when these bilinguals are asked to switch between languages of different difficulties (e.g., switching between their L1 and their L3), the predicted asymmetrical switch cost is not present. In a series of experiments Costa et al. (2006) showed that in highly proficient bilinguals the symmetrical switch cost was present irrespective of the age of acquisition of L2, the similarities of two languages involved in the switching task and language proficiency. Given this pattern, two questions emerge:

(a) Why highly proficient bilinguals do not show the predicted asymmetrical switch cost when switching between languages of different proficiency, as the low-proficient bilinguals do?

(b) Would these bilinguals be sensitive to task difficulty when performing a non-linguistic switching task (e.g., would they show asymmetrical switch costs)? Answering this second question is the goal of the present article.

In trying to answer the first question, Costa and Santesteban (2004) hypothesized that highly proficient bilinguals might recruit a qualitatively different bLC when performing the language switching task compared to low-proficient bilinguals. As proposed by Costa and Santesteban (2004), there might be a shift in the type of mechanisms responsible for the selection of the intended language once a certain level of proficiency is attained in an L2. That is, it is possible that at some point highly proficient bilinguals do not make use of inhibition (as low-proficient ones probably do), but instead they make use of a mechanism that restricts lexical competition to the intended language. Importantly, once highly proficient bilinguals develop such as a mechanism it would be applied also to other languages (e.g., a weaker L3).

This explanation contains the implicit assumption that bLC might be to some extent different from EC processes in general, and hence the “task-set inertia” hypothesis (Allport et al., 1994) for the performance of highly proficient bilinguals is not granted. Note that this hypothesis would predict asymmetrical switch costs when switching from L3 into L1 for highly proficient bilinguals, given that one language (L3) is harder than the other (L1) – similarly to what happens when low-proficient bilinguals switch between L1 and L2. Thus, according to this hypothesis, the difference in the relative strength between L1 and L3 should involve a different amount of inhibition when speaking in one language or the other and therefore produce asymmetries in switch costs as well.

Regardless these explanations, what is relevant here is the potential generalizability of such a lack of asymmetrical switch costs of highly proficient bilinguals to non-linguistic tasks. That is, the question is whether the crosstalk between bLC and EC systems is such that the relative insensitivity of highly proficient bilinguals to task difficulty in the language switching task will also be present in a non-linguistic switching task.

If the bLC system is fully subsidiary to the EC system, it is reasonable to predict that whichever pattern is observed in the language switching task will also be present in a non-linguistic switching task. Hence, we predict that differences in task difficulty should not lead to asymmetrical switch costs in these bilinguals, in the same way that differences in language difficulty do not lead to asymmetrical switch costs for this group. On the other hand, if bLC is governed by processes that are, to some extent, independent of the EC system, then it is possible that the symmetrical switch costs observed for language switching do not generalize to non-linguistic task-switching.

We put these predictions to test by comparing the performance of highly proficient Catalan–Spanish bilinguals in a linguistic and non-linguistic switching paradigm and examining the qualitative pattern of the switch costs. Specifically, we compared the symmetry/asymmetry of the switch costs between tasks differing in their level of difficulty. We used an adaptation of the linguistic switching task previously employed by Costa and Santesteban (2004), through which we expected to replicate the typical symmetrical switch cost of highly proficient bilinguals between L1 and L2 and also between L1 and L3. Note that for the sake of completeness we present two experiments: in Experiment 1 highly proficient bilinguals switched between L1 and L2, and in Experiment 2 between L1 and L3.

Concerning the non-linguistic task, we used a task-switching where participants had to switch between two rule-sets of a card sorting task (color and shape). As previously described, sorting by color is easier than sorting by shape. This effect of task difficulty permitted us to compare the non-linguistic switching task with the language switching task. We defined the non-linguistic switching task such that it did not require changing languages and it did not require explicit verbalization of the response.

To recapitulate, we will examine the issue of the crosstalk between bLC and EC in two ways:

(a) From a qualitative point of view: by examining the pattern of the switch costs in terms of the symmetry/asymmetry in the linguistic and non-linguistic switching tasks. If highly proficient bilinguals show a symmetrical switch cost in the language switching task, the same symmetrical pattern is expected in the non-linguistic switching task if the mechanisms of bLC are completely subsidiary to the EC system.

(b) From a quantitative point of view: by examining any potential correlations between linguistic and non-linguistic switch costs. Significant correlations between switch costs in linguistic and non-linguistic switching tasks could indicate that the bilinguals’ behavior in the bLC generalizes to a non-verbal domain, such as domain-general EC.

PARTICIPANTS

Fourteen bilinguals (mean age = 23.2, range = 18–27 years old) took part in Experiment 1, and 15 bilinguals did it in Experiment 2 (mean age = 20.3, range = 18–23 years old). All participants in both experiments were early and highly proficient Catalan–Spanish bilinguals. All participants had Catalan as L1 and they learned Spanish before the age of 6. Their proficiency in the two languages was tested by means of a questionnaire. Each participant self-rated on a four-point scale the abilities of speaking, comprehension, writing and reading for each language (1 = poor, 2 = regular, 3 = good, 4 = perfect). All the participants were highly proficient in both L1 and L2 (see Table 1). In addition, participants in Experiment 2 were low-proficient in English (L3).

Table 1. Language proficiency (mean and SD) of speaking, comprehension, writing, and reading abilities for each language, self-rated on a four-point scale (1 = poor, 2 = regular, 3 = good, 4 = perfect).
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EXPERIMENT 1: LINGUISTIC SWITCHING BETWEEN L1 AND L2 AND NON-LINGUISTIC SWITCHING TASK

MATERIALS AND PROCEDURE

Linguistic switching task

Eight pictures of objects were selected from Snodgrass and Vanderwart (1980). Half of them referred to cognate words [Spanish/Catalan names: “Caracol”/“Cargol” (in English, snail); “Escoba”/“Escombra” (broom); “Martillo”/“Martell” (hammer); “Reloj”/“Rellotge” (watch)], and the other half to non-cognate words [“Calcetín”/“Mitjó” (sock); “Manzana”/“Poma” (apple); “Silla”/“Cadira” (chair); “Tenedor”/“Forquilla” (fork)].

Participants were required to name the picture in Catalan or in Spanish. A Catalan or Spanish flag, which was presented along with the picture, acted as a cue to indicate in which language subjects had to name the picture.

There were two types of trials: (a) those in which participants were required to name the picture in the same language as the preceding trial (repeat trial), (b) those in which participants were required to name in a different language with respect to the previous trial (switch trial). There were a total of 320 trials divided in two blocks with 160 trials each. The total distribution of trials was: 128 repeat trials in Catalan, 128 repeat trials in Spanish, 64 switch trials in Catalan, and 64 in Spanish.

Participants were asked to name the picture as fast as possible and they were informed that the language to be used was indicated by a flag, presented on the top of the picture. At the beginning of each series a word cue was presented for 1000 ms indicating in which language participants had to start to name (“CATALÀ,” for Catalan; “ESPAÑOL,” Spanish). Then the picture appeared for 1700 ms and the timeout to respond was 5000 ms. The pictures were presented in a series of three to seven trials and at the end of each series an asterisk appeared and the participants pressed the spacebar to start the next series. The experiment started with a practice session of 80 trials.

Non-linguistic switching task

Three shapes (square, circle, and triangle) and three colors (green, blue, and red) were selected for the task. The three shapes were combined with the three colors, resulting in a total of nine colored shapes (e.g., green square, blue square etc.). Participants were presented with an array containing three shapes, two at the top of the screen and one at the bottom. They were instructed to match the shape at the bottom with one of the two at the top of the display according to two possible criteria (shape or color). The criterion was indicated by a cue (“COLOR,” for Color; “FORMA,” for Shape) appearing in the center of the array. As in the linguistic version of the task, there were two types of trials: repeat and switch trials.

At the beginning of each series a word cue was presented for 1000 ms indicating by which rule participants must start matching each item (“COLOR,” for Color; “FORMA,” for Shape). Then the array appeared for 2500 ms and the timeout to respond was 3000 ms.

Participants gave the response by pressing the two keys “M” or “V” according to the position of the matched picture at the top of the array. Specifically, they had to press “M” key when the correct answer was at the top-right part of the array and the “V” key when the correct response was at the top-left part of the array. The experiment started with a practice session of 80 trials.

The experiments were controlled by the software DMDX (Forster and Forster, 2003), which recorded participants’ vocal and manual responses. Responses were analyzed off-line and naming latencies were measured from the onset of the word trough Checkvocal, a program of data analysis of naming tasks in DMDX (Protopapas, 2007). Participants always performed the linguistic switching and then the non-linguistic switching task. The order of the two tasks was not counterbalanced.

RESULTS

Linguistic switching cost

The variables considered in the analyses were “type of trial” (switch vs. repeat) and “response language” (L1 and L2) which were included as within-subject factors in a repeated-measure ANOVA on naming latencies. Naming latencies 3 SD above or below a given participant’s mean were excluded from the analyses. Also the naming latencies in which the participants produced a different name from what was expected were excluded from the analyses.

Reaction times. Overall participants were slower in switch trials (886 ms) compared to repeat trials [801 ms; F(1, 13) = 55.11, MSE = 1822.67, p < 0.0001, [image: yes]], and faster to name in L1 (829 ms) than in L2 [857 ms; F(1, 13) = 4.81, MSE = 2318.88, p = 0.05, [image: yes] ]. But the cost to switch to L1 (87 ms) and to L2 (82 ms) was the same, as indexed by a non-significant “type of trial” × “response language” interaction [F(1, 13) = 0.15, MSE = 741.59, p = 0.70; see Figure 1A]. That is, there was a symmetrical switch cost.
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Figure 1. (A) Performances on the linguistic switching task (left) and magnitude of the switch cost for L1 and L2 (right). Error bars represent SE. (B) Performances on the non-linguistic switching task (left) and magnitude of the switch cost for color and shape (right). Error bars represent the SE.



Accuracy. No difference in accuracy was found between switch and repeat trials [Type of trial: F(1, 13) = 2.29, MSE = 9.65, p = 0.15] and between L1 and L2 [Response language: F(1, 13) = 0.40, MSE = 22.76, p = 0.54]. The interaction between type of trial and response language was not significant either [F(1, 13) = 0.19, MSE = 6.64, p = 0.66; see Table 1).

Non-linguistic switching cost

The variables considered in the analysis were “type of trial” (switch vs. repeat) and “sorting criteria” (color and shape), which were included as a within-subject factor in a repeated-measure ANOVA using RTs as a dependent variable.

Reaction times. Overall participants were slower in switch trials (931 ms) compared to repeat trials [833 ms; F(1, 13) = 38.42, MSE = 3505.52, p < 0.0001, [image: yes]], and faster to sort by color (843 ms) than to sort by shape [920 ms; F(1, 13) = 40.32, p < 0.0001, MSE = 2011.41, [image: yes]]. In this case the switch cost interacted with “type of trial” [F(1, 13) = 19.88, MSE = 3592.72, p = 0.001, [image: yes]]. That is, participants showed a cost when they switched from shape to color [169 ms, F(1, 13) = 37.57, MSE = 5353.39, p < 0.0001, [image: yes]], but not from color to shape [27 ms, F(1, 13) = 2.85, MSE = 1744.86, p = 0.11; see Figure 1B].

Accuracy. There was a tendency toward lower accuracy for switch trials (91.25%) over repeat ones [94.75%; Type of trial: F(1, 13) = 3.64, MSE = 17.80, p = 0.08]. Also, participants were less accurate in sorting by shape (90.0%) than by color [94.7%; F(1, 13) = 14.22, MSE = 22.40, p < 0.01, [image: yes] see Table 2].

Table 2. Accuracy (%) and SE in the linguistic and non-linguistic versions of the task-switching broken for trial types for the Experiment 1.
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To summarize, we found that bilingual participants showed symmetrical switch costs in the linguistic task-switching, but in the non-linguistic one we found asymmetrical switch costs since only switching into color resulted in a cost.

EXPERIMENT 2: LINGUISTIC SWITCHING BETWEEN L1 AND L3 AND NON-LINGUISTIC SWITCHING TASK

As advanced in the Introduction, one could argue that the symmetrical switch costs between L1 and L2 of highly proficient bilinguals are due to both tasks (naming in L1 and naming in L2) being equally easy for highly proficient bilinguals. In other words, we would have a difference in difficulty between color and shape in the non-linguistic task-switching but not between L1 and L2 in the language switching task. Thus, in this experiment, bilinguals (who were still highly proficient in both Catalan and Spanish) conducted the language switching task between their L1 (Catalan) and L3 (English) for which they were low-proficient.

MATERIALS AND PROCEDURE

The procedure for the linguistic and non-linguistic switching tasks was the same as that reported for the Experiment 1. The only difference with Experiment 1 was that participants were required to name in Catalan and English, instead of Catalan and Spanish in the language switching task. The material was the same as in Experiment 1.

RESULTS

Linguistic switching cost

The variables considered in the analyses were “type of trial” (switch vs. repeat) and “response language” (L1 and L3), which were included as within-subject factor in a repeated-measure ANOVA on naming latencies.

Reaction times. Overall participants were slower in switch trials (846 ms) compared to repeat trials [783 ms; F(1, 14) = 75.85, MSE = 799.13, p < 0.0001, [image: yes]], but there was no difference in naming latencies between L1 (824 ms) and L3 [804 ms; F(1, 14) = 2.12, MSE = 2914.51, p = 0.17]. The cost to switch to L1 (70 ms) and to L3 (57 ms) was equivalent, as indexed by a non-significant effect of “type of trial” × “response language” interaction [F(1, 14) = 0.56, MSE = 1211.89, p = 0.47; see Figure 2A], revealing a symmetrical switch cost.
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Figure 2. (A) Performances on the linguistic switching task (left) and magnitude of the switch cost for L1 and L3 (right). Error bars represent SE. (B) Performances on the non-linguistic switching task (left) and magnitude of the switch cost for color and shape (right). Error bars represent the SE.



Accuracy. No difference in accuracy was found between switch and repeat trials [Type of trial: F(1, 14) = 2.81, MSE = 11.99, p = 0.12] and between L1 and L3 [Response language: F(1, 14) = 0.59, MSE = 10.92, p = 0.46]. The interaction between type of trial and response language was not significant either [F(1, 14) = 0.09, MSE = 13.93, p = 0.77; see Table 3].

Table 3. Accuracy (%) and SE in the linguistic and non-linguistic versions of the task-switching broken for trial types for the Experiment 2.
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Non-linguistic switching cost

The variables considered in the analysis were “type of trial” (switch vs. repeat) and “sorting criteria” (color and form), which were included as within-subject factors in a repeated-measure ANOVA on the RTs.

Reaction times. Overall participants were slower in switch trials (911 ms) compared to repeat trials [812 ms; F(1, 14) = 69.38, MSE = 2104.36, p < 0.0001, [image: yes]], and faster sorting by color (823 ms) than sorting by shape [900 ms; F(1, 14) = 42.81, p < 0.0001, MSE = 2085.37, [image: yes]]. In this case the switch cost interacted with “type of trial” [F(1, 14) = 14.11, MSE = 1221.76, p = 0.002, [image: yes]]. That is participants showed a larger cost when they switched from shape to color [132 ms, F(1, 14) = 82.34, MSE = 1600.58, p < 0.0001, [image: yes]], than from color to shape [64 ms, F(1, 14) = 18.22, MSE = 1725.55, p = 0.001; see Figure 2B].

Accuracy. Participants were less accurate in switch trials (91.9%) than in repeat trials [93.6%; Type of trial: F(1, 14) = 7.59, MSE = 5.54, p = 0.01, [image: yes]], and less accurate to sort by shape (91.4%) than by color [94.1%; F(1, 14) = 9.44, MSE = 11.58, p < 0.01, [image: yes]]. A significant interaction between “type of trial” and “sorting criteria” [F(1, 14) = 7.38, MSE = 9.34, p = 0.02, [image: yes]], indicated an increase of errors when participants switched from shape to color [F(1, 14) = 12.76, MSE = 8.57, p < 0.01, [image: yes]] but not from color to shape [F(1, 14) = 0.26, MSE = 6.31, p = 0.62; see Table 2].

To summarize, we found that bilingual participants showed symmetrical switch costs in the linguistic version of the task, but asymmetrical switch costs in the non-linguistic version, as we did in Experiment 1.

Individuals’ differences in performance: correlations

Additionally, we used a correlation analysis (Pearson’s coefficient) to compare the magnitude of the switch cost between the linguistic and non-linguistic switching tasks.

In fact, if we assume that the switch cost reflects to some extent the efficiency of the bLC and EC in the same way, we may expect that the magnitude of the two switch costs (linguistic and non-linguistic) varies in the same manner in participants.

First, we obtained the correlation coefficient of the total switch cost between the linguistic task and the non-linguistic task (collapsing language in one case and the sorting criteria in the other case). In order to gain more statistical power we ran the analysis with participants of both experiments resulting in a total number of 28 (one participant from Experiment 1 was excluded because his performance was 2 SD above the group means). The switch costs of the two tasks were not significantly correlated (r = 0.26, p = 0.18; see Figure 3).
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Figure 3. Correlation of individuals’ performances between the linguistic and non-linguistic switching tasks, for Experiment 1 and Experiment 2 (n = 28). In this graph we excluded one participant from Experiment 1 because his language switching cost was 2 SD above the group’s mean.



Then, we tested whether the cost of switching into the easier language (L1) correlated with the cost of switching into the easier sorting criteria (i.e., color), and whether the cost of switching into the difficult language (L2/L3) correlated with the cost of switching into the more difficult sorting criteria (shape). Neither the correlation between the cost of switching to L1 and to color (r = 0.16, p = 0.42), nor the correlation between the cost of switching to L2/L3 and to shape (r = −0.15, p = 0.44) were significant.

Exploratory analysis of the switch costs across blocks

Considering the overall results, we found that the switch cost was symmetrical in the linguistic switching task and asymmetrical in the non-linguistic switching task. In a further analysis we explored the pattern of the switch costs across the two experimental blocks with the aim of assessing any potential differences in task adaptation.

To do so we calculated the switch costs separately for the two blocks of the two tasks (linguistic and non-linguistic), containing 160 trials each. In the non-linguistic switching task-switch costs were asymmetrical in both blocks3 (i.e., switching into color was more costly than switching into shape; see Figure 4). However, in the linguistic switching task we found a more puzzling result. In the first block, switching into L1 was more costly than switching into L2 or L3, but this pattern reversed in the second block. Interestingly, the cost of switching into L2 or L3 was constant across both blocks, whereas the cost of switching into L1 decreased in the second block. Even though this interaction renders the interpretation of the results more complex, the interesting point here is that it suggests that there are differences between the two types of task-switching also in what regards adaptation to the task.
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Figure 4. Magnitude of the switch costs in the linguistic and non-linguistic switching tasks broken by blocks and experiments. Error bars represent SE.



DISCUSSION AND CONCLUSION

In the present study we examined the relationship between the bLC and EC system. We did so by comparing the pattern of switch costs across linguistic and non-linguistic tasks within a set of highly proficient bilinguals.

We assessed the presence of the symmetrical switch cost in the linguistic task as a starting point, and then we looked at the pattern of switch cost in a non-linguistic switching task. In both experiments, bilinguals showed an asymmetrical non-linguistic switch cost: switching from shape to color was more costly than switching from color to shape. That is, switching from the more difficult task (sorting by shape) to the easier one (sorting by color) resulted in a larger switch cost than vice versa. Additionally, participants committed more errors when they sorted by shape than by color, suggesting that the shape criterion was the most difficult of the two – a finding congruent with previous studies (e.g., Koch, 2001; Martin et al., 2011). In contrast, the same participants showed a symmetrical switch cost in the linguistic task (as previously reported by Costa and Santesteban, 2004; Costa et al., 2006). That is, there seems to be a qualitative difference in the way highly proficient bilinguals perform linguistic and non-linguistic task-switching.

The relationship between the two tasks was also explored by examining the magnitude of the switch costs in the two task versions. The idea behind this analysis was to see whether the efficiency of the bLC abilities could, to some extent, be transferred to the domain-general EC system. Specifically, bilingual individuals that have developed more efficient bLC will probably show relatively small switch costs in the language switching task compared to individuals with less developed bLC. If indeed the bLC functioning depends completely on the EC system, one would expect to find smaller switch costs also in the non-linguistic task. We did not find significant correlations between the linguistic and non-linguistic switch costs, neither between L1 and color nor between L2/L3 and shape. Thus, quantitatively, the magnitude of the switch cost suggests that there is no generalizability from the bLC to the EC system.

Similar results of uncorrelated performance between linguistic and non-linguistic tasks were reported in a study by Bialystok et al. (2008). These authors correlated the performance of bilingual speakers in two language production tasks (fluency and picture naming) with their performance in EC tasks. They did not find any correlation and concluded that their results leave open the possibility that the mechanisms responsible for bLC and those of domain-general EC may have different causes.

Further evidence about differences between the patterns of results in the two versions of the task-switching comes from the different adaptation patterns across the experiment. In the non-linguistic switching task, asymmetrical switching costs (larger switch cost for the easier task) were consistently observed across the whole experiment. However, this was not the case in the language switching task, where a puzzling result was observed. The switch cost for L1, both in Experiment 1 and 2, decreased from block one to block two, whereas the switch cost for L2 and L3 remained constant across blocks. That is, while there is a modulation of the switch cost for the easier task (L1) across the experiment, switch costs for the more difficult task (L2 and L3) remain the same. An interpretation of the L1 adaptation is premature, and future studies need to replicate it. However, our observations highlight the need of exploring language switching costs across the experimental blocks. Besides any kind of interpretation, the interesting point here is that in the two versions of task-switching we found different patterns of switch costs also over time. To some extent, these results indicate that some properties of bLC, for instance a certain degree of flexibility to adapt the behavior, are peculiar to the linguistic domain and they do not transfer to other domains. Once again, this might be evidence for the fact that bLC processes are not fully subsidiary to those of the EC system and that there is no transfer from bLC to the domain-general EC system.

Before going into the implications of the results reported here, it is important to note a potential caveat of our study. We have argued that the instantiation of the language switching task in Experiment 2 involves languages of different difficulty, since we compared L1 and L3. In principle, the difference in proficiency between the two languages should be enough to reveal asymmetrical switch costs, as has been shown previously with low-proficient bilinguals (Costa and Santesteban, 2004). However, we do not have any independent evidence that guarantees this difference in proficiency. Indeed, one may be tempted to take the fact that L1 is slower than L3 as an indication against our assumption. However, such interpretation is not without problems. This is because in previous studies we observed a similar pattern of RTs for participants for which we did have independent evidence that L1 was much stronger than L3 (Costa and Santesteban, 2004; Costa et al., 2006). At any rate, we acknowledge that the lack of independent information about the differences in strength between the two languages is a shortcoming of the present study.

The results of the present study suggest that the set of processes engaged in bLC are not fully subsidiary to the domain-general EC processes. That is, a bilingual speaker producing language will not engage the very same set of EC processes that are involved in any other non-linguistic activity in which the executive system is required. As discussed in the Introduction, most of the available evidence from neuroimaging studies is indirect. That is, it is a result of comparing different groups of participants performing either language switching tasks (e.g., Abutalebi and Green, 2007, 2008) or non-linguistic switching tasks (Garbin et al., 2010). One exception is the study of Abutalebi et al. (2011) in which the same group of bilinguals performed a language switching task and a non-linguistic conflict resolution task. The analysis of the brain networks involved in the two tasks showed an overlap over a set of brain areas along the mesial surface, comprising the ACC (BA 32) and the pre-SMA (BA 6). However, some additional areas were recruited during the conflict resolution task that were not active during the language switching task. Thus, the general conclusion from the neuroimaging literature is that some brain areas of the bLC and EC overlap, but the small amount of direct evidence (e.g., the same group of participants tested both on linguistic and non-linguistic tasks involving EC) precludes us from drawing strong conclusions about the extent of this overlap.

Our results fit well with data on brain-damaged individuals. Studies testing bilingual aphasics have reported double dissociations between language control and domain-general control (e.g., Green et al., 2010; see also Abutalebi et al., 2000; Mariën et al., 2005). For example, in Green et al. (2010) found a relatively different impairment of language control and the EC system as a result of the brain lesion, indicating that the brain areas implicated in language control are not totally subsidiary to those implicated in EC and vice versa.

Before concluding, it is worth mentioning the lack of a correlation observed between the magnitudes of the switch costs in the linguistic and non-linguistic tasks. This also points to the direction that one cannot equate the processes involved in bLC with those involved in domain-general EC system. This approach, in which the crosstalk between bLC and EC is assessed in the same group of bilinguals by comparing the magnitude of switch costs, has started to receive some attention. Recently, Prior and Gollan (2011) looked at this issue by testing whether the bilingual advantage in EC was to some extent related to the cost of language switching. They found that those bilinguals who showed less cost in task-switching were also those who showed less cost in language switching. But this was true only for those bilinguals who reported to switch quite often in their everyday life. Second, no direct correlations of the switch costs between the two tasks were performed within the group of participants. Therefore, only based on the results of Prior and Gollan (2011) it is premature to conclude that the mechanisms underlying bLC are fully subsidiary to the EC system. And, in fact, if anything our results indicate otherwise.

To conclude, in this study we found different patterns of switch costs between a language switching task and a non-linguistic switching task. These results suggest that even if there is crosstalk between bLC and domain-general EC, there are some aspects of the bLC system that are specific to the domain of language and not necessarily related to the EC system. The relevance of our results is that they represent an attempt to investigate the crosstalk between the bLC and EC in the same group of participants. Further research is needed to investigate the exact mechanisms underlying the bLC and EC systems in bilinguals in order to eventually gain knowledge about their functional and neural relationship.
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Footnotes

1The question of which EC processes are involved in task-switching is a complex issue that goes beyond the purposes of the present article. Several theories have exemplified how task-switching might be mediated by separable executive control processes [e.g., attention-to-action (ATA) model by Norman and Shallice, 1986; the frontal-lobe executive (FLE) model by Duncan, 1986; and the strategic response–deferment (SRD) model, Meyer and Kieras, 1997]. For a detailed description of such theories see reviews by Rubinstein et al. (2001) and Monsell (2003). Here, we refer to D:Rubinstein et al. (2001) account discussed in D:PriorandMacWhinney’s:2010] study on the bilingual advantage in task-switching. Rubinstein et al. (2001) proposed that at least two processes of the EC system are involved in task-switching, namely “goal shifting” and “rule activation.” “Goal shifting” updates the content of the declarative working memory about the two task-sets; whereas rule activation enables the selection of the current task and disables the rules of the previous one.

2Other authors have proposed different accounts based on long-term memory retrieval processes (e.g., Allport and Wylie, 2000; Mayr and Kliegl, 2000; Bryck and Mayr, 2008). One assumption is that the retrieval of irrelevant task traces interferes with selection of the relevant task and that more instances of the more difficult task would be encoded/retrieved into long-term memory than in the case of the easier task. Since the amount of interference is proportional to the number of irrelevant task traces in long-term memory, the interference will be larger when switching into the easier task than into the more difficult one. This leads to a larger switch cost when switching from the more difficult to the easier task than vice versa.

3Non-linguistic switching task. In Experiment 1, the switch costs were 149 ms for color and 34 ms for shape in block 1; 162 ms for color and 24 ms for shape in block 2 [Type of trial × Block interaction: F(1, 13) = 0.34, p = 0.57]. In Experiment 2, the switch costs were 133 ms for color and 49 for shape in block 1; 134 ms for color and 79 ms for shape in block 2 [Type of trial × Block interaction: F(1, 14) = 0.92, p = 0.35]. Linguistic switching task. In Experiment 1, the switch costs were 124 ms for L1 and 76 ms for L2 in block 1; 50 ms for L1 and 88 ms for L2 in block 2 [Type of trial × Block interaction: F(1, 13) = 19.72, p = 0.001]. In Experiment 2, the switch costs were 112 ms for L1 and 54 for L3 in block 1; 31 ms for L1 and 59 ms for L3 in block 2 [Type of trial × Block interaction: F(1, 14) = 12.96, p = 0.003].
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It has been argued that inhibition is a mechanism of attentional control in bilingual language performance. Evidence suggests that effects of inhibition are largest in the tail of a response time (RT) distribution in non-linguistic and monolingual performance domains. We examined this for bilingual performance by conducting delta-plot analyses of naming RTs. Dutch–English bilingual speakers named pictures using English while trying to ignore superimposed neutral Xs or Dutch distractor words that were semantically related, unrelated, or translations. The mean RTs revealed semantic, translation, and lexicality effects. The delta plots leveled off with increasing RT, more so when the mean distractor effect was smaller as compared with larger. This suggests that the influence of inhibition is largest toward the distribution tail, corresponding to what is observed in other performance domains. Moreover, the delta plots suggested that more inhibition was applied by high- than low-proficiency individuals in the unrelated than the other distractor conditions. These results support the view that inhibition is a domain-general mechanism that may be optionally engaged depending on the prevailing circumstances.
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INTRODUCTION

Attentional control includes the ability to formulate goals and plans of action and to follow these while facing distraction. This ability is critical to normal human functioning and it is a hallmark of general intelligence (e.g., Wundt, 1904; Duncan, 2010). Attentional control plays a central role in human performance generally and language performance specifically (e.g., Roelofs, 2003, 2008). Bilingual language performance is an instance of powerful attentional control in a naturalistic situation. Although bilingual speakers can usually choose from at least two words for any given concept (i.e., one in each language), they are able to restrict their utterances to one language only. Even non-balanced bilinguals, whose first language (L1) is stronger than their second language (L2), can speak one language without apparently being much hampered by the other language. However, little is known about the mechanisms of attentional control in bilingual performance. The aim of the present article is to illuminate properties of these mechanisms. A better understanding of how bilinguals achieve attentional control over their languages will be informative not only regarding bilingual language performance, but also regarding efficient attentional control in general.

INHIBITION IN BILINGUAL PERFORMANCE

A prominent account of attentional control in bilingual language performance holds that inhibition is involved (Green, 1998). The inhibition is attentional, because it concerns a top-down goal-dependent modulation of language processes rather than a type of inhibition that is evoked bottom up by language perception (such as lateral inhibition present in several models of word recognition), see Aron (2007) for an extensive discussion. The notion of attentional inhibition has a long history in psychology. In the early days of experimental psychology, Wundt (the founder of modern scientific psychology and psycholinguistics) assumed that an attentional inhibition mechanism, which he located in the frontal lobes of the human brain, modulates activity in a language network, assumed to be centered around perisylvian brain areas (e.g., Wundt, 1904). In contemporary psychology, inhibition has been proposed as a compulsory (Abutalebi and Green, 2007; Kroll et al., 2008) or an optional mechanism (Verhoef et al., 2009) of attentional control in bilingual language performance, although others argue against the assumption of inhibition (Finkbeiner et al., 2006).

The compulsory inhibition hypothesis holds that attentional control over the languages of a bilingual speaker is achieved by inhibiting the irrelevant language. Green (1998) assumed that inhibition in bilingual performance is reactive, that is, evoked in response to lexical activation. Consequently, the amount of inhibition that is applied depends on the magnitude of lexical activation in the non-target language. According to the hypothesis that inhibition is an option, inhibition is not the mechanism that achieves attentional control over the languages, but inhibition may be optionally engaged to increase the speed and accuracy of bilingual performance, depending on the prevailing circumstances (Verhoef et al., 2009).

Regardless of whether inhibition is compulsory or optional, little is known about the nature of the inhibitory mechanism. One possibility is that inhibition is a domain-general mechanism that is shared between linguistic and non-linguistic performance, as proposed by Abutalebi and Green (2007). If so, inhibition in bilingual language performance should share critical properties, such as its dynamics, with inhibition in other performance domains.

DYNAMICS OF INHIBITION IN SIMON, ERIKSEN, AND STROOP TASK PERFORMANCE

As concerns the dynamics of inhibition in non-linguistic domains, Ridderinkhof and colleagues (e.g., Ridderinkhof, 2002; Ridderinkhof et al., 2004, 2005) argued that attentional inhibition takes time to build up. Typically, in a situation with targets and distractors, interference from the distractors increases monotonically with response time (RT). Inhibition can decrease interference, but because inhibition is reactive and builds up slowly, its effects will be stronger for longer RTs. Consequently, effects of differential inhibition should be largest toward the tail of an RT distribution.

To assess the effect of differential inhibition, Ridderinkhof et al. (2004, 2005) constructed delta plots, which map out distractor condition differences as a function of RT. Delta plots prototypically have a positive slope, reflecting that the effect of an experimental factor tends to increase as a function of RT (cf. Luce, 1986). That is, the magnitude of factor effects tends to be larger for long than short RTs. However, if conditions differ in the amount of inhibition that is applied, a difference in RT between conditions should not increase linearly as a function of RT, but instead level off and become reduced for slow responses. If larger inhibition results in a more pronounced reduction of condition effects in slow responses, then the leveling off of the delta plot should be more pronounced in conditions that involve more inhibition. That is, the flattening of the delta plot should be more pronounced in experimental conditions that require more stringent inhibition compared to conditions that are less demanding.

Figure 1 illustrates the delta-plot logic. Suppose an experiment includes two conditions, one with conflict (red line) and one without conflict (green line). The left-hand panel of Figure 1 illustrates the cumulative distributions of the two conditions by plotting the mean RT for each condition per quintile. The horizontal difference between the two distributions represents the difference in interference between the conditions. Typically, interference increases with RT. That is, the difference between the two curves becomes larger for higher quintiles. The right-hand panel of Figure 1 shows the corresponding delta plots, which plot these condition differences per quintile against the mean of the two conditions for the corresponding quintile. The upper curve shows the situation when no inhibition is applied to resolve the conflict: The interference becomes larger with increasing quintile. The middle curve shows that with weak inhibition, the interference decreases and the difference in RT between the two conditions becomes smaller. However, because inhibition is reactive and builds up slowly, its effect is stronger for longer RTs. Interference will therefore tend to level off for the higher quintiles of the delta plot. The lower curve shows that strong inhibition will decrease the interference further, which may even yield negative slopes for the segments connecting the higher quintiles (e.g., segment q4–5 connecting quintiles 4 and 5). To conclude, differences in delta plots index differences in the amount of inhibition that is applied in experimental conditions.
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Figure 1. Left panel: cumulative distribution curves for response times in experimental conditions with and without conflict. Right panel: delta plots showing the condition differences (deltas) as a function of quintile (1–5) and amount of inhibition (no, weak, strong). q1, quintile 1, and so forth; q1–2 is the segment connecting quintiles 1 and 2, etc.



Ridderinkhof and colleagues (Ridderinkhof, 2002; Ridderinkhof et al., 2005) provided evidence from RT distributional analyses of non-linguistic Simon and Eriksen task performance that delta plots leveled off more with increased inhibition (for reviews, see Proctor et al., 2011; Van den Wildenberg et al., 2011). In the Simon task, participants indicate the identity of a left or right stimulus by pressing a left or right button, whereby the left–right position of the stimulus on a trial can be congruent (e.g., left stimulus requiring a left button press) or incongruent (e.g., left stimulus requiring a right button press). RTs are typically longer on incongruent than congruent trials, called the Simon effect. Ridderinkhof (2002) observed that delta plots leveled off more in participants with relatively small Simon effects (presumed to reflect strong inhibition) than in participants with relatively large Simon effects (presumed to reflect weaker inhibition). In an arrow version of the Eriksen task, participants have to indicate the identity of a left- or right-pointing target arrow flanked by incongruent or congruent distractor arrows on each side (e.g.,>><>> or <<<<<, respectively). RTs are typically longer on incongruent than congruent trials, called the Eriksen flanker effect. Ridderinkhof et al. (2005) observed that the leveling off of the delta plot for the Eriksen flanker effect was more pronounced for normal participants than for participants diagnosed with ADHD, which were assumed to have an inhibition deficit. The results from the distributional analyses of RTs in Simon and Eriksen task performance support the claim of Ridderinkhof and colleagues that inhibition takes time to develop during a trial in non-linguistic domains.

Similar results have been obtained in monolingual Stroop task performance. In the color–word Stroop task, individuals name the ink color of printed congruent or incongruent color words (e.g., the words GREEN or RED in green color; say “green”) or neutral Xs. Mean RT is typically longer on incongruent than neutral trials, and often shorter on congruent than neutral trials. In performing delta-plot analyses on Stroop color naming RTs, Bub et al. (2006) obtained evidence that younger children (7–9 years) engage in stronger inhibition than older children (9–11 years), indicating that inhibition may also be engaged in non-linguistic domains. Moreover, delta-plot analyses of RTs in a manual version of the Stroop task by Sharma et al. (2010) revealed that the presence of a passively observing confederate during task performance leads to stronger inhibition as compared with the absence of a confederate. This influence of social context was observed when the preparation interval between consecutive Stroop stimuli was long (1000 ms), but not when the interval was short (32 ms). These results suggest that Stroop task performance may engage an inhibition mechanism, whose effects build up slowly, in line with the observations of Ridderinkhof et al. (2004, 2005). The effect of social context (Sharma et al., 2010) suggests that inhibition is an optional rather than compulsory mechanism.

Forstmann et al. (2008a) observed a strong link between individual differences in delta-plot parameters for Simon task performance and activity in right inferior frontal cortex (see Aron et al., 2004, for a review of the imaging literature localizing inhibition to right inferior frontal cortex). Moreover, when individual RT distribution parameters were used to classify subgroups of good and poor inhibitors based on a median split of the slowest segment of the delta plots, it was observed that individuals with better inhibition abilities showed higher brain connectivity values for white matter tracts in right inferior frontal cortex than poorer inhibitors. These results corroborate the assumption that delta plots reflect the operation of an attentional inhibition mechanism whose influence builds up slowly and is implemented in right inferior frontal cortex (see also Forstmann et al., 2008b), in line with Wundt’s (1904) suggestion.

DYNAMICS OF INHIBITION IN BILINGUAL PICTURE NAMING

Evidence that attentional inhibition builds up slowly in bilingual language performance was provided by Verhoef et al. (2009). They measured event-related electrical brain potentials (ERPs) while Dutch–English bilingual participants named pictures in their first or second language, whereby the naming language on consecutive trials could be the same or different. The target language was indicated by a cue that preceded the picture by a short (500 ms) or long (1250 ms) preparation interval. In the ERPs time-locked to the picture onset, Verhoef et al. (2009) observed a right-lateralized N2 effect, which was argued to reflect activity in right inferior frontal cortex and to index inhibition. The N2 magnitude was modulated by the size of the preparation interval (larger N2 for long than short intervals) but not by language (L1 vs. L2) or language switching. So, the experiment provides evidence for an effect of time to prepare on the amount of inhibition applied during the planning of the picture name. This suggests that inhibition in picture naming takes time to develop, in line with the observations of Ridderinkhof et al. (2004, 2005). Given the timing evidence and the evidence that the N2 was frontal right-lateralized, suggesting a right inferior frontal locus, there is a clear similarity with the claims concerning the time course and right inferior frontal locus of the inhibition derived from delta plots. The effect of preparation interval corresponds to what Sharma et al. (2010) observed for manual Stroop task performance. The absence of an effect of language and switching on the N2 suggests that inhibition is an optional rather than compulsory mechanism.

Whereas Verhoef et al. (2009) argued that inhibition is used depending on the prevailing circumstances, Costa and Santesteban (2004) argued that the use of inhibition depends on language proficiency. According to them, attentional control over the two languages is accomplished by different mechanisms in linguistically balanced (i.e., equal proficiency in L1 and L2) and non-balanced bilinguals. In their view, while non-balanced bilinguals use inhibition of the non-target language to speak the target language, balanced bilinguals do not need to recruit inhibition since they have developed a mechanism allowing language-specific lexical access. This claim of Costa and Santesteban (2004) was based on their observation of asymmetrical RT switch costs in language switching for non-balanced bilinguals and symmetrical switch costs for balanced bilinguals in picture naming. An RT switch cost means longer RTs when the language of the current trial is different from that of the previous trial (switch trials) than when the language is the same (repeat trials). Costa and Santesteban (2004) observed that balanced Spanish–Catalan speakers had equal switch costs in picture naming for switching to L1 and to L2, whereas non-balanced bilinguals had larger switch costs for switching to their L1 than to their L2. This finding suggests that for non-balanced bilinguals, using L2 involves stronger inhibition of L1 than using L1 involves inhibition of L2. Consequently, it will take longer to overcome the previous inhibition in switching to L1 than to L2.

However, Verhoef et al. (2009) observed that both asymmetrical and symmetrical RT switch cost patterns may occur as a function of preparation interval in a single population of non-balanced Dutch–English bilinguals. In their study, short preparation intervals elicited asymmetrical switch costs and long preparation intervals elicited symmetrical switch costs. This suggests that the engagement of inhibition may counteract the negative effect of lower proficiency in L2 than L1, provided that the preparation interval is long enough for inhibition to be engaged. The engagement of inhibition during the long preparation interval was reflected in the right-lateralized N2.

OUTLINE OF THE PRESENT STUDY

We report a bilingual picture–word interference study in which we further examined the nature of inhibition in bilingual language performance. In particular, we tested the prediction derived from the claim by Ridderinkhof et al. (2004, 2005) that effects of differential inhibition should be largest in the tail of an RT distribution. In our study, Dutch–English non-balanced bilingual participants named target pictures in their second language English (L2) while trying to ignore written Dutch distractor words (L1) superimposed onto the pictures. The target pictures and distractor words were semantically related (e.g., picture of a rabbit, say “rabbit”; distractor word HERT, deer), unrelated (e.g., word STOEL, chair), or translation equivalents (e.g., KONIJN, rabbit). In addition, a series of Xs was superimposed on the picture in the control condition. Previous research has demonstrated semantic interference effects (i.e., longer RTs on semantically related than unrelated trials), lexicality effects (i.e., longer RTs on unrelated than control trials), and translation effects (i.e., longer RTs on unrelated than translation trials), see Costa et al. (1999) and Hermans et al. (1998), among others.

The interference effects from distractor words suggest that there are differential needs for inhibition on the different trial types. In particular, if the amount of inhibition depends on the magnitude of lexical activation (cf. Green, 1998), more inhibition is required on semantically related than unrelated trials and on unrelated than neutral and translation trials. If inhibition is a mechanism of attentional control in bilingual performance, and inhibition is a domain-general mechanism with a dynamics as assessed by Ridderinkhof et al. (2004, 2005), then the differential need for inhibition on the different trial types should be reflected in the tail of the corresponding RT distributions. In particular, the magnitude of the semantic, lexicality, and translation effects should decrease with increasing RT, more so with smaller effect sizes (presumed to reflect strong inhibition) than with larger effect sizes (presumed to reflect weaker inhibition), following Ridderinkhof (2002). In contrast, if inhibition is not applied in the present study or has different dynamic properties than inhibition in other performance domains (e.g., in the Simon, Eriksen, and Stroop tasks), then condition differences in RT should monotonically increase with increasing RT, and delta plots should not level off differentially among trial types depending on mean distractor effect.

In addition, we compared the delta plots between high- and low-proficiency individuals. It has been argued that bilingual individuals have enhanced inhibition abilities compared to monolingual individuals, as assessed for the non-linguistic Simon task (Bialystok et al., 2004) and the Eriksen flanker task (e.g., Costa et al., 2008). The idea is that the constant need to inhibit one of the two languages (i.e., the non-target one) provides bilinguals with an enhanced ability to ignore distracting and irrelevant stimuli, not only in linguistic tasks, but also in non-linguistic ones. However, Colzato et al. (2008) found no evidence for enhanced inhibition when comparing monolingual and bilingual individuals with regard to stop signal performance, inhibition of return, and the attentional blink, which all three can be argued to tap into aspects of inhibition. This suggests that the enhanced inhibition is restricted to Stroop-like circumstances, such as present in the Simon and Eriksen tasks. According to Green (1998), lexical competitors are more highly activated for high-proficiency as compared with low-proficiency bilinguals, and so these lexical competitors require a greater degree of inhibition. This implies that the inhibition ability develops along with skill in L2. If the inhibition ability depends on the level of skill in L2 and is reflected in performance on Stroop-like tasks, one would expect enhanced inhibition for high- compared with low-proficiency individuals in the present picture–word interference experiment. In particular, the delta plots should level off more for high- than low-proficiency individuals. Furthermore, if delta plots level off differentially depending on effect type (i.e., semantic, translation, lexicality), this would suggest that individuals engage inhibition differently depending on the prevailing circumstances.

MATERIALS AND METHODS

PARTICIPANTS

The experiment was carried out with a group of 16 students of Radboud University Nijmegen, the Netherlands. Their mean age was 23.3 years (SD = 2.86). All participants were native speakers of Dutch with normal or corrected-to-normal vision, who learned English as a second language. The students participated in return of either payment or course credits.

A 17-item self-rating questionnaire was used to obtain proficiency scores. This questionnaire was composed of three main parts. In the first section (four items), participants indicated how well their English (L2) skills (reading, speaking, writing, and listening) were compared to Dutch (L1). The scores were on a five point scale, in which 1 represents that L2 skills were just as good as L1 skills and 5 represents that L2 skills were worse than L1 skills. On average, participants rated their proficiency for L2 compared to L1 as 2.94 (SD = 0.84). Thus, the participants were bilingually non-balanced. The second section (eight items) measured participants’ use of L2 in different situations. Scores for L2 use were also measured at a five point scale, where 1 represents less than 1 h per week and 5 represents more than 10 h per week. On average, participants L2 use score was 1.92 (SD = 0.76). The last part of the questionnaire (five items) evaluated age of onset (which refers to the age at which participants started learning English) and number of years of L2 use. The mean onset of L2 was at 10.63 years of age (SD = 1.86) and L2 was used, on average, for 12.65 years (SD = 3.46).

MATERIALS AND DESIGN

From the picture gallery of the Max Planck Institute for Psycholinguistics (Nijmegen, the Netherlands), 32 pictured objects from eight different semantic categories (i.e., clothing, animals, transportation, buildings, weapons, service, furniture, and body parts) were selected together with their basic-level names in English and Dutch. Table 1 lists the English target picture names and the Dutch translation equivalents that were used as distractor words. These pictures and distractors were chosen because they yielded clear semantic, lexicality, and identity effects in earlier studies (e.g., Roelofs, 2003, 2008; Roelofs and Verhoef, 2006). We tried to avoid the use of cognates. The pictures were white line drawings on a black background and they were digitized and scaled to fit into a virtual frame of 10 cm × 10 cm. The printed words were presented in white color in 36-point lowercase Arial font.

Table 1. Basic-level names of the pictures in English (the target language) and their Dutch translation equivalents.
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There was one independent variable concerning the picture–word stimuli, referred to as distractor type, with four levels: semantically related, unrelated, translation, and control. Each picture was combined with a distractor from the same semantic category (the semantically related condition), with a word from another semantic category (the unrelated condition), with a word that was the Dutch translation equivalent of the English picture name (the translation condition), or with a string of Xs (the control condition). The distractor conditions were created by recombining pictures and words. For example, the picture of a car (say “car”) was combined with the Dutch word FIETS (bicycle) in the semantic condition, with the Dutch word STOEL (chair) in the unrelated condition, with the Dutch translation equivalent AUTO (car) in the translation condition, and the Xs in the control condition. All target pictures and distractor words occurred equally often in each distractor type condition and they were repeated three times, yielding 384 trials in total. The order of presenting the stimuli across trials was randomized for each participant.

PROCEDURE AND APPARATUS

The participants were tested individually. They were seated in front of a CRT computer monitor and a microphone connected to an electronic voice key. The distance between participant and screen was approximately 70 cm, and the distance between participant and microphone was approximately 18 cm. Before the experiment began, participants were given a booklet that contained the set of experimental pictures and their names. They were asked to go through it in order to be familiarized with the pictures and their appropriate English names. After a participant had read the instructions, a block of 32 practice trials was administered in which the experimental pictures, combined with a row of Xs, were presented once and named in English. After this, testing began. A trial started with the presentation of a picture combined with a Dutch distractor word or the Xs for 250 ms followed by a black screen that lasted 2250 ms. The pictures were presented in the center of the screen and the distractor words were presented in the center of the pictures. The vocal response latency was measured to the nearest millisecond from target stimulus onset (with a time-out of 2500 ms). The presentation of stimuli and the recording of responses were controlled by Presentation Software (Neurobehavioral Systems, Albany, CA, USA).

DATA ANALYSIS

For each trial, the experimenter coded the response for errors. Five types of incorrect responses were distinguished: wrong pronunciation of the word, wrong response word (e.g., the response word was given in Dutch instead of English), disfluency, voice key triggered by a non-speech sound, and recording failures. Incorrect responses and RTs below 100 ms were discarded from the statistical analyses of the RTs. The mean RTs were submitted to analyses of variance. The analyses were performed both by participants (F1) and by items (F2). Distractor type was tested within participants and within items. In addition, the responses coded as correct or incorrect were submitted to binomial logistic regression analysis with distractor type as predictor (cf. Jaeger, 2008). An alpha level of 0.05 was used for all statistical tests. Following common parlance in the literature, we refer to statistical findings with p-values of between 0.05 and 0.10 as “marginally significant.”

To obtain the delta plots, the RTs for each participant and distractor type were rank ordered and divided in five RT quintiles (bins) of equal or near-equal size. Next, the mean RT was determined for each quintile in each distractor condition. The delta plots for the semantic, translation, and lexicality effects were obtained by computing, for each quintile, the RT difference between, respectively, the semantically related and unrelated conditions (the semantic effect), unrelated and translation conditions (the translation effect), and the unrelated and control conditions (the lexicality effect).

To assess whether more inhibition leads to smaller distractor effects, we computed the magnitude of the semantic, translation, and lexicality effects for each participant. Next, median splits were made based on distractor effect sizes, referred to as smaller and larger, and delta plots were derived for each group (smaller, larger) and type of effect (i.e., semantic, translation, and lexicality). Similarly, median splits were made on the basis of proficiency (i.e., the mean scores for the self-ratings of skill in L2 in the first section of the questionnaire), referred to as higher vs. lower, and delta plots were derived for each group (higher, lower) and type of effect (i.e., semantic, translation, and lexicality). Because of equal skill scores for some participants, the median split yielded two proficiency groups of unequal size: There were nine participants in the high-proficiency group and seven participants in the low-proficiency group. The mean proficiency scores of the high- and low-proficiency groups were 2.31 and 3.75, respectively, which differed significantly, F(1,14) = 46.52, p < 0.001.

To assess whether the delta plots were different depending on mean distractor effect (smaller, larger) or proficiency (higher, lower), analyses of variance were performed on the slopes of the delta plots as a function of mean distractor effect size and proficiency, following Ridderinkhof and colleagues (Ridderinkhof, 2002; Ridderinkhof et al., 2004, 2005), Bub et al. (2006), and Sharma et al. (2010). For these analyses, slopes were computed for the delta-plot segments connecting the data points of consecutive quintiles (q1–2, q2–3, q3–4, and q4–5). The slope of the line segment connecting quintiles 1 and 2 was defined as the delta of quintile 2 minus that of quintile 1 divided by the difference in mean RT (across the two conditions used to compute the delta value) between quintile 2 and quintile 1 (e.g., De Jong et al., 1994; Ridderinkhof, 2002; Ridderinkhof et al., 2004, 2005). In a similar manner, the slopes of the other segments were determined. To assess whether the slopes were different depending on mean distractor effect or proficiency, analyses of variance were conducted on the slopes of consecutive quintile pairs with the within-participants factor quintile pair (q1–2, q2–3, q3–4, q4–5) and the between-participants factor effect size (smaller, larger) or proficiency (lower, higher). Following earlier research, the delta plots were constructed such that the RT values on the horizontal axis were the means of the RTs in the two conditions used to compute each delta value (De Jong et al., 1994; Ridderinkhof, 2002; Ridderinkhof et al., 2004, 2005; Bub et al., 2006; Sharma et al., 2010).

RESULTS

MEAN PERFORMANCE

Table 2 presents the mean RTs for correct trials, their SD, and mean percentages of errors for each distractor type. RTs were longer for the semantically related and unrelated conditions compared with the translation and control conditions. Interference was found for semantically related distractors relative to unrelated ones (the mean semantic interference effect was 51 ms), and for unrelated distractors relative to control distractors (the mean lexicality effect was 69 ms). Moreover, interference was found for the unrelated condition relative to the translation condition (the mean translation effect was 95 ms). More errors were made when participants had to name a picture combined with a semantically related distractor than when the picture was presented combined with any of the other distractors.

Table 2. Mean response time (MRT, in milliseconds), standard deviations (SD), and percentage error (PE) per distractor type.
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The statistical analysis of the naming RTs yielded main effects of distractor type, F1(3,45) = 46.80, p < 0.001, [image: www.frontiersin.org] F2(3,93) = 53.97, p < 0.001, [image: www.frontiersin.org] Pairwise comparisons showed significant results for the semantic interference effect, t1(15) = 4.71, p < 0.001, t2(31) = 4.02, p < 0.001; for the translation effect, t1(15) = 5.46, p < 0.001, t2(31) = 8.19, p < 0.001; and for the lexicality effect, t1(15) = 5.05, p < 0.001, t2(31) = 6.90, p < 0.001.

Logistic regression analyses of the error percentages revealed that the log-odds of having a correct response in the unrelated condition were 1.71 higher compared to giving a correct response in the semantically related condition (the semantic effect), β coefficient = 0.54, SE = 0.15, Wald Z = 3.64, p < 0.001. When a translation equivalent was presented as distractor, the log-odds of having a correct response in comparison to an unrelated distractor (i.e., the translation effect) were 1.85 times higher, β coefficient = 0.62, SE = 0.19, Wald Z = 3.19, p = 0.001. Finally, when a control distractor was presented, the log-odds of having a correct response were 1.47 times higher than when an unrelated distractor was presented (the lexicality effect), β coefficient = 0.39, SE = 0.18, Wald Z = 2.14, p = 0.032. These analyses show that the effects in the errors are in the same direction as the RT effects, which indicates that there is no speed–accuracy trade-off in the data.

DELTA-PLOT ANALYSES

The groups (created by median splits based on distractor effect size) differed in the magnitude of the semantic effect (16 vs. 81 ms), F(1,14) = 26.43, p < 0.001, the translation effect (48 vs. 115 ms), F(1,14) = 13.87, p = 0.002, and the lexicality effect (25 vs. 114 ms), F(1,14) = 28.98, p < 0.001. Figure 2 gives the delta plots for the semantic, translation, and lexicality effects as a function of relative mean effect size (smaller, larger). The figure shows that the magnitude of the semantic, translation, and lexicality effects increases with increasing RT when the mean effect size is relatively large (presumed to reflect weak inhibition), whereas the magnitude of the effects levels off when the mean effect size is relatively small (presumed to reflect stronger inhibition). The fact that the delta plots for the smaller effect sizes leveled off (i.e., they are negative going) suggests that inhibition was present.
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Figure 2. Delta plots for the semantic, translation, and lexicality effects as a function of smaller and larger distractor effect size. The response time values on the horizontal axis for the delta plots are the means of the response times in the two conditions used to compute each delta value.



The difference in delta plots between the larger and smaller mean distractor effects was confirmed by statistical analyses of the slopes. For the semantic effect, the slopes differed between effect sizes significantly for the segment q2–3, F(1,14) = 7.93, p = 0.014, MSE = 0.056, but not for the other segments, q1–2, F(1,14) = 1.55, p = 0.23, MSE = 0.088; q3–4, F(1,14) = 2.20, p = 0.16, MSE = 0.087; q4–5, F(1,14) = 0.68, p = 0.43, MSE = 0.136. For the translation effect, the difference in slope as a function of effect size was marginally significant for the segment q4–5, F(1,14) = 4.26, p = 0.058, MSE = 0.085, but not for the other segments, q1–2, F(1,14) = 1.18, p = 0.30, MSE = 0.058; q2–3, F(1,14) = 2.19, p = 0.16, MSE = 0.061; q3–4, F(1,14) = 2.73, p = 0.12, MSE = 0.107. Finally, for the lexicality effect, the slopes differed as a function of effect size for the segment q2–3, F(1,14) = 14.82, p = 0.002, MSE = 0.053, and the segment q3–4, F(1,14) = 5.32, p = 0.037, MSE = 0.093, but not for the other segments, q1–2, F(1,14) = 0.49, p = 0.50, MSE = 0.109; q4–5, F(1,14) = 2.59, p = 0.13, MSE = 0.086.

Figure 3 gives the delta plots for the semantic, translation, and lexicality effects as a function of relative proficiency (higher, lower) based on the self-ratings of the level of skill in L2. The figure shows that the magnitude of the translation and lexicality effects increases with increasing RT for the low-proficiency individuals but not or much less for the high-proficiency individuals. Moreover, the magnitude of the semantic effect increases with increasing RT for the high-proficiency individuals, but much less for the low-proficiency ones.
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Figure 3. Delta plots for the semantic, translation, and lexicality effects as a function of higher and lower proficiency. The response time values on the horizontal axis for the delta plots are the means of the response times in the two conditions used to compute each delta value.



The difference in delta plots between the proficiency groups was confirmed by statistical analyses of the slopes. For the semantic effect, the difference in slope between groups was marginally significant for the segment q2–3, F(1,14) = 4.28, p = 0.058, MSE = 0.068, significant for segment q3–4, F(1,14) = 8.65, p = 0.011, MSE = 0.062, but not for the other segments q1–2, F(1,14) = 0.06, p = 0.80, MSE = 0.097; q4–5, F(1,14) = 0.02, p = 0.88, MSE = 0.142. For the translation effect, the difference in slope between groups was significant for segment q2–3, F(1,14) = 4.86, p = 0.045, MSE = 0.052, and segment q3–4, F(1,14) = 6.26, p = 0.025, MSE = 0.088, but not for the other segments, q1–2, F(1,14) = 1.42, p = 0.25, MSE = 0.057; q4–5, F(1,14) = 0.83, p = 0.38, MSE = 0.105. Finally, for the lexicality effect, the slopes differed as a function of group for the segment q2–3, F(1,14) = 12.20, p = 0.004, MSE = 0.059, and the segment q3–4, F(1,14) = 13.87, p = 0.002, MSE = 0.065, but not for the other segments, q1–2, F(1,14) = 0.37, p = 0.55, MSE = 0.110; q4–5, F(1,14) = 1.10, p = 0.31, MSE = 0.094.

The inhibition effects appear ubiquitous. Yet, the observed patterns raise the question of the specificity of effects. If the differential delta-plot effects indicate effects of inhibition, then differential delta-plot effects should not be found when delta plots are computed for experimental factor effects that should not involve inhibition. In particular, differential delta plots should not be obtained for median splits based on factors that do not load on inhibition, such as mean RT or age (given that all participants were young). To assess the specificity of the delta-plot effects, we computed delta plots for groups based on median splits of mean RT and age.

The groups created by median splits based on naming speed differed in mean RT (766 vs. 897 ms), F(1,14) = 17.57, p = 0.001. However, the analyses of the slopes yielded no difference between the mean RT groups for the semantic effect, all ps > 0.21, the translation effect, all ps > 0.17, and the lexicality effect, all ps > 0.17. Moreover, the groups created by median splits based on age differed in mean age (21 vs. 25 years), F(1,14) = 19.93, p = 0.001. However, the analyses of the slopes yielded no difference between the age groups for the semantic effect, all ps > 0.25, the translation effect, all ps > 0.18, and the lexicality effect, all ps > 0.14. These analyses revealed that although the groups differed statistically in mean RTs and age, the delta plots for the semantic, lexicality, and translation effects did not differ. This suggests that the delta-plot effects are specific to experimental factors differing in inhibition, such as effect size and proficiency.

DISCUSSION

Prior evidence from delta-plot analyses suggests that differential effects of attentional inhibition are largest in the tail of an RT distribution in non-linguistic and monolingual performance domains (e.g., Ridderinkhof, 2002; Ridderinkhof et al., 2004, 2005; Bub et al., 2006; Sharma et al., 2010). The reported experiment examined whether this also holds for bilingual performance by conducting delta-plot analyses of picture naming RTs. Dutch–English bilingual speakers named pictures in English while trying to ignore superimposed Dutch distractor words or neutral series of Xs. Picture name and distractor word were semantically related, unrelated, or translations. The mean RTs revealed semantic, translation, and lexicality effects. The delta pots revealed that the magnitude of the distractor effects flattened with increasing RT, more so when the mean distractor effect was smaller (presumed to reflect strong inhibition) as opposed to larger (presumed to reflect weaker inhibition). Moreover, the delta plots leveled off with increasing RT more for high- than low-proficiency individuals in the unrelated than the control and translation conditions, whereas the reverse held for the semantically related condition.

DYNAMICS OF INHIBITION

The present observation that the magnitude of the distractor effects leveled off with increasing RT, more so when the mean effect size was smaller than when it was larger, corresponds to what Ridderinkhof (2002) observed using the non-linguistic Simon task. In his study, the delta plots leveled off more in participants with relatively small Simon effects than in participants with relatively large Simon effects. According to Ridderinkhof et al. (2004, 2005), this suggests that inhibition builds up slowly during a trial in non-linguistic domains. The present evidence on the dynamics of inhibition also agrees with the evidence of Verhoef et al. (2009) that inhibition takes time to develop in bilingual language performance. In that study, it was observed that the magnitude of a right-lateralized N2 effect was modulated by the size of the preparation interval, but not by language or language switching. The effect of preparation interval suggests that inhibition builds up slowly during a trial, in line with the observations of Ridderinkhof and colleagues. However, the absence of an effect of language and switching on the N2 suggests that inhibition is an optional rather than compulsory mechanism.

The evidence for inhibition in the present experiment raises the question what exactly is inhibited in the bilingual picture–word interference task. Inhibition may concern responding to the distractor or in the irrelevant language. If language rather than distractor were inhibited, differences among distractor word conditions (i.e., semantically related, translation, unrelated) are not to be expected, unless the distractor words activate their language information to different degrees depending on the type of distractor. Thus, it is more likely that the inhibition concerns responding to the distractor word (cf. Bub et al., 2006; Sharma et al., 2010). This inhibition of distractor word processes may not be specific to bilingual performance (i.e., L2 naming), but presumably reflects the fact that distractor words have to be ignored in the picture–word interference paradigm, regardless of their language.

Another issue raised by the present findings is at what level of processing the interference effects occur. Whereas some researchers argue that the effects arise during picture name selection (Roelofs, 2003), others maintain that the effects arise during perceptual/conceptual encoding of the picture (Dell’Acqua et al., 2007; Van Maanen et al., 2009). In a recent study, we examined the time course of semantic, translation, and lexicality effects in overt picture naming by means of ERP recordings (Roelofs et al., submitted). The materials were the same as in the present study.

Predictions for the onset of the distractor effects in the ERPs were based on estimates of the timing of processing stages underlying word production provided by an influential meta-analysis by Indefrey and Levelt (2004). According to these estimations, based on an average naming latency of 600 ms, the stage of perceptual and conceptual encoding is completed around 150–200 ms after picture onset, after which lexical selection starts. As in the present study, the mean naming latencies in our bilingual EEG study were longer than 600 ms, namely around 840 ms in the control condition. Taking 840 ms as the mean naming latency, and scaling the estimates to this mean, gives us 280 ms as the end of the time window of perceptual and conceptual encoding and as the point in time at which the operation of word selection is initiated. If the effects emerge during perceptual and conceptual encoding, they should emerge in the EEG in a time window that extends at most to 280 ms post picture onset, whereas if the effects arise during lexical selection, they should emerge after 280 ms post picture onset. The ERP data revealed that the semantic, translation, and lexicality effects started to emerge 300 ms after picture onset, suggesting that they occurred during the selection of the picture name.

In the present experiment, differences in delta plots as a function of effect size and proficiency tended to occur in segments q2–3 and q3–4, but not in the other segments. The absence of a difference in the first segment q1–2 supports the assumption that inhibition takes some time to develop. Apparently, after some initial build up of inhibition over time, differences in delta-plot slopes as a function of effect size and proficiency started to arise, as reflected in the middle delta-plot segments q2–3 and q3–4. However, differences in slopes tended to be absent in the last segment q4–5. This suggests that participants did not maintain a high level of inhibition throughout a trial. One possibility is that maintaining inhibition requires effort, which participants were willing to invest for some period during a trial but not throughout a whole trial. Alternatively, it may have been impossible for the participants to keep up a high level of inhibition for a longer period (cf. De Jong et al., 1999). Either way, if inhibition diminishes toward the end of a trial, differences in delta-plot slopes as a function of effect size and proficiency will also disappear, as observed in the present experiment.

ROLE OF PROFICIENCY

It has been argued that bilingual individuals have enhanced inhibition capabilities compared to monolingual individuals (Bialystok et al., 2004; Costa et al., 2008), because of their more frequent use of inhibition. According to Green (1998), lexical competitors in the other language are more activated for high- than low-proficiency bilinguals and so require a greater degree of inhibition. As a result, the inhibition ability should improve with increased proficiency. Consequently, delta plots in bilingual picture–word interference should level off more for high- than low-proficiency individuals.

In the present study, the magnitude of the lexicality and translation effects increased with increasing RT for the low-proficiency individuals but not for the high-proficiency ones, in agreement with the hypothesis that inhibition enhances with proficiency. Moreover, the magnitude of the semantic effect increased with increasing RT for the high-proficiency individuals, but much less for the low-proficiency ones. The present data suggest that the high-proficiency participants applied more inhibition than the low-proficiency participants on unrelated trials relative to the other trial types. This leads to a stronger decrease of the distractor effect with increasing RT for the lexicality and translation effects, and also leads to the opposite influence for the semantic effect.

As Table 2 shows, mean RTs were longer on unrelated than translation and control trials, but shorter on unrelated than semantically related trials. Inhibition of unrelated distractors will reduce RTs on unrelated trials and consequently will reduce the difference in RT between the unrelated and translation trials (i.e., the translation effect), reduce the difference in RT between the unrelated and control trials (i.e., the lexicality effect), but increase the difference in RT between the unrelated and semantically related trials (i.e., the semantic effect). If the unrelated distractor words are more strongly inhibited by the high- than the low-proficiency participants, the difference in RT between unrelated and translation trials (i.e., the translation effect) will decrease more with increasing RT for the high- than the low-proficiency participants, as empirically observed. Moreover, the difference in RT between unrelated and control trials (i.e., the lexicality effect) will decrease more with increasing RT for the high- than the low-proficiency participants, also as observed. However, if the unrelated distractor words are more strongly inhibited by the high- than the low-proficiency participants, the difference in RT between unrelated and semantically related trials (i.e., the semantic effect) will increase more with increasing RT for the high- than the low-proficiency participants, as empirically observed.

The observation that the delta plots level off differentially depending on the type of effect (i.e., semantic vs. translation and lexicality) suggests that individuals engage inhibition differently depending on the prevailing circumstances. This implies that participants monitored progress on task performance on each trial and allocated attentional inhibition depending on their assessment of the distractor type (cf. Kahneman, 1973; Roelofs, 2007, 2008).

Costa and Santesteban (2004) argued that the use of inhibition depends on language proficiency. In their view, while non-balanced bilinguals use inhibition to achieve language selectivity, balanced bilinguals do not use inhibition to accomplish this. As indicated earlier, this view of Costa and Santesteban (2004) has been challenged by Verhoef et al. (2009), who observed that whether inhibition is engaged may depend on the amount of preparation time in language switching in a single population of non-balanced Dutch–English bilinguals. The present results suggest that the use of inhibition by non-balanced bilinguals may not only depend on the preparation time, but also on the type of distractor. This corroborates the view that inhibition is an optional mechanism that is engaged depending on the prevailing circumstances.

CONCLUSION

The present study provides evidence that inhibition is a mechanism of attentional control in bilingual language performance. In a bilingual picture–word interference experiment, the magnitude of semantic, translation, and lexicality effects decreased with increasing RT, more so when the mean distractor effect is smaller (presumed to reflect strong inhibition) than when it is larger (presumed to reflect weaker inhibition). This suggests that the influence of inhibition is largest toward the RT distribution tail, corresponding to what is observed in non-linguistic domains. Moreover, the delta plots suggested that more inhibition was applied by high- than low-proficiency individuals on unrelated trials than on the other trial types. These results support the view that inhibition is a domain-general mechanism that may be optionally engaged depending on the prevailing circumstances.
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In this review we will focus on delineating the neural substrates of the executive control of language in the bilingual brain, based on the existing neuroimaging, intracranial, transcranial magnetic stimulation, and neuropsychological evidence. We will also offer insights from ongoing brain-imaging studies into the development of expertise in multilingual language control. We will concentrate specifically on evidence regarding how the brain selects and controls languages for comprehension and production. This question has been addressed in a number of ways and using various tasks, including language switching during production or perception, translation, and interpretation. We will attempt to synthesize existing evidence in order to bring to light the neural substrates that are crucial to executive control of language.
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INTRODUCTION

There is a considerable behavioral literature demonstrating that multilingualism1 has benefits in domains extending beyond language (Diamond, 2010). For example, these studies have shown greater cognitive flexibility and control (Bialystok and Senman, 2004; Bialystok and Depape, 2009; Adi-Japha et al., 2010), superior performance on non-verbal switching tasks (Garbin et al., 2010; Prior and MacWhinney, 2010), and advantages on tests of attentional control and flexibility (Costa et al., 2008, 2009; Hernandez et al., 2010) in multilingual compared to monolingual children and adults. Several studies have also used functional brain-imaging to examine the advantages conferred by bilingualism on executive control (Bialystok et al., 2005; Garbin et al., 2010).

On the basis of experiments on bilingual speech production, Abutalebi and Green(2007, 2008) propose a model of language control in the multilingual brain whereby a left hemisphere cortico-subcortical loop comprising the anterior cingulate and prefrontal cortices alongside the left caudate nucleus work to control linguistic functions subtended by a left fronto-parietal network.

In the present paper, we will first briefly describe neuropsychological, intracranial stimulation, and transcranial magnetic stimulation (TMS) studies that contribute to elucidating the neural bases of language control. We will then review functional neuroimaging studies using various paradigms and linguistic stimuli to examine aspects of language control in bilingualism.

NEUROPSYCHOLOGICAL EVIDENCE

While neuroimaging studies provide correlational evidence for the engagement of brain regions during certain processes, more direct evidence for the involvement of a given structure is provided by neuropsychological reports, by intracranial stimulation studies, and by TMS studies which can directly show that a region is critically involved in a given process. Such lines of evidence are less frequently encountered than functional imaging. Here, we will briefly examine two reports of different speech pathologies, as well as the limited evidence from direct electrical brain stimulation studies. We will also describe a few relevant TMS case studies. Much of the evidence presented here focuses on language switching, i.e., the process of changing the output language. Healthy bilinguals normally select and switch languages as a function of the linguistic knowledge of the interlocutor. This normal process may, however, be disrupted after brain lesions.

Aphasia is a disorder of speech in which comprehension or production of speech is impaired, an extensive discussion of which is beyond the scope of this review. However, aphasia in bilingual patients is of interest in so far as some cases show a loss of appropriate control of language in one or both languages, thereby providing evidence for the involvement of particular brain areas for language control.

A psycholinguistic model of bilingual speech production worth considering in this context is Paradis’ activation threshold hypothesis (Paradis, 1993, 2001). It suggests that at any given moment, a stored item in a multilingual lexicon requires a certain amount of activation (its threshold) in order to be accessed. When the threshold is reached, all other alternatives are inhibited (their thresholds are raised). However, thresholds are never raised so high as to totally inhibit the language. Every time a particular item is activated its threshold decreases, but if it is not used for a while, its threshold increases. It has been suggested (Paradis, 1996) that lesions can alter the threshold of languages, which could therefore explain asymmetric impairments in languages in bilingual aphasia, as well as unequal recovery.

Pathological mixing, which refers to the intermingling of languages within a single utterance, has been reported after left temporo-parietal lesions (Fabbro, 1999), suggesting a crucial role for this region in maintaining the appropriate “language set” for output. A related, but different pathology is pathological switching, in which a patient alternates the language of utterance between self-contained speech segments. Fabbro et al. (2000) report a case of pathological language switching following a lesion of the left (and partly of the right) anterior cingulate gyrus, and of the white matter underlying the left inferior, middle, and superior frontal gyri. The patient displayed no aphasic symptoms in either language but was found to switch between his L1 and L2 despite instructions to speak only one language, and despite displaying awareness of the switches.

Abutalebi et al. (2000) report a case of pathological language mixing after a lesion incorporating the head of the left caudate nucleus. They note that the patient always produced output in which noun phrases were complete, and morphological markers were always used appropriately, suggesting that the impairment involved a stage of lexical selection subsequent to specification of syntactic and semantic information.

Marien et al. (2005) report a rare case of bilingual subcortical aphasia in a child. Following a left thalamic hemorrhage, the patient displayed global aphasia in L1 and L2. A few days later the patient displayed fluent aphasia equally affecting L1 and L2, prominently featuring spontaneous pathological language mixing and switching. The patient also displayed significant translation difficulties. Investigation with SPECT2 showed hypoperfusion in left fronto-parietal and temporal regions as well as the left caudate nucleus. Six months later pathological mixing and switching had remitted but translation difficulties and fluent L1 and L2 aphasia had not. Follow-up SPECT imaging showed relative increases in perfusion in the left frontal regions and left caudate nucleus, but not the left temporal or parietal regions. The pattern of recovery in this case provides compelling evidence for the involvement of a left fronto-subcortical network in language selection.

Abutalebi et al. (2009) studied the recovery of a patient afflicted by bilingual aphasia after a left basal ganglia hemorrhage implicating the globus pallidus and putamen. Initially the patient showed global aphasia in L1 and L2, which changed to fluent aphasia with anomia equally affecting both languages after a few days. The patient was then treated with intensive speech therapy in L2 only, which significantly improved the aphasic symptoms in L2, but not L1. A dynamic causal modeling analysis of functional magnetic resonance imaging (fMRI) data obtained during a bilingual picture naming task showed that improvement in naming performance after treatment was associated with increased functional coupling between a fronto-subcortical network (the “control network”) and a fronto-temporal one (the “language network”).

Aglioti and Fabbro (1993), followed-up by Aglioti et al. (1996) report a case of subcortical bilingual aphasia in which a lesion of the left basal ganglia asymmetrically more severely impaired the patient’s most used language. The impairment included increased difficulty translating into this language. They ascribed this asymmetrical outcome to the role of the basal ganglia in controlling automatized motor and cognitive tasks (for review, see Takakusaki et al., 2004) and in managing behavioral patterns (cf. Graybiel, 1997), arguing that the most used language is more automated than a less used one.

These case studies heavily implicate the basal ganglia in the control of language output in multilingual individuals. However, one report contradicts this view. Fabbro et al. (2000) report a case of pathological language switching following a lesion of the left (and partly of the right) anterior cingulate gyrus, and of the white matter underlying the left inferior, middle, and superior frontal gyri. The patient displayed no aphasic symptoms in either language but was found to switch between his L1 and L2 despite instructions to speak only one language, and despite displaying awareness of the switches. Although Fabbro et al. (2000) argue that language switching is controlled by mechanisms generally involved in task switching (that is, a fronto-parietal network) the published MRI images of the lesion also show damage to the left striatum (see Marien et al., 2005), which could be the cause of the patient’s pathological switching. This reinterpretation is consistent with other reports of pathological language mixing and switching in polyglot aphasia following subcortical damage.

INTRACRANIAL ELECTRICAL STIMULATION AND TRANSCRANIAL MAGNETIC STIMULATION EVIDENCE

Less direct evidence for the involvement of the left dorsolateral prefrontal cortex (DLPFC) in language switching comes from a TMS study by Holtzheimer et al. (2005). They reported involuntary language switching in two patients who were treated for drug-resistant major depressive disorder using repetitive TMS to temporarily inhibit various cortical regions. In the first case, an English–German bilingual patient, whose primary spoken and written language was English, reported “thinking in German” after a session of rTMS over the left DLPFC. A second patient, an English–Spanish bilingual, similarly reported the “thinking in Spanish” and the impulse to speak to the tester in Spanish after rTMS of the left DLPFC. Such evidence is not entirely conclusive, since the mechanism of action is unknown, but it further bolsters the evidence that the left DLPFC can play a role in language switching.

Nardone et al. (2011) have recently reported that excitatory TMS of the left DLPFC transiently alleviated pathological language switching in a bilingual patient who had suffered a left frontal stroke.

The most direct evidence for brain regions implicated in language control in bilinguals come from intracranial stimulation studies, although such studies are very rare. Moritz-Gasser and Duffau (2009b) used direct electrical stimulation to map a language switching network in a bilingual patient. They demonstrated that stimulation of multiple sites could induce language switching, namely stimulation of the left posterior superior temporal sulcus and subcortical stimulation of the left superior longitudinal fasciculus (a white matter tract which connects the left inferior frontal and posterior superior temporal cortices). In an earlier intraoperative study, Kho et al. (2007) induced an involuntary shift from French (L1) to Chinese (L2) during a counting task by stimulating a site in the left inferior frontal gyrus. In another patient they reported involuntary language switching during a Wada test in which the left hemisphere was anesthetized.

Taken together, these reports point to the involvement of a left-lateralized fronto-temporal network in regulating language switching. We suggest that this can be reconciled with the apparently contradictory neuropsychological evidence in the following way. These studies, which show that stimulation or inhibition of cortical areas can lead to language switching, do not necessarily prove that these regions are involved in language selection processes. There is evidence that different languages may be represented in different portions of cortex in multilingual brains (Fabbro, 2001; Sebastian-Galles et al., 2006; Leonard et al., 2010), although this may be a function of proficiency or age of acquisition of L2 (Dehaene et al., 1997; Kim et al., 1997; Golestani et al., 2006). If this holds for the participants of these investigations then it may be the case that these investigations have differentially inhibited or excited the representation of a given language over another, and it is the consequent facilitation or impairment of access that leads to the language switching behavior, without selection mechanisms necessarily being involved. Under such a schema, the subcortical regions implicated by the neuropsychological evidence are likely to be involved in the management of cortical representation for appropriate behavioral output. Such an architecture is in line with much existing data on executive control in other domains. However, the cases reported by Kho et al. (2007) do suggest that a left-lateralized cortical network is part of the switching mechanism.

By examining the functional neuroimaging literature alongside these case reports, we can further delineate the role of these brain areas, in vivo, in healthy volunteers.

NEUROIMAGING EVIDENCE

We will focus principally on fMRI studies as they are the most informative with respect to localization of language control processes. We will also review studies that have employed alternative imaging techniques, such as positron emission tomography (PET) and optical imaging (near infrared spectroscopy, NIRS). Numerous electroencephalography (EEG) studies have been carried out to explore these questions. However, these studies mainly focus on the temporal dynamics of language control rather than its localization, and we will therefore address them briefly in a separate section.

LANGUAGE SWITCHING

Language switching tasks can provide direct insight into the substrates of controlling language. Behavioral evidence (Meuter and Allport, 1999) shows that switching between languages is associated with a cost, as manifested by slowed reaction times. The neural manifestations of this cost have been investigated using a variety of tasks in which participants are required either to comprehend or to produce stimuli in multiple languages.

Receptive tasks have included listening to a series of words in either of two languages [Price et al., 1999 (PET); Rodriguez-Fornells et al., 2002 (fMRI)], and listening to sentences with a language switch midway through [Abutalebi et al., 2007 (fMRI)].

Crinion et al. (2006) used a task involving covert reading of words in alternating languages [2006 (PET)]. Explicit, or overt production tasks that have been employed include naming pictures in alternating languages [Hernandez et al., 2000 (fMRI); Hernandez et al., 2001 (fMRI); Khateb et al., 2007 (EEG); Abutalebi et al., 2008 (fMRI); Costa et al., 2009 (fMRI)], digit naming in alternating languages [Wang et al., 2009 (fMRI)], language switching during verbal fluency tasks [Hirshorn and Thompson-Schill, 2006 (fMRI)], and language switching during alternate translation from L1 → L2 and L2 → L1 [Quaresima et al., 2002 (NIRS)].

Neuroimaging evidence for the neural substrates of language switching has implicated a network of predominantly left-hemisphere lateralized cortical regions, including the superior temporal sulcus (Rodriguez-Fornells et al., 2002; Abutalebi et al., 2007, 2008), the superior and inferior parietal lobule (Price et al., 1999; Rodriguez-Fornells et al., 2002; Hirshorn and Thompson-Schill, 2006; Khateb et al., 2007; Costa et al., 2009; Wang et al., 2009), the supplementary motor area (SMA; Wang et al., 2007; Abutalebi et al., 2008), the DLPFC (Hernandez et al., 2000, 2001; Hirshorn and Thompson-Schill, 2006; Khateb et al., 2007; Abutalebi et al., 2008; Wang et al., 2009), the inferior frontal gyrus (Price et al., 1999; Hernandez et al., 2001; Quaresima et al., 2002; Rodriguez-Fornells et al., 2002; Hirshorn and Thompson-Schill, 2006; Abutalebi et al., 2007, 2008), the precentral gyrus (Khateb et al., 2007; Wang et al., 2009), and the right anterior cingulate cortex (Abutalebi et al., 2008). Other right hemisphere activations are reported in the DLPFC, the precentral gyrus, and the SMA by Hernandez (2009) for switching versus not switching during picture naming. Despite the heterogeneity of paradigms used, a consensus does seem to emerge, implicating the left inferior frontal gyrus, left DLPFC, and the left parietal lobule during language switching, consistent with the evidence from TMS and direct stimulation studies presented above. The SMA and precentral gyrus may additionally be engaged in tasks that involve productive switches.

The above described fronto-parietal network overlaps considerably with that ascribed to general executive control which is implicated in diverse processes such as inhibition of prepotent responses, initiation of behavior, planning of action, judgment and decision making, and feedback management (e.g., Collette et al., 2005, 2006; Schumacher et al., 2007; Nagel et al., 2008). Considerable attention has been devoted to the differences between language switching and more general task switching (for discussion see Moritz-Gasser and Duffau, 2009a), and the extent of such differences remains a matter of debate.

TRANSLATION TASKS

Translation requires rapid access to representations of lexical items in two languages. It therefore demands a different type of language control compared to that required during language switching: selection is still essential, but simply favoring one language over another will not enable faithful translation, beyond the case of isolated words.

Two of the studies described above also included translation tasks (silently mouthing translations of visually presented words: Price et al., 1999; or overtly producing translations of them: Quaresima et al., 2002) in the context of language switching paradigms. Further studies have focused more explicitly on the process of translation. Klein et al. (1995) recorded brain activity using PET while bilingual participants overtly translated single auditorily presented words. Lehtonen et al. (2005) conducted an fMRI investigation in which they asked bilingual individuals to silently translate visually presented sentences. This latter study is of particular interest as it is the only one in which participants are required to tap supra-lexical levels of the speech system in order to successfully carry out the translation task.

Price et al. (1999) showed involvement of the anterior cingulate cortex, the putamen and head of the caudate nucleus, the SMA, the left anterior insula, and the cerebellum bilaterally during silent mouthing of translations. Quaresima et al. (2002) examined only the anterior portion of the left hemisphere during overt translation, and found activation of this region during task performance. Klein et al. (1995) demonstrated engagement of left-lateralized inferior frontal, dorsolateral prefrontal, and inferior temporal cortices, as well as (specifically for translation from L2 → L1) activation of the left putamen. Lehtonen et al. (2005) reported significant activation of the left inferior frontal gyrus and putamen for translation from L2 → L1. We propose that these activations arise from two processes: semantic retrieval in the left inferior frontal gyrus, and control of output in the basal ganglia.

INTERPRETATION TASKS

Simultaneous interpretation places even heavier demands upon the executive control of language than does translation of isolated words or sentences. It requires not just the ongoing retrieval of lexical, terminological, and phraseological units in the appropriate language, but also the maintenance of information in verbal working memory and the continuous monitoring of input and output streams, while constantly executing language and modality switches (Moser, 1978; Moser-Mercer et al., 2000; Christoffels et al., 2006)

There are substantial difficulties in examining overt interpretation of sentences using most imaging techniques as they are highly susceptible to the artifacts arising from speech-related movements. Thus, very few studies have attempted to investigate simultaneous interpretation. Rinne et al. (2000) carried out a PET investigation of eight professional simultaneous interpreters, using overt production. They found that the left premotor and ventrolateral prefrontal cortices were engaged during interpretation both from L2 to L1 and from L1 to L2. In addition, interpreting into L2 engaged the left inferior temporal cortex and the right cerebellum.

In an ongoing fMRI study of the neural substrates of simultaneous interpretation (Hervais-Adelman and colleagues, in preparation), 34 multilingual participants were asked to listen to sentences in a highly proficient second language, and to either shadow (simultaneously repeat) or simultaneously interpret sentences into their L1. Shadowing speech calls for simultaneous speech production and perception, as well as for the simultaneous processing of two streams of speech (one being the sentence being heard, and the other being the feedback from the participants’ own output) in a single language, whereas simultaneous interpretation calls for the simultaneous processing of two languages, with the input and output streams being different languages. Comparison of activations arising from these two reveals the substrates underlying the simultaneous processing of two languages during simultaneous interpretation. Preliminary results provide evidence for the engagement of the left premotor and ventrolateral prefrontal cortices, alongside the pre-SMA and caudate nucleus for interpretation into L1 (Figure 1). The pattern of the preliminary results is consistent with much of the evidence presented above for the role of these regions in language control.


[image: image]

Figure 1. Significant differences in activation levels in 34 non-experts, rendered on canonical single-subject brain. Contrasts shown are speech shadowing in L2 versus listening to L2 (blue) and simultaneous interpretation into L1 versus shadowing (red), at a family wise error corrected significance level of p < 0.01.



We have also recently found evidence for brain structural plasticity in individuals training to become simultaneous language interpreters as they develop expertise in this skill. We found that in interpretation students, but not in matched controls, there is an increase in gray matter volume over the course of a 15-month training program in brain regions known to be involved not only in semantic processing but also in aspects of executive function and error monitoring (Figure 2; Golestani and colleagues, in preparation). These preliminary results constitute direct, longitudinal evidence for experience-dependent plasticity. These results, coupled with other functional imaging results, lend further credibility to the hypothesis of a left-lateralized fronto-parieto-subcortical mechanism for controlling language output and comprehension in multilingual individuals.
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Figure 2. Regions in which we found longitudinal evidence for brain structural plasticity in simultaneous language interpreters: (A) left middle frontal gyrus, (B) left supramarginal gyrus, (C) left pars orbitalis, (D) left middle temporal gyrus, (E) rostral anterior cingulate.



ELECTROENCEPHALOGRAPHY

The literature on event-related potentials (ERPs) in the study of bilingualism has been thoroughly reviewed by Moreno et al. (2008). ERPs reflect underlying neural activity with a high degree of temporal resolution but in themselves do not provide information about the location of that activity in the brain. Although it is possible to localize the sources of ERPs with an adequate degree of spatial resolution, the articles described in the following section describe only analyses of the temporal dynamics of the neural responses, with varying degrees of topographic accuracy. Even though they do not provide information relating to localization of relevant functions, the information they provide about the time-course of processing is nevertheless illuminating.

In speech production, there is plentiful evidence (see, for example, reviews by Costa, 2005; and Kroll et al., 2008) that languages are simultaneously activated and the inappropriate one suppressed, as a function of task. By providing information at a higher temporal resolution than other imaging modalities, ERP studies can directly address questions such as the psycholinguistic stages of representation and selection at which language interference occurs. For example, Hoshino and Thierry (2011) used EEG in an interference paradigm to determine the timing of language selection in a production task, and showed parallel activation of languages even beyond lexical selection. In comprehension, Van Heuven and Dijkstra (2010) have reviewed the EEG and MRI evidence for various psycholinguistic models of bilingual word recognition, and have found that the evidence favors their bilingual interactive activation+ (BIA+) model, which posits an integrated bilingual lexicon that is accessed in a language non-selective manner (for details of the model see Dijkstra and Van Heuven, 2002).

We will here look at two paradigms that have been used to explore ERPs of language control. These are go/no-go tasks and language switching tasks. We begin by discussing go/no-go tasks.

GO/NO-GO TASKS

In a go/no-go task, participants are required to respond only if certain conditions are met (“go” trials) or otherwise to make no response (“no-go” trials). The magnitude of an ERP component known as the N200 during no-go trials is thought to reflect the control processes relating to suppression of responses. The N200 (or N2) is a negativity observed approximately 200 ms after stimulus onset. The exact role of the N200 is debated; Nieuwenhuis et al. (2003) argue that its presence reflects response inhibition, while Donkers and van Boxtel (2004) argue that it reflects conflict-monitoring. Enhancement of N200 components has been interpreted as reflecting interference effects in bilingual tasks, and has been fairly widely observed (see Rodriguez-Fornells et al., 2006 for review). However, more recent evidence (Huster et al., 2010) suggests that the N200 may in fact reflect response selection, and that a later component, the P300, may reflect inhibitory cognitive components. Nevertheless, the N200 is closely associated with some aspect of response–suppression, in linguistic and non-linguistic tasks. Nieuwenhuis et al. (2003) localized the source of the N200 as the anterior cingulate cortex, and Huster et al. (2010) attributed its source to the left anterior middle cingulate cortex. These localizations are consistent with the neuroimaging evidence presented above.

Moreno et al. (2008) also describe a later ERP component that is systematically greater in amplitude in bilingual than monolingual participants during no-go trials, this being a mid-frontal negativity observed between 400 and 800 ms post-stimulus onset (also reviewed in Rodriguez-Fornells et al., 2006). They suggest that this component reflects enhanced cognitive control mechanisms related to the day-to-day demands of bilingualism.

LANGUAGE SWITCHING TASKS

Language switching is a task that directly calls upon language selection and control mechanisms, and has been extensively used in the study of bilingual control. However, the paradigms and results are rather heterogeneous across studies, and as such, the typical ERP components of language switching during speech production have not been well characterized. Nevertheless, over the studies they review, Moreno et al. (2008) conclude that the data indicate that language switching in production requires active inhibition of a non-target language, and that the ERPs related to language switching and to withholding responses during non-linguistic go/no-go tasks are substantially similar.

For switching during receptive tasks, the data are likewise inconsistent and seem to vary depending on the paradigm. Paradigms requiring participants to make semantic judgments appear to elicit enhanced N400 components for switch trials (e.g., Alvarez et al., 2003; Proverbio et al., 2004). Although there is an ongoing controversy about the exact functional interpretation of the N400, it is generally accepted that the amplitude of the N400 component is sensitive to semantic aspects of word processing, particularly to the cloze probability of a word as it is greater in the case of unexpected words (Kutas et al., 2006; Steinhauer and Connolly, 2008; Friederici and Wartenburger, 2010). While Alvarez et al. (2003) found that N400 was specifically enhanced for L1 to L2 switches, Chauncey et al. (2008) found the reverse. They used masked-priming to examine the ERP correlates of language switching without an overt language switch (the primes were largely invisible) and found enhancements of N250 and N400 components for switch trials. The N400 component was particularly enhanced for L2 to L1 switches and the N250 component was particularly enhanced for L1 to L2 switches.

Code switches are a particular form of language switching, whereby multilingual speakers electively employ words from alternative languages within utterances, while respecting the syntactic structure of the carrier language. It may be expected that listening to such switches might elicit similar ERPs to those described above. However, Moreno et al. (2002) found that code switches within sentences did not elicit enhanced N400 effects while lexical switches did. Instead, the code switch trials produced an enhanced posterior late positivity component (LPC), which is generally observed in response to unexpected or improbable task-relevant events (see, e.g., reviews by Donchin and Coles, 1988; Picton, 1992; Polich and Kok, 1995; Polich, 2007).

A recent study by Kuipers and Thierry (2010) sought to examine the time-course of neural events related to the detection of language changes using an auditory oddball paradigm. They compared ERPs elicited by rare language switch events with those elicited by frequent no-switch trials. They found that bilingual participants showed a response to language switches as early as 200 ms, followed by an N400, while monolingual participants showed only an enhanced N400 in response to switches, suggesting a fundamental difference in the early processing of words in bilinguals. There was also a group difference in the P600 component, which was enhanced for switch trials in bilinguals but not monolinguals. The P600 is associated with stimulus re-evaluation (Osterhout and Holcomb, 1992; Hahne and Friederici, 1999), implying that the bilinguals and not the monolinguals engaged in a process of reinterpreting the stimuli after a switch. The data suggest that bilinguals have a mechanism for rapidly detecting and adapting to language switches.

Overall, the existing work using ERPs to investigate the neural substrates of language control reveals several similarities between bilingual language control and control of other executive functions. Although it is difficult to draw conclusions about the localization of the functions tapped by the variety of tasks and paradigms that have been employed, the findings are complementary to those revealed using methods that offer higher spatial resolution. Additionally, ERP findings contribute to a better understanding of the stages of processing involved in bilingual language control.

CONCLUSION

We have described a number of studies from functional neuroimaging, direct brain stimulation, TMS, and neuropsychology that outline the neural bases of the executive control of language. Beyond the domain of multilingual language control, a fronto-basal-ganglia network has been implicated in the inhibitory control of action and cognition (Aron et al., 2007), and this appears to converge with part of the putative bilingual language control network outlined here. In the context of language switching tasks, the evidence points mainly to a cortical network incorporating the parietal lobe, the posterior superior temporal sulcus and the left inferior frontal gyrus. Tasks involving the conversion of content from one language to another (i.e., translation and interpretation) mainly engage a left-lateralized cortico-subcortical circuit, including the basal ganglia, inferior frontal gyrus, and DLPFC. There is strong anatomical support for functional links between these regions.

We propose that the evidence suggests the presence of two distinct networks contributing to the executive control of language. Although perturbing either may have superficially similar behavioral consequences, they are likely to have differing roles. It seems likely that a fronto-basal-ganglia loop is implicated in the inhibition of inappropriate languages during production. The basal ganglia also play an apparently crucial role in enabling access to translation equivalents, which may reflect inhibitory processes that allow the selection of a term in one language rather than another. Alongside this network, there appears to be another, cortical, fronto-parietal network that sustains more general switching mechanisms. This system, like the fronto-basal-ganglia system delineated above, has a role in other executive functions. These two systems, working in concert with language-specific brain areas, likely manage both inhibitory control as well as language selection, both of which are necessary for the effective management of language in bilingual brains.

The critical components underlying the executive control of language in the multilingual brain seem well delineated, but the exact functional roles of these components and their interactions remain to be fully described. Ongoing work on the acquisition of expertise in interpretation, which is a highly demanding linguistic task involving rapid language switching and handling multiple simultaneous linguistic streams, will shed further light on the executive control of language in the multilingual brain.

FOOTNOTES

1We use the terms bilingual and multilingual to refer to individuals who have attained a fluent level of speech in more than one language. We do not attempt to distinguish between individuals who acquired their second (or additional) languages early as opposed to late in life, although we acknowledge that this has a significant impact on language processing. In this paper we use the terms L1 to refer to an individual’s first-acquired language and L2 to their second, irrespective of the fluency level of the two languages.

2 Single-photon emission computed tomography, a technique allowing imaging of brain metabolic activity.
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This study investigated effects of cross-language similarity on within- and between-language Stroop interference and facilitation in three groups of trilinguals. Trilinguals were either proficient in three languages that use the same-script (alphabetic in German–English–Dutch trilinguals), two similar scripts and one different script (Chinese and alphabetic scripts in Chinese–English–Malay trilinguals), or three completely different scripts (Arabic, Chinese, and alphabetic in Uyghur–Chinese–English trilinguals). The results revealed a similar magnitude of within-language Stroop interference for the three groups, whereas between-language interference was modulated by cross-language similarity. For the same-script trilinguals, the within- and between-language interference was similar, whereas the between-language Stroop interference was reduced for trilinguals with languages written in different scripts. The magnitude of within-language Stroop facilitation was similar across the three groups of trilinguals, but smaller than within-language Stroop interference. Between-language Stroop facilitation was also modulated by cross-language similarity such that these effects became negative for trilinguals with languages written in different scripts. The overall pattern of Stroop interference and facilitation effects can be explained in terms of diverging and converging color and word information across languages.
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INTRODUCTION

Proficient bilinguals are able to communicate in both of their languages without much difficulty. This is true whether the languages they speak are highly similar in terms of orthography and phonology (e.g., German and Dutch) or dissimilar (e.g., Chinese and English). The ease of bilingual communication is surprising in light of a large body of research that has demonstrated that lexical access is non-selective with respect to both language comprehension (e.g., Dijkstra et al., 1998; van Hell and de Groot, 1998; van Heuven et al., 1998; de Groot et al., 2000; Jared and Kroll, 2001; for a review, see Dijkstra and van Heuven, 2002) and language production (e.g., Hermans et al., 1998; Colomé, 2001; Guo and Peng, 2006; Costa et al., 2008; Hoshino and Kroll, 2008). Language non-selective access implies that word representations from both languages are active during processing, even when only one language is relevant to the situation or task at hand. Because an irrelevant language is often coactivated during processing, bilinguals must rely on cognitive control to respond in the appropriate language.

An important issue on the bilingual research agenda is how the interaction between languages is affected by their similarity or dissimilarity. It is important to explore, for instance, how cross-language similarity, in terms of phonological and/or orthographic/script overlap, influences the bilingual/multilingual language processing system and whether potential differences between languages, such as script, can be exploited to reduce the amount of cross-language interference, thereby influencing how much cognitive control is required to speak exclusively in the target language.

A task that is well-suited to investigate issues of cognitive control and cross-language similarity in bilingual processing is the Stroop task (Stroop, 1935). In a color naming Stroop task, color words are presented in colored ink and participants are asked to ignore the printed word and instead name the color of the ink. To avoid reading the printed word aloud, this task requires averting the highly practiced reading process. In incongruent conditions (where word and ink color do not match; e.g., “red” printed in green ink), the conflicting word and color information requires cognitive control and conflict resolution processes to be engaged, leading to a delay in response times (RTs) compared to control conditions (typically a non-linguistic or non-response set stimulus printed in colored ink; e.g., “XXXX” printed in blue). This delay is referred to as Stroop Interference. In contrast, Stroop Facilitation refers to the faster RTs in congruent conditions (where word and color match; e.g., “blue” printed in blue ink) than in control conditions. In a multilingual version of the Stroop task, input and output languages can be manipulated so that within- and between-language interference and facilitation effects can be investigated. In what follows, we will first discuss within- and between-language interference and then facilitation effects in the Stroop task.

STROOP INTERFERENCE: WITHIN- AND BETWEEN-LANGUAGE

In a traditional monolingual Stroop task, interference is generally thought to be due to conflicting color and word information (Roelofs, 2010). Thus, seeing “red” printed in green ink leads to long RTs for naming the ink color due to the diverging available information from the color and word. An important question is how this interference is modulated within- and between-languages. Does seeing “red” in blue ink when /blu/ is the required response in an English task, produce a similar amount of interference for German–English bilinguals as seeing “rot” (“red” in German)? In terms of semantics, both red and rot provide information that diverges from that of the ink color (blue), so one might expect similar degrees of within-language (intralingual) and between-language (interlingual) interference. However, based on his survey of the bilingual Stroop literature, MacLeod concludes that “Interference between the two languages of a bilingual, although not as great as that within either one of the languages, is very robust: Between-language interference typically is about 75% of within-language interference… There may also be differences in the processing of orthographic and idiographic languages…” (1991, p. 187).

MacLeod’s view is supported by early research from Preston and Lambert (1969), who found that between-language interference was only 68% of the within-language interference for English–Hungarian bilinguals, but 95% for French–English bilinguals. Similarly, a study by Dyer (1971) with Spanish–English bilinguals showed that between-language effects were 63% of within-language ones. In a study with Chinese–English, Spanish–English, and Japanese–English bilinguals, Fang et al. (1981) also found greater within- than between-language interference. Interestingly, the between-language effect was modulated by the orthographic similarity of the two languages, such that more overlap lead to stronger Stroop interference in the between-language condition. Crucially, if orthographic similarity underpins the modulation of between-language interference, there should be a larger amount of Stroop interference when the two languages of bilinguals have similar scripts (e.g., alphabetic) than when the languages are written in different scripts (e.g., logographic and alphabetic).

The finding of larger within- than between-language Stroop interference in bilinguals (e.g., Fang et al., 1981; Mägiste, 1984; Tzelgov et al., 1990; Lee et al., 1992; Brauer, 1998) and trilinguals (Abunuwara, 1992) has been termed the within-language Stroop superiority effect (WLSSE; Goldfarb and Tzelgov, 2007). Research has demonstrated that the WLSSE is modulated by cross-language similarity and the proficiency of the participants (e.g., Preston and Lambert, 1969; Fang et al., 1981; Mägiste, 1984; Chen and Ho, 1986; Brauer, 1998; Sumiya and Healy, 2004, 2008). For example, Chen and Ho (1986) conducted a Stroop task with Chinese–English bilinguals in five different age groups. When responses were in the first language (L1) Chinese, all age groups showed greater within- than between-language interference. When responses were in the second language (L2) English, there was a shift from greater between-language interference for the youngest group to greater within-language interference for the oldest three groups.

Similarly, Brauer (1998) conducted two Stroop studies with high and low proficiency bilinguals in languages with high (German, English) and low (English–Greek or English–Chinese) overlap. He found that the low proficiency bilinguals, regardless of how much the languages overlapped, showed more within- than between-language interference when they were required to respond in their L1, and the opposite pattern when they responded in their L2. In the case of high proficiency participants speaking languages with no overlap, there was greater within- than between-language interference when they responded both in the L1 and in the L2. Finally, in high proficiency participants of languages with high overlap, there was no difference between within- and between-language interference effects.

In Sumiya and Healy (2004), Japanese–English bilinguals engaged in a Stroop task in Japanese and English. Color words were used that were phonologically similar across the two languages (/bru:/ and /blu/, with Katakana and English scripts, respectively) or different (/ao/ and /blu/, with Hiragana and English scripts, respectively). Even though script provided a strong cue about the task-relevant language, a significant between-language Stroop effect arose that was larger for phonologically similar words. In a similar study with English–Japanese bilinguals, Sumiya and Healy (2008) found a between-language interference effect that was larger for phonologically similar words, in particular when responses were in L2 Japanese. Additionally, the size of the phonological effect increased with proficiency in Japanese, which was taken as an indication of increased phonological processing when speakers were more proficient in their L2. Such results suggest that not only the degree of form overlap (orthographic and phonological) may modulate interference effects in trilinguals, but proficiency and response language (L1 or L2) as well.

With respect to the WLSSE, it must be considered that when the language of the written word is different from the response language, the influence of the irrelevant language might be minimized through inhibitory control (Green, 1998) or decision criteria (Dijkstra and van Heuven, 2002). Alternatively, response set competition might be involved (Roelofs, 2003; Goldfarb and Tzelgov, 2007). Goldfarb and Tzelgov (2007) examined the cause of the WLSSE by having Hebrew–English bilinguals name an ink color when the distractor was either a color word (red, green, blue) or a color associated word (tomato, grass, sky). In the between-language condition, both the color and associated words were in the irrelevant language. However, color words, but not color associated words, demonstrated larger within- than between-language effects. It was proposed that in the case of color words in the between-language condition, activation at the conceptual level provides activation for items in the response set, while activation at the lexical level does not. This would then induce less interference than in the within-language condition, where the color word activates items in the response set at both the semantic and lexical levels, thereby increasing competition. In the case of color associated words, neither the words in the within-language condition nor in the between-language condition are part of the response set; therefore the WLSSE was not observed.

STROOP FACILITATION: WITHIN- AND BETWEEN-LANGUAGE

Let us now focus on Stroop facilitation, which arises from the difference between responses in the congruent condition (e.g., the word “red” written in red ink) and the control condition (e.g., row of X’s in red ink). Typically, congruent trials are processed faster than control trials. There is disagreement in the Stroop literature about the locus of Stroop facilitation. According to the converging information hypothesis, in congruent trials the information available from the ink color and the word “converge”: they support the correct response, which leads to faster RTs (e.g., Cohen et al., 1990; Melara and Algom, 2003; Roelofs, 2003, 2010). According to the inadvertent reading hypothesis, there are attentional lapses on some trials that result in the color word being read out instead of the ink color being named (MacLeod and MacDonald, 2000; Kane and Engle, 2003). In incongruent trials, this inadvertent reading yields an incorrect response. However, in congruent trials such errors are undetectable. They therefore contaminate RTs with incorrect responses to the color word and may lead to apparent but invalid facilitation effects. Research with bilinguals offers a way of testing the two hypotheses (Roelofs, 2010), because a between-language version of the Stroop task allows such reading errors to be detected (e.g., reading the German “blau” printed in blue ink when producing /blu/ is the required response). If previously observed Stroop facilitation effects arise from undetected covert reading errors, they can be eliminated in a between-language task where such errors are apparent. Thus, any facilitation in the between-language condition is not underpinned by invalid facilitation and would be due to converging information (Roelofs, 2010).

Neither the inadvertent reading hypothesis nor the converging information hypothesis makes explicit predictions about how cross-language similarity might affect Stroop facilitation effects (however, see Roelofs, 2010, for an account of how diverging information at the word form level affects Stroop facilitation). It could be the case that inadvertent reading would not occur when script provides a strong cue. However, even if inadvertent reading occurs less when scripts are different, the claim that there will be more within- than between-facilitation still stands. Because facilitation is underpinned by inadvertent reading, these trials are removed in the between-language condition regardless of script or language overlap (unless the color words are absolutely identical in pronunciation) and thus the invalid facilitation is removed. To summarize, according to the inadvertent reading hypothesis, bilinguals and multilinguals should show within- but not between-language facilitation. In contrast, if facilitation stems from converging information, it should occur whenever word and color information converge. However, the question remains as to whether the degree of cross-language convergence modulates the facilitation effect.

Even though bilingual and multilingual research can shed light on whether Stroop facilitation is caused by inadvertent reading or converging information, not many studies in the Stroop literature have focused on facilitation effects in bilinguals and multilinguals. The limited research indicates that between-language Stroop facilitation is modulated by cross-language similarity, such that a negative or interference effect is apparent when languages are more dissimilar. Thus, when the color and the meaning of the word are congruent and the input and output languages differ (i.e., the presented word is a translation equivalent of the word that has to be produced), responses are delayed relative to a control condition when the languages are different, whereas responses are faster when they are similar. For example, Abunuwara (1992) conducted a Stroop task with Arabic–Hebrew–English trilinguals. Although not reported or analyzed as such, congruent trials in the within-language condition yielded a 45-ms facilitation effect relative to the control condition. In contrast, congruent trials in the between-language condition lead to an interference effect of 58 ms. The presence of interference supports the view that the irrelevant language is activated and slows RTs to the ink color. Furthermore, in Experiment 4 of Roelofs (2010) with Dutch–English bilinguals, the between-language facilitation effect appears to be absent at a stimulus onset asynchrony (SOA) of 0 ms. In contrast, MacLeod and MacDonald (2000) reported interference in French–English bilinguals in the between-language congruent condition.

In sum, the review of previous Stroop-research in bilinguals and multilinguals suggests that within-language facilitation should arise in all languages of trilinguals, irrespective of the script involved. However, the picture is less clear for the between-language congruent condition, which may or may not elicit faster RTs compared to the appropriate control condition and might even yield slower RTs. There is, as far as we know, only one study in the literature that has looked at Stroop effects in trilinguals (Abunuwara, 1992). However, this study only focused on Stroop interference and involved only a group of different script trilinguals. Thus, the current research is the first to consider the nature of between-language facilitation in trilinguals whose languages overlap to varying degrees in terms of their script and the orthographic/phonological similarity of their color word translations.

THE PRESENT STUDY

The above literature review suggests that within-language Stroop interference should be apparent in all three languages of trilinguals irrespective of the script involved. Between-language interference should overall be less than within-language interference. In addition, it may be modulated by factors such as script similarity and/or the form overlap (orthographic and phonological) of the color word translations, such that increased similarity may lead to more between-language interference. In terms of Stroop facilitation, there should be evidence of within-language facilitation that is unaffected by script in all languages of the trilinguals. However, previous research is equivocal on whether faster naming responses would be expected in the between-language congruent condition. If between-language Stroop facilitation arises, it might be modulated by language similarity, such that there is more Stroop facilitation when the languages have greater overlap.

In the present study, three groups of trilinguals performed a Stroop color naming task that involved three colors (red, green, and blue). The response language was blocked and the stimulus language was manipulated within each block. Two control conditions were included in each block: a color patch and a control stimulus (e.g., %). The results were analyzed in terms of within- and between-language Stroop interference (incongruent–control stimulus) and facilitation (control stimulus–congruent) to investigate whether cross-language similarity modulates between-language interactions.

Experiment 1 was conducted with German–English–Dutch (GED) trilinguals. In German, English, and Dutch, the color word translations (e.g., rot–red–rood) overlapped not only in terms of semantics but also in script (all alphabetic), orthography, and phonology (same orthographic/phonological onset). Experiment 2 involved Chinese–English–Malay (CEM) trilinguals. In Chinese, English, and Malay, the script is shared in English and Malay (both alphabetic) but differs from Chinese. Furthermore, orthography and phonology of the color word translations differ across all three languages [e.g., [image: yes] (hong)–red–merah]. Finally, Experiment 3 was conducted with Uyghur–Chinese–English (UCE) trilinguals. The color translations between Uyghur, Chinese, and English are completely different in terms of script, orthography, and phonology [e.g., [image: yes] (gizil)–[image: yes] (hong)–red].

EXPERIMENT 1: GERMAN–ENGLISH–DUTCH TRILINGUALS

METHOD

Participants

Thirty GED trilinguals (eight males) participated in the experiment. All participants studied at the Radboud University in Nijmegen, the Netherlands. They were first language German speakers proficient in English and Dutch. Furthermore, most of them were also proficient in one or more other languages (e.g., French, Spanish, Italian). Table 1 provides an overview of their mean age and their subjective proficiency scores for each language (scale: from 1 = very poor to 7 = fluent), as well as the year of the first contact with each language and the number of years of experience with each language. In this and the following experiments, the order of the year of first contact with each of the three languages was used to determine the first (L1), second (L2), and third (L3) language of the trilinguals.

Table 1. Subjective proficiency scores (scale: 1 = very poor to 7 = fluent) and subject demographics for the trilinguals in Experiments 1–3.
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MATERIALS AND DESIGN

The stimuli used in the Stroop task were the English color words red, green, and blue, the corresponding color words in Dutch (rood, groen, blauw) and German (rot, grün, blau), control stimuli (row of percent signs), and color patches of red, green, and blue. Colored rectangles about 10 cm × 5 cm (248 × 142 pixels) were used to present the colors. The center of each colored rectangle contained a small black rectangle (142 × 42 pixels) with a color word or control stimulus presented in a white lowercase Courier font (32-point). For each language, a control stimulus was constructed that matched the length of the color word in the languages (e.g., %%% for red and rot; %%%% for rood). The color patch controls were fully colored rectangles (248 × 142 pixels). In total 39 stimuli were created (3 color patches, 9 control stimuli, 9 congruent stimuli, and 18 incongruent stimuli) that were repeated a number of times in such a way that for each output language there were 108 trials: 36 congruent, 36 incongruent, 18 control stimuli, and 18 color patches.

PROCEDURE AND APPARATUS

A Sennheiser headset (PC 161) was connected to a PC and DMDX (Forster and Forster, 2003) was used to present the stimuli, to measure the voice onset latency and to record the vocal response. Each trial started with a fixation sign (+) presented for 500 ms at the center of the 17″ monitor (1024 × 768 pixels, 85 Hz). Next, a blank screen appeared for 300 ms and then the stimulus was presented until the participant responded vocally or for 2000 ms. After 1000 ms the next trial started. Participants were instructed to ignore the letter strings (color words and control stimuli) and to overtly name the color of the rectangle as fast as possible without making any errors. Participants performed the Stroop task in each of their three languages separately. Thus, output language was blocked. At the beginning of each block the required output language was indicated. The order of the output language was counterbalanced across participants. Within blocks all stimuli were randomized differently for each participant so that in contrast to the output language the input language was randomized within blocks. After the experiment participants filled out a language background questionnaire.

ANALYSIS

CheckVocal (Protopapas, 2007) was used to check whether vocal responses were correct and to find and correct voice key errors. Responses outside ±2.5 SD of each subject mean across all trial types were excluded. For the RT analysis, erroneous responses were removed and the mean RTs were calculated. In all ANOVAs a Greenhouse–Geisser correction was applied when the assumption of sphericity was violated, and all reported p-values from post hoc t-tests were Bonferroni-corrected. We first calculated Stroop interference and facilitation effects based on the raw means and then analyzed whether the magnitude of interference and facilitation effects were modulated by input and output languages. Because error rates were very low (<1.7%) no error analyses were conducted.

RESULTS AND DISCUSSION

The total percentage of errors was 1.66%, and the percentage of outliers was 0.79%. The mean RTs for all conditions are presented in Table 2. In all subsequent analyses, we treated the control character as the control condition when calculating Stroop interference and facilitation effects. Separate analysis of the control conditions (control characters vs. color patch) by means of a two-way ANOVA on the mean RTs across all language outputs revealed a significant effect of control type, F(1,29) = 12.27, p < 0.01, η2 = 0.01. Analyses using the control patch yielded the same main effects and interactions as the analyses using the control character.1

Table 2. Mean RTs and SE of the congruent, incongruent, and control conditions for each input and output language combination in Experiments 1–3.

[image: image]

STROOP INTERFERENCE (INCONGRUENT VS. CONTROL CONDITION)

The means of Stroop interference for all input and output language combinations are presented in Table 3. Bonferroni-corrected paired-sample t-tests revealed significant Stroop interference, with all ps < 0.0001, for each input and output language combination.

Table 3. Magnitude of the Stroop interference and facilitation effects in Experiments 1–3.
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To investigate whether the magnitude of interference varied across input and output languages, a 3 (input language) × 3 (output language) repeated-measures ANOVA was conducted. This analysis revealed a significant interaction between input and output language, F(4,116) = 2.52, p < 0.05, η2 = 0.03. For the German output, there was a significant main effect of input language, F(2,58) = 6.95, p < 0.01, η2 = 0.09. Post hoc paired-sample t-tests showed a smaller Stroop interference for English input (51 ms, SE = 7 ms) than for German (79 ms, SE = 12 ms), t(29) = 2.54, p = 0.05 corrected, η2 = 0.18, and for Dutch input (95 vs. 51 ms), t(29) = 3.38, p < 0.01, η2 = 0.28. In contrast, no effect of language input was found on Stroop interference for English output, F(2,58) < 1, and Dutch output, F(2,58) < 1.

To compare within- vs. between-language effects, we performed a 2 (type: within or between) × 3 (output language) repeated-measures ANOVA. This analysis revealed no main effect of type, F(1,29) < 1, indicating an equal amount of Stroop interference within-languages (73 ms, SE = 10 ms) and between-languages (74 ms, SE = 9 ms). No effect of language output or interaction between type and output language was found (all ps > 0.58). Equal within- and between-language interference has previously been reported with Dutch–English bilinguals (Roelofs, 2010). This can be explained in terms of the high cross-language similarity between the color word translations in terms of orthography and phonology (red–rood–rot, green–groen–grun, and blue–blauw–blau in English, Dutch, and German respectively). In fact, most of these translations can be considered to be cognates (same meaning and very similar orthography and phonology across languages). There is a wide literature that suggests that cognates have a special status in the multilingual lexicon because their processing differs from matched non-cognates (e.g., Dijkstra et al., 1998, 1999; Costa et al., 2000; van Hell and Dijkstra, 2002; Lemhöfer and Dijkstra, 2004; Lemhöfer et al., 2004; Hoshino and Kroll, 2008). If there is a special status for these cognates and they are activated in parallel across the three languages, within- and between-language interference should be similar.

STROOP FACILITATION (CONTROL VS. CONGRUENT CONDITION)

The size of the Stroop facilitation across input and output languages is also shown in Table 3. Significant Stroop facilitation was found for German output when the input language was German, t(29) = 3.75, p < 0.01, η2 = 0.33. Furthermore, facilitation was observed for Dutch output when Dutch was the input language, t(29) = 3.49, p < 0.05, η2 = 0.30, and German, t(29) = 3.20, p < 0.05, η2 = 0.26.

The 3 (input language) × 3 (output language) repeated-measures ANOVA on the magnitude of Stroop facilitation effects revealed an interaction between input and output languages, F(4,116) = 10.77, p < 0.0001, η2 = 0.07. For German output, a significant effect of language input was found, F(2,58) = 6.12, p < 0.01, η2 = 0.06. Paired-sample t-tests revealed only a significant difference in facilitation magnitude between German and English input (30 ms, SE = 8 vs. 3 ms, SE = 9 ms), t(29) = 3.14, p < 0.05, η2 = 0.25. For English output, no effect of language input was found, F(2,58) = 1.22, p = 0.30. A significant effect of language input was found for Dutch output, F(1.62,47.0) = 27.42, p < 0.0001, η2 = 0.22. Paired-sample t-tests showed a significant difference in the magnitude of facilitation effects for German and English input (20 ms, SE = 6 vs. −26 ms, SE = 10 ms), t(29) = 5.14, p < 0.0001, η2 = 0.48, and for Dutch and English input (26 ms, SE = 8 vs. −26 ms, SE = 10 ms), t(29) = 6.38, p < 0.0001, η2 = 0.58.

In contrast to the analyses with respect to Stroop interference, the 2 (type: within or between) × 3 (output language) repeated-measures ANOVA revealed a significant main effect of type, F(1,29) = 40.49, p < 0.0001, η2 = 0.05, such that larger Stroop facilitation occurred within-languages (25 ms, SE = 7 ms) than between-languages (4 ms, SE = 8 ms). No effect of language output or interaction between type and output language was found (all ps > 0.21). Thus, Stroop facilitation was absent between-languages. Roelofs (2010) found an equal amount of within- and between-language Stroop facilitation in Dutch–English bilinguals in a Stroop task that separated color and word information in time (SOA manipulation). However, the experiment in Roelofs’s study that was most comparable to the current one (color words and control conditions fully crossed), Stroop facilitation within- and between-languages was not significant at the 0-ms SOA (Experiment 4). Unfortunately, the analysis of that experiment was collapsed across within- and between-languages; thus it is unclear whether at the 0-ms SOA, within- and between-facilitation differed. Close inspection of the graphs (Figure 8 in Roelofs, 2010) shows that the within-language facilitation was in fact larger than the between-language facilitation. This suggests that the current results with GED trilinguals are very comparable to those of the Dutch–English bilinguals.

To summarize, in Experiment 1 with GED trilinguals, we found an equal amount of Stroop interference within- and between-languages, but Stroop facilitation was stronger within- than between-languages. To investigate whether similarity between the involved languages modulates these effects, a second experiment was conducted with trilinguals for whom the cross-language similarity between the color word translations was much less: two were alphabetic languages, Malay and English, and one was a logographic language, Chinese.

EXPERIMENT 2: CHINESE–ENGLISH–MALAY TRILINGUALS

METHOD

Participants

In this experiment 24 CEM trilinguals (10 males) participated. Participants were born in Malaysia and had received formal education in Mandarin, Malay, and English. They arrived in the UK between the age of 15 and 23 (M = 21.8 years) and were studying at the University of Nottingham (United Kingdom) at the time of testing. Most of the trilinguals could speak both Mandarin and Cantonese and rated their Cantonese proficiency higher than their Mandarin proficiency (see Table 1). However, seven trilinguals considered themselves more proficient in Mandarin than Cantonese. Several participants could also understand and speak other spoken Chinese dialects (e.g., Hakka). Table 1 provides an overview of their mean age and their subjective proficiency scores for each language, as well as their first contact and years of experience with each language.

MATERIALS AND DESIGN

The design was identical to Experiment 1. The word stimuli were the English color words red, green, and blue (same as in Experiment 1), and their Malay (merah, hijau, biru) and Chinese translations. For 18 of the participants, the Chinese words were presented in Cantonese (traditional Chinese script): [image: yes] (hung), [image: yes] (luk), [image: yes] (laam), whereas for the six participants who rated themselves more proficient in Mandarin, the Chinese words were presented in Mandarin (simplified Chinese script): [image: yes] (hong), [image: yes] (lu), [image: yes] (lan). English and Malay words were presented in 32-point lowercase Courier font, and Chinese characters were presented in 32-point STHeiti font.

PROCEDURE AND APPARATUS

Same as Experiment 1.

ANALYSIS

Same as Experiment 1.

RESULTS AND DISCUSSION

The total percentage of outliers (0.71%) and the total percentage of errors (1.83%) were again very low. The mean RTs for all conditions are shown in Table 2. A two-way (control type: character or patch) ANOVA on the mean RTs across all language outputs showed no significant effect of control type, F(1,23) = 1.84, p = 0.19; therefore the control character was used in subsequent analyses.

STROOP INTERFERENCE (INCONGRUENT VS. CONTROL CONDITION)

Significant Stroop interference across input and output language combinations were found, ps < 0.05 for Bonferroni-corrected paired-sample t-tests, except for Chinese input and Malay output (see Table 3).

A 3 (input language) × (output language) repeated-measures ANOVA revealed an interaction between input and output language, F(4,92) = 4.26, p < 0.01, η2 = 0.04. There was no effect of input language for Chinese output, F(2,46) < 1. However, for English output an effect of language input, F(2,46) = 4.67, p < 0.05, η2 = 0.07, was found, with significant differences in Stroop interference between the Chinese and Malay input (40 ms, SE = 11 vs. 77 ms, SE = 12 ms), t(23) = 2.90, p < 0.05, η2 = 0.27. Malay output also revealed a significant effect of language input, F(2,46) = 11.21, p < 0.001, η2 = 0.16, with significant differences between the Chinese and English input (19 vs. 67 ms), t(23) = 2.93, p < 0.05, η2 = 0.27, and between the Chinese and Malay input (19 ms, SE = 12 vs. 88 ms, SE = 15 ms), t(23) = 4.44, p < 0.001, η2 = 0.46.

The 2 (type: within or between) × 3 (language output) repeated-measures ANOVA showed a significant effect of type, F(1,23) = 6.50, p < 0.05, η2 = 0.02, such that the magnitude of interference was larger within-languages (64 ms, SE = 12 ms) than between-languages (47 ms, SE = 12 ms). Remarkably, the between-language interference is 73% of within-language interference. This percentage is very similar to the percentage of 74% reported by Francis (1999), and of 75% reported by MacLeod (1991), which were based on a review of studies with bilinguals. No main effect of output arose, F(2,46) = 2.27, p = 0.11, but there was an interesting interaction between type and output, F(2,46) = 5.53, p < 0.01, η2 = 0.02. To follow up on this interaction, we ran a two-way (type) ANOVA for each language output. Interestingly, this analysis revealed that the Chinese and English output showed no effect of type, F(1,23) < 1, all ps > 0.64, whereas a significant effect of type was found for the Malay output, F(1,23) = 15.20, p < 0.001, η2 = 0.08, such that the magnitude of within-language interference for Malay output was larger than between-language (Malay: 88 ms, SE = 15 ms vs. English and Chinese: 43 ms, SE = 14 ms).

Because the CEM trilinguals have two languages that share the same-script, we looked at the within- and between-language interference for same-script language pairs (Malay–English) and different script language pairs (Malay–Chinese and English–Chinese). The data revealed that for same-script languages the within- and between-language interference was similar (within: 74 ms, between: 72 ms), whereas for different script languages the between-language interference was reduced to 72% of the within-language interference for Chinese–English (within: 53 ms, between: 38 ms) and to 48% for Chinese–Malay (within: 67 ms, between: 32 ms). Thus, for the Malay–English language combination an equal amount of within- and between-language interference was found, which is consistent with the results of the GED trilinguals. Remarkably, the size of the within- and between-language interference was similar as well (GED within: 73 ms, between: 74 ms vs. CEM same-script within: 74 ms, between 72 ms). Importantly, the color words in Malay and English do not overlap in terms of orthography and phonology, except for the color word blue and Malay biru. To investigate whether the orthographic and phonological overlap of the color word blue affected the interference effects in the CEM, we analyzed the data after excluding the biru trials. This analysis again revealed similar within- and between-language interference (within: 65 ms, between: 66 ms) for the same-script languages (Malay and English). Thus, the similarly sized within- and between-language interference suggests that between-language interference is not stronger because the color word translations are orthographically/phonologically similar (cognates) but because they are written in the same-script. Therefore, the reduction of between-language interference in different script languages might be due to the use of script as a cue to reduce interference. This was tested in Experiment 3, involving trilinguals with three languages that differ in orthography/script and phonology.

STROOP FACILITATION (CONTROL CHARACTER VS. CONGRUENT CONDITION)

Significant facilitation was only found for English input and output, t(23) = 3.10, p < 0.05, η2 = 0.29 (see Table 3). Again, an interaction was found between input and output languages in the 3 (input language) × 3 (output language) repeated-measures ANOVA on the magnitude of Stroop facilitation effects, F(3.0,68.4) = 9.19, p < 0.0001, η2 = 0.10. For Chinese output, an effect of language input was found, F(2,46) = 7.96, p < 0.01, η2 = 0.07. Paired-sample t-tests identified the difference in Stroop facilitation between Chinese and English input (28 ms, SE = 10 vs. −11 ms, SE = 12 ms), t(23) = 3.89, p < 0.01, η2 = 0.40, and between Chinese and Malay input (28 ms, SE = 10 vs. 1 ms, SE = 14 ms), t(23) = 2.65, p < 0.05, η2 = 0.23. The English output group also showed a significant effect of language input, F(2,46) = 6.91, p < 0.01, η2 = 0.12, with significant differences between the Chinese and English input (−1 ms, SE = 7 vs. 26 ms, SE = 8 ms), t(23) = 3.46, p < 0.01, η2 = 0.34, and between the Malay and English input (−9 ms, SE = 10 vs. 26 ms, SE = 8 ms), t(23) = 3.19, p < 0.05, η2 = 0.31. For Malay output a significant effect of language input was also found, F(2,46) = 6.75, p < 0.01, η2 = 0.13. This effect was due to differences in Stroop facilitation between the English and Malay input (−16 ms, SE = 12 vs. 28 ms, SE = 11 ms), t(23) = 3.13, p < 0.05, η2 = 0.30, and between Chinese and Malay (−19 ms, SE = 11 vs. 28 ms, SE = 11 ms), t(23) = 3.77, p < 0.01, η2 = 0.38.

The 2 (type: within or between) × 3 (output language) repeated-measures ANOVA revealed only a significant effect of type, F(1,23) = 62.11, p < 0.0001, η2 = 0.10, such that the magnitude of facilitation was larger within-languages (27 ms, SE = 9 ms) than between-languages (−9 ms, SE = 11 ms). There was no main effect of output, F(1.6,35.7) < 1, and no interaction, F(2,46) < 1.

Interestingly, the between-language Stroop facilitation effect became negative. Thus, responses to the congruent Stroop condition (e.g., for English output: blue colored rectangle with the Chinese translation of blue written in the center) were slower than to the control condition. However, this negative Stroop facilitation effect was not significant across the different combinations of input and output languages. As discussed in the Introduction, between-language interference for Stroop facilitation has been observed before (Dalrymple-Alford, 1968; Abunuwara, 1992; MacLeod and MacDonald, 2000). Only numerically is there interference for same and different script language combinations, so it remains unclear whether script similarity modulates between-language Stroop facilitation. If script similarity does modulate the between-language facilitation, the interference effect should become larger and thus become significant when all three languages of the trilinguals differ in script. This was investigated in the next experiment, which involved trilinguals who were proficient in three languages that are written in different scripts.

EXPERIMENT 3: UYGHUR–CHINESE–ENGLISH TRILINGUALS

METHOD

Participants

Thirty-two UCE trilinguals (12 males) participated in the study. All participants were native Uyghur speakers who were born in Xinjiang, China. They received formal education in Uyghur and Mandarin and at the time of testing studied at Beijing Normal University, Beijing, China. Table 1 presents an overview of their mean age and their subjective proficiency scores for each language, as well as their first contact and years of experience with each language.

MATERIALS AND DESIGN

The design was identical to that of the previous experiments. The only difference was that in addition to the English color words red, green, and blue, the word stimuli consisted of their translations in Chinese (Mandarin, simplified Chinese script): [image: yes] (hong), [image: yes] (lu), [image: yes] (lan), and Uyghur (Arabic script): [image: yes] (gizil), [image: yes] (yéshil), [image: yes] (kök). English words were presented in 32-point lowercase Courier font, Chinese characters in 32-point STHeiti font and Uyghur words in 32-point Geeza Pro font.

PROCEDURE AND APPARATUS

Same as in the previous experiments.

ANALYSIS

Same as in the previous experiments.

RESULTS AND DISCUSSION

The total percentage of errors was 1.33%, and the total percentage of outliers was 0.74%. The mean RTs for all conditions are shown in Table 2. An analysis on the two control conditions (character and color patch) using a two-way (control type: character or patch) repeated-measures ANOVA revealed, as in Experiment 2, no main effect of control stimulus type, F(1,31) < 1. Therefore, the control character was used in subsequent analyses.

STROOP INTERFERENCE (INCONGRUENT VS. CONTROL CONDITION)

Across all input and output language combinations significant Stroop interference effects were found, ps < 0.05 in all Bonferroni-corrected paired-sample t-tests (see Table 3).

The 3 (input language) × 3 (output language) repeated-measures ANOVA on the magnitude of Stroop interference effects revealed a trend toward a significant interaction between input and output languages, F(4,124) = 2.18, p = 0.08, η2 = 0.02. No effect of language input was found for Uyghur output, F(2,62) = 1.10, p = 0.34, or Chinese output, F(2,62) < 1. In contrast, for English output a significant effect of input language was found, F(2,62) = 4.55, p < 0.05, η2 = 0.05, with a significant difference in Stroop interference between Chinese (45 ms, SE = 12 ms) and English (91 ms, SE = 16 ms) inputs, t(31) = 3.10, p < 0.05, η2 = 0.24.

The 2 (type: within or between) × 3 (output language) repeated-measures ANOVA revealed a main effect of type, F(1,31) = 8.92, p < 0.01, η2 = 0.02, such that there was stronger interference for within (75 ms, SE = 14 ms) than between-languages (54 ms, SE = 14 ms), but no effect of output, F(2,62) = 1.57, p = 0.22, and no interaction, F(12,62) = 1.96, p = 0.15.

Thus, the reduction of the magnitude from within- to between-languages was 72%, which is very similar to what has been reported in the literature (MacLeod, 1991; Francis, 1999). Furthermore, the percentage is identical to the different script languages of the CEM trilinguals in Experiment 2 (72% for Chinese–English).

STROOP FACILITATION (CONTROL CHARACTER VS. CONGRUENT CONDITION)

English input lead to significant Stroop facilitation across all output languages, all ps < 0.05 (see Table 3), although only the English input and output combination yielded a positive effect (36 ms), while the others produced a negative effect (−40 and −44 ms). Significant negative Stroop facilitation was also found for Chinese input and Uyghur output (−32 ms), t(31) = 3.17, p < 0.05, η2 = 0.24.

The 3 (input language) × 3 (output language) repeated-measures ANOVA revealed an interaction between input and output languages for Stroop facilitation effects, F(4,124) = 21.01, p < 0.0001, η2 = 0.16. Uyghur output showed an effect of input language, F(2,62) = 13.31, p < 0.0001, η2 = 0.13, with significant differences between English and Uyghur input (−40 ms, SE = 10 vs. 6 ms, SE = 7 ms), t(31) = 4.71, p < 0.001, η2 = 0.42, and between Chinese and Uyghur (−32 ms, SE = 10 vs. 6 ms, SE = 7 ms), t(31) = 4.09, p < 0.001, η2 = 0.35. An effect of language input was also found with Chinese output, F(2,62) = 16.96, p < 0.001, η2 = 0.18. Significant differences in the magnitude of Stroop facilitation were found between the Chinese and English input languages (26 ms, SE = 12 vs. −44 ms, SE = 13 ms), t(31) = 5.64, p < 0.0001, η2 = 0.51, and the English and Uyghur input (−44 ms, SE = 13 vs. 5 ms, SE = 8 ms), t(31) = 3.64, p < 0.001, η2 = 0.30. Also English output revealed an effect of language input, F(2,62) = 13.60, p < 0.0001, η2 = 0.18, with a significant difference between Chinese and English input (−4 ms, SE = 11 vs. 36 ms, SE = 8 ms), t(31) = 3.99, p < 0.01, η2 = 0.34 and between Uyghur and English (−29 ms, SE = 12 vs. 36 ms. SE = 8 ms), t(31) = 4.88, p < 0.0001, η2 = 0.43.

The 2 (type: within or between) × 3 (language output) repeated-measures ANOVA showed a main effect of type, F(1,31) = 59.12, p < 0.0001, η2 = 0.12, such that there was a larger effect for within (22 ms, SE = 10 ms) than between language conflict (−24 ms, SE = 11 ms), and a trend toward a main effect of output, F(2,62) = 3.08, p = 0.053, η2 = 0.02, but no interaction, F(2,62) < 1. Interestingly, the magnitude of within-language Stroop facilitation was positive (22 ms), while between-language Stroop facilitation was negative (−24 ms). The size of this negative Stroop facilitation was larger than for the CEM trilinguals reported in Experiment 2 (−9 vs. −24 ms). Thus, script appears to modulate the Stroop facilitation effect. This will be analyzed further in the next section and taken up in the Section “General Discussion.”

ANALYSES ACROSS EXPERIMENTS 1–3

To compare the results across the three groups of trilinguals, we analyzed first the magnitude of within- and between-language Stroop interference and facilitation effects. Next, we looked across the three groups of trilinguals at the amount of within- and between-language Stroop interference and facilitation in terms of alphabetic (German, English, Dutch, Malay), Chinese, and Arabic (Uyghur) scripts to investigate the role of script.

STROOP INTERFERENCE: WITHIN- AND BETWEEN-LANGUAGE

Figure 1A summarizes the amount of within- and between-language Stroop interference when data was collapsed across input and output languages. The analysis of the data of the three groups of trilinguals revealed a similar amount of within-language Stroop interference, F(2,255) < 1 (GED: 73 ms, SE = 10 ms; CEM: 64 ms, SE = 12 ms; UCE: 75 ms, SE = 14 ms). In contrast, the between-language interference varied between the three trilingual groups, F(2,513) = 7.58, p < 0.001, η2 = 0.03 (see Figure 1B). As reported in Experiment 1, the amount of within- and between-language interference was similar for the GED trilinguals, whereas it was reduced for the CEM (73% of the within-language interference, see Experiment 2) and UCE trilinguals (72% of the within-language interference, see Experiment 3). After discussing the Stroop facilitation we will analyze the Stroop interference in terms of script similarity to investigate whether script similarity can explain the reduction.
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Figure 1. Magnitude of (A) Stroop interference and (B) Stroop facilitation within- and between-languages for the German–English–Dutch (GED) trilinguals in Experiment 1, the Chinese–English–Malay (CEM) trilinguals in Experiment 2, and the Uyghur–Chinese–English (UCE) trilinguals in Experiment 3.



STROOP FACILITATION: WITHIN- AND BETWEEN-LANGUAGE

A three-way (trilingual group) ANOVA revealed that the magnitude of within-language Stroop facilitation was similar across the three groups of trilinguals, F(2,255) < 1 (GED: 25 ms, SE = 7 ms; CEM: 27 ms, SE = 9 ms; UCE: 22 ms, SE = 10 ms), whereas the magnitude of between-language facilitation was modulated by type of trilingual, F(2,513) = 12.78, p < 0.0001, η2 = 0.05. No between-language Stroop facilitation was observed for the GED trilinguals (4 ms, SE = 8 ms), whereas responses to the Stroop congruent condition were slower than to the control condition (negative Stroop facilitation) for the CEM (−9 ms, SE = 11 ms) and UCE trilinguals (−24 ms, SE = 11 ms). For CEM and UCE trilinguals in the congruent condition, the written word and color information matched at the conceptual level (converging conceptual information), but at the word form level a mismatch occurred between the spoken and written word (divergent phonological information) that resulted into a negative Stroop facilitation effect (cf. Roelofs, 2010). In the next section, we examine further the influence of script on within- and between-language Stroop interference and facilitation by analyzing the data across the three groups of trilinguals. This is particularly relevant in the case of the CEM trilinguals, as two of their languages share the same-script (alphabetic).

THE ROLE OF SCRIPT SIMILARITY ACROSS LANGUAGES

We explored the influence of script similarity on Stroop interference and facilitation across the languages of the three groups of trilinguals. First, the magnitude of within-language Stroop interference and facilitation across the three groups of trilinguals for alphabetic (German, English, Dutch, Malay), logographic (Chinese), and Arabic (Uyghur) scripts was calculated (see Figure 2). To compare the between-language effects, the cross-language similarity of each combination of languages was coded as either same or different script (same = alphabetic scripts; different = combination of alphabetic, Chinese, and Arabic scripts). Next, the between-language Stroop effects were calculated (see Figure 3). We will report first the analyses of the within- and between-language Stroop interference and then the analyses of the within- and between-language Stroop facilitation.
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Figure 2. Within-language effects broken down by script across all three trilingual groups for comparisons of (A) Stroop interference and (B) Stroop facilitation effects.
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Figure 3. Between-language effects broken down by script similarity across the three groups of trilinguals for comparisons of (A) Stroop interference and (B) Stroop facilitation effects.



STROOP INTERFERENCE: WITHIN- AND BETWEEN-LANGUAGE

A three-way (script) ANOVA for within-language Stroop interference showed an effect of script, F(2,255) = 4.16, p < 0.05, η2 = 0.03. Independent-sample t-tests identified a difference in the magnitude of within-language interference between the alphabetic (77 ms, SE = 7 ms) and Chinese (49 ms, SE = 6 ms) scripts, t(108.6) = 3.05, p < 0.01, η2 = 0.08, and a trend between Chinese (49 ms, SE = 6 ms) and Arabic (81 ms, SE = 8 ms), t (48.8) = 2.02, p < 0.05, η2 = 0.08, but not between alphabetic (77 ms, SE = 7 ms) and Arabic (81 ms, SE = 8 ms), t (39.3) = 0.32, p = 0.75 (see Figure 2A). This reduction of the magnitude of Stroop interference for the Chinese script relative to the other scripts (64% of the Alphabetic and 60% of the Arabic script) is interesting. However, it is unclear why this reduction occurred because in the literature either stronger Stroop interference effects have been reported in Chinese than English (Biederman and Tsao, 1979) or an equal amount of interference (Smith and Kirsner, 1982; Lee and Chan, 2000).

A 2 (script similarity: same or different) × 3 (trilingual group) ANOVA for between-language Stroop interference revealed a significant main effect of similarity, F(1,512) = 20.79, p < 0.0001, η2 = 0.04 (see Figure 3A), such that the magnitude of interference of same-script languages was larger than for different script languages (74 ms, SE = 6 vs. 47 ms, SE = 8 ms) and there was a trend toward a main effect of trilingual group, F(1,512) = 2.68, p = 0.07, η2 = 0.01. This trend of trilingual group arose from a significant difference in the different script effects of the CEM (35 ms, SE = 11 ms) and UCE groups (54 ms, SE = 14 ms), t(263.7) = 2.36, p < 0.05, η2 = 0.02. Importantly, as discussed in the Section “Results and Discussion” of Experiment 2, there was no difference between GED same-script (German, English, Dutch: 74 ms, SE = 9 ms) and the CEM same-script languages (Malay and English: 72 ms, SE = 14 ms), p = 0.88 uncorrected, even though the color words translations were similar in terms of orthography and phonology for GED trilinguals and different for CEM same-script languages (Malay and English). The modulation of between-language Stroop interference by script will be discussed further in the Section “General Discussion.”

STROOP FACILITATION: WITHIN- AND BETWEEN-LANGUAGE

For within-language Stroop facilitation (see Figure 2B) there was a trend toward an effect of script in the Stroop facilitation comparison, F(2,252) = 2.95, p = 0.05, η2 = 0.02. Independent-sample t-tests showed a significant difference in within-language facilitation between alphabetic (27 ms, SE = 5 ms) and Arabic (6 ms, SE = 4 ms) scripts, t(45.1) = 2.73, p < 0.05, η2 = 0.14, and a trend toward a difference between Chinese (27 ms, SE = 6 ms) and Arabic (6 ms, SE = 4 ms) scripts, t(82.9) = 1.96, p = 0.053, η2 = 0.04, but no difference between alphabetic (27 ms, SE = 5 ms) and Chinese scripts (27 ms, SE = 6 ms), t(75.2) = 0.08, p = 0.94.

The analysis of the magnitude of between-language Stroop facilitation revealed a significant main effect of script similarity, F(1,512) = 16.30, p < 0.0001, η2 = 0.03, because there was no Stroop facilitation effect for same-script (alphabetic) languages, whereas for different script languages the effect of between-language Stroop congruency was negative (1 ms, SE = 5 vs. −19 ms, SE = 7 ms). There was also a main effect of trilingual group, F(2,512) = 4.73, p < 0.01, η2 = 0.02. Post hoc t-tests indicated that there was a trend toward a significant difference in the same-script facilitation effects between the GED and CEM groups, t(66.9) = 2.02, p = 0.095 (p = 0.048 uncorrected), η2 = 0.06, such that the GED effect was more positive than the CEM effect (4 ms, SE = 8 vs. −12 ms, SE = 11 ms), and also a significant difference between the different script facilitation between CEM (−8 ms, SE = 11 ms) and UCE (−24 ms, SE = 11 ms), t(212.7) = 2.31, p < 0.05, η2 = 0.02. The overall pattern indicates that between-language Stroop facilitation was primarily modulated by script similarity, such that increased language dissimilarity (in term of script) lead to slower responses to the between-language congruent condition relative to the control condition. However, the results also seem to indicate that cross-language similarity between the color word translations in terms of orthography/phonology seems to play a role as well (between-language facilitation difference between GED and CEM same-script is a trend), although it is clearly not as strong as the impact of script similarity. Overall, the findings could be explained by a combination of a conceptual match (converging information) at the output (e.g., blue in English) and input (blue colored rectangle and the translation of blue written in a different script language in the center of the rectangle) but a mismatch at the level of script (orthography) and phonology (diverging information). In the next Section “General Discussion,” we will discuss this and other explanations in more detail.

GENERAL DISCUSSION

Our Stroop experiments involved three groups of trilinguals with languages that are highly similar (GED trilinguals), partly similar (CEM trilinguals), or completely different (UCE trilinguals). A comparison of these trilinguals made it possible to analyze the influence of cross-language similarity on Stroop interference and facilitation in terms of orthographic/phonological overlap between the color word translations, and script. We will first consider the within- and between-language Stroop interference and facilitation effects and then focus on the WLSSE. Finally, we will discuss the implications for theories of language processing and control in bilinguals and multilinguals.

STROOP INTERFERENCE: WITHIN- AND BETWEEN-LANGUAGE

The observed magnitude of between-language Stroop interference was equal to within-language for GED trilinguals, but was reduced for CEM and UCE trilinguals (respectively 72 and 73% of the within-language interference). The size of the reduction is in line with the conclusions of Francis (1999) and MacLeod (1991). Interestingly, for CEM trilinguals, between-language interference was modulated by script similarity. For similar script (alphabetic) languages, the between-language interference effect was similar to the within-language interference effect, whereas for different script combinations between-language interference was reduced considerably. Furthermore, the size of within- and between-language interference for same-script languages (Malay and English) of CEM trilinguals was similar to that of GED trilinguals. This is theoretically important because the color word translations of the GED trilinguals are similar in terms of orthography and phonology (e.g., rot, red, and rood), whereas the color word translations of the same-script languages Malay and English are different in terms of their spelling and pronunciation (e.g., merah and red). Thus, unlike script similarity, the similarity between the color word translations in terms of orthography and phonology does not seem to modulate the amount of between-language Stroop interference.

Several studies in the literature have concluded that cross-language similarity modulates between-language interference (e.g., Fang et al., 1981; Brauer, 1998). However, in some studies the orthographic/phonological similarity of the color word translations was confounded with script similarity. Preston and Lambert (1969) investigated the role of color word translation similarity on Stroop interference. As discussed in the Introduction, they found that between-language Stroop interference was 68% of within-language interference in English–Hungarian bilinguals, whereas it was 95% for English–French bilinguals. In their second experiment, they manipulated cross-language similarity within German–English bilinguals using two sets of color terms (translations similar or not in terms of orthography/phonology). The results revealed an equal amount of within- and between-language interference for similar color word translations and a reduction of between-language interference for dissimilar color word translations (between-language interference was 62% of within-language interference). Thus, in contrast to our results with trilinguals, their results with bilinguals suggest that between-language interference is modulated by the orthographic/phonological similarity of the color word translations. However, note that the experimental method used by Preston and Lambert and by many others in the literature (e.g., Dyer, 1971; Fang et al., 1981; Brauer, 1998) involved cards with multiple items of the same condition (i.e., cards with 10 rows of 10 color words written in incongruent ink colors). Thus, input conditions were blocked, whereas in the current study all conditions were completely randomized. Therefore, the influence of cross-language similarity in terms of the orthography/phonology of the color word translations on between-language Stroop interference might be restricted to the specific design of Preston and Lambert.

STROOP FACILITATION: WITHIN- AND BETWEEN-LANGUAGE

The magnitude of within-language Stroop facilitation collapsed across output languages did not differ between the three groups of trilinguals. For all trilinguals, color naming latencies were faster relative to the control condition when the naming response matched the pronunciation of the written word (e.g., for English output: blue colored rectangle with the word “blue” presented in the center). In contrast, between-language Stroop facilitation was modulated by cross-language similarity. For trilinguals with languages written in the same-script (GED), responses to the congruent Stroop condition did not differ from the control condition. However, when the languages of the trilinguals were written using different scripts, the responses to the congruent Stroop condition were slower than to the control condition (negative Stroop facilitation effect). For example, when the response was in Uyghur and the stimulus consisted of a blue rectangle with the English word “blue” presented at the center, naming latencies were slower than for the control condition. Similar negative Stroop facilitation effects for between-language Stroop facilitation have been reported before with bilinguals (Dalrymple-Alford, 1968; MacLeod and MacDonald, 2000) and trilinguals (Abunuwara, 1992).

Thus, similar to between-language Stroop interference, the between-language Stroop facilitation effects are modulated by script. However, in contrast to between-language Stroop interference, orthographic and phonological similarity of the color word translations seem to have some impact on the Stroop facilitation effects in addition to script differences: for the GED trilinguals the Stroop facilitation was positive, while for the CEM and UCE trilinguals the effect was negative. In particular, for GED trilinguals and the same-script languages of the CEM trilinguals (Malay and English) the magnitude of between-language facilitation differed.

The occurrence of negative between-language Stroop facilitation effects can be explained by the inadvertent reading hypothesis (MacLeod and MacDonald, 2000) in terms of a covert repair processes when the congruent word is read in the incorrect language. These covert repair processes are assumed to slow down the naming process, so that naming latencies in the congruent condition are equal or slower than those in the control condition (Roelofs, 2010). However, it is unclear how the inadvertent reading hypothesis explains the modulation of between-language Stroop facilitation effects by cross-language script similarity. Furthermore, the inadvertent reading hypothesis does not explain the (positive) between-language Stroop facilitation effect observed with GED trilinguals in our study and with Dutch–English bilinguals in a Stroop task with preexposure SOAs by Roelofs (2010).

In contrast, the converging information hypothesis (Cohen et al., 1990; Melara and Algom, 2003; Roelofs, 2003, 2010) can account for negative between-language Stroop facilitation, as well as for the influence of cross-language similarity on between-language facilitation. This hypothesis proposes that a combination of converging information at the conceptual and phonological levels underlies between-language facilitation. Thus, the interference in the Stroop congruent condition is explained by assuming that two different phonological forms are activated. For instance, the competing phonological form of the English color word red and that of the translation in Chinese ([image: yes]) may slow the naming response, in spite of a match at the conceptual level (Roelofs, 2010). A modulation of between-language Stroop facilitation effects by cross-language similarity can be accounted for by this hypothesis, because the converging information at the form level is influenced by the similarity of the representations at this level.

Roelofs (2010) concluded that “…Stroop facilitation and interference have a common locus within and between-languages, supporting the converging information hypothesis of Stroop facilitation.” However in a recent paper, Brown (2011) showed that there is no (or very weak and inversely) correlation between Stroop interference and facilitation after correction for spurious correlations, which argues against a common locus of both effects. As Brown argued, response conflict and resolution processes are uniquely involved in Stroop interference and therefore some processes may be shared between Stroop interference and facilitation, whereas others may be unique to Stroop interference or facilitation.

Overall, our data revealed stronger Stroop interference than Stroop facilitation in all trilinguals, a finding commonly reported in the literature (MacLeod and MacDonald, 2000). However, as Brown (2011) recently pointed out, when using X’s as control condition to calculate Stroop interference and facilitation, both effects are confounded by a lexicality cost, which is supported by the finding that neutral words in fact interfer with color naming (e.g., Brown et al., 1998). Thus, the Stroop facilitation effects are underestimated, whereas Stroop interference effects are exaggerated (see Brown, 2011, p. 87). As a consequence, negative Stroop facilitation might arise due to a large lexicality cost. Furthermore, the lexicality cost could vary between-languages/scripts and potentially also depend on the familiarity/proficiency with the scripts at hand. We observed a strong trend of an effect of script in the within-language Stroop facilitation of the UCE trilinguals, such that Stroop facilitation was stronger in English than Chinese and Uyghur (36 vs. 26 vs. 9 ms). This trend could reflect a larger lexicality cost in Uyghur than in Chinese and English. At the same time, the lexicality cost would affect between-language Stroop facilitation and result in the observed negative between-language Stroop facilitation.

WITHIN-LANGUAGE STROOP SUPERIORITY EFFECT

The finding of larger within- than between-language Stroop effects has been referred to as the WLSSE. We calculated the WLSSE by collapsing the data over all within and between conditions for each language output and then calculating the difference of the within-effects minus the between-effects. Figure 4 provides an overview of the WLSSE for Stroop interference and facilitation across all output languages of the trilinguals.


[image: image]

Figure 4. Within-language Stroop superiority effects (WLSSE) for (A) Stroop interference and (B) Stroop facilitation effects in each trilingual group and output language.



As expected, based on the analyses across the experiments the magnitude of the WLSSE in all the Stroop interference and Stroop facilitation comparisons increases with increasing language differences (in terms of script) in the trilinguals. As discussed in the Introduction, Goldfarb and Tzelgov (2007) argued that the WLSSE is driven by response set effects (see also Roelofs, 2003). According to this account, within-language Stroop interference is larger than between-language due to competition at the conceptual and lexical levels in the within-language condition, whereas in the between-language condition there is only competition at the conceptual level. There is no lexical competition in the between-language condition, because the lexical items (color words in the non-target output language) do not belong to the response set. The present results with trilinguals show that WLSSE is modulated by cross-language similarity; this cannot be explained if the WLSSE is simply due to differences in response sets given that these are the same for the three groups of trilinguals.

IMPLICATIONS

Overall, our results indicate that Stroop effects in trilinguals are comparable to those of bilinguals. This is evidence that the bilingual and trilingual language systems are comparable in their organization. This conclusion is consistent with Dijkstra’s (2003) theoretical analysis of language processing in bilinguals and multilinguals. An important issue is whether or not bilinguals and multilinguals can use script cues to reduce cross-language interference in the Stroop task. Our trilingual data showed that script differences between input and output languages reduced between-language Stroop interference. One potential interpretation of this finding is that trilinguals who are proficient in languages involving different scripts can use script type as a cue to reduce the impact of cross-language interference. However, this interpretation does not explain the negative between-language Stroop facilitation observed in CEM and UCE trilinguals. If script cues could be used optimally to reduce cross-language influences, between-language Stroop facilitation should be absent in different script trilinguals. Although the processes underlying Stroop interference and facilitation might be different (Tzelgov et al., 1990, 1992, 1996; Brown, 2011; see also discussion above), the different impact of script cues on Stroop interference and facilitation could be explained in terms of the level in the language processing system at which they affect processing. Script cues might affect the word production process at higher levels (thus reducing between-language Stroop interference), but might not be able to reduce interference at the lower phonological output level (thus interference occurs for between-language Stroop facilitation).

In addition to cross-language similarity, proficiency has also been shown to modulate interference effects (e.g., Preston and Lambert, 1969; Fang et al., 1981; Mägiste, 1984; Chen and Ho, 1986; Brauer, 1998; Sumiya and Healy, 2004, 2008). To date the role of proficiency and how it interacts with cross-language similarity in Stroop interference and facilitation has not been systematically investigated with trilinguals. Because the primary goal of the current study was to focus on the role of cross-language similarity in terms of script, the participants were matched as closely as possible with regards to proficiency. However, the trilinguals in the current study were not balanced across all three languages. Their L1 was clearly their native language, and their L2 and L3 were less proficient than their L1. As a consequence, the unbalanced proficiency levels across trilinguals’ three languages may have modulated the observed Stroop interference and facilitation effects. Investigation of the impact of relative proficiency across languages requires further research with trilinguals having a wider variation in their language proficiency. However, taking into consideration previous research on proficiency, we suggest that the findings of the present study are mainly modulated by language similarity.

CONCLUSION

To conclude, the present study provides evidence that cross-language similarity across color words modulates both between-language Stroop interference and facilitation in trilinguals. In particular, cross-language similarity in terms of the scripts in which the languages of the trilinguals are written modulates between-language Stroop effects. Furthermore, cross-language similarity in terms of the degree of orthographic and phonological overlap between the color word translations seems to have some impact on the Stroop facilitation effects in addition to script similarity. Overall, the observed patterns of Stroop interference and facilitation can be explained by diverging and converging color and word information across languages.
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Footnote

1A 3 (input) × 3 (output) repeated-measures ANOVA of the Stroop interference comparison showed there was an interaction of input and output language, F(4,116) = 2.52, p < 0.05. A significant effect was found of language input on German output, F(2,58) = 6.95, p < 0.01, but not in English or Dutch output. A similar Stroop facilitation analysis revealed an interaction between input and output, F(4,116) = 10.77, p < 0.0001, due to a significant effect of language input for German output, F(2,58) = 6.12, p < 0.01, and Dutch output, F(2,58) = 27.42, p < 0.0001, but not English output. A 2 (type: within or between) × 3 (output) repeated-measures ANOVA showed a significant effect of type on the magnitude of the Stroop facilitation effect, F(1,29) = 40.49, p < 0.0001, but not on the magnitude of the Stroop interference effect. As mentioned, all these effects do not differ from those found with the control character.
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Do Spanish–English bilinguals have their fingers in two pies – or is it their toes? An electrophysiological investigation of semantic access in bilinguals
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We examined the time course of cross-language activation during word recognition in the context of semantic priming with interlingual homographs. Spanish–English bilinguals were presented pairs of English words visually one word at a time and judged whether the two words were related in meaning while recording event-related potentials. Interlingual homographs (e.g., “pie”: “Pie” in Spanish is a foot.) appeared in the target position and were preceded by primes that were either related to the English meaning (e.g., “apple”), related to the Spanish meaning of interlingual homographs (e.g., “toe”) or totally unrelated (e.g., “floor”/“bed”). Spanish–English bilinguals showed semantic priming not only when interlingual homographs were related to the English meaning but also to the Spanish meaning of the prime. These priming effects were detectable in the mean amplitude of the N400 (350–500 ms) even when the target word was related to the prime in Spanish and the context of the experiment was English. However, the relatedness effect was found in the window of a late positive component (LPC; 550–700 ms) only for stimulus pairs related in English. To verify that the observed pattern of the results was due to participants’ bilingualism, we also tested a group of English monolinguals. The monolinguals showed a semantic priming effect for the N400 and LPC time windows only when interlingual homographs were related to the English meaning. These results suggest that both languages are activated in the classical time frame of semantic activation indexed by N400 modulations, but that semantic activation in the non-target language failed to be explicitly processed.
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INTRODUCTION

Previous research suggests that even when bilinguals read in one language (the target language), the other language (the non-target language) is also active and influences the process of reading in the target language to some extent (e.g., Dijkstra et al., 1999; Jared and Kroll, 2001). Some evidence for non-selective language activation comes from studies with interlingual homographs. Interlingual homographs are words whose spellings are similar but whose meanings are different across two languages (e.g., “pie” in English is food and “pie” in Spanish is a foot). Past studies have shown that the meaning of interlingual homographs in a non-target language is also activated (e.g., Beauvillain and Grainger, 1987; Dijkstra et al., 1998, 1999; Elston-Güttler, 2000; De Bruijn et al., 2001; Lemhöfer and Dijkstra, 2004; Kerkhofs et al., 2006; Paulmann et al., 2006; Macizo et al., 2010; Martín et al., 2010). However, cognitive control mechanisms effectively allow the meaning in a target language to be selected at some point in processing.

In a seminal study with interlingual homographs by Dijkstra et al. (1998), Dutch–English bilinguals performed a lexical decision task. Dijkstra and his colleagues found that Dutch–English bilinguals were slower responding to interlingual homographs (e.g., “boom” in English is a sudden increase and “boom” in Dutch is a tree) than to English control words (e.g., “riot”) when some Dutch words were included in the task. This inhibitory effect was also modulated by the relative frequency of interlingual homograph meaning across languages. A greater inhibition was observed when the frequency of the meaning of the homograph in Dutch was high than when it was low. These results suggest that not only the reading of interlingual homographs in one language but also its reading in the other language is active and participates in the competition for selection.

If the meaning of interlingual homographs in a non-target language is also activated, how do bilinguals select the meaning of words presented in a target language? Using a negative priming paradigm, Macizo et al. (2010) have recently shown that the non-target meaning of interlingual homographs is activated but inhibited subsequently. In their study, Spanish–English bilinguals made semantic judgments on pairs of English words. The bilinguals responded more slowly to pairs involving homographs (e.g., pie–toe; “pie” meaning “foot” in Spanish) than to pairs without homographs. Critically, participants were slower when the pair included the translation of the Spanish meaning of the homograph (e.g., foot–hand) after a trial involving an homograph (e.g., pie–toe), but not after a trial involving a control word (e.g., log–toe). These results suggest that the Spanish (non-target) meaning of homographs is activated initially and inhibited subsequently. Furthermore, Martín et al. (2010) found this inhibitory effect when the subsequent trial was initiated 500 ms after responding to pairs involving homographs, but not 750 ms. This finding suggests that the reactive inhibition decays over time.

However, it remains undetermined when the activation of the non-target language is present. In the study by Macizo et al. (2010) and Martín et al. (2010), the inhibition of the non-target meaning was assessed during the presentation of a subsequent pair but online temporal monitoring of inhibition processes was not available. In the present study, we investigated the time window in which the non-target language is accessed in late Spanish–English bilinguals reading English. We used a classical semantic priming paradigm and we recorded event-related potential (ERPs). The study of Kerkhofs et al.’s (2006) investigating semantic priming with interlingual homographs in Dutch–English bilinguals is directly relevant here. Kerkhofs et al. (2006) showed that the primes that were semantically related to the English meaning of homographs facilitated the recognition of English homograph targets as indexed by N400 modulations. The N400 is thought to reflect lexical-semantic processing (e.g., Kutas and Hillyard, 1980 for semantics; Thierry and Wu, 2007 for form). Critically, Kerkhofs et al. (2006) found that the mean amplitude of the N400 was also modulated by the frequency of the non-target Dutch meaning of homographs, suggesting that the non-target representations of interlingual homographs also affect N400 modulation. Here, unlike Kerkhofs et al. (2006), we included primes that were semantically related to the non-target meaning of homographs as well as primes that were semantically related to the target meaning of homographs to assess the degree of non-target language activation, instead of manipulating the relative frequency of homograph meanings.

We asked Spanish–English bilinguals and English monolinguals to perform a semantic relatedness task on words presented in pairs within a go/no-go paradigm in which all the critical trials belonged to the no-go condition to prevent contamination of the ERPs by response-specific decision processes (e.g., Midgley et al., 2009; Thierry et al., 2009; Hoshino et al., 2010). This designed enabled us to compare the level of priming found for words related in L1 and words related in the non-target L2 indexed by N400 modulations. Furthermore, we examined the modulation of a late positive component (LPC), associated with explicit/controlled processing and stimulus re-evaluation (e.g., Thierry et al., 1998, 2003; Martin et al., 2009, 2010). If the non-target meaning of interlingual homographs continues to be active and/or is explicitly processed at a post-lexical processing stage, we should observe an LPC modulation in the non-target language as well as an N400 modulation. Specifically, we predicted that bilingual participants would access their first language (L1) during second language (L2) word reading whilst monolingual English participants would show no homograph priming effect (since they did not know Spanish). We were interested in measuring the magnitude of semantic priming in the window of the N400 and assessing the explicit or implicit nature of L1 activation. We expected priming to be weaker and more short-lived in the L1 Spanish than the L2 English, given that the L1 Spanish was not the target language. Therefore, we predicted that semantic priming in the non-target language Spanish would be measurable in the window of the N400, but might not result in modulation in the LPC range.

MATERIALS AND METHODS

PARTICIPANTS

Fourteen Spanish–English bilinguals and 14 English monolinguals participated in the study. All of the Spanish–English bilinguals spoke English as an L2 and were dominant in their L1. The characteristics of the two groups are provided in Table 1. Participant gave informed consent to take part in the study, which was approved by the ethics committee of Bangor University, Wales.

Table 1. Characteristics of English monolinguals and Spanish–English bilinguals.
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MATERIALS

Semantic judgment task

The critical stimuli consisted of 72 interlingual homographs (e.g., pie) and two sets of 72 non-cognates (e.g., apple). The mean length of the homographs was 5.1 letters (SD = 1.7) and the mean lexical frequency was 75.3 (SD = 144.4) based on the CELEX database (Baayen et al., 1995). The two sets of non-cognates were matched on length [M = 5.4, SD = 1.7; M = 5.5, SD = 1.7; t(72) = −0.73, p > 0.10] and lexical frequency [M = 121.3, SD = 227.5; M = 76.5, SD = 108.4; t(72) = 1.61, p > 0.10]. Four types of word pairs were formed where the first word was a non-cognate prime and the second word an interlingual homograph target. Primes and targets were either related (e.g., apple–pie) or unrelated (e.g., rug–pie) in English, and either related (e.g., toe–pie) or unrelated (e.g., stove–pie) when considering the target’s meaning in Spanish. The Edinburgh Associative Norms were used to generate prime words. Because each target followed a prime in the semantic judgment task, the target was entered as a response, not as a stimulus in the Norms. The associative strength of related pairs for the English reading was 0.14, whereas that of related pairs for the Spanish reading was 0.22 (p > 0.10). Therefore, if anything, the associative strength was greater for the Spanish reading. One set of non-cognates was used for related and unrelated primes in English and the other set for related and unrelated primes in Spanish. That is, the list of critical stimuli consisted of 72 English related trials, 72 English unrelated trials, 72 Spanish related trials, and 72 Spanish unrelated trials. It is important to note that the primes for English related were identical to those for English unrelated but appeared in the context of a different target (e.g., rug–carpet, rug–pie). Likewise, the other set of 72 non-cognates comprised the primes for Spanish related and unrelated. This design allowed us to minimize the possibility that observed differences in ERPs across conditions would be due to differences in terms of stimulus physical features or lexical properties rather than to the relationship between prime and target. Note that we used the same number of related and unrelated trials to avoid spurious P3/P600 contamination due to imbalanced probability between experimental conditions. If we had used only one set of unrelated pairs for two sets of related ones, we may have elicited P3/P600 effects just by virtue of their relatively lower probability (33% instead of 50%).

In addition to the critical stimuli, 216 non-cognates were selected to generate filler pairs: 144 non-cognates (two sets of 72 non-cognates) as primes and 72 as targets. Similar to the construction of the critical stimuli, each target word was paired with four different primes – two of them related and the other two unrelated. None of the filler items were the same as the experimental words. A total of 288 filler pairs were created. Half of the filler pairs served as probes as in a go/no-go semantic verification task in which participants were asked to press a yes/no button when the target was presented in red. Each filler target was presented twice in red and twice in black. Therefore, in the present study, all the critical pairs belonged to no-go trials.

Participants completed four blocks of 72 critical trials (18 trials per condition in each block) and 72 filler trials (18 go trials with yes responses, 18 go trials with no responses, and 36 no-go trials). Thus, the total number of critical trials was 288 trials (72 per condition). Each target and prime appeared only once in each block. The order of blocks was counterbalanced across participants and the presentation of items was randomized within each block.

Language history questionnaire

A questionnaire was designed to obtain information about participants’ language learning experiences (see Tokowicz et al., 2004, for a similar instrument).

PROCEDURE

Participants were given the semantic judgment task, followed by the language history questionnaire.

Semantic judgment task

Participants were informed that a series of English word pairs would be presented and their task would be to judge whether the two words were related in meaning. They were asked to press a left button if the second word of a pair was red and related to the previous word and to press a right button if the word was red and unrelated. If the second word of a pair was black, they were asked not to press any button. On each trial, a prime word was presented for 300 ms, followed by a 300 ms interstimulus interval and then a target word. The target word remained on the screen for 1500 ms or until the participants pressed a button. At the end of the trial, the screen remained blank for 700 ms. Twelve practice trials preceded the experimental trials.

ELECTROPHYSIOLOGICAL RECORDING

The EEG was continuously recorded at a rate of 1 kHz from 64 Ag/AgCl electrodes placed according to the extended 10–20 convention. The 64 electrodes were referenced to Cz online. Eye blinks were monitored through additional electrodes attached above and below the right eye. Impedances were maintained below 5 kΩ. EEG signals were filtered online with a bandpass of 0.01–200 Hz and re-filtered off-line with a 30 Hz low pass zero phase shift digital filter.

DATA ANALYSES

Eye-blink artifacts were mathematically corrected using the algorithm provided in Scan 4.4 (Neuroscan, Inc.). Trials with uncorrected eye-blink artifacts and other artifacts such as horizontal eye movements and muscle movements were manually dismissed. The number of accepted trials was on average 66 per experimental condition and did not differ significantly between experimental conditions (p > 0.10). ERPs were then computed by averaging EEG epochs from −100 to 800 ms after the onset of the stimulus. Baseline correction was applied in relation to 100 ms of pre-stimulus activity and individual averages were re-referenced to the average of the left and right mastoid electrodes. ERPs time-locked to the target word were visually inspected and two expected ERP components (N400 and LPC) were identified. They were both maximal over centroparietal electrodes as predicted by the literature (e.g., Kutas and Hillyard, 1980; Martin et al., 2009, 2012). Peak latencies were measured at sites of maximal amplitude and mean ERP amplitudes were measured in a region of interest around the site of maximal amplitude taking into account mean global field power variations (Picton et al., 2000; Luck, 2005; centroparietal region: C1, C2, Cz, CP1, CP2, CPz, P1, P2, and Pz). The time window for each component was defined a priori based on previous research: 350–500 ms for the N400 (e.g., Kuipers and Thierry, 2010; Hoshino and Thierry, 2011) and 500–650 ms for the LPC (e.g., Martin et al., 2009, 2010). For statistical analyses, a four-way ANOVA was performed on mean amplitudes for each component with relatedness (related and unrelated), homograph language status (Spanish and English meaning), and electrode site (C1, C2, Cz, CP1, CP2, CPz, P1, P2, and Pz) as within-participants variables and language group (bilinguals and monolinguals) as a between-participants variable. The Greenhouse–Geisser correction was applied to variables with more than one degree of freedom in the numerator (Greenhouse and Geisser, 1959). Reported degrees of freedom are uncorrected but p-values are corrected. Significant interactions were further examined with simple effects tests. We do not report main effects of electrode site and report interactions between electrode site and other independent variables only when they are significant.

RESULTS

Event-related potentials displayed a classical P1–N1–P2 pattern in all conditions and in both participant groups. The P1, N1, and P2 did not differ in amplitude or latency between groups and conditions. An N2 modulation was visible just before the N400 time window. There was no main effect of homographs language status, relatedness, or group on the amplitude of the N2. There was a marginal interaction between all three factors [F(1, 26) = 3.68, p = 0.07]. There was no effect of any factor or interaction on N2 peak latencies and this was also the case for N400 and LPC.

N400 (350–500 ms)

The N400 was maximal over the centroparietal region (see Figure 1). There were significant main effects of relatedness and homograph language status on N400 mean amplitude [F(1, 26) = 33.79, p < 0.001; F(1, 26) = 4.94, p < 0.05, respectively]. The main effect of language group did not emerge (F < 1). The interactions between relation and homograph language status and between homograph language status and language group were significant [F(1, 26) = 15.48, p < 0.01; F(1, 26) = 4.64, p < 0.05, respectively]. There was no interaction between relatedness and language group (F < 1). Most critically, the three-way interaction of relatedness, homograph language status, and language group was significant [F(1, 26) = 9.77, p < 0.01].
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Figure 1. Topographic maps for the N400 time window (350–500 ms) by language group, resulting from the subtraction of English related from English unrelated and Spanish related from Spanish unrelated.



To further investigate the three-way interaction, simple effects tests were performed. As can be seen in Figure 2, monolinguals showed the interaction between relatedness and homograph language status [F(1, 13) = 26.74, p < 0.001], whereas bilinguals did not (F < 1). Specifically, monolinguals showed that the mean amplitude of the related condition was significantly reduced, relative to the mean amplitude of the unrelated condition for the English homograph meaning [F(1, 13) = 39.27, p < 0.001], but not for the Spanish homograph meaning (F < 1). In contrast, bilinguals showed that the mean amplitude of the related condition was less negative than that of the unrelated condition for both the English homograph meaning [F(1, 13) = 7.15, p < 0.05] and the Spanish homograph meaning [F(1, 13) = 12.65, p < 0.01].
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Figure 2. ERPs measured over the centroparietal electrodes where N400 and LPC were maximal (a liner derivation of C1, Cz, C2, CP1, CPz, CP2, P1, Pz, P2) as a function of relatedness, homograph language, and language group.



LPC (500–650 ms)

The LPC was maximal over the centroparietal region. The main effect of relatedness was significant [F(1, 26) = 11.07, p < 0.01]. The main effects of homograph language status and language group did not emerge (Fs < 1). The interaction between relation and homograph language status was significant [F(1, 26) = 5.56, p < 0.05]. Specifically, the mean amplitude was more positive in the related than unrelated condition in English [F(1, 27) = 11.96, p < 0.01]. However, there was no difference between the related and unrelated conditions in Spanish (F < 1). The interactions between homograph language status and language group and between relation and language group were not significant [F(1, 26) = 3.32, p = 0.08; F < 1, respectively]. The three-way interaction of relatedness, homograph language status, and language group was not reliable [F(1, 26) = 1.36, p > 0.10].

DISCUSSION

The goal of the present study was to examine the time window in which the non-target language is accessed in late Spanish–English bilinguals reading English. The time course of the activation of homograph meanings in the non-target language was tracked using ERPs. We found that monolinguals displayed semantic priming only when primes were related to the English meaning of homograph targets. This semantic priming effect was observed in the N400 time window (350–500 ms) but also affected ERP amplitudes in the LPC time window (500–650 ms). In contrast, Spanish–English bilinguals showed semantic priming effects in the N400 time window (350–500 ms) when primes were related either to the English or the Spanish meaning of homograph targets. However, the LPC effect was found for stimulus pairs related on the basis of the English meaning of homographs only. These results suggest that both languages are activated in the classical time frame of semantic activation indexed by N400 modulations, but that semantic activation in the non-target language failed to be explicitly processed by bilingual participants.

The time course of activation of non-target homograph meaning in the present study is compatible with a previous ERP studies on processing of interlingual homographs out of context (Kerkhofs et al., 2006; Paulmann et al., 2006). In the study by Kerkhofs et al. (2006), the frequency effect in the non-target language, which was an index of non-target homograph meaning activation, was observed from 400 to 550 ms but was not found from 550 to 650 ms. However, the present result contrasts with previous research on the processing of interlingual homographs in sentence context (Elston-Güttler et al., 2005). In the study by Elston-Güttler et al. (2005), German–English bilinguals activated the non-target meaning of homographs from 150 to 250 ms and from 300 to 500 ms only when their L1 German was activated through viewing a film in German prior to the experiment and only for the first half of the experiment. This result suggests that a sentence context can suppress non-target language activation before the stage of post-lexical processing.

The absence of explicit processing in the case of word pairs related via the non-target L1 is compatible with the inhibitory control (IC) model proposed by Green (1998). Indeed, if inhibition occurs, it is likely to intervene after automatic aspects of lexico-semantic processing. According to the IC model, both L1 and L2 lexico-semantic representations are activated and the selection of a target representation is dependent on the language which is more active at a given time. A task schema is hypothesized to be responsible for controlling the level of activation of lexico-semantic representations in the non-target language. When bilinguals intend to perform a task in one language, the task schema inhibits the activation of lexico-semantic representations in the non-target language. In the present study, Spanish–English bilinguals activated lexico-semantic representations with English and Spanish language tags while reading a series of pairs of English words, which was reflected in the N400 time window (350–500 ms)1. Although half of the trials included interlingual homographs in English and Spanish, the instructions were given exclusively in English, the experiment was introduced as consisting of English words, and precaution was taken not to mention the inclusion of interlingual homographs. Therefore, participants did not need to be aware of the presence of word targets related to prime via Spanish, and indeed they were not given the lack of an LPC variation in that condition.

Similarly, the bilingual interactive activation (BIA)+ model (Dijkstra and van Heuven, 2002) is compatible with the absence of a modulation in the LPC range for interlingual homographs related via the non-target language L1. The BIA+ model assumes that the word identification system can be influenced by the linguistic context, but not by the non-linguistic context (e.g., task instruction, task demands, etc.), and that the influence of non-linguistic context on word recognition is post-lexical. In the present study, semantic priming effects were found for both meanings of interlingual homographs in the target and non-target languages in the N400 time window, which is supposed to reflect lexico-semantic processing. However, the semantic priming effect in the non-target language did not result in an LPC modulation, which is likely to reflect post-lexical re-evaluation processes associated with explicit access.

One concern about the design of the present study was the repetition of stimuli. As described in the Section “Materials and Methods,” we used the same set of targets for all the experimental conditions in order to minimize the possibility that observed differences in ERPs across conditions would be due to differences in terms of stimulus physical features or lexical properties rather than to the relationship between prime and target. Four repetitions were involved in this design. To assess the effect of repetitions, we reanalyzed the bilingual data by including experimental block as an additional within-participants variable. A 2 (relatedness: related and unrelated) × 2 (homograph language status: Spanish and English meaning) × 2 (block: first half and second half) × 9 (electrode site: C1, C2, Cz, CP1, CP2, CPz, P1, P2, and Pz) ANOVA showed that the variable “block” did not interact with any other variable (all ps > 0.10). This result suggests that the observed pattern of effects was not affected by repetitions.

In conclusion, the present ERP study suggests that bilinguals activate semantic representations of interlingual homographs in the non-target language as well as in the target language initially but process these representations at an explicit level only for meaning in the target language. In future research, it will be critical to investigate the role of L2 proficiency, the nature of the target language (e.g., L1 rather than L2), and the linguistic and non-linguistic contextual parameters in the modulation of cross-languages activation at lexical and post-lexical processing stages (cf., Wu and Thierry, 2010). If the target language were the L1, the activation of the non-target language might not be present because of the relatively weaker representations in L2. Resolving these issues will provide implications for models of bilingual language processing.
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Footnote

1We note that there was a marginal three-way interaction on N2 mean amplitudes as well, suggesting the lexical-semantic integration may have started slightly earlier in English monolinguals than Spanish–English bilinguals.
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Cognitive control involves not only the ability to manage competing task demands, but also the ability to adapt task performance during learning. This study investigated how violation-, response-, and feedback-related electrophysiological (EEG) activity changes over time during language learning. Twenty-two Dutch learners of German classified short prepositional phrases presented serially as text. The phrases were initially presented without feedback during a pre-test phase, and then with feedback in a training phase on two separate days spaced 1 week apart. The stimuli included grammatically correct phrases, as well as grammatical violations of gender and declension. Without feedback, participants’ classification was near chance and did not improve over trials. During training with feedback, behavioral classification improved and violation responses appeared to both types of violation in the form of a P600. Feedback-related negative and positive components were also present from the first day of training. The results show changes in the electrophysiological responses in concert with improving behavioral discrimination, suggesting that the activity is related to grammar learning.
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1. INTRODUCTION

Grammatical learning has been subject to extensive debate in linguistics, psychology, and neuroscience. One reason for this is the widely discussed sensitive period hypothesis (Lenneberg, 1967; Johnson and Newport, 1989, 1991; Newport et al., 2001), which maintains that the adult-onset learning of grammatical features or rules is less effective than child-onset learning. A second reason is the practical relevance of adult grammar learning for second language (L2) learning and bilingualism, both of which have a profound impact on group social organization and work productivity (Knudsen et al., 2006). However, the dynamic patterns of change in grammar learning are much less discussed. Learning dynamics could be important in these debates because grammatical features are learned over multiple, embedded time scales: The learning that occurs in the span of days or hours of a single lecture is embedded within the years or months that make up a second language course. In principle, learning must include brain activity at even shorter time scales, such as the time span of individual sentences or words, because the learning events that make up the longer time scales of the lecture or the course consist of individual sentences or words. For these reasons, a potentially effective method to study the cortical mechanisms involved in grammatical learning would be to relate the cortical activity present at the shorter temporal scales of individual sentences to activity at longer temporal scales.

The event-related potential (ERP) is an effective tool to understand this process because unlike other measures of physiology such as fMRI or PET, it has sufficient temporal resolution to separate responses to individual words within a sentence, as well as to a classification response, if it is used in a learning task, or the response to the feedback that might occur after the classification response. In studies of first language comprehension, ERP grammatical violation responses have been observed to a variety of morphosyntactic errors within a sentence (Hagoort et al., 1993; Osterhout and Holcomb, 1995; for review see Kutas et al., 2006). These responses have also been observed in adult language learners who have obtained a relatively high level of second language proficiency, but usually not in those who have not (Weber-Fox and Neville, 1996; Hahne, 2001; Hahne and Friederici, 2001; Friederici et al., 2002; Rossi et al., 2006; see Kotz, 2009 for a recent review). These L2 studies indicate that at a time scale that is sufficiently long to attain (behavioral) L2 grammatical competence, the electrophysiological responses to L2 violations have also changed to resemble those of the native L1 response. However, many of these studies have compared cross-sections of learner groups (Weber-Fox and Neville, 1996; Hahne and Friederici, 2001; Rossi et al., 2006), or relatively long time scales of learning in longitudinal designs (Osterhout et al., 2006, 2008; cf. Mueller et al., 2005). Strikingly, the work of Osterhout and collegues has shown a sequence of ERP violation effects such that grammatical violations elicit an N400 effect early in learning, but in contrast a P600 more like the native response later on. Morgan-Short et al. (2010) have recently compared explicit and implicit training conditions for an artificial grammar-learning task, observing either an N400-like pattern or P600-like pattern depending on proficiency levels and the type of instruction. It is, however, less clear which types of EEG activity are present at shorter time scales when learners are acquiring knowledge, or perhaps more importantly, how this activity is related to behavioral change.

One way this could be done is to examine explicit learning. This might occur, for instance, when learners judge sentences as grammatical or not (e.g., providing a classification response), in the case where feedback is provided to indicate whether the classification is correct or not (e.g., comprehending a feedback signal). The feedback would allow learners to establish, over a number of trials, which features of the sentences are relevant to obtain a correct classification, so that over trials more of the behavioral responses would be correct. In the electrophysiological literature, there is a second type of ERP effect observed in choice–response tasks related to this process of explicit learning which can be viewed as error-related activity (Falkenstein et al., 1991; Gehring et al., 1993). The response effect, termed the error-related negativity (Ne) is obtained by subtracting the average ERP for correct choices from error choices in a time window of −150 ms before and +150 ms after participants make a behavioral response, appearing on centro-frontal electrodes. An error-related positivity (Pe) is observed after the Ne, in the time window from +150 to 300 ms post-response on a similar set of electrodes (Overbeek et al., 2005). There are also error-related ERP effects seen in response to feedback that informs subjects that their previous responses were incorrect. In this paper we will refer to these as feedback-Ne and feedback-Pe, so that the terminology is symmetrical to the behavioral response terminology. It should be noted, however, that the positive component is often described as a P300 effect in the literature. Obtained by a similar subtraction of correct feedback-related ERPs from error feedback-related ERPs, the time windows for the feedback-Ne (+150 to +300 ms post-feedback) and feedback-Pe (+300 to +500 ms post-feedback) reflect the average electrophysiological response to the feedback stimulus.

There is an extensive body of research in cognitive neuroscience that shows that brain areas in medial frontal cortex are involved in cognitive control, including performance monitoring, response errors, conflict, and uncertainty about correct responses, as well as responses to feedback indicating that performance is correct or incorrect in learning tasks (Ridderinkhof et al., 2004a,b; Overbeek et al., 2005). This work seeks to provide a unified account of brain activity in situations of response conflict as well as during adaptive adjustments to the environment. Earlier work by Holroyd and Coles (2002) provided a theoretical account of the changing relationship between the feedback-Ne and response-Ne in learning tasks. In their account, the initial large-amplitude feedback-Ne (but not response-Ne) reflects a learning process in which the internal state of learners is modified to predict the likely outcome of behavioral choices. Later in training, this modification is reflected in a larger response-Ne (and not feedback-Ne) at the point in time where the response choice is made. It is in this sense that the components can be seen as correlates of cognitive control: Learners adjust their internal state according to the constraints of the experimental task. The interpretation of the response- or feedback-Pe is less clear in the literature. It has been argued that the response Pe is a type of P300 that is related to error awareness (Leuthold and Sommer, 1999; Frank et al., 2007), which predicts that it could be a mediating factor in learning-related improvement.

This study therefore investigated how violation-, response-, and feedback-related activity correlates with behavioral grammatical learning of declension, following a previous study investigating the same topic (Davidson and Indefrey, 2009). In particular, we focus on the dynamics of these ERP components to better understand how events at shorter time scales of individual learning sessions are related to the stability of grammatical knowledge at the time scale of weeks or months.

Several recent studies of second language usage or artificial grammar learning have also employed error-related activity. Sebastian-Gallés et al. (2006) showed that error-related negativity was reduced or absent in Spanish-dominant early Spanish–Catalan bilinguals making a difficult non-word decision. Although this study employed multiple ERP effects (N400, Ne) to examine the lexical decision making process, it did not directly concern learning processes linked to these components. Also studying already-proficient learners, Ganushchak and Schiller (2009) showed that an Ne effect present on error trials of a phonome-monitoring task was larger with increased time pressure in Dutch–German bilinguals. Finally, Opitz et al. (2011) have shown using an artificial grammar-learning task with visually presented strings that a feedback-related negativity (Ne in the present paper) remained constant over learning, while the amplitude of a feedback-related positivity decreased with learning. Like the present study, this study employed both classification and feedback, although the task was not that of L2 language learning. The present study, like Davidson and Indefrey (2009) attempts to use multiple ERP components present in a learning task (P600, response-Ne/Pe, feedback-Ne/Pe) to try to understand how brain activity that is linked to discrimination or learning changes over time.

The experiment reported here investigates how Dutch learners acquire German morphosyntactic distinctions related to gender and declension within short prepositional phrases (see the example in Table 1). The task for the learners was the same as in Davidson and Indefrey (2009). In brief, they were asked to judge the correctness of prepositional phrases in which we manipulated whether or not the adjective carried syntactic feature information and whether or not there was gender agreement between the head noun and the preceding determiner or adjective. In German, the expression of case, number, and gender features on an adjective depends on the preceding elements of the noun phrase. This dependency is considered to be a syntactic dependency (Zwicky, 1986) and, following Schlenker (1999), it can be described as a rule according to which syntactic features are to be expressed only on the first inflectable element of a noun phrase. If the adjective is the first inflectable element of a noun phrase, it takes on a suffix of the “strong” declension paradigm. The suffix −em in “mit kleinem[+Dat, −F, −Pl] Kind[−F, −M]” (“with a small child”), for example, specifies dative case, non-feminine gender, and singular. By contrast, if the adjective is preceded by a definite determiner that expresses the feature information, the adjective has a suffix from the weak declension paradigm that is compatible with the feature specification of the determiner but does not express the features itself [“mit dem[+Dat, −F, −Pl] kleinen[] Kind[−F, −M]” (also “with the small child”)]. According to previous linguistic analyses of German adjective declension the weak −en suffix can be seen as a default or “elsewhere” form (Bierwisch, 1967; Zwicky, 1986; Blevins, 1995, 2003; Cahill and Gazdar, 1997; Wunderlich, 1997; Schlenker, 1999; Clahsen et al., 2001; Penke et al., 2004). For our stimuli, we used a subset of the full German paradigm involving dative case singular noun phrases, in order to restrict the learning problem. Please see Davidson and Indefrey (2009) for further details, as well as the primary linguistic work (Zwicky, 1986; Schlenker, 1999) for a description of the full paradigm. Examples for correct noun phrases and the declension and gender violation conditions are given in Table 1.

Table 1. Example phrases illustrating the experimental conditions.
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In Davidson and Indefrey (2009), both native German speakers and Dutch L2 learners of German responded to declension violations with P600 effects, but for gender violations, only native speakers showed P600 effects. In that study, after an initial pre-test phase in which no instructions or feedback was provided, we provided explicit instructions for classifying these phrases, and feedback immediately after the classification response. In the present study, we again used a pre-test phase without explicit instructions or feedback, and in the training phase provided the feedback, but with some delay, after the classification response. We also changed the procedure by not providing instructions about the grammatical rules. These two changes to the EEG experiment (slightly delayed feedback and no explicit instructions) were designed to reveal changes in the different aspects of the error-related activity over time. The separation of the behavioral response and the feedback was designed to examine differences in the dynamical behavior of the response-related and feedback-related activity, to see whether the predicted changes in activity derived from Holroyd and Coles’ (2002) account apply in this task. Also, without explicit instructions, it was hypothesized that participants would take longer to reach the comparable levels of proficiency. This was based on the assumption that the previously used instructions had informed participants about which aspects of the phrases to attend and remember during the task. Without instruction, there should be a slower evolution of the changes in behavior, and allow us to see more clearly how the ERP responses are related to behavior.

1.1. SUMMARY AND HYPOTHESES

Based on our previous work, we hypothesized that changes in violation- and error-related responses will occur in conjunction with morphosyntactic learning, to the extent that this learning is revealed by classification performance. Our linking assumption is that ensemble electrophysiological activity can be recorded with EEG in language learners related to the following: (i) recognizing grammatical constraints, (ii) making correct and incorrect choices, and (iii) processing feedback signals. With respect to recognition of grammatical constraints, averaging the single trials of EEG and comparing violation ERPs to their controls should reveal a P600 violation response in the learners. Our assumption is that the synchronized ensemble activity giving rise to the violation ERP reflects the recognition or repair of grammatical violations. A prediction from this is that the P600 amplitude to the violations will be greater after learning than before learning to the extent that the learners can employ the knowledge they have acquired in real time. With respect to the electrophysiological response to feedback signals, it is assumed that comparing the ERP to feedback indicating an incorrect choice to the ERP to feedback indicating a correct choice will reveal difference components such as the Ne (and possibly the Pe), because this has been observed in previous EEG work with two-alternative forced-choice responses. The prediction is that the feedback Ne or Pe effect will be present early during learning but decrease in amplitude over learning trials, as predicted by the Holroyd and Coles (2002) account. With respect to the behavioral classification, participants’ discrimination should improve over trials. In concert with this, a response-related Ne could appear, as this is also predicted by the Holroyd and Coles (2002) account. Finally, individual learner variation in the violation- and/or error-related ERP magnitudes should be statistically related to variation in grammatical classification, to the extent that there is a simple and direct (linear) relationship between the activity and the classification performance (see also van der Helden et al., 2010).

The present experiment also included additional behavioral tasks, including an n-back test of working memory and a computerized version of the Wisconsin card sort task. These behavioral tasks were used in an attempt to measure components of individual variation which might be related to the learning task. It was hypothesized that differences in working memory ability, for example, might be related to participants’ ability to remember the outcome of previous trials while processing the phrases. The card-sorting task was hypothesized to relate to participants’ tendency to change classification rules in response to feedback.

2. METHOD

2.1. PARTICIPANTS

Twenty-two native Dutch speakers (16 female, all right-handed, average age M = 23.1 years, SD = 3.1 years, range 19–29 years) were recruited with posted advertisements from Radboud University in Nijmegen, The Netherlands, a city near a border with Germany. The advertisements described a generic EEG experiment, and did not refer to language learning or to German instruction. As shown in Table 2, most participants had previous coursework in German during high school, and their average self-rated proficiency (5-point scale, max = 5 indicating high proficiency) was near the midpoint of the scale, or below the midpoint. This was true for most language skill components: speaking (M = 2.1), listening (M = 2.8), writing (M = 1.7), reading (M = 2.8), grammar (M = 1.4), and expression (M = 2.0). Also, recent exposure (self-reported number of hours in the last 3 months) was relatively low. Before completing the EEG tasks, all participants completed a European Reference Frame multiple choice assessment of German (maximum 30 possible correct) prepared by the Goethe Institute1. Six of the questions on the test concerned morphosyntactic properties, the average score for this subset (max = 6) was slightly higher than chance. The Goethe Test scores indicate relatively low levels of German proficiency, and in addition, the test scores were not significantly correlated with self-rated proficiency, r = 0.276.

Table 2. Participant variables related to knowledge of German or valence toward German.
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2.2. DESIGN AND PROCEDURE

The design of the experiment (see Table 1) was similar to that of Davidson and Indefrey (2009). In the pre-test, training, and follow-up phases, there were three repeated measures factors: prepositional phrase Grammaticality (violation, control), number of words in the phrase (3 or 4, corresponding to strong and weak forms of the adjective, respectively), and sentence Type (declension, gender).

The procedure consisted of two experimental EEG sessions and a third behavioral-only follow-up. The first EEG session included several behavioral measures, a pre-test and the first part of the training phase. The second EEG session, approximately 1 week after the first session (M = 8.0 days, SD = 1.9, min = 5, max = 13), included behavioral measures and the second and third parts of the training phase. All participants completed both EEG sessions. Approximately three and a half months after the second EEG session (M = 109.6 days, SD = 17.6, min = 83, max = 148), 15 participants returned for a behavioral follow-up (the others did not respond to the follow-up request, or were not available).

During both EEG sessions, the main experimental task was the classification task. This task consisted of a series of trials in which phrases were presented on a CRT monitor at 300 ms/word with an ISI of 600 ms between words. The words were presented in 26 point white Arial characters on a black background in a dimly lit room. Each trial began with a yellow fixation cross for 600 ms, followed by the first word of the phrase. The last word of the phrase was followed by a white fixation cross, which remained on screen until 1 s after participants responded.

The pre-test was conducted to assess participants’ grammatical knowledge of and performance on the materials used in the experiment at the start of the experiment. During this pre-test (as well as in the behavioral-only follow-up), participants classified phrases without feedback on their response choices. Participants classified phrases as acceptable or not acceptable by pressing one of two keys with the index or ring fingers of their right hand.

The learning phase on the first day followed the pre-test after a short (5 min) break. During the learning phase, the classification task was presented just as in the pre-test, but with feedback after each response. Specifically, 1.0 s after participants’ response choice, a small green (red) square was presented on the center of the screen for 0.25 s, indicating that their classification was correct (incorrect). Note that the feedback did not indicate the source of the participants’ correct response or error, and it did not indicate the correct version of the presented phrase, only whether the classification was correct or not. After the feedback, the next trial began 1 s after the feedback signal.

In addition to the classification task, several other behavioral measures were provided during the application of the electrodes before the classification task in both EEG sessions. These included an n-back test of working memory (Owen et al., 2005), and a computerized version of the Wisconsin card-sorting task. These tasks were included to provide different measures of individual differences in general and language-related performance. EEG was not recorded during their administration.

2.3. MATERIALS

Four common German adjectives (klein, groß, alt, neu; respectively “small,” “large,” “old,” “new”) and 40 common German nouns were chosen to serve as stimulus materials, as well as the preposition mit (with) and the determiners dem and der; corresponding to dative case neuter and feminine forms of the definite determiner (“the”). Dutch has a two-gender system with a neuter gender corresponding to the neuter gender of most German cognate nouns and a so-called common gender corresponding to the masculine or feminine gender of most German cognate nouns. The nouns were chosen so that they had the corresponding gender of the Dutch translation (neuter: Fenster, Haus, Pferd, Gleis, Schaf, Buch, Glas, Bett, Messer, Institut, Museum, Hemd, Hotel, Gebäude, Bild, Dorf, Büro, Schloss, Schiff, Auge; corresponding to (respectively) “window,” “house,” “horse,” “track,” “sheep,” “book,” “glass,” “bed,” “knife,” “institute,” “museum,” “shirt,” “hotel,” “building,” “picture,” “village,” “office,” “castle,” “ship,” “eye”; and feminine: Tür, Schule, Kuh, Katze, Straße, Geschichte, Tasse, Couch, Gabel, Universität, Ausstellung, Hose, Garage, Wohnung, Zeichnung, Stadt, Bank, Kirche, Bahn, Nase; corresponding to “door,” “school,” “cow,” “cat,” “street,” “story,” “cup,” “couch,” “fork,” “university,” “exhibition,” “pants,” “garage,” “house,” “drawing,” “city,” “bank,” “church,” “train,” “nose”). To ensure that determiner and adjective forms unambiguously predicted the gender of the following nouns, we did not use masculine nouns, because the masculine forms of the determiner and adjectives are identical to neuter forms in German. The critical words (CW) included the adjective and noun for the various conditions (see Table 1). The phrases were created by pairing each noun to two of the adjectives in one set of stimuli and to the remaining two adjectives in a second set of stimuli. In each phase (Pre-test, Training 1–3), there were 240 stimuli. These consisted of 40 phrase stimuli presented for each violation and each control condition for the three- and the four-word versions of the phrases, for the gender and the declension contrasts. Thus, on the first day of the experiment, there were 240 items presented in the pre-test, involving six repetitions of a particular noun and three repetitions of a particular article–noun pair. A distinct set of 240 items was presented in Training 1. In the second day (1 week later), the same items were presented again, 240 in Training 2, and 240 in Training 3. The number of trials did not vary between sessions. Additional practice items (10) were presented before the Pre-test to insure that participants understood the task.

2.4. APPARATUS

EEG was recorded from 64 electrodes using battery-powered BrainVision BRAINAMP Series amplifiers (Brain Products GmbH, München, Germany). Signals were sampled at 500 Hz, with a low-pass filter at 200 Hz and a high-pass filter with a time constant of 159 s during acquisition. Electrodes were applied to an equivalent inter-electrode distance Easy-Cap (Brain Products; see Figure 1 for the electrode arrangement). Impedance levels were kept below 10 kΩ at the electrode–skin interface, with input impedance at the amplifiers at 10 MΩ (see Ferree et al., 2001). The data were recorded with respect to a left mastoid reference, and later re-referenced to an average reference including all electrodes before analysis. An additional electrode was placed below the left eye to record activity related to vertical eye movements referenced to an electrode above the eye. Lateral eye movement activity was recorded as the difference between channels near the left and right canthus.
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Figure 1. Electrode array with locations in gray indicating approximate 10–20 locations.



2.5. DATA ANALYSIS

Fixed and random effects for the behavioral measures, in addition to several covariates, were modeled using a general linear mixed-effects model approach (Bagiella et al., 2000; Pinheiro and Bates, 2000; Friston et al., 2005; Baayen et al., 2008). Beta weights for the regression (b) and a t-test for the parameter values (t) are provided in the text in order to show the magnitude of the effects. Uncertainty in the parameter estimates was evaluated using highest posterior density (HPD) intervals, which can be treated as 95% confidence intervals for the regression parameters. The outcome measure in the regression analysis was discrimination performance (average d′), calculated as the (z-transformed) average proportion of correctly rejected violation stimuli minus the (z-transformed) average proportion of control stimuli incorrectly classified as a violation. This use of d′ was intended as a measure of the ability of participants to reject violations, while at the same time correcting for false alarms.

In addition to the EEG measures, the covariates were taken as six loadings (accounting for 80% of the variance, identified by plotting variance captured by the loadings) from a principle components analysis (PCA) of a set of variables (see Table 2), including average self-rated proficiency (5-point scale for speaking, listening, writing, reading, grammar, and expression), age of initial German language education, German language proficiency as measured by the Goethe Institute Test (Goethe-Institut, 2005; both the global test, and specific items concerning case and gender), number of errors on the Wisconsin card sort task (M = 21.7 errors, range 3–64, out of 136 trials), average RT following an error on the Wisconsin card sort task, the slope of each participant’s error curve on the n-back test (average proportion correct for n = 1,2, and 3 was 0.86, 0.76, and 0.68, respectively), several 5-point scale measures of valence toward learning German (comfortable–uncomfortable using German, like–dislike, important–non-important, easy–difficult), as well as an indicator of recent exposure to German (number of hours in the last 3 months). The questions for the valence toward German scales asked participants to rate whether, e.g., they liked to use German. The selection of these variables was based on a preliminary inspection of the individual difference measures, which suggested that several variables were correlated with each other. Those measures which appeared to have substantive variability across subjects were entered into the PCA analysis in order to identify a collection of linearly independent factors for the regression analysis. Together, the loadings on these principle components were hypothesized to reflect individual variation in general task performance, German proficiency, attitude toward learning German, and recent German exposure. The principle components PC1 to PC6 were most highly loaded, respectively, on the following single factors: comfortable–uncomfortable, Goethe Institute specific test, like–dislike, Wisconsin card sort number of errors, n-back task slope, and Goethe Institute global test. Note that only in the case of the n-back loading (PC5) was a single factor clearly related to the loading. In all other cases, multiple factors were related.

For the ERP analyses, trials of the recorded EEG data containing eye movement, muscle, and other noise artifacts were excluded using Matlab-based preprocessing functions2 (Oostenveld et al., 2011), filtered with a low-pass filter (two-pass 6th-order Butterworth finite impulse response) with square-root half-maximum attenuation at 20 Hz, re-referenced to an average reference (please see Nunez and Srinivasan, 2006 for discussion of different re-referencing schemes), and segmented into 1 s epochs consisting of 100 ms before the onset of the CW and 900 ms following the CW. The resulting epochs were baselined with respect to the 100-ms baseline interval before CW onset and averaged according to experimental condition. Only trials with correct responses were included in the violation–control ERP contrasts, and only those participants with at least 10 observations in both violation and control conditions (two participants were excluded on this basis). The time interval for the P600 effect was defined as the range from 500 to 900 ms. On average, the numbers of non-error observations contributing to the average ERPs for the gender (declension) violation and control conditions were: M = 17.5, 17.8, (18.7, 18.8) for the four-word versions, and M = 18.1, 18.0, (18.7, 19.1) for the three-word versions. Response-locked data were averaged to quantify activity related to correct and incorrect responses in two time windows based on inspection of the grand average response-locked waveforms: −150 to 150 ms (Ne) and 150 to 300 ms (Pe). In both cases, the baseline interval was −300 to −150 ms. The response-locked epochs were baselined with respect to the interval from −400 to −200 ms before response onset. Feedback trials were time-locked to the feedback stimulus. The feedback Ne was defined over the interval from 100 to 300 ms, while the feedback-Pe was defined over 300–500 ms. For the feedback Ne/Pe ERPs, there were M = 114.2 and M = 70.1 trials for correct and incorrect for Training 1; M = 132.0 and M = 66.8 for Training 2, and M = 149.0 and M = 45.8 for Training 3. For the response-Ne/Pe ERPs, there were M = 122.2 and M = 122.8 for correct and incorrect in the pre-test; M = 144.6 and M = 98.4 for Training 1; M = 344.3 and M = 159.1 for Training 2 and 3 combined (see Section 3). The statistical significance of observed differences in the electrophysiological data was assessed using a clustering and randomization test (Maris, 2004; Maris and Oostenveld, 2007). As it is used here, for the average potential in a time window, the clustering and randomization test first computes a contrast statistic between conditions which is thresholded and clustered for observations in adjacent electrodes. A cluster-level statistic (sum of t-statistic) is computed for the samples in this joint set. The maximum is taken from this set, and a p-value is calculated using Monte Carlo resampling in the randomization test. The contrast values for the ERP measures were taken as the average effect over the electrodes within the significant clusters.

3. RESULTS

3.1. GRAMMATICAL CLASSIFICATION

Figure 2 shows the average classification (d′) for each phase. During the pre-test, classification was near chance (b = 0.0834, t = 0.5661, HPD = −0.2057, 0.3713), but improved during the first block of the training for the trials that included the declension violations and controls (TRN1, b = 0.6434, t = 2.2781, HPD = 0.0891, 1.2116). There was no statistical evidence for improvement with the gender trials in the first block of training (TRN1, b = 0.2068, t = 1.0267, HPD = −0.2057, 0.3713, interval includes zero). Over the entire three training blocks (TRN1–3), classification improved for the gender trials (b = 0.5098, t = 4.112, HPD = 0.2693, 0.7647), but improved more for the declension trials (b = 0.3851, t = 2.210, HPD = 0.0290, 0.7309). In the follow-up phase, classification was better than during the pre-test (b = 0.7225, t = 2.4194, HPD = 0.1386, 1.3277), but lower than during the final block of training (b = −0.8490, t = −2.382, HPD = −1.5828, −0.1236). This did not depend on whether the follow-up trials were part of the declension or gender contrast (b = −0.1084, t = −0.213, HPD = −1.7538, 0.3112, interval includes zero). Note that during the pre-test and follow-up phases, there was no feedback on performance.
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Figure 2. Average classification performance (d′) over pre-test, training (1–3), and follow-up blocks for the three- and four-word phrases, for the declension and gender contrasts.



3.2. VIOLATION-RELATED EVOKED ACTIVITY

Figure 3 shows the isovoltage topographical distribution of the average difference between violation and control conditions for the gender contrast in the P600 time window (500–900 ms) at the CW noun in the four-word version of the phrases. A P600 effect was present on posterior electrodes in Training 3, but not in Training 1, or the Pre-test (see Table 3). The P600 effect was marginally significant in Training 2 for this condition. Figure 4 shows the corresponding distribution for the declension contrast at the CW adjective, in the four-word version. A P600 effect on posterior electrodes was present in all Training sessions, but not the Pre-test (Table 3). The trace plots of the violation and control conditions at electrode Cz/1 for both the gender and declension contrasts indicate that the difference was primarily in the 500- to 900-ms time window. There were no significant differences in the three-word versions of the phrases, in any phase (see Figure 5 and 6).

Table 3. Statistics for violation-related EEG activity.
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Figure 3. Average event-related potentials for gender violation contrast (4 word). Trace plots indicate average voltage (in μV) as a function of time at Cz/1; control = Con (blue, dotted line), violation = Vio (red, solid line). Symbols plotted on the topographical plots indicate membership within a statistically significant negative (“−”) or positive (“+”) cluster of electrodes. Topographical plots are viewed from the top (left is on the left-hand side).
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Figure 4. Average event-related potentials for declension violation contrast (4 word). Trace plots indicate average voltage (in μV) as a function of time at Cz/1; control = Con, violation = Vio. Symbols plotted on the topographical plots indicate membership within a statistically significant negative (“−”) or positive (“+”) cluster of electrodes. Topographical plots are viewed from the top (left is on the left-hand side).
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Figure 5. Average event-related potentials for gender violation contrast (3 word). Trace plots indicate average voltage (in μV) as a function of time at Cz/1; control = Con (blue, dotted line), violation = Vio (red, solid line). There were no statistically significant clusters. Topographical plots are viewed from the top (left is on the left-hand side).
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Figure 6. Average event-related potentials for declension violation contrast (3 word). Trace plots indicate average voltage (in μV) as a function of time at Cz/1; control = Con, violation = Vio. There were no statistically significant clusters. Topographical plots are viewed from the top (left is on the left-hand side).



3.3. ERROR-RELATED EVOKED ACTIVITY

3.3.1 Feedback-related activity

Figure 7 shows the feedback-locked average isovoltage contours for the difference between error- and correct-response trials in the feedback-Ne and -Pe time windows. During Training 1 and 2 there was an Ne effect, as indicated by the negative difference over centro-frontal electrodes and a positive difference on peripheral electrodes (see Table 4). In Training 3 the amplitude of this difference was reduced and the statistical effect was no longer present. In the Pe time window, there was a significant positive difference in Training 1, and in Training 2 and 3 this difference became larger, on a similar set of electrodes as in Training 1. Finally, a correlation analysis of the ERP effects did not reveal any statistically significant relationships (positive or negative) between the P600 and error-related components.

Table 4. Statistics for feedback error-related EEG activity (Rsp) in the three training phases.
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Figure 7. Average event-related potentials for feedback-related activity. Trace plots indicate average voltage (in μV) over time at FCz/8; correct classification = C (blue, dotted line), error classification = E (red, solid line). Symbols plotted on the topographical plots indicate membership within a statistically significant negative cluster (“−”) or positive cluster (“+”) of electrodes.



3.3.2 Response-related activity

The difference between error- and correct-response trials in the Ne and Pe time windows in the time interval near the classification response showed little evidence of a response-related Ne (time window −150 to 150 ms) or response-related Pe (time window 150–300 ms). There were no significant Ne or Pe effects during the Pre-test or any of the Training sessions. When Training 2 and 3 were pooled to increase statistical power, there was some evidence of a small centro-frontal negativity (−0.44 μV, Sum-t = −24.68, p = 0.019, on eight electrodes: 2–3, 6–8, 10–12, and 17), shown in Figure 8. However, this negativity was sustained into the later Pe time window (−0.54 μV, Sum-t = −14.53, p = 0.037, on five electrodes: 2–3, 10–11, and 22).
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Figure 8. Average event-related potentials for response-related activity. Trace plots indicate average voltage (in μV) over time at FCz/8; correct classification = C (blue, dotted line), error classification = E (red, solid line). Symbols plotted on the topographical plots indicate membership within a statistically significant negative cluster (“−”) of electrodes.



3.4. RELATIONSHIP BETWEEN PERFORMANCE AND ERP ACTIVITY

To investigate the relationship between EEG activity and the relatively short-term behavioral changes during training, the change in discrimination performance (average d′) was modeled as a function of Training session (1–3), the ERP difference wave amplitude for the violation- and feedback-error components in sessions 1–3, as well as the individual subject loadings of the six principle components summarizing the individual difference measures (see Section 2.5). Recall that the principle components were most highly loaded, respectively, on the factors (1) comfort using German, (2) Goethe Institute specific test, (3) whether participants like using German, (4) Wisconsin card sort number of errors, (5) n-back task slope, and (6) Goethe Institute global test. Only in the case of the n-back loading (PC5) was a single factor clearly related to the loading. In all other cases, multiple factors were related. The violation components included the P600 effect amplitudes for the (four-word) gender and declension violation effects, and the error-related components included the feedback Ne and Pe effects, in all cases for each of the Training sessions 1–3. The interaction of session with each of the ERP effects and each of the principle components were included as predictors for the classification response. Each of the predictors was scaled to a mean of zero and unit SD.

The regression indicated a significant interaction of feedback-Pe effect magnitude with session such that participants with a larger Pe effect improved more over the sessions (e.g., the increasing slope in Figure 9, b = 0.1498, t = 2.6149, HPD = 0.0453, 0.2793). Please note that the first training session took place 1 week before sessions 2 and 3. None of the other ERP measures predicted performance alone, or in interaction with session. In particular, Ne effect magnitude did not predict performance, in contrast to the results reported in Davidson and Indefrey (2009). There were two other interactions of session with principle components of the auxiliary measures: Session*PC3, b = −0.1387, t = −2.2594, HPD = −0.2796, −0.0081; and Session*PC5, b = 0.1744, t = 2.5839, HPD = 0.0345, 0.3353. PC3 was positively related to valence toward German (the scale like–dislike learning German) as well as the number of languages reported to be known by the subjects, but negatively related to hours of recent exposure to German. PC5 was related most strongly to n-back performance, and it was not strongly related to other variables.
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Figure 9. Relationship between feedback-Pe and discrimination performance during Training blocks 1–3 (subjects indicated by letters).



To investigate discrimination forgetting (or performance decline), the difference in discrimination from the last phase of training (Training 3) to the follow-up phase was modeled as a function of the EEG and principle component measures that were significant predictors in the Training analysis. In this analysis, Pe magnitude positively predicted discrimination in Training 3 (b = 0.6233, t = 4.7330, HPD = 0.3553, 0.9017), as was shown in the previous analysis, and there was a negative relationship between Pe magnitude and discrimination in the follow-up (b = −0.4852, t = −3.1530, HPD = −0.9551, −0.0316). This result indicates that Pe magnitude predicted which participants gained during training, but also which participants lost discrimination 3 months later. In this analysis, the principle components which were significant predictors in the Training sessions, were not predictors for the follow-up loss. In summary, the Pe effect amplitude was a consistent predictor of discrimination gain (and loss, over the longer term), even when adjusting for individual differences in a variety of performance tasks.

4. DISCUSSION

We expected violation- and error-related ERP effects to appear in concert with the learners’ discrimination improvement. The experiment reported here provided evidence for several of these effects: As participants’ grammatical discrimination improved over time, P600 responses to grammatical violations emerged, error-related activity was observed in response to feedback, and the amplitude of one of the feedback-related responses was related to improved grammatical discrimination. Finally, the magnitude of the error-related activity predicted later retention of the discrimination ability.

The observed P600 responses to violations of the syntactically determined declension of German adjectives replicated findings of an earlier study (Davidson and Indefrey, 2009) in which participants had been provided with explicit instruction on the rules of German adjective declension. In the present study, no explicit instruction was given and the learners had to rely on positive and negative feedback for the learning of adjective declension rules. The behavioral data showed a gradual increase from grammaticality judgment performance near-chance level in the pre-test to high performance in the range of a native speaker control group participating in the previous study (the range of the hit rate – false alarm rate measure in native speakers was approximately 0.6–0.9, see Figure 2 of Davidson and Indefrey, 2009). In the previous study with explicit instruction, there was a steep performance increase in the first training session compared to the pre-test. Despite the absence of explicit instruction in the present study, classification performance also improved rapidly and there was a significant P600 responses to declension violations already in the first training session. This gained in strength over the following training sessions. These findings indicate that the changes in the neural responses are related to the acquired grammatical knowledge per se (i.e., adjective declension rules) rather than how this knowledge is acquired, i.e., by receiving explicit rule instruction or by finding the rules themselves.

Like Davidson and Indefrey (2009), we only found declension violation responses in the four word prepositional phrases (e.g., mit dem *kleinem Kind) where the violating adjective carries a strong inflectional suffix redundantly specifying case, number, and gender information but not in three word prepositional phrases (e.g., mit *kleinen Kind) where the violating adjective carries a default suffix that does not specify syntactic feature information. Although both types of incorrect prepositional phrases violate the syntactic rule according to which case, number, and gender features must be specified on the first (and only on the first) inflectable element of the noun phrase, the neural violation response thus seems to hinge on the presence of (incorrect) positively specified syntactic features. Hierarchical feature specification analyses of the German adjective paradigm predict a differential response to strong forms positively specifying syntactic features and weak default forms and hence are supported by our data (see Clahsen et al., 2001; Penke et al., 2004 for corresponding psycholinguistic evidence).

In contrast to the experiment reported in Davidson and Indefrey (2009), which observed P600 responses to grammatical gender violations in native speakers but not in Dutch learners of German, in the present study we found significant P600 gender violation responses in the learners in the last training session. The observation that P600 violation effects can be observed to gender violations is in line with other studies reporting P600 responses to gender violations in a second language (Sabourin, 2003; Tokowicz and MacWhinney, 2005; Sabourin et al., 2006). One possible reason for the absence of a significant gender violation response in Davidson and Indefrey (2009) could be the fact that there was only one training session, providing no opportunity for a relatively late emergence of a response as in the present study. As indicated in Davidson and Indefrey (2009), learning to retrieve and apply grammatical gender information may be a more difficult learning task than learning to apply a declension rule because the gender category must be associatively linked to every single noun. Even though we chose the nouns such that their Dutch translation equivalents also fell into two different gender classes, the Dutch participants may have been insecure about the German gender (masculine or feminine) of the nouns whose Dutch translation equivalents belong to the common gender. A suggested by an anonymous reviewer, the Dutch participants might also have had some residual knowledge of German nominative determiner forms and were initially confused by the dative forms used in our experiment. Taken together, there is reason to assume that learning the gender class of German nouns may require more training, teaching, exposure, or usage. In Davidson and Indefrey (2009), there was one training phase with feedback, whereas in the present experiment there were three phases with feedback. See Blom et al. (2008) and Sabourin and Stowe (2008) for recent discussions of L2 gender learning and factors which contribute to learning variability.

Another important factor in the rate of grammatical learning might be the size of the set of lexical items used in the learning task. In the present experiment, a relatively small number of adjectives and nouns were used, in order to reduce the chance that participants would not know the meanings of the words. However, as suggested by an anonymous reviewer, the diversity of the item set may play an important role in modulating the appearance of the violation effects. At one extreme, if only a few carrier phrases are used, then the rate of learning might be relatively fast because the repetition of items would highlight morphosyntactic patterns (and/or reduce the lexical knowledge burden on learners). At the other extreme, if each trial had different carrier items (at both adjective and noun positions), then it may take a substantially higher number of trials for participants to successfully apply their grammatical knowledge, especially if it is likely that they do not know the meanings of all the words. This factor, the diversity of the item set, would be expected to have more of an impact for the gender contrast than the declension contrast, for the reasons outlined earlier. Also, in future studies it would be better to test for generalization by including new items that were not seen in the training set in an explicit test of generalization. There are potentially other explanations of the declension–gender difference seen here, but perhaps it would be advisable to find ERP evidence using a wider variety of items before elaborating different predictions.

In addition to using a small lexicon, we also simplified the German determiner and adjective declension system by only using dative case and avoiding syncretism. Our results suggest that the full system most likely would not have been learned in the available number of sessions. These simplifications, however, do not mean that our participants merely learned to associate particular items or item combinations with particular responses. Firstly, just because a relatively small set of adjectives were repeated many times in all possible forms, the identification of a particular adjective stem did not provide any cue as to its appropriate ending. Secondly, as can be seen in Table 1, due to the presence of both gender and declension violations our stimulus set contained an equal number of trials in which a specific adjective form with the same preceding context (e.g., mit kleinem) required a correct response (as in mit kleinem Kind) and an incorrect response (as in mit kleinem *Frau). Given that our feedback did not distinguish between incorrect responses due to declension or gender errors, participants could not learn to base their declension class decision on a particular combination of word forms such as mit kleinem. For the same reason, correct gender agreement could not be learned based on simple associations between particular determiner–noun or adjective–noun combinations and constant response requirements. Taken together, these properties of our stimulus set mean that in order to respond correctly at the observed performance level our participants had to learn the grammatical rules of the reduced system.

There have been relatively few previous EEG studies of practice-related improvement with similar tasks. A natural question is whether the P600 responses that were observed in the present study might be more generally related to practice-related improvement. In a non-linguistic domain, both Romero et al. (2008) and Pauli et al. (1994) found that practice on tasks requiring mathematical knowledge reduces the amplitude of frontal positive potentials. Both studies found that a non-selective frontal P300 component was attenuated with practice, while Romero et al. also found that a later posterior P500 component selective for correct equations than incorrect equations became larger after practice. In contrast, Pauli et al. (1994) found that the posterior positive potential was not attenuated with practice. Romero et al. attributed the difference to the fact that their experiment used a task involving the verification of alphabet–arithmetic equations, which were likely to be unfamiliar to participants before practice, while the Pauli et al. task involved producing the answers to ordinary multiplication equations, which were likely to be known before practice. If the positive responses are general task-related effects, then the results from the equation-processing experiments would suggest that late positive components seen in the present experiment should have either decreased as a function of practice (Pauli et al., 1994), or become larger for correct-string as compared to incorrect-string stimuli (Romero et al., 2008).

However, these predictions are not in agreement with the results for the P600 component. In the present experiment (also in Davidson and Indefrey, 2009), the P600 violation effect was absent initially, and only appeared after practice. This pattern after practice was similar to the native speaker control group in Davidson and Indefrey (2009). Together, these findings suggest that the emergence of the grammatical violation effect seen in the present study is likely to be related to grammatical processing, rather than a general task-related P300 effect. The changing pattern of the P600 responses seen here is consistent with the results of Davidson and Indefrey (2009), with the exception that a P600 response was observed for gender violations in the present experiment and not the previous study (see Davidson and Indefrey, 2009, as well as Sabourin, 2003; Sabourin et al., 2006).

One of the main aims of the present work was to disentangle the contributions of response- and feedback-related activity as the results in Davidson and Indefrey (2009) were not able to distinguish these, and to test differential predictions for the two error responses, suggesting that the magnitude of the feedback-Ne decreases over time, in concert with an increase in the magnitude of the response-Ne (Holroyd and Coles, 2002). In the present study we found a clear feedback negativity whereas the amplitude of the response-related Ne activity, although statistically significant, was weak and unreliable, suggesting that the error negativity observed in Davidson and Indefrey (2009) was likely due to feedback-related activity.

With respect to changes of feedback and response negativities as a function of time, during learning, our data confirmed the first prediction: The feedback-Ne indeed decreased in magnitude from the first to the last training session. This finding supports Holroyd and Coles (2002) hypothesis that the feedback-Ne reflects a learning process in which the internal state of learners is modified. More specifically, this modification likely involved the learners representation of the declension regularities on which they based their grammaticality decisions. The learners, starting with no or very little knowledge as indicated by their near-chance performance in the pre-test, had to extract the relevant grammatical knowledge from the information provided by the feedback. This means that initially this feedback must have had a relatively large impact on the learners representations as indicated by a performance increase to a high level. Even though at higher performance levels negative feedback arguably constituted a stronger conflict with the participants expectation (they knew the probability of having made a correct decision was higher than at the beginning), the amplitude of the ERP response to negative feedback decreased. In line with Holroyd and Coles (2002) prediction this may be interpreted as showing that in spite of negative feedback the learners were less prone to change their internal representations at later stages of training.

Our data do not allow any conclusion with respect to a possible response negativity. A plausible explanation for the weak response-Ne might be the task parameters. Unlike the speeded response time tasks used in previous studies of the response-Ne, participants in our study were not under substantial time pressure to provide their responses. This may have contributed to the relative weakness of the response-Ne effect, and future work investigating the response-Ne in grammatical learning might impose a shorter response deadline to boost the effect.

The second component of the feedback response, the feedback positivity (Pe), contrary to the feedback negativity became larger as a function of training and individual variation in the feedback-Pe amplitude was related to discrimination performance. As mentioned in the Introduction, the response Pe has been suggested to be a type of P300 reflecting error awareness (Leuthold and Sommer, 1999; Frank et al., 2007). An extension of this functional characterization of the response Pe to the feedback-Pe would be in accordance with our data as the awareness of a conflict between the participants expectation and the actual feedback quite plausibly increased with the participants performance level. The better their performance level, the larger the perceived conflict would be and hence the corresponding feedback positivity.

The changing P600 and Ne/Pe ERP responses in this experiment suggest that the presentation of a series of phrases (along with the feedback) affects the behavioral classification of phrases presented at a later point in time. The relationship between the feedback activity and the violation-related activity appears to be complex, however, for at least two reasons. First, the error-related activity was both changing and multi-phasic. Over the course of training from the first to the second day, the feedback-Ne amplitude decreased while the feedback-Pe amplitude increased. Second, while the P600 amplitude increased with training, it was not itself statistically related to the Ne/Pe activity, possibly due to too much variability in the responses. While this pattern of activity precludes a simple account of the relationship between feedback and discrimination improvement, the results do provide additional support for the claim that feedback-related activity (Ne and/or Pe) can be related to grammatical learning under some circumstances. Nevertheless, given these findings, future work might employ experimental designs which are better optimized to estimate the P600 and Ne/Pe relationship, perhaps by focusing on a single type of violation with more trials and more training. The regression results also indicate that valence toward learning German or languages generally (like–dislike scale, number of languages known), as well as working memory span may be important modulating variables. Given the sample size of the present experiment, perhaps behavioral experiments on learning, which can be run with substantially larger sample sizes, could better elucidate whether these factors strongly modulate learning.

While error-related activity was related to discrimination improvement like the previous study, one notable exception was that the present study did not show a direct relationship between Ne amplitude and discrimination performance. The main differences in design were the absence of explicit instruction in the present study, and the temporal separation of the classification response from the feedback. In addition, feedback was presented on both days of training in the present study, but only during the first day of the previous study. It was hypothesized that slower learning would slow the evolution of the error-related activity over a longer time scale, but the absence of the instruction may have altered the task dynamics in such a way to make the experiments less than fully comparable. As expected, performance on the present experiment improved more slowly than in Davidson and Indefrey (2009), most likely because participants in the present study had to determine how to classify the phrases by trial and error, rather than by relying on their memory for the explicitly provided rules.

It may be that in this task, the feedback-Ne reflects recognition that the current hypothesis about grammatical classification needs to be changed. With little initial knowledge (in the present experiment), the large Ne may reflect a new, updated hypothesis, but this new hypothesis may not have been correct. Participants who updated to a better hypothesis early would in fact have shown smaller Ne subsequently. Those who changed several times before they got it right might have shown in total larger Ne responses. This would explain the present data well, but in turn raises the question about the relationship found in the previous study. In the previous study, the instruction may have made it more likely that the initial change in hypothesis was effective, because it could have strengthened the memory of the instructions. Although speculative, this account of the Ne/Pe contribution to the effects observed here could be investigated in future experiments by including a variable that would affect participants’ ability to apply rules, or the number of rules to be applied. The results also suggest independent roles for the feedback-Ne and feedback-Pe effects, which have not been extensively investigated previously (see also Overbeek et al., 2005).

Finally, the results suggest that future models of grammatical plasticity should include not only an account of the learning of grammatical knowledge, but also an account of how grammatical knowledge is lost, or otherwise made unavailable after a period of disuse. The present results, along with several other recent findings (Mueller et al., 2005; Osterhout et al., 2005, 2006) suggest that the learning of grammatical knowledge can occur quite rapidly in adults, at least when acquired explicitly. The learning of this knowledge does not imply that it is stable, however. Without maintenance or usage to reinforce learning, adult grammar knowledge appears to be vulnerable to decay or interference. Future work might investigate whether the dominant factor(s) determining the effects of the hypothesized sensitive period in adult grammar learning are more related to retention than learning.

5. CONCLUSION

The experiment described here has shown that there are several electrophysiological correlates of learning in grammar-learning tasks with feedback. The results showed that these ERP measures are dynamic, in the sense that they can change within the span of one or two experimental sessions, at least with Dutch participants learning German as studied here. The results were largely congruent with the pattern of data reported in Davidson and Indefrey (2009), despite the absence of instructions in the present experiment. The response- and feedback-ERP results can be taken as evidence that cognitive control mechanisms function during explicit learning to help modify the knowledge state of second language learners, and/or enable the memory of this knowledge so that it can be put to use during real-time language comprehension.
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Inhibitory control processes have been recently considered to be involved in interference resolution in bilinguals at the phonological level. In this study we explored if interference resolution is also carried out by this inhibitory mechanism at the grammatical level. Thirty-two bilinguals (Italian-L1 and Spanish-L2) participated. All of them completed two tasks. In the first one they had to name pictures in L2. We manipulated gender congruency between the two languages and the number of presentations of the pictures (1 and 5). Results showed a gender congruency effect with slower naming latencies in the incongruent condition. In the second task, participants were presented with the pictures practiced during the first naming task, but now they were asked to produce the L1 article. Results showed a grammatical gender congruency effect in L1 that increased for those words practiced five times in L2. Our conclusion is that an inhibitory mechanism was involved in the suppression of the native language during a picture naming task. Furthermore, this inhibitory process was also involved in suppressing grammatical gender when it was a source of competition between the languages.
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INTRODUCTION

One important question in bilingual language processing is how people who speak two or more languages are able to control their linguistic production. People immersed in a context of second language acquisition often make mistakes and access native language words even when the alternative language is needed (Kroll and Stewart, 1994; Colomè, 2001). Furthermore, sometimes they report forgetting some words in their native language, when it is infrequently practiced (Seliger and Vago, 1991; De Bot, 1999). One approach to understanding these detrimental effects has been to propose that they are produced by a process that is similar to that producing forgetting during memory retrieval. Levy et al. (2007) have shown that retrieving some information from memory can produce forgetting of associated competing information (Anderson et al., 1994). They have suggested that forgetting of first-language lexical representation when immersed in a second language context may be due to an attentional inhibitory mechanism that suppresses unwanted memories to facilitate retrieval of the relevant information (Levy et al., 2007). In general, any situation that requires memory retrieval in the presence of competition will entail inhibition of the competing information (Anderson et al., 1994, 2000; Anderson and Spellman, 1995; Anderson and McCulloch, 1999; Anderson and Green, 2001). An indirect consequence of this process is that the inhibited information will be less accessible and harder to retrieve at a later moment. Two important properties of inhibition as a memory selection mechanism is that (1) inhibition depends on the presence of competition (Anderson et al., 1994); and (2) it is specific to the dimension of the memory representation that is competing for selection, meaning that inhibitory effects should depend on the degree to which the memory trace tapped by the final test matches the memory trace that was competing during the encoding phase. For example, if competition is lexical in nature (i.e., words starting with the same beginning), inhibition will specifically act upon the lexical representation that will be less accessible in a later test. But, to capture lexical inhibition, a lexical test (i.e., lexical decision) would be needed (Tulving and Thomson, 1973; Morris et al., 1977; Bajo et al., 2006).

Hence, similar to what occurs in memory, first-language forgetting may arise, at least in part, from the suppression or inhibition of native language. For that to occur, interference and competition between the two languages of the bilingual are required (Kroll and Stewart, 1994). The aim of the experiments reported in this paper is to show that in similar vein grammatical gender can also be inhibited. In order to provide a context for this claim, we will first discuss the evidence regarding language co-activation and between-language competition at the lexical and grammatical level and next we will go back to the evidence regarding inhibitory control in language selection.

LANGUAGE CO-ACTIVATION AND COMPETITION

Numerous studies have provided evidence that linguistic properties of the non-intended language affect the production of the intended language at the semantic and the phonological levels (Hermans et al., 1998; Costa and Caramazza, 1999; Costa et al., 1999, 2000; Colomè, 2001; Dijkstra, 2005; Macizo and Bajo, 2006; but see Costa et al., 2006, for a critical discussion). For instance, in a series of picture–word tasks, Costa et al. (1999) reported lexical connections between the two systems of bilingual Catalan–Spanish speakers. They found interference effects when participants had to name pictures presented with semantically related words for both same- and different-language conditions, relative to when they were presented with semantically unrelated words. On the other hand, Colomè (2001) used a phoneme monitoring task on words self-elicited from pictures to demonstrate that the language that a bilingual is not using is nevertheless activated. When Spanish–Catalan bilinguals had to decide if a specific phoneme was present in the Catalan name of the picture, participants took longer to reject the phoneme when it was part of the Spanish word relative to a control condition.

Given the evidence of interaction between the semantic and phonological features of the lexical systems in bilinguals, we can also expect between-language competition at the level of grammatical gender. Grammatical gender has been proposed to be a property of the nouns that is stored at one representational level different from conceptual and phonological information (Caramazza and Miozzo, 1997; Levelt et al., 1999). However, how grammatical gender interacts during lexical selection in bilinguals is more controversial (Costa et al., 2003; Salamoura and Williams 2007; Bordag and Pechmann, 2008; Lemhöfer et al., 2008; Paolieri et al., 2010a), probably due to the different characteristics of the gender systems in different languages. For instance, Costa et al. (2003 assume a complete autonomy of the gender systems of the two languages of the bilinguals. In a series of picture naming experiments manipulating grammatical gender congruency in different pairs of languages, the authors found similar naming times for same- and different-gender pictures. Costa et al. (2003) concluded that the grammatical gender of the words in the non-response language does not affect lexical processing in the response language. In contrast, Bordag and Pechmann (2007) and Lemhöfer et al. (2008) reported L1 and L2 interactions at the grammatical level of representation in Czech–German and German–Dutch bilinguals, respectively. Furthermore, they observed between-language gender interaction even when they controlled for the influence of phonological form (e.g., noun termination) in both production and comprehension tasks (Bordag and Pechmann, 2007); and even when using a lexical decision task where the cognate status of the words was manipulated (Lemhöfer et al., 2008).

Within the context of bilingualism, the effect of gender congruency has been also found in both bare noun production and noun phrase production with German–Dutch and Italian–Spanish speakers (Lemhöfer et al., 2008; Paolieri et al., 2010a)1. Paolieri et al. (2010a) observed robust gender congruency effects with Italian–Spanish bilinguals. In this study participants had to name pictures in L2 or to translate words from L1 to L2, producing either bare noun or noun phrases. In all conditions, participants showed shorter response latencies when the nouns of the two languages shared grammatical gender than when their grammatical gender was different. Thus, independently of the type of task (L2 picture naming or forward translation) and on the type of response (bare noun or noun phrase), their results speak in favor of grammatical gender interactions between the two languages of the bilinguals. These results contradict the notion that grammatical gender is only selected when producing gender-marked utterances (Caramazza and Miozzo, 1997; Levelt et al., 1999), and support the idea that the selection of one lexical node involves obligatory access to syntactic features (Cubelli et al., 2005; Paolieri et al., 2010a,b). And more importantly, they suggest that the two lexical–grammatical representations of the words are activated in the bilinguals mind and compete whenever lexical selection is needed.

INHIBITORY CONTROL IN LANGUAGE SELECTION

Given that most studies point to a non-selective activation of languages during bilingual production, the question concerns how the system handles such unintended activation. For example, the model proposed by Costa and collaborators (Costa et al., 1999; Costa, 2005) assumes that although the lexical candidates in both languages are active simultaneously, the intention to speak only one of them restricts selection to the target language. In this way, co-activation does not lead to interference and competition during the planning of the utterance.

However, another possibility is that both lexical representations also compete for selection, and that such selection is managed by inhibitory processes acting on the lexicon. One version of inhibitory model (Inhibitory Control Model; Green, 1998) claims that inhibitory control is triggered whenever active lexical representations from the two languages compete for selection. This inhibitory mechanism is in charge of suppressing the non-target representations; as a consequence between-language interference is reduced and selection of the appropriate entries is facilitated. The role of inhibitory processes on selection is not restricted to the bilingual field, but it is shared with other cognitive areas such as visual attention, memory and language comprehension and production. For example, popular explanations of the inhibition of return effect (e.g., Tipper et al., 2003) have suggested that already-sampled spatial locations are inhibited to facilitate visual search. Similarly, some memory theories assume that inhibition of competing representation facilitate retrieval of target memories (Anderson et al., 1994), and many theories of language production assume that lexical selection is achieved by means of inhibitory connections at the level of lexical representations (e.g., Berg and Schade, 1992; Cutting and Ferreira, 1999). Hence, research in different cognitive domains has suggested that both lexical and perceptual representations can be inhibited.

Most of the evidence regarding inhibitory language control comes from results of the language switching tasks (Meuter and Allport, 1999; but see Abutalebi and Green, 2008; for a review). In these studies participants are required to name digits or pictures in L1 or L2 in an unpredictable manner. Hence, there are trials in which the response language is the same as that in the preceding trial (non-switch trials) and trials in which the response language differs from the preceding trial (switch trials). When bilinguals perform this task they are slower in switching trials relative to non-switch trials (switching cost), but the most interesting pattern is that switching from L2 to L1 produces a larger cost than switching from L1 to L2. This asymmetrical cost has been interpreted as evidence of inhibition by assuming that naming in L2 requires inhibition of the more dominant L1, so that when bilinguals switch back into the L1 naming, additional time would be required to overcome the strong inhibition of L1 representations.

Similarly, Linck et al. (2009) provided support for the inhibitory account in a study in which they compared L2 learners immersed in a L2 context with L2 learners without immersion experience. In a very simple task, they showed that relative to classroom learners, the immersed learners produced significantly more examples in L2, but more interestingly, they produced significantly fewer examples in their L1, indicating that L2 immersion increases the amount of inhibition on L1 so that L1 become less available for the immersed bilinguals. Note that inhibition in the language switching and verbal fluency tasks are global in nature and directed to the non-appropriate language. In this sense, these tasks do not tap into specific memory representations since the lexical and conceptual units change from one trial to next and therefore is the language what it needs to be inhibited.

Evidence for representation specific inhibition comes from several recent lines of research. For example, Macizo et al. (2010) and Martín et al. (2010) asked Spanish–English bilinguals to perform a relatedness judgment task including interlexical homographs (e.g., “pie,” meaning “foot” in Spanish). Pairs of English words were presented and the participants had to decide whether or not they were related. Results indicated that participants were slower to respond to homographs presented along with words related to the irrelevant Spanish meaning of the homograph relative to control words (e.g., “pie-toe” vs. “log-toe”). Moreover, after responding to homographs, the participants responded more slowly when the following trial required activation of the irrelevant homograph meaning (e.g., “foot-hand” preceded by “pie-toe”). These results suggest that bilinguals activated both of their languages (homograph interference) and that they inhibited the irrelevant homograph meaning in order to overcome interference and perform the task.

Similarly, Levy et al. (2007) have also demonstrated that inhibition is responsible for the suppression of native language at the phonological level. In their study, native English speakers had to name pictures in Spanish-L2 for 1, 5, or 10 times (e.g., culebra; snake). Afterward, the accessibility to the same words in the native language was measured using an independent probe (Anderson and Spellman, 1995) rhyme test (e.g., break-s_____). Results showed that words named in Spanish (L2) 5 or 10 times led to decreased recall of the corresponding English (L1) names than those named in L1 or named in L2 only once. Moreover, in Experiment 2 they were able to isolate the specific inhibitory effect to phonology since presenting semantic cues (e.g., venom-s_____) did not produce the forgetting effect of naming repeatedly pictures in L2. Thus, repeatedly naming L2-words inhibited the phonology of their English (L1) names, but facilitated concept accessibility. The authors conclude that phonological first-language attrition arises from inhibition of the phonological native language representations during second language use. This experiment illustrates the importance of inhibitory mechanism in overcoming interference during second language acquisition.

Hence, although there is much evidence showing that the two language systems of the bilingual interact at the semantic, phonological, and grammatical levels (Costa and Caramazza, 1999; Costa et al., 2000; Colomè, 2001; Paolieri et al., 2010a), and that inhibitory mechanisms are triggered to reduce the interference due to co-activation at the semantic (Macizo et al., 2010; Martín et al., 2010) and phonological level (Levy et al., 2007; but see Finkbeiner et al., 2006, for a critical discussion), there is no evidence showing that inhibitory processes can also act at the lexical/grammatical (gender) level of representation.

The aim of this study is to confirm that the two lexical systems of the bilingual are activated and interact at the grammatical gender level, and more interestingly, to investigate whether inhibitory mechanisms are responsible for resolving between-language competition at this representational level. Similarly to Levy’s study (Levy et al., 2007), we asked Italian native speakers to name pictures in Spanish-L2 by producing bare nouns. In this first picture naming phase, we manipulated the gender congruency of the nouns between the two languages (grammatical gender congruent vs. grammatical gender incongruent) and the number of presentations of each picture (one or five times), in order to create more or less L1 inhibition. Note that picture naming involves the activation of the grammatical properties of the language (Cubelli et al., 2005; Paolieri et al., 2010a,b), as long as these grammatical properties of the two languages are activated and are incongruent (Paolieri et al., 2010a), they will compete for selection and the inappropriate grammatical feature would be inhibited. Hence, words with incongruent gender in the two languages would produce competition that in turn would trigger inhibition. In addition, the higher the number of naming trials in L2, the greater the inhibition that would act upon the particular L1 incongruent grammatical property.

In the second phase, participants had to complete an article production task in Italian-L1 for the same pictures practiced in L2 during the first task. This task was selected because it specifically captures gender access since participants are asked to produce only the definite article. We expected that trials containing incongruent gender stimulus would show slower response times when producing the article in L1; and more importantly, that this difference would be larger for words practiced more times in the previous L2 naming task. For this later task, new pictures (never presented during the naming phase of the experiment) were added as a baseline to observe the effect of previous naming (see Levy et al., 2007, for a similar procedure). Given that participants had to produce the definite article in their native language, we did not expect gender effects for these new items.

MATERIALS AND METHODS

PARTICIPANTS

Thirty-two Italian–Spanish bilinguals voluntarily participated in the experiment. L2 proficiency was assessed at the end of the session through a subjective questionnaire (see Table A1 in Appendix for a description of the sample of participants). They all had normal or corrected-to-normal vision.

DESIGN AND MATERIALS

The experiment consisted of two main phases: (1) Picture naming task in L2 (Spanish) by producing bare nouns, and (2) Retrieval of L1 article corresponding to the presented pictures. This design was created in order to produce the inhibition of Italian-L1 gender by naming gender congruent and incongruent items in Spanish-L2 during the first part of the experiment, and then measure access to the specific representations of these lexical entries during the Italian-L1 task (see Levy et al., 2007, for a similar procedure).

Grammatical gender (Congruent vs. Incongruent) and Number of presentations of each picture (1 vs. 5) were manipulated within subjects during the Spanish (L2) naming task. Seventy-two pictures were chosen from the sets of Lotto et al. (2001), half with the same gender in Italian and Spanish (e.g., SciarpaFEM and BufandaFEM, in Italian and Spanish respectively –scarf–) and half with different gender (e.g., LettoMAS and CamaFEM, in Italian and Spanish respectively –bed–). At the same time, half of the words were masculine and half were feminine in gender. This set of stimulus consisted of 48 experimental pictures to be used both in the first and second task, and 24 additional control items to be included as baseline for the second task (a complete list of the stimulus materials is provided in Table A2 in Appendix). Cognate words were not included as experimental material. Gender Congruent and Incongruent words did not differ (all ts < 1) for frequency (Alameda and Cuetos, 1995 for Spanish, and Bertinetto et al., 2005 for Italian), number of letters, number of syllables, and phonological/orthographic overlap. The last one was calculated computing the percentage of number of letters shared by the words in the two languages.

For the picture naming task in L2 (task 1), half of the pictures were presented once and half five times. Two different pseudorandom lists including 48 experimental items were created. Lists were constrained as follows: (1) No more than three congruent or incongruent stimuli could appear consecutively; (2) the lag between repetitions of a particular picture had to be of at least three trials; (3) no semantic or phonological relationship could exist between pictures in consecutive trials. Finally, each list included a total of 144 trials. Repetitions of each picture and list were counterbalanced across participants.

Regarding the article retrieval task in L1 (task 2), one randomized list was created and divided in two blocks counterbalanced across participants. The list consisted of a total of 72 trials (48 experimental pictures named in L2 during the previous task plus 24 new control pictures).

PROCEDURE

Participants were tested individually. The experimenter was seated behind the participant to record errors and responses. The stimuli were presented using E-Prime experimental software, 1.1 version (Schneider et al., 2002). The whole experiment lasted about 40 min. Before starting, participants completed a familiarization phase with the complete set of pictures. A trial in the familiarization phase consisted of the presentation of each picture with its translation in both languages (e.g., “Il letto – La cama,” for the picture of a bed). The participants had to indicate to the experimenter if they knew the words in Spanish (L2). Then, the experimental tasks were administered in the following order: (1) Picture naming task in L2 and (2) article naming task in L1.

Task 1: picture naming task in L2

The objective of this task was to produce inhibition of the nouns in Italian-L1. Participants had to name pictures in Spanish-L2, and they were instructed to name them as quickly and accurately as possible using the bare noun (i.e., without using the define article “el” or “la” in Spanish). A trial consisted of the following events: A fixation point (+) presented at the center on screen for 750 ms; presentation of the picture until the participants’ response or for a maximum of 4000 ms; and a blank interval for 750 ms before the next trial. A practice block of 12 trials was administrated before starting the task. Naming latencies were measured from the onset of the stimuli until the beginning of the response. Naming errors and equipment failures were registered.

Task 2: article production task in L1

The objective of this task was to measure the speed of access to the grammatical gender information of those nouns practiced during the previous task in L2. For that, the participants had to retrieve and name the definite article corresponding to the presented pictures (the same practiced in L2 during the previous task plus the new control items). Each trial consisted of the following sequence of events: A fixation point (+) for 750 ms; the presentation of the picture that remained on the screen until response or for a maximum of 4000 ms; and a blank interval for 750 ms.

Finally, an L2 subjective questionnaire was administered.

RESULTS

TASK 1: PICTURE NAMING IN L2

Several types of responses were excluded: (1) Naming latencies below 300 ms and exceeding 2500 ms, (2) naming errors and verbal dysfluencies, (3) Spanish words unknown by the participant. Overall, 24.11% of the trials were excluded from the analyses [70% of that percentage was due to non-responses, and these trials were not included in the analyses of the second task (see below)]. An ANOVA introducing Grammatical Gender (Congruent vs. Incongruent) and Number of Presentations for each picture (1 vs. 5) revealed a main effect of Grammatical Gender [F (1, 31) = 4.367, MSE = 2.954, p = 0.004], with congruent items 20 ms faster than incongruent ones [884 ms (SD = 176) and 904 ms (SD = 177), respectively]. The main effect of Number of Presentations was also significant [F (1, 31) = 183.474, MSE = 11.525, p = 0.0001], revealing faster naming latencies with pictures practiced more times [1022 ms (SD = 131) and 756 ms (SD = 110), for pictures practiced once or five times, respectively]. Finally, the interaction between the variables was not significant [F (1, 31) = 0.855, MSE = 4.565, p = 0.362].

TASK 2: ARTICLE PRODUCTION TASK IN L1

Naming errors (8.37% of the trials), verbal dysfluencies, response times below 300 ms and exceeding 2500 ms, and naming latencies for those pictures that were never successfully named during the previous task in L2 were eliminated from the analysis (overall, 31.34% of the trials). Naming errors included cases where the participants produced the wrong name of the picture as well as the wrong article (unfortunately our coding system did not permit to separate the two types of naming errors). An analysis of these combined errors comparing the Congruent and Incongruent conditions showed that incongruent nouns produced significantly more errors than congruent ones (109 and 64, respectively) [F (1, 31) = 12.1304, MSE = 2.6084, p = 0.001]. Regarding the latencies for the article production, an ANOVA including Grammatical Gender (Congruent vs. Incongruent) × Number of Presentations (0, 1, and 5) showed a main effect of Grammatical Gender [F (1, 31) = 19.684, MSE = 19.429, p = 0.0001], Number of Presentations [F (2, 62) = 10.021, MSE = 14.039, p = 0.0001], and the interaction of Gender × Number of Presentations [F (2, 62) = 11.554, MSE = 11.163, p = 0.0001].

In order to understand this interaction, we compared, first, congruency effects for each level of repetition. Planned comparisons yielded significant differences between congruent and incongruent items practiced once in L2, with slower RT in the incongruent condition [1089 ms (SD = 203) and 1200 ms (SD = 195); F (1, 31) = 17.224, p = 0.0002]. This difference was also significant when the pictures were practiced five times [1091 ms (SD = 196) for congruent and 1257 ms (SD = 213) for incongruent; F (1, 31) = 27.074, p = 0.0001], but not when the pictures were practiced zero times [1241 ms (SD = 220) for congruent and 1231 ms (SD = 193) for incongruent; F (1, 31) = 0.100, p = 0.752]. Note that non-repeated pictures were never named in L2, and therefore they were never subject to interference. Because article production for these new pictures was performed in L1, it is not surprising that congruency effect were not present. However, when the pictures were named in L2 and they were incongruent, the more times the pictures were named in L2, the harder to find the appropriate article in L1. That is, the gender congruency effect became larger with repetitions because incongruent articles were harder to retrieve.

When we compared 1 vs. 5 L2 naming for congruent and incongruent items, repetition effects were only present for the incongruent condition2. The results of these comparisons indicated that for incongruent nouns significant differences between pictures practiced one and five times in L2 were obtained, with slower RT for the pictures practiced five times [1200 ms (SD = 195) and 1257 ms (SD = 213); F (1, 31) = 4.896, p = 0.03]. In contrast, this difference was not significant for congruent items [1089 ms (SD = 203) for one repetition and 1091 ms (SD = 196) for five repetitions; F (1, 31) = 0.006, p = 0.93]. This pattern indicates that the congruency effect was driven by an increased interference in the incongruent condition with more repetitions, and not by facilitation in the congruent condition across repetitions.

DISCUSSION

The aim of this study was to demonstrate that not only the two gender systems of a bilingual are functionally connected, but also that this co-activation can cause competition processes that are resolved by inhibitory mechanisms at the grammatical level of representation. In the first phase of the experiment, we found that participants took more time naming pictures with incongruent Italian–Spanish gender. Furthermore, this effect was observed through a bare noun picture naming task in which explicit access to the grammatical gender information of each word is not mandatory. This result supports the notion that grammatical gender selection is not constrained to noun phrase production tasks, in which explicit access to the gender representation is required (i.e., when participants are asked to name pictures using the gender-marked definite article; Cubelli et al., 2005; Paolieri et al., 2010a,b), and that grammatical gender is a lexical property that is automatically activated and interacts across the bilinguals lexical systems (Bordag and Pechmann, 2007; Lemhöfer et al., 2008; Paolieri et al., 2010a). Although we do not have a monolinguals control condition in the experiment to show that the effect is really due to between-language activation in bilinguals and to possible differences between gender congruent and incongruent words, Paolieri et al. (2010b) tested Italian monolingual participants with similar materials and showed that this effect was not present in monolinguals. In summary, results from task 1 suggest that grammatical gender is an intrinsic part of the lexical representation, and it is always available when a noun is retrieved (Paolieri et al., 2010a,b). Therefore, gender effects should be observed in all tasks requiring lexical access, whether producing a noun phrase with explicit gender markers or the bare noun along.
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Figure 1. Response latencies (in milliseconds) producing the L1 definite article for those pictures presented zero, one, or five times in the previous L2 picture naming task.



In our study, between-language gender incongruency introduced competition so that when there was no agreement between Italian–Spanish gender for the corresponding object, naming latencies were slower than when there was agreement between them. This between-language competition at the grammatical level seems to have triggered inhibitory processes. Then, the interference created by gender incongruency was resolved by inhibiting grammatical gender representation of the Italian-L1 words in order to facilitate the correct naming of each picture in Spanish-L2. Because of this inhibition, later retrieval of L1 grammatical information (retrieving the appropriate article) of incongruent words took longer relative to the retrieval of the appropriate article for gender congruent pictures.

According to the IC model (Green, 1998); bilinguals trigger inhibitory control mechanisms to select the desired representations when they experience between-language competition. In this study we show that during an L2 naming task both L1 and L2 lexical representations are activated and compete, in particular this competition is evident when the grammatical gender information in the two languages is incongruent. The results of the picture naming task demonstrate that the participants took more time naming the pictures when the grammatical gender of the corresponding names was incongruent than when it was congruent. This congruency effect demonstrates that L1 was activated even when only L2 was needed for naming and that this activation included grammatical features.

More importantly, results of the second task involving retrieval of the article in L1 indicate that the grammatical competition during L2 naming was resolved by specifically inhibiting the competing grammatical gender in L1. Note that in the article naming task access to the gender information was needed, and therefore it is a task that specifically taps gender processing, in order to measure the access of gender representation properly (see Bajo et al., 2006, for the importance of task specificity to test inhibition). Although we found a significant gender congruency effect between objects practiced once and five times, the fact that this effect in L1 is larger as the number of repetitions in L2 increases clearly show that this gender congruency effect is the result of the previous naming in L2. In addition, the absence of such effect with pictures never presented for L2 naming also signals that the slower response times with repetition are due to the mechanism involved in reducing gender interference during picture naming. Nevertheless, direct evidence in favor of an inhibitory account is provided when we focus on the effect of repetition on incongruent pictures and the increment in L1 article retrieval for pictures named five times in L2. The fact that this effect was absent for congruent objects tell us that the impairment is caused for the competition arisen for the incongruent between-language gender for the nouns, and not for facilitatory effects in the congruent condition.

However, it could be argued that this data are open to alternative explanations. First, it could be argued that the congruency effect is not due to the co-activation of grammatical features that compete for selection, but to the effect of determiners similarity. This might be the case because of the particular form of the determiners used in Spanish and Italian. Thus, in Spanish they are “el” for masculine and “la” for feminine, whereas in Italian there are “il”/“lo” for masculine and “la” for feminine. So, the incongruency effect could be interpreted as due to the similarity in word form of the Spanish and Italian feminine determiners. To rule out this alternative explanation we performed additional analyses introducing gender as a variable. If the gender effect was due to form similarity we should find that in the L2 naming task the masculine condition should produce longer effects than the feminine condition. The results of the ANOVA on the L2 naming times with Gender, Congruency, and Repetition as independent variables showed a main effect of Congruency [F (1, 31) = 5.3811, p < 0.05], and Repetition [F (1, 31) = 173.934, p < 0.05]. However, Gender (feminine vs. masculine) was not significant and did not interact with any of the other variables (all ps > 0.05). This suggests that the congruency effect was not due to form similarity, but to gender incongruency. In addition, the ANOVA performed in the article naming task of the second phase showed that the critical Gender × Congruency × Repetition interaction was not significant [F (2, 56) = 0.276, p > 0.05]. Indicating that Congruency × Repetition (the inhibitory index) was similar for both feminine and masculine.

Similarly, it could be argued that the effect of repetition in incongruent trials might be due to associative interference. Within the memory field, some have argued that the forgetting induced by retrieval of information is due to the strengthening of the practiced items with the contextual cue, so that when that cue is later presented for recall, the strengthen representation is activated first and block the retrieval of the non-practiced items (Raaijmakers and Shiffrin, 1981). In this context, this associative account would suggest that practice in L2 naming would strengthen the relation between the presented pictures and the L2 name, so that later, when participants saw the pictures again the strengthen L2 representation would come to mind and block the retrieval of the L1 representation. In the memory literature, this interpretation has been ruled out by showing that retrieval induced forgetting is also produce when the task used to capture forgetting of the unpracticed items does not test the strengthened relation. This is done by presenting either novel cues (Anderson and Spellman, 1995; Bajo et al., 2006) or item specific tests (Román et al., 2009). Although our procedure is not exactly cue independent, in our experiment the particular tasks used during the first and second phase were selected so that associative interference was not present. Thus, in the first phase a bare noun naming task was used to avoid the presentation of the L2 determiner, whereas in the second phase we asked participants to only name the L1 determiner corresponding to the object in the picture. Hence, the picture and the L2 determiner were never presented together during the first phase to produce strengthening of the picture-determiner representation. Hence, the relation between the picture and the L2 determiner was never strengthened and there are no reasons to think that the determiner in L2 was blocking retrieval of the L1 determiner.

Hence, the results speak in favor of the importance of inhibitory control mechanisms in resolving between-language competition in bilinguals at the grammatical gender level. (Levy et al. 2007) observed co-activation at the phonological level and were able to show that phonological competition was resolved by means of inhibition of phonological representations. In our experiment, we were able to find a similar pattern of inhibition at the grammatical gender level. Together, both studies highlight the importance of executive control mechanisms for controlling language production in bilinguals.

In conclusion, grammatical gender information is a lexical representation that is automatically activated and can cause competition between-languages with similar gender systems. This interference seems to be solved by inhibitory mechanisms that suppress momentarily the grammatical gender representation of specific lexical entries. Although more research is needed to isolate the specific inhibition of competitive traces, the fact that competition processes are required for inhibition to occur seems to be clear.
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Footnotes

1The selection of grammatical gender in bare noun production is a controversial topic in monolingual language production. A reliable effect of grammatical gender congruency in bare noun production has been found in Italian and Spanish, two Romance languages with a similar morphological system. In contrast, with Italian and Spanish, the gender congruity effect has never been observed in Dutch (La Heij et al., 1998; Starreveld and La Heij, 2004), where no inflection has to be selected for the production of bare nouns. To explain the different pattern of results in Italian, Spanish, and Dutch, D:Cubelli et al., 2005; see also Paolieri et al., 2011) assumed that the gender congruency effect in the picture–word paradigm depends on the specific, formal, morphosyntactic properties of individual languages.

2It could be argued that the proper comparison to claim inhibitory effects is the comparison between zero and five repetitions. In fact, RIF effects in standard memory procedures with categorical materials come from comparing practiced items from practiced categories to items belonging to unpracticed categories. However, we think that in the present procedure the proper comparison involves one to five repetitions. Standard RIF with categorical material involves the presentation of common familiar concepts, whereas the L2 picture naming task in the present experiment (see also Levy et al., 2007) involves the presentation of new unfamiliar pictures (depicting common objects). Hence, the first naming trial would increase the familiarity with the picture and produce facilitation (see Johson and Anderson, 2004; and Levy et al., 2007, for further discussion and similar results in other inhibitory paradigms). Although not significant (p > 0.05), Figure 1 shows that RT to items named for the first time is faster than the RT to new items, these differences in perceptual familiarity may obscure inhibitory effects when comparing 0–5 repetitions in incongruent trials (p > 0.05). However, the inhibitory effects clearly emerge when comparison involve already familiar items (1 vs. 5 presentations).
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Table A1. Language history and self-evaluated proficiency scores of the Italian–Spanish bilinguals.
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Previous studies have demonstrated a bilingual advantage in the efficiency of executive attention. A question remains, however, about the impact of the age of L2 acquisition and relative balance of the two languages on the enhancement of executive functions in bilinguals, and whether this is modulated by the similarity of the bilingual’s two languages. The present study explores these issues by comparing the efficiency of attentional networks amongst three groups of young adults living in Australia: English monolinguals and early and late Chinese–English bilinguals. We also address the impact of bilingualism on hemispheric lateralization of cognitive functions, which is of interest since a recent study on early bilinguals revealed reduced hemispheric asymmetry in attentional functioning. In the present study, participants performed a modified version of the lateralized attention network test. Both early and late bilinguals were found to have more efficient executive network than monolinguals. The late bilinguals, who were also reported to be more balanced in the proficiency and usage of their two languages, showed the greatest advantage in conflict resolution, whereas early bilinguals seemed to show enhanced monitoring processes. These group differences were observed when controlling for non-verbal intelligence and socioeconomic status. Such results suggest that specific factors of language experience may differentially influence the mechanisms of cognitive control. Since the bilinguals had distinct language sets, it seems that the influence of bilingualism on executive functions is present regardless of the similarity between the two languages. As for hemispheric lateralization, although the results were not clear-cut, they suggest the reduced lateralization in early bilinguals.
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INTRODUCTION

A person who speaks two languages needs to attend to the language that is appropriate in the particular context and ignore the language that is irrelevant. This kind of experience may lead to development of more effective attentional mechanisms. Indeed, a substantive body of research has consistently shown benefits for bilinguals in some aspects of cognitive functioning, especially in executive control abilities (see Bialystok et al., 2009, for a review). The evidence for a bilingual advantage in tasks requiring resolution of conflict, or inhibition of non-relevant information, is consistent with the notion that bilinguals recruit the executive control system in order to manage the simultaneous activation of their two languages (Green, 1998; Abutalebi and Green, 2007; Kroll, 2008; van Heuven et al., 2008), as well as with the claim that the enhancement of such processes through continual practice may generalize to other domains of cognitive functioning (Bialystok et al., 2009; Ye and Zhou, 2009; Festman et al., 2010).

Although the impact of bilingualism on non-linguistic processes seems to be well-documented, many issues still remain open and there is a clear need to determine the boundaries of such influence. Hernandez et al. (2010) list two possible ways in which this goal may be achieved. The first is to identify the exact components of executive control that are modulated by bilingualism, and the second is to explore the extent to which bilingualism influences other aspects of attention. Both approaches seem to be of great importance since the relationship between bilingualism and executive functions appears to be more complex than initially claimed. Research practice shows that some of the effects indicating cognitive benefits in bilinguals are not always easy to replicate (cf. Bialystok et al., 2005b; Colzato et al., 2008), and the detectability of the bilingual advantage in conflict resolution may be limited to some specific experimental conditions (Colzato et al., 2008; Costa et al., 2009). Moreover, in order to fully understand the nature of the relationship between bilingualism and the reported cognitive gains, we also need to explore which aspects of bilingual experience are crucial for the effect to emerge (Kroll, 2009).

Factors that can potentially contribute to the emergence of the bilingual benefit include the speaker’s language proficiency and relative balance between the two languages, the intensity of daily usage of each of the two languages, length of exposure, age of L2 acquisition, the degree of similarity between a bilingual’s two languages, and specificities related to the context in which both languages are being used on a daily bases. The latter relates to whether the two languages are separated in time in daily use (one language at home, the other at work), or whether daily usage involves frequent mixing of languages. According to Costa et al. (2009), this sociolinguistic factor may impact on whether bilinguals show enhancement of the monitoring aspect of executive functions. Disentanglement of how each of the factors selectively contributes to the cognitive benefit is a challenging task. Let us consider briefly how two of the factors listed above may contribute to changes in attentional control in bilinguals.

SIMILARITY BETWEEN LANGUAGES

Although bilingual benefits in executive functions in children and the elderly have been replicated across different languages and cultural contexts, reports on similar advantages in young adults are scarce and so far limited to bilinguals with language sets that are relatively similar in terms of lexical and grammatical structure (mostly Catalan–Spanish; Costa et al., 2008, 2009; Hernandez et al., 2010; but see Bialystok et al., 2005a; see also Table 1 for a review). It may therefore be that usage of two typologically similar languages requires a greater degree of attentional control, leading to more efficient executive and alerting networks. It remains an open question whether having two structurally distinct language sets will lead to similar advantages in young adults who are at the peak of their cognitive abilities. Costa et al. (2008) suggested that the need to monitor the two languages may be particularly strong in contexts in which bilinguals use their two languages interchangeably (such as Catalan–Spanish speakers in Barcelona) and less needed in the case of bilinguals who have a clear separation between the languages and daily activities.

Table 1. Overview of past studies in which bilinguals and monolinguals were compared with regard to the efficiency of executive control. The table includes a summary of the data on language experience (age of acquisition, proficiency, percentage of usage, relative language balance) of participants if they were provided. The description of participants includes data on combinations of languages that were spoken by the bilingual participants. Such information is missing if groups of bilinguals were heterogeneous and spoke various sets of languages. The table summarizes the results on the efficiency of executive control and the advantage on overall RT across groups.
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AGE OF ACQUISITION

Does one need to be an early bilingual to enjoy the benefits of improved executive functions? Indeed, most research reporting cognitive gains in bilinguals examined bilinguals who learnt their two languages relatively early in life (see Table 1). The only two exceptions so far are studies by Bialystok et al. (2006) and Wodniecka et al. (2010). However, in both of these studies, the late bilinguals represented elderly participant groups. Does it mean that, at least for young adults, early age of L2 acquisition is necessary for the attentional benefit to emerge? If not, what are the critical conditions that must be fulfilled by late bilinguals to confer similar advantages? Age of acquisition might have an influence on bilinguals’ efficiency in executive control not necessarily because of biological or maturational constraints on language learning, but because of a set of environmental factors that might be the consequence of early or late L2 learning. In the most obvious way, age of acquisition has an impact on (although it does not determine) the amount of input that one receives in each language. If the length of simultaneous exposure to two languages is critical for the cognitive advantage to emerge, then early bilinguals should naturally enjoy greater cognitive benefits than late bilinguals. On the other hand, there are grounds to suggest that late bilinguals may, in fact, train their executive control to a greater extent than early bilinguals and hence display a larger cognitive benefit related to the training. Abutalebi and Green (2007) demonstrated that bilingual language production engages the neural executive network to a greater extent than monolingual production, suggesting the importance of the network in selecting a language in the face of interference. Moreover, L2 processing is more effortful than L1 processing and involves more extensive activation in the left frontal region than processing of the same language by monolingual speakers (Wartenburger et al., 2003; Hernandez and Meschyan, 2006; Abutalebi, 2008; Kovelman et al., 2008). This seems to suggest that late bilinguals utilize the executive network to a greater extent than early proficient bilinguals, presumably because executive control not only helps them control interference from their other language, but also supports processing of the less automatic L2. A model developed by Hernandez et al. (2005) proposes that L2 learning involves a competitive interplay between a bilingual’s two languages in which speakers must overcome interference from L1. The more solidified that L1 is, the more difficult L2 learning becomes. It seems plausible then that, although bilingualism may result in massive training of the executive network, late bilinguals are even more prone to this training due to greater interference of L1 during L2 learning.

Previous research has reported bilingual advantages in children and older adults, which are the two groups whose attentional capacities are either not fully developed or are in decline. The first study that demonstrated the effect of bilingualism on executive control in young adults in their twenties was carried out by Costa et al. (2008). The authors used the attention network test (ANT; originally developed by Fan et al., 2002) to compare the efficiency of three attentional networks in Catalan–Spanish bilinguals and Spanish monolinguals: alerting, orienting, and executive control. Attentional networks are a system of functionally and neuro-anatomically independent webs of neural areas, which are involved in three kinds of functions: achieving and maintaining an alert state, orienting to sensory or mental events, and monitoring and resolving competitions or conflicts (Raz and Buhle, 2006; Posner and Rothbart, 2007; Posner and Fan, 2008). Costa et al. (2008) found young adult bilinguals to be advantaged in conflict resolution. Moreover, bilinguals showed a larger alerting effect, but did not differ from monolinguals in their orienting of attention. In addition, bilinguals were overall faster than monolinguals in performing the task. In their subsequent ANT study with young adult bilinguals, Costa et al. (2009) argued that the overall reaction time (RT) advantage of bilinguals may indicate higher efficiency of the monitoring system, which evaluates the need to engage in conflict resolution processes. How exactly the monitoring and the conflict resolution processes interact with each other and to what extent they depend on one another is still an open issue (cf. Costa et al., 2009). Nevertheless, the available evidence suggests that bilingualism may impact various aspects of the cognitive control mechanism. A recent study by Marzecová, Asanowicz, Krivá, and Wodniecka (submitted for publication) replicated the results obtained by Costa et al. (2008) in relation to executive and alerting networks. However no overall advantage in RTs was observed. The results of Marzecová et al. (submitted for publication) suggest an advantage for bilinguals in conflict resolution per se, but not in the process of monitoring (cf. Costa et al., 2009). The participants in that study were early, relatively balanced speakers of two languages that are typologically similar to each other (mostly Czech–Slovak bilinguals). The participants tested in all three studies described above represented similar profiles: They were early bilinguals with life-long exposure to the two typologically similar languages. It is therefore impossible to determine which aspect of their experience was crucial for the attentional advantage that was observed. An important question stemming from previous research with the ANT task, then, is whether similar effects would be observed in a group of bilinguals whose two languages are more distinct from each other, and if so how the later age of acquisition would impact on the pattern of results.

The present study aimed at comparing early and late bilinguals in the efficiency of the three attentional networks, alerting, orienting, and executive control (cf. Posner and Rothbart, 2007; Posner and Fan, 2008), and thus to shed some light on the interaction between age of L2 acquisition and cognitive gains associated with bilingualism. We asked which aspects of attentional functions are modulated by early and late bilingualism and to what extent the L2 age of acquisition has a differential impact on attention. We aimed at extending earlier findings on attentional advantage observed in early young bilinguals by including a group of late bilinguals, who acquired L2 in their adolescent years. Additionally, the bilinguals in the current study were a linguistically homogeneous group whose two languages were very distinct from each other; namely, Chinese and English. This allowed for comparison between the results from the current study with earlier research with bilinguals who spoke two very similar languages.

An alphabetic language like English has a phonemically based script, which is a system of letters that each represents a unit of sound (phoneme). The Chinese language, in contrast, has a morphosyllabic script, which is a system of characters each representing a unit of semantic meaning (morpheme) and having little systematic correspondence to phonology. In order to vocalize and comprehend Chinese, one must memorize the phonology and meaning of each character (Chee et al., 1999; Luk and Bialystok, 2008). Further, neuroimaging evidence suggests that different cognitive and processing resources may be required for reading and understanding Chinese as opposed to English (e.g., Tan et al., 2003), which may result in a lesser conflict between the two languages. If the advantage of bilingualism is related to the two language systems being similar to each other, then the Chinese–English bilinguals, both early and late, would show no advantage over monolinguals in the functioning of attentional networks. On the other hand, if the typological distance between the two languages of a bilingual does not play a role, then the early Chinese–English bilinguals may show advantages in alerting and executive networks, corroborating previous findings with language sets that are more similar to each other (Costa et al., 2008; Marzecová et al., submitted for publication). Such a finding would reveal that bilingual experience influences attentional functioning irrespective of the degree of similarity between languages, and would be consistent with previous studies on Chinese–English bilingual children (Goetz, 2003; Bialystok and Martin, 2004). If advantages in attentional functioning were to be found in early Chinese–English bilinguals, late bilinguals may or may not show similar pattern. If the constant practice in monitoring and switching between languages since an early age is necessary to gain enhancement of attentional functioning, then it may not be observed in late bilinguals. If, however, late bilinguals train the executive network more intensively than early bilinguals (because they need to control interference from L1, which may be even greater than in early bilinguals, as well as to support the less automatized L2; Costa et al., 2009), then the late Chinese–English bilinguals may show even more enhanced efficiency of attention than early bilinguals, especially in conflict resolution processes.

Besides exploring the impact of bilingual experience on attentional networks, we sought to investigate pattern of lateralization in bilinguals’ attentional functioning. The lateralization of attention in bilinguals was of interest since previous research indicated that bilingualism may modulate interhemispheric organization of the attentional networks, especially with regard to executive control (Marzecová et al., submitted for publication). To assess hemispheric asymmetries of three attentional networks (alerting, orienting, and executive control), we employed a lateralized attention network test (LANT; Greene et al., 2008). Reduced hemispheric asymmetry in bilinguals has previously been reported for language functions (Dehaene et al., 1997; Moreno et al., 2010), but also for non-verbal cognitive functions (Hausmann et al., 2004). Moreover, the study by Marzecová et al. (submitted for publication) showed right hemisphere dominance for conflict resolution in monolinguals, and a lack of such asymmetry in bilinguals. Both studies that reported the lack of hemispheric asymmetry tested early bilinguals (Hausmann et al., 2004; Marzecová et al., submitted for publication). It remains an open question, then, whether late onset bilinguals display a similar pattern of lateralization for non-linguistic functions as early bilinguals. The hemispheric asymmetry of linguistic processes appears to be influenced by the age of acquisition of the second language. Meta-analyses of language studies (Hull and Vaid, 2006, 2007) indicate that, regardless of proficiency, bilinguals who acquired their second language at an early age (typically before age six) consistently show more bilateral involvement in linguistic tasks for both L1 and L2. Late bilinguals, on the other hand, exhibit left hemispheric lateralization for both their languages, as is typically observed in monolinguals. Analogously, it is possible that early bilinguals would show reduced hemispheric asymmetry of attentional networks, while late bilinguals would show the same pattern of lateralization as monolinguals. If this is the case, it may be argued that early experience in learning a second language is critical in altering the functional cerebral organization of non-linguistic functioning.

MATERIALS AND METHODS

MATERIALS AND PROCEDURE

Background questionnaire

A language background questionnaire was used to obtain participant information in order to classify the bilinguals as either Early or Late. Demographics details were also collected to allow any major differences between groups, such as age, gender, and socioeconomic background, to be identified. In particular, lower socioeconomic status (SES) has been shown to be associated with deficits in aspects of attention, especially in tasks that require filtering information and managing response conflict (see e.g., Stevens et al., 2009). In the present study, parental occupation was used as an index of SES. Following the recommendations of McMillan (2010), specific occupations of the mother and father were coded using the Australian and New Zealand Standard Classification of Occupations (ANZSCO; Australia Bureau of Statistics/Statistics New Zealand, 2009), and then converted into a percentile score using the Australian Socioeconomic Index 2006 (AUSEI06; McMillan et al., 2009). The higher of the two parents’ scores was retained as the SES score for each participant. Parental education level, determined as the average of the two parents’ number of years of education, provided further information about socioeconomic background, as parental education is a good predictor of SES (see Marks et al., 2000).

In addition to sociodemographic details, bilingual participants provided information relating to language experience, so that effects of individual differences in factors such as proficiency and usage could be examined. Bilinguals rated their proficiency in both Chinese and English, separately for speaking, understanding speech, reading, and writing, using a seven-point scale (1 = Not at all; 7 = Native-like). Self-ratings were also provided for the amount of daily usage of each language (expressed in percentages), the frequency of mixing their two languages in the same sentence, on a five-point scale (1 = Rarely; 5 = Very frequently), and the frequency of deliberately refraining from uttering a Chinese word or phrase when speaking to an English speaker, on a five-point scale (1 = Rarely; 5 = Very frequently). The latter two self-ratings allowed differences in frequency of mixing and inhibiting to be examined. The questions pertaining to language experience were mostly adapted from questions in the L2 Language History Questionnaire (Li et al., 2006) and the Language Dominance Scale (Dunn and Fox Tree, 2009).

Lastly, the handedness of participants was established using a question adapted from the Edinburgh Handedness Inventory (Oldfield, 1971). Participants indicated whether they used their left hand for any of a list of eight activities. People who marked four or more activities were deemed to be left-handed.

Non-verbal intelligence test

In order to compare general non-verbal intelligence across the three groups, participants completed a shortened version of Raven’s Advanced Progressive Matrices Set I (Raven et al., 1998). One point was given for each correct answer, with a maximum total of 12; the total score was used as an index of the person’s general non-verbal intelligence.

Lateralized attention network test

The LANT is a computer-based task requiring manual responses to stimuli presented on screen. Stimuli were presented using the DMDX program (Forster and Forster, 2003). The main stimulus in the LANT comprised an array of five arrows, oriented and arranged in a vertical line. The middle arrow was the target and either pointed up or down. The target was flanked with other arrows that were either congruent, i.e., pointing in the same direction as the target; or incongruent, i.e., pointing in the opposite direction (see Figure 1A). The array of arrows subtended a height of 3.0° visual angle, and was presented at a distance of 2.2° visual angle from a central fixation cross to either left or right visual field. The stimuli were preceded by one of four types of cue: (i) a valid spatial cue, which was an asterisk presented in the same visual hemifield as the target; (ii) an invalid spatial cue, which was an asterisk presented in the opposite visual hemifield; (iii) a center cue, which was an asterisk presented at the location of the fixation cross; and (iv) no cue (see Figure 1B). For the spatial cue conditions, 80% were valid while the other 20% were invalid. The LANT procedure and stimuli parameters were based on the study by Greene et al. (2008).
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Figure 1. Schematic representation of targets and flankers (A), types of cues (B), and events in the lateralized attention network test [LANT (C)].



Each trial of the LANT consisted of five events as follows: (i) a central fixation cross presented for a period of random variable duration (1300–2700 ms), ensuring that the onset of the target stimuli was predicted by the cue and not by the regular timing of the initial fixation period; (ii) a cue presented for 100 ms; (iii) a short fixation period for 400 ms; (iv) the target and flanker stimuli flashed randomly to either left or right of the fixation cross for 180 ms, in order to isolate the information to one hemisphere; and (v) a response period that ended once participants responded, or timed out after 1820 ms (see Figure 1C). The fixation cross remained on the screen throughout whole trial, until participants responded or the trial timed out. During the task, a chin rest with forehead bar was used to secure the position of the eyes of participants at a distance of 50 cm away from the center of the screen. Participants were instructed to keep their heads still and fixate on the central cross throughout the session. Their task was to respond as accurately and as quickly as possible to the direction of the target middle arrow, ignoring the four flanker arrows. First there were two 12-trial practice blocks, in which participants received feedback for the accuracy of response for each trial. Two experimental blocks then followed, each consisting of 144 trials. Within each block, trials were presented in a randomized order. The number of trials was divided equally across the two flanker types, as well as across the two visual hemifields. Responses were made on a mouse held sideways, so that the two buttons were oriented vertically. Response hand alternated between blocks in a counterbalanced order across participants.

The LANT provides indices for the efficiency of alerting, orienting, and executive networks (cf. Fan et al., 2002). Subtracting RT or accuracy in the center cue condition from no cue condition allows the efficiency of the alerting network to be measured. Typically, performance is much improved after occurrence of the center (warning) cue, which signals when target will appear next (Posner, 2008). Comparison between the results in a valid spatial cue condition (which informs participants where the target will occur) and the results in a center cue condition provide information about the efficiency of orienting to the target location. If a target is preceded by a valid spatial cue, responses are faster and more accurate, since attention is already focused on the target location (Posner, 1980). Additionally, orienting cost can be examined by comparing an invalid spatial cue condition with a center cue condition. The orienting cost reflects the efficiency of reorienting to the target presented outside the current focus of attention (Corbetta et al., 2008). Finally, a comparison between congruent and incongruent flanker conditions shows the cost of conflict resolution, which is an index of the executive network’s efficiency. In order to respond quickly and accurately to a target in the incongruent condition one must inhibit the interference and resolve the conflict caused by flankers, which are incongruent with the target (Eriksen and Eriksen, 1974; Fan et al., 2003).

PARTICIPANTS

A total of 100 people participated in this study, each belonging to one of three groups: Early Bilinguals (n = 36), Late Bilinguals (n = 30), and Monolinguals (n = 34). Overall, the age of participants ranged from 18 to 48 years (M = 20.0, SD = 3.7); there were 56 females and 44 males. The participants were students undertaking a first year psychology course at the University of New South Wales, who received course credit in exchange for participation. The study was approved by the Human Research Ethics Advisory Panel of the School of Psychology at the UNSW and participants provided written informed consent prior to participation.

No left-handed participants were tested, as patterns of cerebral lateralization have been found to vary more in left-handers (Andreou and Karapetsas, 2001). The Chinese–English bilingual groups included both Mandarin and Cantonese speakers, as there is essentially no difference in structure between these two dialects. The age of arrival to Australia (or to another English-speaking country) was considered as the age of L2 exposure, thus the age of immersion in the L2 environment was considered as the age of onset of bilingualism and used in the classification of bilinguals as either Early or Late. Table 2 presents the sociodemographic characteristics for the three groups, along with their Raven’s non-verbal intelligence scores. The language characteristics of the two bilingual groups are also presented.

Table 2. Characteristics of participant groups (SD in parentheses).
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Monolinguals

All of the participants in the Monolingual group were born, and had spent most of their lives, in Australia or other English-speaking countries. All were of Caucasian descent. People whose parents spoke other languages were excluded, as they may have had some understanding and/or ability to communicate in a second language.

Early bilinguals

The Early Bilingual group consisted of those who had arrived in Australia at or before age six. The average age of arrival for the group was 0.3 years, due to the large majority (30) being born in Australia (i.e., age of arrival 0 years). For the six who were not born in Australia, the average age of arrival was 2.1 years. Given the average ages of first learning English and first being able to communicate in English (see Table 2), it can be assumed that most of the Early Bilinguals learned Chinese as their first language. Nearly all (32) of the participants in this group indicated a higher level of proficiency for English compared to Chinese, and a higher percentage of daily use of English over Chinese. Every Early Bilingual had received all of their formal education in English.

Late bilinguals

The Late Bilingual group consisted of those who had arrived in Australia at or after age 12. The average age of arrival in Australia for the group was 16.2 years (ranging from 12 to 19 years). As can be seen in Table 2, the Late Bilinguals first learned and were first able to communicate in English at substantially later ages than Early Bilinguals. Further, in contrast to the Early Bilinguals, the majority (24) of the Late Bilinguals indicated a higher level of proficiency for Chinese over English, and about equal or higher percentage of daily use for Chinese over English. Most had received more years of education in Chinese than in English (on average 9.7 and 4.1 years respectively).

Between-group Comparisons

The three groups differed from each other in SES, parental education, and non-verbal intelligence. The differences in SES were significant between all three groups. Early Bilinguals had a lower average SES than both Late Bilinguals and Monolinguals, F(1, 97) = 32.37, p < 0.001 and F(1, 97) = 6.88, p = 0.010 respectively, while Late Bilinguals had a lower score than Monolinguals, F(1, 97) = 8.09, p = 0.005. For parental education, the same trend across the three groups was observed as for SES, although only the comparison between Early Bilinguals and Monolinguals was statistically significant, F(1, 97) = 12.02, p = 0.001. For non-verbal intelligence score, the Early Bilinguals had the highest average score and the Monolinguals the lowest, but only the comparison between those two groups was statistically significant, F(1, 97) = 11.15, p = 0.001.

The comparisons between Early and Late Bilinguals on language characteristics revealed that Late Bilinguals had higher proficiency in L1 for each of the four language subskills (speaking, understanding, reading, and writing) than Early Bilinguals, smallest t(64) = 9.07, p < 0.001. Late Bilinguals also had greater percentage of use in L1 compared to Early Bilinguals, F(1, 64) = 63.47, p < 0.001. On the other hand, Early Bilinguals indicated higher proficiency in L2 for each of the subskills than Late Bilinguals, smallest t(64) = 10.63, p < 0.001, and greater percentage of use in L2, F(1, 64) = 63.74, p < 0.001. There were differences between the two groups, though not statistically significant, in the frequency of mixing, F(1, 64) = 2.04, p = 0.159, and inhibiting, F(1, 64) = 2.46, p = 0.122, where Late Bilinguals showed a greater average frequency in both (see Table 2).

RESULTS

OVERALL RESULTS AVERAGED ACROSS THREE LANGUAGE GROUPS

Trials with RTs faster than 200 ms or slower than 1200 ms (overall 1.8%) and trials with errors were excluded from the RT analysis. The mean RT was 648 ms (SD = 112.6). The mean error rate (ERR) yielded 12.6% (SD = 17.6). The mean RTs and ERRs broken by all conditions are presented in Table 3. The RT and ERR data were first analyzed by means of a 4 (cue condition: no cue, valid spatial, invalid spatial, center) × 2 (flanker type: congruent, incongruent) × 2 (visual field: left, right) ANOVA. The main effects of cue condition were significant both for RT, F(3, 297) = 360.73, p < 0.0001, and ERR, F(3, 297) = 85.11, p < 0.0001. The main effects of flanker type were also significant for RT, F(1, 99) = 364.97, p < 0.0001, and for ERR, F(1, 99) = 169.92, p < 0.0001. Importantly, the visual field asymmetry was found both for RT and ERR. Responses were 6 ms faster, F(1, 99) = 4.77, p = 0.03, and 2.4% more accurate, F(1, 99) = 17.22, p < 0.001, for targets presented in the left visual field (LVF) than in the right visual field (RVF). We also found significant cue × VF interaction for RT, F(3, 297) = 4.24, p = 0.006, showing the largest asymmetry in the invalid cue condition, and flanker type × VF interaction for ERR, F(1, 99) = 22.31, p < 0.001, which showed the LVF advantage (5%) in the incongruent condition and no asymmetry in the congruent condition. Description of other significant interactions obtained in the task goes beyond the research goals presented in this paper.

Table 3. Mean reaction times of correct responses and error rates for all conditions.
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Attentional networks

The alerting effect was indexed by the difference between the center cue condition and no cue condition. Participants, averaged across three groups, responded 40 ms (SD = 28.7) faster on trials with a center cue than on trials with no cue, t(99) = 14.01, p < 0.0001, and made 2.7% (SD = 6.7) fewer errors, t(99) = 4.03, p < 0.0001. The orienting benefit effect was calculated by subtracting the RT or ERR of trials with a valid spatial cue from trials with a center cue. Participants took great benefit of a valid spatial cue, responding 67 ms (SD = 29.4) faster, t(99) = 22.81; p < 0.0001, and 4.6% (SD = 5.4) more accurately, t(99) = 8.52; p < 0.0001, than on trials with a center cue. The orienting cost was calculated by subtracting the RT and ERR of trials with a center cue from trials with an invalid spatial cue. The cost of 55 ms on speed (SD = 43.0) and 8.7% on accuracy (SD = 9.8) were both significant, t(99) = 12.8, p < 0.0001, and t(99) = 8.8, p < 0.0001 respectively. The conflict effect, indexed by the difference between congruent and incongruent flanker conditions, yielded 80.7 ms (SD = 42.2) for RT, t(99) = 19.10, p < 0.0001, and 15.9% (SD = 12.2) for ERR, t(99) = 13.03; p < 0.0001. All attention network indexes were similar for RT and ERR measurement; hence no speed–accuracy trade-off was observed.

BETWEEN-GROUP COMPARISONS

Because the groups differed on SES, parental education, and non-verbal intelligence, it is important to ensure that any differences between the groups in attentional functioning were not due to pre-existing differences other than language background. Therefore, in all between-group analyses presented below, the parental education and Raven’s non-verbal intelligence were included as covariates. SES was not controlled for as a third covariate due to its highly significant correlation with parental education (r = 0.51, p < 0.001). Parental education was chosen over SES as the more objective measure of potential environmental influence since (a) SES had a moderate significant correlation with Raven’s score (r = −0.28, p = 0.005), while parental education did not (r = −0.05, p = 0.61); and (b) some of the responses for parental occupation were too vague to properly classify and several of the parents were retired, making education level a more objective measure.

Overall RT and ERR

The results of ANCOVA showed that groups differed significantly on overall RT, F(2, 95) = 4.59, p = 0.012, when controlling for parental education and intelligence. Early bilinguals responded the fastest (609 ms), monolinguals exhibited the longest time of reactions (685 ms), while RT of late bilinguals fell in between (651 ms). Subsequent tests showed that the difference between monolinguals and early bilinguals was significant, F(1, 66) = 11.15, p = 0.001, whereas the differences between monolinguals and late bilinguals, and between early and late bilinguals were not significant: F(1, 62) = 1.76, p = 0.19, and F(1, 62) = 2.35, p = 0.13, respectively. There was no significant group effect, F < 1, on the overall ERR measure.

Attentional networks

Alerting. Monolinguals showed the smallest alerting affect (34.6 ms), the intermediate result was obtained for early bilingual group (38 ms), and late bilinguals obtained the largest effect (49 ms); see Figure 2 for the attentional network indexes in the three groups. This trend is in line with previous studies, in which bilingual advantage in the alerting network was observed (Costa et al., 2008; Marzecová et al., submitted for publication). However, the effect did not reach significance, F(1, 95) = 2.19, p = 0.12. In the ERR analysis, the effect of group was not significant (F < 1).
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Figure 2. Attentional networks in terms of RT (A) and ERR (B).



Orienting. The three groups did not differ significantly in the orienting benefit effect, either in terms of RT, F(2, 95) = 1.34, p = 0.27, or ERR, F < 1. For the orienting cost, the late bilinguals showed the greatest cost (69 ms), while the early bilinguals and the monolinguals showed notably lesser costs (51 and 47 ms, respectively). However, the trend did not reach significance, F(2, 95) = 2.2, p = 0.11. To further investigate the effect of orienting cost in RT, three between-group comparisons were carried out: monolinguals vs. early bilinguals, monolinguals vs. late bilinguals, and early vs. late bilinguals. The difference between late bilinguals and monolinguals was significant, F(1, 60) = 4.55, p = 0.037, but the other two comparisons were not. Also, the ERR analysis for the three groups did not reveal any significant differences, F(2, 95) = 1.09, p = 0.34.

Conflict. Crucially, the three groups differed in the efficiency of the executive network. The late bilinguals were found to be most efficient in resolution of conflict, with the cost of 69.8 ms in terms of RT and 11.2% in terms of ERR. The conflict cost in the early bilingual group was 78.2 ms for RT and 15.6% for ERR. The largest effect was observed in the monolingual group: participants in this group were 92.8 ms slower and 20.2% less accurate in the conflict than in the non-conflict trials. The main effect of group was significant for both RT, F(2, 95) = 3.06, p = 0.051, and ERR, F(2, 95) = 3.76, p = 0.027. To explore these effects, and to test specific hypotheses on differences between the three groups, separate analyses were carried out for three comparisons: monolinguals vs. early bilinguals, monolinguals vs. late bilinguals, and early vs. late bilinguals.

Monolinguals vs. early bilinguals. Compared to monolinguals, the early bilinguals showed significantly reduced conflict cost in RT (difference of 14.6 ms) F(1, 66) = 4.74, p = 0.033, but not in the accuracy of conflict resolution, F(1, 66) = 1.21, p = 0.27.

Monolinguals vs. late bilinguals. Late bilinguals were more efficient than monolinguals in the resolution of conflict, for both RT (23 ms), F(1, 60) = 4.91, p = 0.031, and ERR (9%), F(1, 60) = 8.56, p = 0.005.

Early vs. late bilinguals. The lower conflict cost in terms of RT was observed for late bilinguals in comparison to the early bilinguals (69.8 vs. 78.2 ms), although the effect was not significant, F < 1. The magnitude of conflict in the ERR measure was significantly lower for late bilinguals (10 vs. 16.3%), F(1, 62) = 4.46, p = 0.039. Because the two language groups differed in self-rated proficiency for their two languages, we compared early and late bilinguals again, adding as covariates the L1 and L2 proficiency. When the L1 and L2 proficiency was controlled for, the between-group effects proved non-significant both for RT and ERR, Fs < 1. However, because the two groups differed especially in reading and writing skills in Chinese (the early bilinguals reported very poor writing and reading skills in their L1 Chinese), for further analyses we calculated the index of L1–L2 balance in speaking and listening only. The index was a result of subtraction of the mean L2 proficiency in speaking and listening from the mean L1 proficiency. When this index was included as a covariate, the RT difference in conflict was still non-significant, F < 1, while there was a strong trend indicating higher ERR in early than in late bilinguals, F(1, 61) = 3.42, p = 0.069. A similar pattern of results was observed when an index of balance of daily use was used instead of the balance of proficiency. The “balance of use” was a subtraction of percentage of L2 use from percentage of L1 use. When this covariate was included, the differences for RTs remained non-significant, F < 1, while for ERR the difference was again marginally significant, F(1, 61) = 3.52, p = 0.066.

Hemispheric asymmetry in monolinguals and bilinguals

In order to investigate the functional hemispheric asymmetry in mono- and bilingual participants, we conducted ANCOVA with three within subject factors: cue condition (no cue, valid spatial, invalid spatial, center), flanker type (congruent, incongruent), and VF (left, right), and the group of participants as between subject factor. There were no significant interactions between VF and group, all Fs < 1.5, suggesting no between-group differences in the hemispheric asymmetry. However, based on previous research, we expected the reduced hemispheric asymmetry to be particularly apparent in the group of early bilinguals when compared to monolinguals. Therefore, to further explore the issue of hemispheric asymmetry, we carried out separate tests for the three following comparisons: monolinguals vs. early bilinguals, monolinguals vs. late bilinguals, and early vs. late bilinguals. While monolinguals responded 13 ms faster to the LVF than to the RVF targets, the early bilinguals did not exhibit such asymmetry (LVF − RVF = 1 ms); the pattern of lateralization in the three participant groups is presented in Figure 3. However, the interaction was only marginally significant, F(1, 66) = 3.80, p = 0.055. The other comparisons between groups and visual fields were not significant.
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Figure 3. Left visual field advantage (LVF minus RVF) in three groups, calculated from RT (A) and ERR (B) data.



DISCUSSION

The goal of the present study was to investigate the effects of managing two structurally distinct languages on the efficiency of attentional networks in early and late Chinese–English bilinguals. Additionally, we aimed to investigate the influence of early and late bilingualism on hemispheric asymmetries of attentional networks.

The overall pattern of results for the attentional networks across the three groups replicated findings from previous studies (Fan et al., 2002; Greene et al., 2008; see MacLeod et al., 2010, for a meta-analysis). Participants responded more quickly and made fewer errors when (a) there was a warning cue presented before the target stimuli (alerting network), (b) the spatial cue correctly indicated the location of the target (orienting network), and (c) flanking arrows pointed in the same direction as the target arrow (conflict/executive network). All these effects were robust and highly significant. The current variant of LANT was slightly more demanding than the previous ANT (Fan et al., 2002) and LANT (Greene et al., 2008), as revealed by the slower overall RT and higher ERR. It was presumed that greater demands on attention would circumvent the usually observed ceiling effect in accuracy, as well as improve the reliability of the measured effects (cf. Evert et al., 2003; Verleger et al., 2009; Asanowicz et al., submitted for publication). To this end, the eccentricity of the targets of the original LANT (Greene et al., 2008) was doubled. Presenting stimuli more peripherally was expected to decrease visual acuity and contrast sensitivity; hence, more attention would be needed for proper target discrimination (cf. Carrasco, 2011).

Consistent with our predictions, the English monolinguals were less efficient in resolution of conflict than each of the two Chinese–English bilingual groups. Importantly, the effects were not attributable to differences in socioeconomic background or non-verbal intelligence, as these factors were statistically controlled for. The results are in line with previous studies that used the ANT to compare young adult bilinguals and monolinguals (Costa et al., 2008, 2009; Marzecová et al., submitted for publication) and extend their scope by including bilinguals who speak two languages that are distinct from each other (i.e., Chinese and English).

THE DIFFERENTIAL IMPACT OF EARLY AND LATE BILINGUALISM ON EXECUTIVE CONTROL

In the present study, both bilingual groups outperformed monolinguals. However, the difference between early bilinguals and monolinguals seemed to be qualitatively different from the difference between late bilinguals and monolinguals. On the one hand, the results for early bilinguals showed a reduced conflict cost in RT (but not in ERR) as well as an advantage in overall RT. On the other hand, there was an advantage for late bilinguals in conflict resolution both in terms of RT and ERR, without significant differences in overall RT or ERR.

In the vast majority of studies reporting a bilingual advantage in conflict resolution, the benefit has been present not just selectively for trials that require resolution of conflict, but also in the overall RT measure (see Table 1 for an overview). Such results have led researchers to propose that bilingualism may not only influence the efficiency of conflict resolution, but also another aspect of cognitive control, referred to as the “monitoring system,” which evaluates the need to engage the conflict resolution mechanism (Bialystok et al., 2009; Costa et al., 2009). According to Costa et al. (2009), if the task at hand engages the monitoring system to a large extent, the advantage for bilinguals on overall RTs emerges. Costa et al. (2009) proposed two alternative ways in which the interplay between conflict resolution and monitoring processes might be explained. According to the first hypothesis, bilingualism may independently influence both monitoring and conflict resolution processes. According to the second hypothesis, the monitoring system may account for the observed bilingual advantage on both overall RT and conflict cost. The fact that the bilingual benefit in conflict resolution in most of the previous studies co-occurs with the overall RT benefit seems to support the latter claim (cf. Costa et al., 2009). However, recent findings by Marzecová et al. (submitted for publication) do not bear out this alternative and instead support the first hypothesis, according to which the two types of benefits might be dissociable. These authors reported the advantage for bilinguals over monolinguals in conflict resolution with no group differences on overall RT; moreover, their results were obtained in a condition in which high monitoring should have been involved (i.e., with a 50/50 proportion of congruent and incongruent trials; cf. Costa et al., 2009). In the present study, only early bilinguals outperformed monolinguals in overall RTs; the late bilinguals showed an advantage over monolinguals only in the conflict resolution per se. These results seem to indicate that specific bilingual experience may differentially influence the conflict resolution and/or monitoring systems. Let us consider some aspects of bilingual experience that may lead to enhancement of these particular cognitive processes.

The bilinguals tested in the two previous studies by Costa et al. (2008, 2009) were highly proficient and balanced early bilinguals. Since the bilingual advantage in overall RTs observed in those studies was not always accompanied by the reduced cost of conflict resolution, authors concluded that bilingualism primarily influences the monitoring system rather than the conflict resolution processes. In the present study, the bilingual advantage on overall RTs was observed only in combination with a reduced conflict cost for early bilinguals, whose L1 proficiency was rather limited. Although bilinguals from the studies by Costa et al. (2008, 2009) and the early bilinguals from the current study differed from each other in many aspects of language experience, they shared one common characteristic – the early age of acquisition. It seems plausible then to speculate that early, simultaneous consolidation of two language systems may bring about enhanced monitoring processes. However, it seems that not all early bilinguals show an advantage in monitoring (see Marzecová et al., submitted for publication), and that even bilinguals who acquired their two languages later in childhood (around age six) may exhibit such advantages (Emmorey et al., 2008). On the other hand, the late bilinguals in the present study, who were at the same time more balanced in their proficiency and use of their two languages (see Table 2), displayed the reduced conflict cost without any effects on overall performance. The results observed in the group of late bilinguals were similar to those reported in the study by Marzecová et al. (submitted for publication) on a group of early but moderately unbalanced bilinguals. Although bilinguals from the experiment conducted by Marzecová et al. (submitted for publication) and the late bilinguals from the present study differed in their age of L2 acquisition, they were similar with regard to balance and proficiency of the two languages. It seems that the common factor in their language experience – the moderate balance – might be responsible for the dissociation in the pattern of results: The lack of evidence for specific enhancement of monitoring processes (i.e., lack of advantage in overall RT) along with the clear advantage of a reduced conflict cost. Hence, although at this point it seems rather difficult to disentangle the factors that may lead to specific enhancement of cognitive processes in bilinguals, the present study shows the necessity of such an endeavor.

It seems important to note that alternative interpretations of overall RT advantage other than the monitoring account put forward by Costa et al. (2009) are plausible. The overall RT advantage may be equally interpreted as a measure of tonic alertness or vigilance (Roca et al., 2011). Therefore, the advantage of early bilinguals on overall performance may result from their greater vigilance. By this account, early bilinguals would be more focused on the task at hand and therefore more efficient in executing correct responses (cf. Marzecová et al., submitted for publication).

In additional analyses of the executive network efficiency, we compared the two bilingual groups. The late bilinguals showed reduced conflict cost in ERR when compared with early bilinguals. This result is consistent with our initial hypothesis that late bilinguals would show a greater advantage in conflict resolution than early bilinguals, since they may utilize the executive network to a greater extent in order to control the interference from L1 and to support processing of their less automatized L2. The bulk of evidence for a bilingual advantage in executive functions was based on research with bilinguals who used both languages regularly since early childhood, and were relatively proficient in both; that is, they were early balanced bilinguals (e.g., Carlson and Meltzoff, 2008; Costa et al., 2008, 2009; Hernandez et al., 2010; see also Bialystok, 2009, for a review). Because in most of these studies, the experiential factors were correlated with each other, it was impossible to disentangle the relative importance of each of them. The present study indicates clearly, that early L2 acquisition is not essential for the enhancement of conflict resolution processes, although it may play a part in the emergence of efficient monitoring processes.

Although in the present study, neither the early nor the late bilingual group could be regarded as perfectly balanced (considering the self-ratings of proficiency and percentage of use in L1 and L2 reported in Table 2), the early bilinguals were significantly less balanced than the late group. When the balance of proficiency (in terms of speaking and listening comprehension) or balance of use was controlled for, the differences between early and late bilinguals became markedly reduced. Thus, the present finding showing greater enhancement in conflict resolution for the late bilingual group seems to be in line with previous studies showing greater efficiency of executive control in balanced bilinguals (Carlson and Meltzoff, 2008; Luk and Bialystok, 2008). Furthermore, the advantage over monolinguals observed for the early bilingual group adds to the existing literature in providing evidence that enhancement of executive control is plausible for bilinguals who are far from being balanced. Taken together, the results from the present study suggest that the degree of balance between the bilinguals’ two languages may have a greater impact on conflict resolution than the age of onset of bilingualism, but that the age of L2 acquisition may play an important role in mediating the monitoring advantage.

ALERTING NETWORK

Regarding the efficiency of the alerting, there was a trend for late bilinguals to exhibit greater benefit from the alerting cue than did the other two groups. Such a trend accords with previous studies in which a larger alerting effect was found for bilinguals compared to monolinguals (Costa et al., 2008; Marzecová et al., submitted for publication). There is no apparent explanation for the lack of significant group differences in alerting, apart from the concern of a methodological nature. It has been reported that the reliability of the alerting index as measured by the ANT is considerably lower than indexes of orienting and executive networks (MacLeod et al., 2010). This especially holds true for the LANT designed by Greene et al. (2008), in which the reliability of the alerting index is even lower than in the ANT. Hence, with regard to the alerting network, the experimental design might not be have been sensitive enough to capture the potentially small between-group differences, especially using a participant sample that is smaller relative to the Costa et al. (2008) study (n = 200).

At present not enough experimental evidence is available to provide an account of the mechanisms underlying the effects of bilingualism on the alerting network (cf. Costa et al., 2008). It is speculated that, unlike Chinese–English bilinguals in the present study, bilinguals with two structurally similar language sets (e.g., Catalan–Spanish) may need to achieve and maintain a higher state of alertness in monitoring and switching between their languages, thus gaining significant enhancement in the alerting network. Furthermore, since the central cue was always predictive of the time of target presentation, the alerting index may be seen as a combination of two processes: alertness and response preparation based on temporal expectancy. Temporal preparation has been shown to enhance not only perceptual processing, but also motor processing, thus leading to faster RTs as well as higher accuracy (Correa et al., 2005). Moreover, such an anticipatory process has been shown to enhance controlled stimulus–response selection (Correa et al., 2009). The trend for late bilinguals to show higher alerting may therefore suggest an enhanced efficiency of response anticipation mechanisms (Marzecová et al., submitted for publication), which are known to be supported by the executive control network (cf. Fan et al., 2007; Correa et al., 2009).

ORIENTING NETWORK

In relation to the orienting network, the absence of between-group differences in orienting benefit is consistent with previous studies (Costa et al., 2008, 2009). However, in the current study, the late bilinguals showed significantly greater orienting cost compared to monolinguals, i.e., they were slower to reorient attention to a target occurring in an invalidly cued location. It has been shown that in tasks with highly predictive spatial cues (as was the case in the current study), the orienting cost is associated with deactivation of the temporo-parietal junction (TPJ; Doricchi et al., 2010) – the structure that regulates reorienting of attention to uncued locations (Corbetta et al., 2008). The inhibition of TPJ seems to lead to greater filtering of stimuli occurring in the uncued location (Doricchi et al., 2010; Lasaponara et al., 2011). Therefore, the observed effect may indicate that late bilinguals have a greater capacity to inhibit stimuli that occur in an invalid location, which helps them use the predictive cue more efficiently by filtering out the uncued stimuli in the anticipatory period.

HEMISPHERIC ASYMMETRY

The LVF advantage was observed in both overall RT and ERR measures across all three groups, generally suggesting right hemisphere superiority in attentional processing (cf. Heilman, 1995; Mesulam, 1999), as assessed by behavioral measures of attentional networks. Additionally, the RT in the invalid spatial cue condition indicated right hemisphere specialization in reorienting of attention to targets occurring outside the current focus of attention. This is consistent with the neuroanatomical model of orienting networks proposed by Corbetta and Shulman (2002). The accuracy measure in the incongruent flanker condition seems to point to dominance of the right executive network in conflict resolution, which accords with several behavioral and imaging studies (Hazeltine et al., 2003; Aron et al., 2004; Asanowicz et al., submitted for publication; but see Fan et al., 2003). For the alerting effect, as in earlier LANT studies (Greene et al., 2008; Poynter et al., 2010), we did not observe any VF affects.

In line with our hypothesis, the comparisons of VF effects for overall RT in monolingual and early bilingual groups revealed a strong trend toward a reduced LVF advantage in early bilinguals. Additionally, the comparison of VF asymmetry for overall RT between monolinguals and late bilinguals showed no significant difference. These results are consistent with our predictions and with previous findings suggesting that bilinguals, particularly those who have acquired L2 at an early age, display reduced right hemisphere dominance for non-linguistic cognitive processing. It has been put forward that bilinguals who learned their second language before age six show bilateral, rather than left hemisphere dominant, cerebral organization of language as a result of early use of multiple languages, as the brain is undergoing extensive neuron wiring and synaptic changes from age three to six (Peng and Wang, 2011). It is plausible, then, that such cortical changes at an early age may have similar effects in the cerebral organization in non-linguistic domains of cognitive processing. In the study by Marzecová et al. (submitted for publication), in which attentional functioning was examined using the LANT task, bilinguals displayed reduced hemispheric asymmetry in the executive network as compared to monolinguals. In addition, Hausmann et al. (2004) observed that bilinguals displayed reduced right hemisphere involvement relative to monolinguals in face discrimination, a process that is typically more dominant in the right hemisphere. Furthermore, these results are in accordance with studies on language processing which show reduced hemispheric asymmetry in bilinguals (see Hull and Vaid, 2007, for a meta-analysis). However, no other differences in lateralization between monolinguals and bilinguals were observed in the current study. In particular, we did not observe the reduced asymmetry of executive network in early bilinguals, which was reported by Marzecová et al. (submitted for publication). There were also no group differences in lateralization for the ERR measure; all three groups of participants had a similar, small but reliable, LVF advantage in performance accuracy. It is important to note that these results should be interpreted with caution, since there have been arguments made that behavioral laterality measures do not provide a reliable measurement of hemispheric asymmetry (cf. Paradis, 2009).

In addition, several methodological factors might have led to the pattern of results that are much less straightforward than those obtained by Marzecová et al. (submitted for publication). The LANT task used in the current study was based to a large extent on the procedure proposed by Greene et al. (2008), in which generally no asymmetries were observed. Thus, the fact that some VF effects were obtained, and were even quite consistent between groups, is noteworthy. Considering that (1) effects of attentional asymmetries are generally small and may be affected by many factors (cf. Jewell and McCourt, 2000); (2) between-group differences in attentional asymmetries must therefore be even smaller and, thus, we need even more statistical power; (3) behavioral measures of hemispheric asymmetries are indirect and inherently noisy (Zaidel, 1995), we can conclude that using an almost four times larger sample than Greene et al. (2008) increased statistical power, which in turn allowed us to observe the asymmetries. However, the power might still be insufficient.

To summarize, the results seem to be consistent with the hypothesis according to which early bilingualism reduces hemispheric asymmetry of attentional networks. However, the results are far from conclusive and more research is needed to explore this issue in greater depth. Of particular note, the question of the possible modulating effects of age of L2 acquisition on the interhemispheric organization of cognitive functions remains open.

CONCLUSION

The present study demonstrates that continual practice in monitoring and switching between two language systems can lead to the enhanced executive control due to involvement of inhibitory control processes that are required to select and produce the intended language (Green, 1998). This seems to hold true regardless of the age at which bilinguals have acquired their second language, and regardless of the similarity between the two languages. Furthermore, the benefit from the continual practice in keeping two languages apart appears to be present even for bilinguals who are strongly dominant in one of their languages, although late and more balanced bilinguals appear to show a greater enhancement in conflict resolution. The results also suggest that the age of L2 acquisition may mediate the impact of bilingualism on monitoring processes; in the current study the bilingual advantage in overall RTs was only observed in the group of early bilinguals. Such a result seems to indicate that early (and continuous) contact with two languages may be critical for the monitoring advantage to emerge. Therefore, the results clearly suggest a pattern of dissociation in the influences of bilingual experience on conflict monitoring and conflict resolution processes. Further research should aim at a scrupulous disentanglement of specific factors related to language experience, which might differentially influence cognitive control processes in bilinguals.
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This study aimed to explore non-verbal executive processes in simultaneous interpreters. Simultaneous interpreters, bilinguals without any training in simultaneous interpreting, and control monolinguals performed the Wisconsin card sorting task (WCST; Experiment 1) and the Simon task (Experiment 2). Performance on WCST was thought to index cognitive flexibility while Simon task performance was considered an index of inhibitory processes. Simultaneous interpreters outperformed bilinguals and monolinguals on the WCST by showing reduced number of attempts to infer the rule, few errors, and few previous-category perseverations. However, simultaneous interpreters presented Simon effects similar to those found in bilinguals and monolinguals. Together, these results suggest that experience in interpreting is associated with changes in control processes required to perform interpreting tasks.
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INTRODUCTION

In the last two decades, an important issue within bilingual studies has been whether proficiency in two or more languages results in cognitive advantages. Previous studies have shown that becoming expert in a motor or cognitive domain sometimes leads to generalization of the acquired advantage to other domains (Die et al., 2009; Gruber et al., 2010). We understand expertise as the set of special skills and knowledge derived from extensive experience within a knowledge domain (Hoffman, 1998). Expertise may lead to a reorganization of the cortical functions as the result of this extensive experience (Maguirre et al., 2000; Mechelli et al., 2004; Gruber et al., 2010). For example, skilled video-game players have been found to develop better attentional processing (Green and Bavelier, 2003) and better skills to perform mental rotations and to work with iconic representations than non-players in playing the game Tetris (Sims and Mayer, 2002). Similarly, frequent internet communicators have been found to be more skilled at attending visual stimuli, and at planning and processing simultaneous information than infrequent internet communicators (Johnson, 2008). In addition, extensive training on dividing attention improves performance on complex concurrent tasks (Spelke et al., 1976).

According to this view about expertise, bilingual speakers who have to negotiate the use of their two languages in their daily lives can be considered experts at managing competition and resolving conflicts (Bialystok et al., 2005; Kroll and Link, 2007; Bialystok, 2008). The constant use of language selection processes to maintain activation of one language and avoiding competition from the other language may increase the ability to ignore irrelevant information and develop efficient attentional control across all domains of perceptual and cognitive processing. The idea is that the executive control mechanism in charge of resolving competition in language related tasks is similar to the control mechanism acting in the domains of perception, attention, or action (Bialystok, 2001; Kan and Thompson-Schill, 2004; Abutalebi and Green, 2007). Thus, numerous studies have examined whether control processes in language selection generalize to non-linguistic tasks involving conflict resolution (Costa et al., 2006, 2009; Bialystok, 2007; Bialystok et al., 2008). Results of these studies have provided evidence for this superior executive functioning in bilinguals when they perform tasks such as the Simon task (Bialystok, 2006; Bialystok et al., 2008), the flanker task (Costa et al., 2008), the task-switching paradigm (Prior and MacWhinney, 2010), or the anti-saccade task (Bialystok et al., 2006a).

An extreme situation for between-language control is simultaneous interpreting (SI). In this task, a spoken message in a source language (SL) must be reformulated and then produced into the target language (TL). The challenge for control comes from the fact that these processes occur in simultaneity. The interpreter receives part of a message in the SL, while she/he is mentally translating and verbally producing previous parts of the message in the TL (Gerver, 1971). Thus, the two language systems have to be simultaneously active for comprehension and production (de Groot and Christoffels, 2006). Executive control is considered essential for this task since the SL has to be selected for comprehension, while the TL has to be selected for production; therefore, strong coordination between the languages is needed to move from one language to the other (Gile, 1991, 1997; Lambert et al., 1995; Danks et al., 1997; Christoffels and de Groot, 2004). In fact, learning to interpret involves attentional training to achieve mental flexibility and coordination so that no information loss and interference between languages occurs. As experience increases, resource allocation is carried out more automatically and efficiently (Gile, 1995, 2009; Liu, 2008). In this regard, simultaneous interpreters acquire important skills for controlling their attentional resources, so they can be considered as “experts in executive control.” Hence, our argument here is that SI is an extreme situation for language control and, as a consequence, extensive experience in interpreting may result in superior executive functioning.

Interestingly, language control in interpreting may differ from language control in other bilingual contexts. It has been observed that both interpreters and ordinary bilinguals experience interference from the language that is not in use (e.g., Rodriguez-Fornells et al., 2005; Kaushanskaya and Marian, 2007). However, the challenge for the bilingual is to select the appropriate language and to avoid this interference from the non-TL (Grosjean, 2001), whereas the challenge for the interpreter is to keep the two languages active and continuously switch from one language to another. Bilingual models of language control propose that language selection is regulated by inhibitory processes in both language comprehension (BIA model, Dijkstra and van Heuven, 1998) and language production (Green, 1998). These models propose that selection of the appropriate language is achieved by inhibition of the competing non-appropriate language. However, there is some evidence that inhibition may not be the mechanism by which the interpreters achieve language control. In a recent study, Ibáñez et al. (2010 asked bilinguals without any training or experience in interpreting, not in any other form of formal translation (hence forth these ordinary bilinguals will be referred simply as “bilinguals”) and professional translators matched in language proficiency to read sentences word-by-word at their own pace. In all the trials participants were asked to read and understand the sentences, and to repeat them in the language of presentation. The input language (Spanish: L1 and English: L2) varied from trial to trial in an unpredictable manner. In addition, cognate words (words that share similar form and meaning in two languages) were included in some of the sentences. These two manipulations were critical: the cognate effect (that is, the difference in processing time and/or errors between cognates and non-cognates) is often thought to indicate that bilingual’s two languages are simultaneously activated (Kroll and Stewart, 1994; Dijkstra et al., 1999; Macizo and Bajo, 2006); whereas switching between the languages of input provides a way to examine whether the non-appropriate language is indeed inhibited. Specifically, if the latter holds, an asymmetrical switching cost may be expected to occur, the switching cost being larger when the input language changes from the less dominant L2 to the more dominant L1 than when it changes from L1 to L2 (Meuter and Allport, 1999). The results of this experiment indicated that lexical processing depended on the participants’ experience in professional translation. Experienced translators were faster at processing cognate words relative to control words, indicating that the two languages were active during the course of reading. In addition, the translators did not seem to inhibit the irrelevant language because there was no asymmetrical switching cost. In contrast, the bilinguals presented larger switching cost when switching to L1 than when switching to L2 (asymmetrical pattern of switching cost) indicating that they inhibited the non-TL when they understood sentences in their alternative language. Moreover, the bilinguals processed cognate and control words equally rapid indicating that only the language in which the sentences were presented was active in each trial. This would suggest that bilinguals and translators negotiate their two languages in different ways and it is possible that these differences extend to differences between bilinguals and interpreters (translators with professional experience in interpreting tasks) in executive functions. More specifically, it might be possible that interpreters had formed strong connections between lexical equivalents as a result of their practice in interpreting which would favor the automatic activation of their two languages. In addition, it is also possible that difference between ordinary bilinguals and interpreters extends to the enhancement of different executive functions.

Hence, we aimed to explore this last hypothesis by comparing professional interpreters with bilinguals and monolingual participants in two tasks tapping different aspects of executive control: the Wisconsin card sorting test (WCST) and the Simon task. These tasks were selected following the theoretical framework provided by Miyake and colleagues (Miyake et al., 2000; Friedman and Miyake, 2004; Friedman et al., 2006). In different studies they have investigated the psychometric relationships between the tasks that are commonly used to assess executive control and they have identified three separable control functions: “shifting” between tasks and mental sets (also called “flexibility”), “inhibition” of unwanted responses, and “updating” and monitoring of working memory (WM) representations. In the current study, we focused on two of these control functions, shifting and inhibition. From our previous analyses, we hypothesized that the interpreters should show superior performance in tasks requiring “shifting” (e.g., WCST), whereas bilinguals may be superior in tasks requiring “inhibiting” unwanted responses (e.g., Simon task). The WCST is a stimulus categorization task in which the participants have to infer a sorting rule that allows them to arrange a set of cards. This rule is modified during the task and the participants have to infer new rules continuously. The participants receive information on whether their responses are correct or not, but they are not informed about the underlying rule. Thus, this test reflects the participant’s ability to switch their mental set and, therefore, her/his mental flexibility to infer the rule. On the other hand, the Simon task is used to capture inhibitory control of prepotent responses in the presence of conflicting information. In the task, the participants have to pay attention to one stimulus dimension (i.e., color) while ignoring another irrelevant dimension (i.e., spatial position). However, the typical result is that participants cannot ignore the information about the stimulus location and they show longer reaction times when there is conflict between the spatial information provided on the screen (left or right) and the response key (left or right). This result is known as Simon effect (Lu and Proctor, 1995, for a review, Simon, 1990) which indicates that participants are not able to resist the misleading information and that they have difficulties inhibiting the response. A more detailed description of WCST and Simon tasks used in this study will be provided in the next sections.

In the present study professional interpreters were compared with bilinguals and monolinguals in two cognitive functions. In Experiment 1, we used the WCST to evaluate the cognitive function of shifting, while in Experiment 2, we used the Simon task to evaluate the ability of inhibiting irrelevant information.

EXPERIMENT 1 WISCONSIN CARD SORTING TEST

MATERIALS AND METHODS

Participants

Forty-eight participants served as volunteers in this study. Participants were paid for their participation. The first group was composed of 16 Spanish monolingual speakers from the University of Granada (11 female). The second group was composed of 16 fluent bilingual speakers (10 female) with Spanish as their native language and English as their L2. Finally, the third group was composed of 16 professional interpreters (8 female) with a mean of 10.83 years of experience in interpreting (participants’ characteristics can be seen in Table 1).

Table 1. Characteristics of participants in the study.
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Participants completed the Raven progressive matrices intelligence test to control for general intelligence. An ANOVA conducted on the total scores indicated that the groups did not differ, F < 1. Hence, possible between-group differences cannot be due to unspecific global skills (see Table 1).

In addition, since studies on executive functioning have observed differences associated to WM span (Padilla et al., 2005), the participants were assessed in their WM amplitude. Thus, participants performed a Spanish version of the Reading Span Test (Daneman and Carpenter, 1980) to assess their WM capacity. In this test sets of sentences are shown and participants are instructed to read each sentence aloud and to recall the last word of each sentence at the end of the set. The number of sentences in the set increases gradually from two to six. The size of the largest set of sentences in which all last words are recalled correctly represents the participant’s memory span. Subjects with 3.5 or higher scores are usually considered to have a high memory span (Miyake et al., 1994). An ANOVA conducted on the mean WM span showed significant differences among the groups, F(2, 45) = 14.19, MSE = 0.39, p < 0.05. These differences were due to the higher memory span for the interpreters relative to the monolinguals, F(1, 45) = 24.52, p < 0.05, and bilingual speakers, F(1, 45) = 17.94, p < 0.05 (means can be seen in Table 1). There were no differences in WM span between monolinguals and bilinguals (p > 0.05). The larger memory span of the interpreters replicates previous results (Bajo et al., 2000; Padilla et al., 2005).

The interpreters were also older than the bilinguals and monolinguals, F(2, 45) = 17.33, MSE = 53.08, p < 0.05 (see Table 1). Therefore, in the analyses that we report below we first include the entire group of interpreters, then we performed the same analyses with a smaller interpreter group (N = 8) equated in age (and other demographic variables) to the bilingual and monolingual groups. Since the pattern of results was identical, we are reporting only those in which the complete group of 16 interpreters was included.

We also asked the bilinguals and interpreters to fill out a language history questionnaire (see Macizo and Bajo, 2006; Macizo et al., 2010) to assess their language proficiency and the history of their two languages. The mean scores for each group in reading, writing, speaking, and speech comprehension are reported in Table 1. The analyses carried out on these data revealed that there were no differences between bilinguals and interpreters in their general L2 proficiency, F(1, 30) = 1.15, MSE = 0.48, p > 0.05, or in the frequency of use of their L2, F(1, 30) = 0.30, MSE = 1.93, p > 0.05. In order to guarantee maximal comparability within our bilingual groups (interpreters and bilinguals), we selected only non-balanced bilingual speakers (the interpreters were all unbalanced-late bilinguals). Consequently, both groups had similar proficiency, history, and use of their second language, although they differed in their interpreting experience.

In addition to the participants’ mean age, mean WM span, Raven scores, and proficiency measures, Table 1 shows the time that the participants spent living in L2 speaking countries and their profession/occupation. The main difference between ordinary bilinguals and interpreters was their educational training in translation and interpreting, only the latter having been formally trained in interpreting. In addition, the interpreters had practiced professional interpreting for a long time (M = 10.83 years) while the bilinguals lacked such professional experience. Professional interpreting was the interpreters’ main occupation, although they also had occupations similar to the main occupations of ordinary bilinguals.

Materials and procedure

We used the Spanish version of the WCST (Cruz-Lopez, 2001). The test is composed of 128 response-cards and 4 stimulus-cards depicting geometric figures. The figures differ along three dimensions: shape (cross, circle, triangle, or star), color (red, blue, yellow, or green), and number of items (one, two, three, or four). These dimensions are combined to compose the response-cards which included one or more figures with the same shape and color, for example, cards with one green cross, cards with three yellow circles, cards with four blue triangles, etc. On the other hand, the stimulus-cards depicted one red triangle; two green stars; three yellow crosses; and four blue circles.

The experiment was conducted in a quiet and well lit room. The stimulus-cards were given to the participants and they were asked to sort each response-card placing it on one of the stimulus-cards according to a sorting rule. Participants were not informed of the particular sorting rule, but every time a response-card was sorted, they received positive or negative feedback depending on whether the response matched the sorting rule. This feedback was provided to allow the participant to guess the rule and to make correct responses. However, after 10 consecutive correct responses the sorting rule changed. The participants were not informed of this change of rule but they received negative feedback if they continued sorting the cards with the previous rule. Thus, through negative and positive feedback participants should again guess the correct rule. The first sorting rule was based on the color dimension, the second on the shape, and the third on the number. The rules were repeated twice before completing the test. The task finished either when the participant inferred the six rules (color, shape, number, twice each) successfully or when the participant reached the maximum of 128 trials.

RESULTS

First, we report analyses on global performance (number of completed categories, number of attempts, and number of errors). Then, we report detailed analyses on different types of error to capture differences in mental flexibility (Barceló and Knight, 2002).

Global performance

Number of completed categories. The number of categories ranged from 0 to 6 (0 meant that the participant was not able to complete 10 consecutive correct responses to any of the categories and six meant that the participant successfully achieved all the series). The results of the ANOVA on the number of completed categories indicated that there were no differences among the groups, F(2, 45) = 2.62, MSE = 2.21, p > 0.05,[image: yes] (see Table 2).

Table 2. Mean number of completed categories, attempts, and errors (and SD) for each group of participants. CI: 95% confidence interval.
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Number of attempts. The analysis on the number of attempts to find the correct sorting rule (max. 128) revealed a main effect of group, F(2, 45) = 7.92, MSE = 426.21, p < 0.05. The interpreters needed fewer attempts to guess the rule (90.68 out of the 128 possible attempts) than the rest of the groups. The differences were significant when compared to the monolinguals, F(1, 45) = 14.01, p < 0.05, and to the bilinguals, F(1, 45) = 9.29, p < 0.05, [image: yes], whereas there were no differences between monolinguals and bilinguals, F < 1 (see Table 2).

Number of errors. The analysis on the number of errors showed a reliable main effect of group, F(2, 45) = 4.95, MSE = 378.59, p < 0.05, [image: yes], so that the interpreters had the lower percentage of errors as compared to the monolinguals, F(1, 45) = 7.81, p < 0.05, and the bilinguals, F(1, 45) = 7.03, p < 0.05. There were not significant differences between monolinguals and bilingual participants, F < 1 (see Table 2).

Types of error. The WCST manual (Heaton et al., 1993) distinguishes between perseverative and non-perseverative errors. The perseverative errors are failures to change the mental rule after receiving negative feedback so that the person continues sorting the cards according to the previous-category dimension despite feedback indicating that the response was wrong. The non-perseverative errors are the normal errors needed to learn the new rule. This type of error reflects an attitude to change the response after receiving disconfirming feedback (Barceló, 1999). An ANOVA was conducted to examine the distribution of these types of error in each group. The results of this analysis yielded a significant interaction between-group and type of error, F(2, 45) = 11.92, MSE = 20.29, p < 0.05, [image: yes]. This interaction indicated that there were no group differences when analyzing non-perseverative errors, F(2, 45) = 1.38, p > 0.05. However, the effect of group was significant when analyzing the percentage of perseverative errors, F(2, 45) = 8.39, p < 0.05. In this case, interpreters showed fewer errors than the monolinguals, F(1, 45) = 15.29, p < 0.05, and the bilinguals, F(1, 45) = 9.07, p < 0.05. There were no differences between monolinguals and bilinguals, F < 1 (see Table 3).

Table 3. Mean number (and SD) of different types of errors (perseverative and non-perseverative), and mean number (and SD) of types of perseverations (previous-category and different-category perseverations) in each group of participants.

[image: image]

To further understand the effect of expertise in interpreting, we performed additional analyses on the perseverative errors. Thus, we categorized these errors into perseverations to the immediately preceding category and perseverations to a different-category (Hartman et al., 2001). Previous-category perseverations reflect lack of flexibility to change the mental set to a new rule, while different-category perseverations reflect the understanding that the previous rule is no longer correct but there is an unsuccessful attempt to infer a new rule. The ANOVA performed on the number of previous-category perseverations revealed a significant effect of group, F(2, 45) = 6.16, MSE = 51.56, p < 0.05, [image: yes], with the interpreters showing fewer previous-category perseverations than the monolinguals, F(1, 45) = 11.16, p < 0.05, and the bilinguals, F(1, 45) = 6.79, p < 0.05. There were no differences between monolinguals and bilingual participants (p > 0.05). In contrast, the ANOVA on the number of different-category perseverations showed marginally significant differences between the groups, F(2, 45) = 2.82, MSE = 12.22, p = 0.06, [image: yes] (means can be seen in Table 3). To avoid the problem of unequal variance across cells (because of the reduced number of errors) we performed also analyses with the arcsine transformation of these values. The results of these analyses were the same as those reported here. In addition, to control for the possible non-parametric distribution of errors, non-parametric analyses were performed (Friedman ANOVAs; see Friedman, 1940). The results of these analyses were the same as those reported here.

Because the group of interpreters had larger WM capacity than the groups of monolinguals and bilinguals, we decided to explore whether the observed differences were due to differences in this capacity. Thus, we ran a new series of analyses exploring the role of WM span. Since monolingual and bilingual participants had a similar performance on the WCST and comparable WM capacity (smaller than the interpreters), we pooled them out and divided them up according to their WM. In this way, we composed a group of 16 non-interpreters (eight monolinguals and eight bilinguals) with low WM capacity (with scores below 3.5 in the Reading span test; M = 2.63, SD = 0.39), and a group of 16 non-interpreters (eight monolinguals and eight bilinguals) with high WM capacity (with scores greater than 3.5 in the Reading span test; M = 3.62, SD = 0.59), and compared them with the group of professional interpreters with high WM span (M = 4.29, SD = 0.54). An ANOVA revealed that WM span was similar in the high span participants and interpreters (p > 0.05) and both groups scored higher than the low span participants (all ps < 0.05).

In these new analyses, the ANOVA on the number of completed categories did not reveal differences among the span groups, F(2, 45) = 2.62, MSE = 2.21, p > 0.05, [image: yes] (low span: M = 4.56, SD = 1.45; high span: M = 4.37, SD = 1.66; interpreters: M = 5.5, SD = 1.31). The analysis on the number of attempts to guess the sorting rule showed a main effect of group, F(2, 45) = 7.65, MSE = 430.09, p < 0.05, [image: yes]. The interpreters needed fewer attempts to guess the rule (M = 90.68, SD = 24.79) than both low span (M = 116.45, SD = 18.06), F(1, 45) = 12.34, p < 0.05, and high span participants (M = 114.48, SD = 18.68), F(1, 45) = 10.53, p < 0.05. No differences were found between high and low span participants (p > 0.05). In addition, the interpreters showed fewer perseverative errors (M = 6.56, SD = 8.49) than the low span (M = 18.08, SD = 9.65), F(1, 45) = 11.98, p < 0.05, and the high span participants (M = 17.88, SD = 10.03), F(1, 45) = 11.56, p < 0.05. No differences were found between the low and high span groups (p > 0.05). Similarly, the number of perseverations to the previous-category was significantly lower for the interpreters (M = 4.5, SD = 4.77) than for the low span (M = 12.57, SD = 8.26), F(1, 45) = 10.02, p < 0.05, and the high span participants (M = 11.53, SD = 8.05), F(1, 45) = 7.62, p < 0.05. No differences were found between low and high span groups, p > 0.05. Finally, the number of perseverations to a different-category was smaller for the interpreters (M = 0.56, SD = 1.15) than for the low span (M = 2.31, SD = 3.34), F(1, 45) = 2.07, p < 0.05, and the high span participants (M = 3.89, SD = 4.78), F(1, 45) = 7.58, p < 0.05. The low and high span groups did not differ, p > 0.05.

DISCUSSION

In summary, although the interpreters did not differ from monolinguals or bilinguals in the global number of completed categories, they were able to complete the task in a more efficient way. This efficiency was observed in the reduced number of attempts to infer the sequence of rules and in the smaller number of errors. Importantly, analyses on the type of errors indicated that the main differences between the interpreters and the other groups were observed in the reduced number of perseverative errors in the group of interpreters. Furthermore, when we examined the types of perseverations, we found reliable group differences in the perseveration from previous-category with the interpreters having the lowest number of this type of error. This pattern of results suggests that the interpreters were able to update the task-relevant information efficiently and rapidly change their hypothesis when needed. The interpreters looked for alternative solutions to negative feedback and they reorganized the elements of the problem faster than monolingual or bilingual speakers. Interpreters had better performance in the WCST even when they were compared with high span bilingual/monolingual participants, suggesting that their advantage on “shifting” or mental flexibility was due to their interpreting experience and not to their larger WM capacity.

EXPERIMENT 2 SIMON TASK

In Experiment 2, we examined whether the interpreters would also show better performance than the bilinguals and monolinguals in tasks requiring inhibition of conflicting responses (e.g., the Simon task). As we mentioned, whereas interpreting requires excellent switching skills and mental flexibility, there are data suggesting that interpreters might not inhibit the alternative language while interpreting (Ibáñez et al., 2010). If this was the case, very likely the interpreters would not show superior performance in the Simon task.

MATERIALS AND METHODS

Participants

The same participants that carried out Experiment 1 also participated in Experiment 2.

Materials and procedure

In the Simon task, participants had to respond to color stimuli presented on an irrelevant spatial location. In the task, each trial started with a fixation point (+) that remained on the center of the screen for 350 ms. Then, a colored square (red or blue) appeared on either the left or the right side of the fixation point and participants were instructed to press the response key corresponding to the color of the square as fast as possible. The response keys were also located left or right on the keyboard. Thus, if the colored square was red, the participant had to press the response key marked with a red sticker located on the right side of the keyboard (“intro” key); if the square was blue, the participant had to press the response key marked with a blue sticker located on the left side of the keyboard (“tab” key). If there was no response, the colored square remained on the screen for 2000 ms.

Depending on the location of the colored square on the screen, the trials could be congruent or incongruent. Thus, in congruent trials the location of the stimulus coincided with the position of the response key (e.g., red square on the right), whereas in the incongruent trials the position of the stimulus and the response key did not match, that is, the stimulus was presented on the opposite side of the correct response key (e.g., red square on the left side of the screen). In addition, there were control trials in which stimuli were centered on the screen. There were a total of 150 trials. Participants were given 24 practice trials with feedback before the experimental trials to familiarize them with the response keys. The remaining 126 trials were divided in three blocks of 42 experimental trials each. In each block there were 14 incongruent trials, 14 congruent trials, and 14 control trials, which were randomly presented. Participants received instructions to respond to the color of the squares, and they were told that the locations of the stimuli were irrelevant to perform the task.

The sequence of events and data collection was controlled by E-prime experimental software, 1.1 version (Schneider et al., 2002).

RESULTS

We performed separate ANOVAs (Group × Type of Cue) on the number of correct responses and on response times (RT).

Response times

Response times faster than 200 ms or slower than 1200 ms were excluded from the analysis (0.23%). RTs associated to incorrect responses were also filtered out (2.5%).

The analysis on RTs indicated that the effect of group was not significant, F < 1. A main effect of type of cue was observed, F(2, 90) = 59.79, MSE = 549, p < 0.05, [image: yes]. This effect showed the typical Simon effect, that is, significantly slower RTs to incongruent trials (M = 474.01 ms, SD = 62.01) relative to the congruent trials (M = 437.02, SD = 66.75; see Table 4). The interaction between type of cue and group was not significant, F < 1, indicating that the Simon effect was equivalent for all the groups (Simon effect (RT): monolinguals = 34.49 ms; bilinguals = 38.74 ms; interpreters = 37.69 ms; Simon effect (correct responses): monolinguals = −5.25; bilinguals = −5.65; interpreters = −2.97)1.

Table 4. Mean reaction times (RT; in milliseconds) and percentage of correct responses (% CR and SD) for each group of participants for the Simon task. CI: 95% confidence interval.

[image: image]

As in the previous experiment, we explored the role of WM on performance in the Simon test. Thus, we carried out new analyses grouping monolinguals and bilinguals and then dividing them up in two groups based on their WM span (see Experiment 1). The analysis on RT when WM span was considered revealed that equivalent Simon effects were present in low span participants, F(1, 15) = 12.37, MSE = 785, p < 0.05, high span participants, F(1, 15) = 27.71, MSE = 426, p < 0.05 and interpreters, F(1, 15) = 25.96, MSE = 438, p < 0.05.

Accuracy analyses

The analysis performed on the number of correct responses revealed that there were no significant differences among the groups, F(2, 45) = 1.45, MSE = 28.71, p > 0.05, [image: yes]. However, the effect of type of cue was significant, F(2, 45) = 25.97, MSE = 19.79, p < 0.05, [image: yes]. Thus, all participants made fewer correct responses to incongruent trials (M = 94.13, SD = 6.84) relative to congruent trials (M = 98.76, SD = 1.44). The interaction between-group and type of trial was not significant, F < 1, revealing similar Simon effect for the three groups (see Table 4).

The analyses in which WM span was considered showed that the decrease in correct responses for incongruent trials relative to the congruent trials was significant in all the groups independently of their WM capacity (low span participants, F(1, 15) = 8.81, MSE = 32.11, p < 0.05, Simon effect = −5.95; high span participants, F(1, 15) = 9.63, MSE = 20.39, p < 0.05, Simon effect = −4.96; interpreters, F(1, 15) = 10.72, MSE = 6.59, p < 0.05, Simon effect = −2.97).

DISCUSSION

In summary, the interpreters showed Simon effects that were similar in magnitude to those observed in the monolingual and bilingual groups. This finding suggests that experience in interpreting does not necessarily improve the functioning of all executive processes since the type of inhibitory control required by the Simon task seemed to be independent of the exact nature of the prior bilingual language experience. This is important because it suggests that the cognitive advantage of the interpreters is not general, but restricted to the exact cognitive operations needed to perform the interpreting task.

Surprisingly, the bilinguals did not show a reduced Simon effect relative to the monolinguals and interpreters. The lack of superiority of the bilinguals when compared to the monolingual group is inconsistent with other studies that show a bilingual advantage in tasks that involve inhibitory control (Bialystok et al., 2004, 2005, 2006a,b; Bialystok, 2006; Costa et al., 2008; Hernández et al., 2010). For example, Linck et al. (2008) compared the magnitude of the Simon effect in monolingual and bilingual participants and they found the bilinguals to have a significantly smaller Simon effect relative to monolingual participants (see also Bialystok et al., 2004; Bialystok, 2006). In the Section “General Discussion” we will go back to this finding and discuss several possible reasons for not finding a bilingual advantage in our study.

GENERAL DISCUSSION

The results of Experiment 1 showed that experience in interpreting enhances cognitive flexibility as measured by the WCST. Thus, the interpreters showed fewer attempts to infer the rule, a smaller number of errors and, crucially, fewer previous-category perseverations. This pattern of results suggests that the interpreters were able to update the task-relevant information efficiently and to change their responses accordingly.

In contrast, as shown in Experiment 2, experience in interpreting did not affect performance in the Simon task. Interpreters were not able to avoid interference from the irrelevant location dimension and they showed Simon effects similar in magnitude than those observed in the bilingual and monolingual groups, suggesting that interpreting does not enhance the ability to reduce interference from conflicting responses. Different analyses showed that our results were not due to the participants’ WM capacities since interpreters had a better performance than untrained high span participants in the WSCT and both groups showed similar Simon effects.

Our results are consistent with a recent study by Köpke and Nespoulous (2006) comparing professional interpreters, interpreting students, and control subjects in the Stroop task. The results showed that the interpreters were not better than the students and controls in avoiding interference in the Stroop situation. Köpke and Nespoulous (2006) hypothesized that the normal performance of the interpreters in the Stroop task could be due to the reduced validity of this task to measure the attentional skills in SI. They suggest that because the Stroop task is visual in nature, whereas SI engages meaningful auditory material, there is no transfer from interpreting to Stroop. However, our results suggest that it is not the visual nature of the task that is causing the normal performance of the interpreters since they were superior in the WCST that also involved visual materials. In our opinion, this pattern of results would rather be caused by the processes underlying interpreting than with the modality involved in the tasks. As we mentioned, the results of Ibáñez et al. (2010) suggest that interpreting does not require language inhibition, since the two languages have to be active for comprehension and production during the task. However, mental flexibility to switch from one language to another is crucial during interpreting. Consistent with these ideas, the interpreters in our study show enhanced flexibility, but normal inhibitory control. The overall pattern of performance in the interpreters suggests that, in accordance with our expectations, the interpreters’ advantage is selective and restricted to the processes directly involved in interpreting.

In contrast, the bilinguals did not behave as we expected. We predicted that experience in inhibitory control for language selection would result in superior performance in the Simon task; however this prediction was not confirmed. As mentioned, this finding is not consistent with other studies showing bilingual advantages in conflict resolution in tasks such as Simon tasks, flanker tasks (Bialystok et al., 2004; Costa et al., 2008), or numerical Stroop tasks (Hernández et al., 2010). There are several reasons for the discrepancy between our study and previous studies showing a reduced Simon effect for the bilinguals (Bialystok et al., 2004, 2005, 2008; Bialystok, 2006; Costa et al., 2008; Martin-Rhee and Bialystok, 2008).

First, the cognitive consequences of bilingualism are usually more salient for balanced than for unbalanced-late bilinguals (Bialystok, 1988; Kroll and Stewart, 1994). The bilinguals in our study were of the second type (unbalanced-late bilinguals) so that they were equated in language proficiency, history, and use to our group of interpreters. In order to isolate the effect of interpreting experience, our bilinguals and interpreters had to be as similar as possible in their L2 language history, for this reason, we selected participants that acquired their second language late, namely, in adolescence or adulthood. Furthermore, the use of the two languages was also unbalanced, so they used mostly one of their languages during their daily life. Therefore, the fact that our bilinguals did not behave differently from the monolinguals in our study suggests that the cognitive advantages related to bilingualism might only be evident in balanced bilinguals. Second, and despite our previous observations, most of the data reporting a reduced Simon effect come from children and elderly bilinguals, that is, populations with restricted executive functions, while sometimes this bilingual advantage is hard to observe in the case of young adults who are at the peak of their attentional capacities (Bialystok et al., 2005, 2008; Morton and Harper, 2007; Colzato et al., 2008; see Hilchey and Klein, 2011, for a recent review). For example, Bialystok et al. (2005) compared the performance of monolinguals and bilinguals in an age range between 30 and 80 years in the Simon task. Bilingual advantages were found only from 60 years old onward (see also Ryan et al., 2004; Bialystok et al., 2006a). Therefore, these data support the idea that the age-related rate of decline is significantly less severe for bilinguals, but also that the bilingual advantage in inhibitory control may be more evident in populations that usually show deficits in executive control. Similarly, Salvatierra and Roselli (2010) compared young and old, balanced and non-balanced bilinguals, and monolinguals in a Simon task. There were simple (two colors) and complex (four colors) Simon conditions. Results indicated that the older bilinguals had better performance than older monolinguals under a simple Simon condition. However, there was no bilingual advantage in the younger sample. Moreover, the advantage was found in bilinguals who despite having acquired their second language later in life used their two languages equally often everyday. Therefore, the authors concluded that the bilingual advantage in inhibitory control might depend on the level of linguistic activation rather than on the level of proficiency or age of acquisition.

CONCLUSION

In conclusion, our results show that experience in interpreting has positive consequences for executive processing. Interestingly, this advantage was only evident in executive functions directly involved in the interpreting tasks. Thus, interpreters showed more mental flexibility than the bilinguals and were faster in changing hypotheses online. This ability is probably associated with the interpreters’ skills to alternate between languages continuously and to monitor and correct their own output while reformulating and producing speech in the TL. In contrast, and in agreement with previous data showing that inhibition may not be involved in interpreting (Ibáñez et al., 2010), interpreters were not better than monolinguals or bilinguals at ignoring conflicting information. Future research is required to determine which other aspects of executive processing are modulated by interpreting.
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Footnote

1Simon effect is calculated by subtracting the reaction times (or percentage of correct responses) to congruent trials from those to incongruent trials.
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Bilingualism is commonly assumed to improve creativity but the mechanisms underlying creative acts, and the way these mechanisms are affected by bilingualism, are not very well understood. We hypothesize that learning to master multiple languages drives individuals toward a relatively focused cognitive-control state that exerts strong top-down impact on information processing and creates strong local competition for selection between cognitive codes. Considering the control requirements posed by creativity tasks tapping into convergent and divergent thinking, this predicts that high-proficient bilinguals should outperform low-proficient bilinguals in convergent thinking, while low-proficient bilinguals might be better in divergent thinking. Comparing low- and high-proficient bilinguals on convergent-thinking and divergent-thinking tasks indeed showed a high-proficient bilingual advantage for convergent thinking but a low-proficient bilingual advantage for fluency in divergent thinking. These findings suggest that bilingualism should not be related to “creativity” as a unitary concept but, rather, to the specific processes and mechanisms that underlie creativity.
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INTRODUCTION

Increasing evidence suggests that speaking more than one language does not only improve one’s verbal skills but also more general, non-linguistic cognitive abilities. For instance, bilingual individuals have been demonstrated to outperform monolinguals in problem solving (Bain, 1975), perceptual focusing (Duncan and De Avila, 1979), and the Simon task (e.g., Bialystok et al., 2004; for a general review, see Bialystok and Craik, 2010). According to a growing consensus, the bilingual benefit is related to executive control functions, which are assumed to improve by learning multiple languages. To account for the bilingual benefit, some of the earlier approaches have considered that dealing with a new language might require the suppression of the dominant language, which might imply improvements in inhibitory control (Green, 1998; Bialystok, 2001). Other approaches have argued that preventing conflict between languages does not necessarily require direct inhibition but the combination of attentional top-down biasing together with local competition (i.e., direct interactions between alternative cognitive codes) may do (Poulisse and Bongaerts, 1994; Dijkstra and van Heuven, 1998; La Heij, 2005; Bialystok et al., 2006). This latter approach has received support from the observation that bilinguals are no more efficient in inhibiting unwanted responses than monolinguals but are less efficient than monolinguals in distributing attentional resources over multiple visual target events (Colzato et al., 2008). This suggests that learning multiple languages does not improve inhibitory skills but, rather, leads to a stronger, more selective focusing of cognitive control (Colzato et al., 2008).

The aim of the present study was to further characterize this focusing of control by investigating the impact of bilingualism on different types of creativity. Authors have argued at length about how the concept of creativity should be defined, whether creativity research should focus on the creative individual, the creative act, or the cognitive processes leading to it, and there is accordingly no consensus as to how creativity should be measured (for an overview, see Runco, 2007). Massive research from the last 40 years or so provides strong evidence that bilingualism somehow supports creativity, and a recent report of the European commission has listed more than 200 articles demonstrating this connection (European Commission, 2009). Unfortunately, however, the methodological diversity and sample characteristics of these studies are enormous, which renders it more than questionable whether they were actually assessing the same construct and processes. Moreover, there is still no mechanistic model explaining how creative processes operate and how bilingualism might affect these operations, which in view of the lack of conceptual clarity may not be surprising.

To address this issue, we tried to avoid addressing creativity as a whole. Instead, we compared high-proficient bilinguals with low-proficient bilinguals in two tasks that are likely to represent relatively process-pure measures of components of creativity: divergent thinking and convergent thinking. We do not claim that these are the only processes involved in creative acts (even though Guilford, 1967, considers them the by far most important) nor that individuals showing good performance with regard to these components need to be considered creative in general. Rather, we considered these two components and the two related assessments tasks as – in contrast to other components and tasks, and to creativity as a whole – the cognitive-control operations they are likely to rely on are relatively well understood (Hommel et al., manuscript submitted). Moreover, the fact that they are uncorrelated (Akbari Chermahini and Hommel, 2010) suggests that they are measuring different components of creativity indeed.

Divergent thinking can be defined as the process that allows people to generate as many responses as possible based on relatively weak constraints. As an example, in Guilford’s (1967) alternate uses task (AUT) people are presented with a simple object, such as a pen, and asked to generate as many uses for that object they can think of. The results are commonly scored regarding the number of responses (fluency), the number of different categories being used (flexibility), the degree to which the responses differ from the standard or group mean (originality), and the amount of detail (elaboration). In contrast, convergent thinking can be defined as a more strongly constrained process that searches for one possible outcome. As an example, in Mednick’s (1962) remote associates task (RAT) people are presented with three concepts, such as “hair,” “stretch” and “time,” and they are to identify the one concept that fits with all three in terms of association, meaning, or abstraction, such as “long” in the example.

Even though one can argue that both types of processes and tasks share a number of aspects, they are likely to require, or at least benefit from two different configurations of cognitive control. In its most elementary form, any type of biologically plausible decision-making can be considered a competition between alternative codes or representations (Bogacz, 2007) – such as between representations of the English word “frog” and the semantically equivalent Dutch word “kikker” in a picture-naming English–Dutch bilingual, between representations of the alternative uses of a “pen” in the AUT, or between representations of close associates of the three defining words in a trial of the RAT. This kind of “local competition,” as we will call it, is likely to generate random results unless it is steered by the current task goal. Duncan et al. (1996) have suggested that the impact of task goals on behavioral control might consist in providing top-down support for those representations that are most consistent with the current goal, so that the competition between cognitive representations can be considered a top-down “biased competition.” As suggested by Colzato et al. (2008), people might differ with respect to the degree to which they experience local competition and/or the degree to which they bias this competition by top-down processes. Consider what possible differences regarding cognitive-control states (strong versus weak top-down bias and/or local competition) imply for different types of creativity tasks.

Divergent thinking (as assessed by the AUT) is likely to benefit from a cognitive-control state that provides a minimum of top-down bias and local competition, so that the individual can easily and quickly “jump” from one thought to the other in an only weakly guided fashion (Hommel et al., manuscript submitted). In contrast, convergent thinking (as assessed by the RAT) is likely to benefit from strong top-down bias (that is representing the greater number of constraints that possible solutions need to meet) and strong local competition (as only one solution can be right). If so, engaging in divergent thinking should facilitate subsequent performance in tasks that require weak, “distributed” control while engaging in convergent thinking should be beneficial for subsequent performance in tasks requiring a more focused, exclusive control style, that is, strong top-down control and local competition. Indeed, previous divergent thinking was found to improve performance in tasks that require the distribution of attention to two successive visual targets (Hommel et al., manuscript submitted) and increased inter-task interactions between two overlapping tasks (Fischer and Hommel, submitted), while previous convergent-thinking improved performance in selective-attention and response-competition tasks (Hommel et al., manuscript submitted).

Relating the findings from research on bilinguals to the observations from creativity studies suggests that the cognitive-control style that seems to be acquired by learning multiple languages fits well with the style implied by convergent thinking. If so, a straightforward hypothesis presents itself: high-proficient bilinguals should outperform low-proficient bilinguals in convergent thinking while the opposite should be the case with divergent thinking. At first sight, this hypothesis seems to be disproved by the available evidence. Numerous studies have claimed that bilingualism has a specific, positive effect on divergent thinking (for an overview, see Ricciardelli, 1992). However, previous studies have a number of characteristics that make it difficult to relate them to our hypothesis, such as reporting only aggregated total scores of creativity (across often heterogeneous scales) and the use of tasks that are unlikely to provide sufficiently process-pure measurements of convergent versus divergent thinking. For instance, the recent studies of Kharkhurin (2009, 2010) employed the abbreviated torrance test for adults (ATTA, Goff and Torrance, 2002) to assess divergent thinking. The test consisted of three activities: identifying the troubles that one may encounter when walking on air, completing incomplete pictures, and drawing as many pictures as possible based on a given group of triangles. Even though all these activities certainly require some form of creativity, they all seem to be much more balanced with respect to the generation aspect (that would benefit from weak top-down control and local competition) and the number of constraints (which call for strong top-down control and local competition) than the AUT (which has fewer constraints) on the one hand and the RAT (which allows for one result only) on the other. Hence, the ATTA arguably mixes divergent and convergent operations more than necessary, which makes it difficult to make predictions from a control-state point of view. Moreover, Ricciardelli (1992) already identified a number of studies that did not show the expected divergent-thinking benefits in bilinguals or even an advantage for monolinguals. More recently, two other studies reported better performance in monolinguals than bilinguals in a verbal fluency task (requiring to generate as many exemplars of a given category as possible) that bears some similarities to the divergent-thinking AUT (Rosselli et al., 2000; Gollan et al., 2002). Hence, a closer look reveals that the evidence for better divergent thinking in bilinguals is rather mixed (we consider some possible reasons in the Discussion), which is why we considered it still reasonable to compare high-proficient with low-proficient bilinguals in divergent thinking (assessed by means of the AUT) and convergent thinking (assessed by means of the RAT) separately.

MATERIALS AND METHODS

PARTICIPANTS

Forty-two young healthy adults served as participants for partial fulfillment of course credit or a financial reward and constituted the two language groups: low-proficient and high-proficient bilinguals. All reported having normal or corrected-to-normal vision, and were not familiar with the purpose of the experiment. Half of the participants were low-proficient bilingual German native-speaker students of the Technische Universität Dresden (Germany), and the other half were Dutch–English high-proficient bilinguals living in the Netherlands. All participants were tested by the same instructional protocols, although the actual testing was carried out in two different countries. The high-proficient bilingual participants attended the high school in English and some of them had lived part of their life in an English-speaking country. They used both Dutch and English on a daily basis throughout their lives. As research with bilingual adults (Kroll and Stewart, 1994) and children (Bialystok, 1988) has revealed that the cognitive and linguistic consequences of bilingualism are more salient for those bilinguals who are relatively balanced in their proficiency, we only considered balanced bilinguals for the present study. The low-proficient bilingual German participants were not functionally fluent in any other language despite the inevitable language courses in school. All participants in both groups attended university and shared similar middle-class socioeconomic backgrounds, and they were matched for age, sex, and IQ (measured by Raven’s standard progressive matrices, SPM), see Table 1. Participants gave their written informed consent prior to their inclusion in the study in accordance to the 1964 Declaration of Helsinki.

Table 1. Demographic data measures, vocabulary proficiency scores, originality, fluency, flexibility, and elaboration scores from the alternate uses task (AUT), the number of correct items from the remote associates task (RAT), means, and SD for the low-proficient and high-proficient bilinguals are shown.
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PROCEDURE AND DESIGN

The experiment consisted of a 45-min session in which participants completed the AUT to assess divergent thinking, the RAT to assess convergent thinking, a vocabulary test to access participants’ proficiency in English, and a short-version of a reasoning-based intelligence test (Raven’s SPM; Raven et al., 1988). After completion of the tasks, the participants were debriefed and paid.

AUT (divergent thinking)

In this task (based on Guilford, 1967, and translated into Dutch and German), participants were asked to list as many possible uses for three common household items (brick, shoe, and newspaper) as they can within 10 min. Scoring comprised of four components:

Originality: Each response is compared to the total amount of responses from all of the subjects. Responses that were given by only 5% of the group count as unusual (1 point) and responses given by only 1% of them count as unique (2 points).

Fluency: The total of all responses.

Flexibility: The number of different categories used.

Elaboration: The amount of detail (e.g., “a doorstop” counts 0, whereas “a door stop to prevent a door slamming shut in a strong wind” counts 2 (1 point for explanation of door slamming and another for further detail about the wind).

RAT (convergent thinking)

In this task (based on Mednick, 1962, and translated into Dutch and German), participants were presented with three unrelated words (such as time, hair, and stretch) and asked to find a common associate (long). Our version comprised of 30 items, which were to be worked through within 10 min.

English vocabulary test

Participants’ proficiency in English was assessed with a vocabulary test consisting of a non-speeded lexical decision task (Christoffels et al., 2006, manuscript submitted). The test consisted of words selected from five different word frequency bins and non-words. Participants were required to indicate whether or not they knew the meaning of the English letter strings. The score of the test ranges from 0 to 5,000 and is corrected for misattribution of non-words.

SPM (intelligence test)

The SPM assesses the individual’s ability to create perceptual relations and to reason by analogy independent of language and formal schooling; it is a standard, widely used test to measure Spearman’s g factor and of fluid intelligence in particular.

STATISTICAL ANALYSIS

Independent t-tests were performed to test differences between the two groups. From the two tasks, five measures were extracted for each participant: originality, fluency, flexibility, and elaboration scores from the AUT, the number of correct items from the RAT. The measures were scored by two independent readers (Cronbach’s alpha = 0.90). A significance level of p < 0.05 was adopted for all tests.

RESULTS

No significant group differences were obtained for age, t(40) = 1.47, p = 0.15, and intelligence, t(40) = 1.17, p = 0.25. As expected, high-proficient bilinguals were significantly more proficient in the English vocabulary test than low-proficient bilinguals, t(40) = 2.06, p < 0.05, see Table 1.

Performance in the RAT and AUT was good and comparable to performance in other studies (e.g., Akbari Chermahini and Hommel, 2010). As expected, high-proficient bilinguals showed better performance in the RAT task than low-proficient bilinguals, t(40) = 2.22, p < 0.05. Also as expected, all four scores of the AUT showed an advantage for low-proficient over high-proficient bilinguals. While this advantage did not reach significance for flexibility, t(40) < 1, originality, t(40) = 1.19, p = 0.24, and elaboration, t(40) = 1.10, p = 0.28, it was reliable for fluency, t(40) = 2.31, p < 0.05, see Table 1.

DISCUSSION

The guiding hypothesis of this study assumes that speaking multiple languages leads to the adoption of a relatively focused cognitive-control state, at least as a default, which is characterized by a strong top-down biasing of information processing and strong local competition for selection between cognitive codes. Considering that this control-state fits with the control requirements of convergent thinking but not of divergent thinking, we predicted that high-proficient bilinguals should outperform low-proficient bilinguals in convergent thinking, whereas low-proficient bilinguals should perform better in divergent thinking. And this is exactly what the data show: high-proficient bilinguals excel in convergent thinking while low-proficient bilinguals excel in divergent thinking, at least with regard to the fluency score.

On the one hand, this outcome is consistent with previous observations that monolinguals outperform bilinguals in verbal fluency tasks (Rosselli et al., 2000; Gollan et al., 2002). On the other hand, however, it does not seem to fit with the general expectation that bilingualism is associated with greater cognitive flexibility and numerous studies that seem to support this expectation (cf., Ricciardelli, 1992; European Commission, 2009). One possible interpretation, which has been suggested by Kharkhurin (2010), is that verbal and non-verbal creativity tasks assess different skills and might be differently affected by bilingualism. Kharkhurin’s specific suggestion is that bilinguals might excel in the non-verbal domain but be outperformed by monolinguals if it comes to verbal domains. However, not only is this suggestion difficult to combine with the fact that bilinguals must master language-related skills that monolinguals do not need to master, which again implies that bilinguals do have some unique expertise that relates to the verbal domain. It is also refuted by our findings. Both of our thinking tasks were clearly verbal and drawing on verbal skills, so that the better performance of bilinguals in the convergent-thinking task does not fit with the claim that bilinguals’ performance is necessarily inferior to that of monolinguals. But, on the other hand, it is true that we demonstrated the predicted double dissociation for the verbal domain only, and it may very well be that non-verbal tasks show a different pattern.

Another aspect that might explain at least some inconsistencies in the field in general and with regard to the present findings in particular relates to the age of the investigated participants. The majority of studies on the relationship between bilingualism and creativity have focused on children (Kharkhurin, 2010). In line with earlier speculations (e.g., Eysenck, 1993; Ashby et al., 1999), there is increasing evidence for a reliable connection between dopamine and creativity performance, which for instance has been shown to vary with the individual density of dopamine receptors (de Manzano et al., 2010), genetic variability associated with striatal dopamine production (Reuter et al., 2006), and the Parkinson-related loss of dopaminergic neurons in the striatal pathway (Batir et al., 2009). Using the same tasks used in the present study, it could be demonstrated in healthy subjects that convergent and divergent thinking are mediated by both the individual tonic dopamine level (Akbari Chermahini and Hommel, 2010) and phasic changes of this level (Akbari Chermahini and Hommel, submitted). Interestingly, the brain systems that are targeted by the two major dopaminergic pathways in humans (the frontal and the striatal pathway; see Cools, 2008) are particularly strongly affected by developmental factors and are suspected to keep developing into early adulthood (Gogtay et al., 2004). This fits with observations of considerable variability of individual creativity measures over the lifespan (e.g., Simonton, 1997; Wohl, 2003). Hence, it remains to be seen whether observations from children really generalize to adults, and whether individual differences in creativity tasks are stable over time.

Finally, we would like to emphasize that we do not consider our measures of performance in divergent and convergent-thinking tasks to represent creativity as a whole – be it as a state or a personal trait. Divergent and convergent thinking are likely to be very important, if not crucial (Guilford, 1967), for many creative acts, but such acts can be suspected to comprise of a whole sequence of processes and components. Many authors since Wallas (1926) have assumed that creative acts run through at least four stages including preparation, which involves investigating the problem; incubation, which involves (often unconscious) thinking about the problem; illumination, where ideas come together to form a possible solution; and verification, which involves evaluating the chosen option. It makes sense to characterize the first two stages as emphasizing divergent processes and the final two stages as emphasizing convergent processes (Hommel, in press), and it may very well be that individual performance therein can be predicted to some degree based on the measures used in the present study. Nevertheless, the complexity of the respective stages strongly suggests that a number of other cognitive operations are involved. Accordingly, it would be far-fetched to consider good performance in the AUT and the RAT sufficient to categorize individuals as “creative.” Indeed, we sincerely believe that unpacking complex concepts like “creativity” into their component processes represents a crucial step in constructing mechanistic models that are sufficiently transparent to undergo rigorous empirical testing.

And the same goes for the cognitive benefits that come along with bilingualism: modeling them in detail will also require the unpacking into component processes. The present findings suggest that one of these component processes is responsible for the regulation of cognitive-control states. If we assume that one dimension on which these states vary relates to the degree of top-down biasing of information processing and of local competition between alternative cognitive codes (Colzato et al., 2008; Hommel et al., manuscript submitted), having learned to handle multiple tasks seems to drive individuals toward the pole of the dimension that represents more biasing and more competition. Accordingly, bilinguals are likely to show particularly good performance on tasks that are relying or benefiting from this control state but to show relatively poor performance on tasks that require or benefit from weaker top-down control and less local competition. Examples for the former are tasks inducing response conflict (Bialystok et al., 2004) and convergent thinking, while examples for the latter are tasks that call for the distribution of attention (Colzato et al., 2008) and divergent thinking.
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Bilingual speakers are faced with the problem to keep their languages apart, but do so with interindividually varying success. Cognitive control abilities might be an important factor to explain such interindividual differences. Here we compare two late, balanced and highly proficient bilingual groups (mean age 24 years, L1 Russian, L2 German) which were established according to their language control abilities on a bilingual picture-naming task. One group had difficulties to remain in the instructed target language and switched unintentionally to the non-target language (“switchers”), whereas the other group rarely switched unintentionally (“non-switchers”). This group-specific behavior could not be explained by language background, socio-cultural, or demographic variables. Rather, the non-switchers also demonstrated a faster and better performance on four cognitive control tests (Tower of Hanoi, Ruff Figural Fluency Test, Divided Attention, Go/Nogo). Here, we focus on two additional executive function tasks, the Wisconsin Card Sorting Test (WCST) and the Flanker task requiring conflict monitoring and conflict resolution. Non-switchers outperformed switchers with regard to speed and accuracy, and were better at finding and applying the correct rules in the WCST. Similarly, in the Flanker task non-switchers performed faster and better on conflict trials and had a higher correction rate following an error. Event-related potential recordings furthermore revealed a smaller error-related negativity in the non-switchers, taken as evidence for a more efficient self-monitoring system. We conclude that bilingual language performance, in particular switching behavior, is related to performance on cognitive control tasks. Better cognitive control, including conflict monitoring, results in decreased unintentional switching.

Keywords: Flanker task, ERN, Wisconsin Card Sorting Test, conflict monitoring, inhibition, late bilinguals, cognitive control, executive function

INTRODUCTION

The recent interest in the relation between bilingual language processing and non-linguistic control abilities has been fueled by research showing that bilinguals outperform monolinguals on tasks involving executive functions. These are often distinguished into three subdomains: inhibition, shifting of mental sets (also referred to as task switching or cognitive flexibility), and updating information in working memory (Miyake et al., 2000). Inhibition is necessary to resist distraction in order to stay focused on the currently relevant task or information. Inhibition thus enables us to perform goal-driven, task-relevant, and appropriate behavior (as regards social context, communication constraints, etc.). Set shifting refers to the ability to detach oneself from one task in order to turn to something else. It reflects the ability to adjust to changing demands, priorities, or information. In working memory we hold currently necessary important information and can constantly add more, newer information which might complete, replace, or change previous information.

The explanatory link between cognitive control and bilingualism is that early bilinguals have to constantly control interfering information from the two active and competing language systems which might train and enhance their cognitive control abilities (Martin-Rhee and Bialystok, 2008). Thus, it appears that bilingualism taxes inhibitory control by requiring speakers to suppress one language when using another, cognitive flexibility by requiring speakers to switch between languages, and working memory by having to keep track of swift changes in multilingual communication, e.g., which language is most appropriate with whom.

Research in executive function abilities in relation to bilingualism is a rather new field with an interdisciplinary and multimethodological approach. Whereas mostly dichotomous groups such as balanced and unbalanced bilinguals (e.g., Vega and Fernandez, 2011) have been used in this research, individual differences have been largely neglected. Reiterer (2009) has listed a number of “factors that matter” in language acquisition and ultimate attainment of L2 proficiency, including biological, psychological, linguistic, and socio-cultural variables. Based on brain imaging studies, she concluded that brain organization is highly dependent on a number of these factors. For example, individual differences in response inhibition are correlated with differences in functional magnetic resonance imaging (fMRI) activation patterns related to inhibitory control (Garavan et al., 2006). Ye and Zhou (2008) grouped monolingual students according to their performance in a color–word Stroop task into readers with higher and lower control abilities, which were found to modulate the resolution of conflict between sentential representations. Consequently, we suggest that individual differences in executive functions may also play a major role in bilingual language performance.

Children who acquire two languages early in life develop the ability to solve problems that contain conflicting or misleading cues better than their monolingual peers (Martin-Rhee and Bialystok, 2008). Carlson and Meltzoff (2008) examined three groups of kindergarten children. The bilingual group outperformed the monolingual and the English-language-learner group on a variety of conflict tasks. In a recent study in young Spanish undergraduate students (Costa et al., 2009) bilinguals responded generally faster across trial types during high conflict-monitoring conditions in the attention network task (ANT), but did not show an advantage on low conflict-monitoring conditions. In sum, bilinguals are better in “conflict” situations which require the ability to resolve interference among competing representations and thus parallel the situation in which two languages compete and create a conflict for selection in bilingual speech production.

The mechanisms of executive control responsible to resolve conflict in language tasks have been suggested to be similar to those engaged in other cognitive domains (for a review see Abutalebi and Green, 2007; Ye and Zhou, 2009). Bilinguals who frequently use both languages train conflict resolution constantly. Due to the parallel activation of both languages in bilinguals, conflict resolution seems to be inherent to “monolingual language mode” production (for the language mode model, see Grosjean, 1982), i.e., when only one of these languages is required for verbal output. As a consequence, bilinguals are more efficient in dealing with conflicting and distracting information also in other domains, e.g., incongruent flanking information or bivalent displays (see Bunge et al., 2002).

While an advantage on conflict trials can be accounted for by extensive training in resolving the conflict produced by incompatible competing representations or responses (Abutalebi and Green, 2007), the advantage on overall reaction time (RTs) found in many (but not all) bilingual studies can not, as many trials do not require conflict resolution. As an explanation, Costa et al. (2009) suggested that the bilinguals’ monitoring process also kicks in on congruent trials and is responsible for the RT advantage on these trials. According to models of bilingual language production, first, one of the two available language schemas needs to be selected (Green, 1998). Costa et al. (2009) suggested that the bilingual monitoring system controls for the continuous use of the initially selected language in further processing stages. This monitoring activity for production in the target language is only necessary in bilinguals but not in monolinguals and could account for the bilingual RT advantage. Lexical competition according to Costa et al. (2009) can be thought of as the bilinguals’ training stage for conflict resolution on conflict trials.

As a first step toward a more fine-grained look at the bilingual population we previously investigated individual differences in language control abilities (i.e., switching between languages on command) in a group of Russian–German bilinguals with high and balanced proficiency in both languages (Festman, 2011). Bilinguals were grouped according to their errors of cross-language interference (CLI) on a bilingual picture-naming task. Those who switched – although not required – were called “switchers,” those who did not switch were called “non-switchers.” A number of additional executive function tasks (Tower of Hanoi, Ruff Figural Fluency Task, Divided Attention, Go/Nogo) taxed inhibition of irrelevant information, problem solving, planning efficiency, generative fluency, and self-monitoring (Festman et al., 2010). A strong relationship between language control abilities and executive functions could be established in that “switchers” performed worse on all executive function tests compared to “non-switchers.” This suggests that these groups may differ in their susceptibility to CLI because of individual differences in executive control functions. In Festman et al. (2010), we observed that non-switchers were significantly better able to produce correct responses in the verbal part of the WAIS, but not in the general performance part of the WAIS. Intelligence is thus not a likely candidate to explain between-group differences in all other cognitive tasks. We speculated that non-switchers were more efficient in suppressing irrelevant and conflicting information and thereby reduce response conflict earlier than in the course of switchers’ processing. This advantage might have helped to facilitate response selection and response execution. Some indications of a likely difference in these processes have been found in our earlier tasks already, as non-switchers showed better monitoring abilities in the Tower of Hanoi task (less errors) and in the Ruff Figural Fluency task (fewer perseverations).

To investigate conflict monitoring and conflict resolution more directly, the Wisconsin Card Sorting Test (WCST) and the Eriksen flanker task were employed in the current study. The WCST requires participants to select and apply rules in order to sort trivalent displays (color, shape, number are the three features that constitute each stimulus). More importantly, on every few trials the participant has to shift rules according to cues while on the remaining trials he has to stick to the same rule as used for the previous trial (similar to the required use of one language until language change is signaled). The WCST requires both, staying on a rule and shifting from one rule to another, and thus allows us to determine whether the results of the WCST parallel the groups’ language control abilities. Accordingly, if (a) switchers have difficulties to remain in the target language, because the non-target language continues to cause strong conflict with target language production, this should be paralleled by errors on trials when no rule change is necessary. Non-switchers were thus expected to be better in continuous rule application. If (b) switchers have difficulties to switch to the other language, because they have problems to inhibit the current target language in order to switch to the new target language, this should be paralleled by perseveration errors in the WCST (switch/shift to the new rule while inhibiting the former rule). As non-switchers previously demonstrated superior inhibitory control abilities (Festman et al., 2010), they were expected to show superior set shifting abilities resulting in faster and better performance.

The flanker task provided several measures of executive control and conflict monitoring. First, performance on conflict (“incongruent”) and no-conflict (“congruent”) trials was compared between the groups. Second, the number of errors as well as the number of corrected errors was assessed. If non-switchers indeed have better conflict resolution abilities, we predicted less interference and hence faster performance on incongruent trials. Moreover, we expected higher correction rates for non-switchers than for switchers. The flanker task, while originally introduced for behavioral studies, has been used extensively in conjunction with event-related brain potentials (ERP) and fMRI over the past 10 years. In the ERP, an “error-related negativity” (ERN; Gehring et al., 1993) emerges in the response-locked averages which is generated when participants make errors. The ERN peaks around 50–80 ms post-error and has a frontocentral maximum. It has been interpreted as an on-line index of performance monitoring and has been related to response conflict (Swick and Turken, 2002).

MATERIALS AND METHODS

PARTICIPANTS

This study had been approved by the ethics committee of the Otto-von-Guericke University, Magdeburg, the affiliation of the authors at the time of the experiment, and was performed in accordance with the 1964 Declaration of Helsinki. Informed consent was obtained from every participant, and participants were paid for their participation. Table 1 summarizes the characteristics of the switcher and non-switcher group which had been established based on their language control as described in the introduction.

Table 1. Participant information.
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WISCONSIN CARD SORTING TEST

The WCST requires to apply rules continuously, to perform organized search, as well as to shift cognitive sets (rule changes) and to use feedback from the environment (Spreen and Strauss, 1998). We used a simplified computer version of the WCST developed by Barceló et al. (2002) which was presented using Presentation software1.

The trial structure is depicted in Figure 1. Participants were instructed to respond as quickly and as accurately as possible. After training for 6 rule changes (1 rule change after 5–7 trials), participants were asked to complete 3 blocks of 12 rule changes each with the possibility to rest between blocks.
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Figure 1. Example trial: After fixation (1000–1700 ms) four cards were presented in one line in the center of a computer screen. Below this display, one larger card (e.g., one blue star) was shown. This critical card had to be sorted according to color, shape, or number and was presented until response was given. Response buttons were assigned in the following way: In the case of the blue-star-card, the number key “1” (depicting one red triangle) should be used to indicate the number rule, “2” (two green stars) to sort it according to the shape rule, “3” (three yellow crosses) would in this case not offer any sorting rule, and “4” (four blue circles) to sort according to the color information. Every critical card differed in color, shape, and number from the previously presented critical cards. One of two different feedback signs (happy or sad “smiley” icons) followed 1000 ms after the response. On all non-rule-change trials an auditory cue of 1000 Hz was presented (“use-the-same-rule-sound”). A new card to be sorted was displayed at 1400 ms after visual feedback. The rule to be applied changed after five to seven trials (e.g., from “sort according to color” to “sort according to shape”). Rule change was indicated by a “change-rule-sound” (500 Hz, 400 ms after the visual feedback, lasting for 250 ms), and participants had to find the correct new rule by trial-and-error.



Trials were analyzed according to their position in the run. We distinguished trials immediately following a “change-rule-sound.” According to Barceló et al. (2002), these are three-dimensional shift trials (3D) during which participants have to handle three rules in working memory (i.e., inhibit the previous rule and consider the other two rules for responding). On the first trial after a rule change signal, the participant had a 50% chance of choosing an incorrect rule provided that he remembered the previous and thus irrelevant rule. If the participant chose the correct rule, he received positive feedback and had to continue with this rule until the next rule-change signal. The following trials would then be considered trials of the “subblock.” If the first choice after the rule-change signal was wrong, negative feedback was given. After having discarded one of the three rules in the 3D-trial, only two rules had to be dealt with on two-dimensional shift trials (2D), i.e., the incorrect rule had to be inhibited and the only remaining option had to be selected and applied until the next change signal. This is a very efficient trial-and-error process in normal subjects, who can use past contextual information to optimize set shifting (Barceló et al., 2002).

FLANKER EXPERIMENT

The flanker task (Eriksen and Eriksen, 1974) requires responding to the center letter of a five letter array with either a left-hand (for letter H) or right-hand response (letter S). Additional letters flanking the target letter either favored the target response (congruent trials, HHHHH or SSSSS) or primed the other response (incongruent trials, HHSHH or SSHSS). To increase the number of errors produced 60% of the trials were incongruent. Each stimulus array subtended about 2.5° of visual angle in width, and a fixation cross was presented in the middle of the computer monitor just below the target letter in the array (using Presentation, Neurobehavioral Systems). Each stimulus was presented for 100 ms and a stimulus-onset-asynchrony of 900 ms was used. Letter/hand assignments were counterbalanced between subjects and maintained in both sessions. Prior to the experiment, participants were trained in a short session of 6 blocks of 40 trials each to reach a RT baseline level and were given feedback about their performance. The goal of this procedure was to aim for a reaction time that would yield approximately 10% of errors. The experiment proper consisted of 20 blocks of 200 stimuli each. A 30-s rest period was allowed between blocks. Subjects were required to respond to the stimuli as fast as possible and to correct their errors as fast as possible whenever they detected them.

The electroencephalogram was recorded from 29 tin electrodes mounted in an electro cap against a reference electrode placed on the left mastoid process. Biosignals were re-referenced off-line to the mean of the activity at the two mastoid processes. Blinks and vertical eye movements were monitored with electrodes placed at the sub and supraorbital ridge of the left eye. Lateral eye movements were monitored by a bipolar montage using two electrodes placed on the right and left external canthus. Eye movements were recorded in order to allow for later off-line rejection, which was carried out by a computer program based on an amplitude criterion (75 μV). All electrode impedances were kept below 4 kΩ. Electrophysiological signals were amplified with a band-pass filter of 0.01–50 Hz and digitized at a rate of 250 Hz (4 ms resolution). Data were analyzed using the Event-Related Potential Software System (ERPSS)2.

RESULTS

WISCONSIN CARD SORTING TEST

Response times showed a gradual speed-up from 3D to 2D trials to subblock trials (see Figure 2). Group differences were significant on all trial positions with non-switchers being faster (for 3D U = 48.0, p = 0.006; for 2D U = 65.0, p = 0.0425; for subbl. U = 50.0, p = 0.008).
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Figure 2. Response latencies: non-switchers were faster for all trial types, i.e., on shift (3D and 2D) as well as on subblock trials (subbl.).



Switchers committed significantly more errors than non-switchers (Table 2) with the majority of their errors occurring for subblock stimuli.

Table 2. Wisconsin Card Sorting Test: error rate in percent.
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FLANKER TASK

The typical general pattern of results was obtained with more errors [t(28) = −6.631, p < 0.0001], and slower responses [t(28) = −7.983, p < 0.0001] on incongruent trials. Importantly, switchers showed a greater interference effect for incongruent stimuli, evidenced by a slower response time for the type of stimulus but not for congruent stimuli (Table 3). Moreover, switchers corrected their errors significantly less often than non-switchers, indicating worse self-monitoring abilities. There were no group differences for overall accuracy.

Table 3. Behavioral data of the Flanker experiment (SDs in brackets).
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Response-locked averages revealed a typical ERN for the error trials peaking at about 70 ms (Figure 3), which was larger in switchers.


[image: image]

Figure 3. Response-locked grand average ERPs. The red line represents the correct responses, the blue line the errors.



The ERN was quantified by a mean amplitude measure (time-window 0–100 ms) which was analyzed by ANOVA. A highly significant main effect was obtained for response type [F(1, 24) = 31.5, p < 0.001] as well as an interaction between group and response type [F(1, 24) = 11.6, p < 0.001]. Post hoc analyses revealed that this interaction was driven by the smaller ERN to errors in the non-switchers (p < 0.05).

DISCUSSION

WISCONSIN CARD SORTING TASK

While both groups had an overall good performance, switchers were slower, and committed more errors with most errors occurring for subblock trials. This suggests that switchers have difficulties in maintaining a task set and inadvertently switched to a currently invalid rule.

Bialystok and Martin (2004) and Martin-Rhee and Bialystok (2008) found that bilingual children were better able to shift from one rule (dimension) to the other than monolingual peers on the dimensional change task, which is similar to the WCST. These bilingual children demonstrated an advantage in shifting mental sets, whereas the difference between switchers and non-switchers of the current study emerged mainly during the maintenance of task set which was impaired in the switchers. Vega and Fernandez (2011) recently reported that more balanced bilingual children (with respect to language use) made significantly fewer perseveration errors on the WCST than less balanced children, indicating an advantage in set shifting for the former group. While this suggests a disadvantage of monolingual or less balanced bilingual participants in the inhibition of irrelevant task sets, data from Linck et al. (2008) in L2 Spanish adult learners and proficient Spanish–English and Japanese–English bilinguals revealed that higher language proficiency did not correlate with superior inhibitory abilities as measured by the Simon task.

In contrast to these studies, we measured performance of high proficiency balanced adult bilinguals. The inadvertent rule change in switchers suggests a general problem in this group. While the switcher group has no difficulty in changing from one task set (or one language) to the other, problems emerge in the form of unintentional switches. Thus, we suggest that the switcher group has an increased susceptibility to interference in general.

ERIKSEN FLANKER TASK

Switchers showed a greater susceptibility to interfering information, evidenced in slower response times for incongruent trials, as well as less efficient performance monitoring, evidenced by lower error correction rates.

The ERN is often viewed as an index of the activity of a response monitoring system either in the sense of an error detection mechanism (Falkenstein et al., 1991) or in the sense of a response conflict-monitoring mechanism (Botvinick et al., 2001; Yeung et al., 2004). The latter account proposes that it reflects the degree of conflict between simultaneously activated response tendencies. Following this reasoning, the reduced ERN in the non-switcher group should correspond to less response conflict. This, however, is at odds with the superior correction performance which must be based on a more efficient detection of errors in the non-switchers. Previous research in other cognitive domains has suggested that more efficient processes might be associated with less neural activity (e.g., Hund-Georgiadis and von Cramon, 1999). Thus, one might speculate that the reduced ERN amplitude in non-switchers might reflect more efficient response monitoring mechanisms. This notion, while in line with the behavioral pattern, needs to be substantiated by further research.

GENERAL DISCUSSION

In this paper we asked whether late bilinguals differing in language control also show differences in tasks taxing executive control functions. Such differences would support the notion that language control in bilinguals, in particular with respect to unintentional switching between languages, is related to generic executive control capabilities. Indeed, robust group differences were revealed in the WCST and the flanker task.

Non-switchers demonstrated superior inhibitory control and better set shifting abilities (faster performance, fewer perseveration errors) in the WCST. Switchers had difficulties with continuous rule application, providing evidence for a deficient shielding of the appropriate task set against interfering task sets. This is very similar to their deficient shielding of the appropriate language against interference from the non-target language.

In the flanker task non-switchers revealed superior interference control with faster performance on incongruent trials as well as a higher correction rate following an error. Together with the reduced ERN component in the ERP this is evidence for more efficient conflict and self-monitoring.

Relevant to our study is Friedman and Miyake’s (2004) distinction between Resistance to Distractor Interference and Resistance to Proactive Interference. The first denotes the ability to resist interference of information from the environment irrelevant for the task (such as flanking letters in the flanker task), whereas the second describes the ability to resist intrusions of information which was relevant for a previous task/trial, but is irrelevant on the current task/trial (such as the former sorting rules in the WCST). Interestingly, our non-switcher group showed advantages in both types of resistance to interference.

The contrast between transient and sustained control processes (e.g., Wang et al., 2009) has been used to interpret the findings of a bilingual task switching study by Prior and MacWhinney (2010). Transient control processes are relevant for controlling single trials or stimuli, whereas sustained control processes are engaged for a longer period of time to provide state-related activation (Braver et al., 2003). Prior and MacWhinney observed that a group of bilingual students showed advantages in transient, but not in sustained control processes when compared to monolingual students performing on a shape-and-color-decision task switching paradigm. Bilinguals showed enhanced efficiency in the executive function of shifting between mental sets such as shape decision and color decision. The WCST data of the current study showed that switchers had difficulties in resisting distractor interference, i.e., to keep on using the same rule, most likely explained by their susceptibility to interference in general (Festman et al., 2010). In the framework of Wang et al. (2009) this points to difficulties in sustained control processes. At the same time, switchers were slower and less accurate in choosing the correct rule, implying difficulties with mental shift as well, which, in more general terms, might be interpreted as a difficulty in transient control processes.

Colzato et al. (2008) made a difference between active inhibition (in order to exclude particular information from processing) and reactive inhibition (in order to exclude particular information after it has been already activated) and reasoned that bilinguals outperform monolinguals by building up and maintaining goal representations more efficiently. Also they seem to map these representations more efficiently onto top-down mechanisms of goal-relevant processes. Whereas Christoffels et al. (2007) did not find the expected asymmetric switch costs for low proficient L2 speakers in German–Dutch bilinguals, the differences between switchers and non-switchers in the current study might well be explained in terms of the active–reactive inhibition distinction. In this framework, switchers might engage in a reactive-inhibition-approach, while non-switchers might rely more on active-inhibition processing. More research on group comparisons of multilinguals and on individual differences with respect to language control are needed to further pinpoint the relationship between executive control and language control in bilingualism.
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Language switching is omnipresent in bilingual individuals. In fact, the ability to switch languages (code switching) is a very fast, efficient, and flexible process that seems to be a fundamental aspect of bilingual language processing. In this study, we aimed to characterize psychometrically self-perceived individual differences in language switching and to create a reliable measure of this behavioral pattern by introducing a bilingual switching questionnaire. As a working hypothesis based on the previous literature about code switching, we decomposed language switching into four constructs: (i) L1 switching tendencies (the tendency to switch to L1; L1-switch); (ii) L2 switching tendencies (L2-switch); (iii) contextual switch, which indexes the frequency of switches usually triggered by a particular situation, topic, or environment; and (iv) unintended switch, which measures the lack of intention and awareness of the language switches. A total of 582 Spanish–Catalan bilingual university students were studied. Twelve items were selected (three for each construct). The correlation matrix was factor-analyzed using minimum rank factor analysis followed by oblique direct oblimin rotation. The overall proportion of common variance explained by the four extracted factors was 0.86. Finally, to assess the external validity of the individual differences scored with the new questionnaire, we evaluated the correlations between these measures and several psychometric (language proficiency) and behavioral measures related to cognitive and attentional control. The present study highlights the importance of evaluating individual differences in language switching using self-assessment instruments when studying the interface between cognitive control and bilingualism.

Keywords: bilingualism, natural language switching, cognitive control, psychometric

INTRODUCTION

Language switching is an omnipresent behavior that characterizes bilingual individuals and communities. This process occurs when bilinguals alternate between two languages while talking to others. In fact, the ability to switch languages or code switch1 is a very fast, efficient, and flexible process seen in a wide range of bilingual language processing situations. Code switching consists of alternating between or mixing two languages within a single discourse or episode, sentence or constituent, often with no change of interlocutor or topic. Although some authors and theoretical approaches (from foreign language teaching) have previously deemed code switching to be problematic and an index of poor linguistic competence, the current prevailing view is that code switching is a natural and positive aspect of the bilingual individual’s linguistic experience and discourse (Zentella, 1997). For example, Poplack (1980), who collected data on natural conversations in Spanish–English Puerto Rican bilinguals in New York, concluded that code switching is a language skill that reflects a high degree of competence and proficiency in bilinguals and that it is more frequent when both languages were learned in early childhood (Miccio et al., 2009). Moreover, code switching may also occur voluntarily and represent a communication strategy for bilinguals to achieve a specific communication goal.

Although a plethora of studies have been devoted to code switching, an important aspect that has been neglected in psycholinguistic, linguistic, and sociolinguistic approaches to this phenomenon is the role of individual differences in language switching (however, see Weinreich, 1953). From a psycholinguistic point of view, it is important to understand what causes natural language switches, how an utterance is prepared and produced during a natural code switch, how bilinguals understand and comprehend a mixed language input, how bilinguals are aware of the appropriate language to use and how they control code switching tendencies. Code switching tendencies may depend on many elements, including cognitive factors (proficiency in the languages in use, cognitive control functions, cognitive flexibility, general level of cognitive abilities, and personality traits) and other socio-psychological factors (Grosjean, 1982). From a social perspective, any language switch is embedded in a specific social context. Therefore, some authors have proposed that the following factors contribute to language switches: (i) social roles (socioeconomic status, educational background, and relationships between the participants), (ii) situational factors (discourse topic and language suitability in specific contexts), (iii) message-intrinsic considerations (e.g., repetitions, clarifications, emphasis, quotations, and message qualification), and (iv) language attitudes (social dominance, group membership, and security; Ritchie and Bhatia, 2006). In the following paragraphs, we will briefly review the main factors affecting language switching as they relate to linguistic needs (competence, proficiency, and language borrowings) and pragmatic – contextual aspects. Further, we discuss the possible role of interindividual differences in language switching.

LINGUISTIC AND PSYCHOLINGUISTIC FACTORS AFFECTING LANGUAGE SWITCHING

Language switching might be caused by linguistic factors such as proficiency, word semantics, or language similarity (Grosjean, 1982; Poulisse and Bongaerts, 1994; Genesee et al., 2004). Regarding proficiency, language switching frequently occurs due to a lack of knowledge of words in the language being used (L2; Grosjean, 1982). This pattern of switching has been also observed in bilingual children when their linguistic competencies in their less frequently used language are not fully developed and they need to fill their lexical gaps with a word from the other language (Genesee et al., 2004). In addition, in some situations, bilinguals may be faster in accessing the word in their dominant language and tend to produce this utterance instead of the one in the target language. These switching patterns could also be favored in mixed language environments in which both languages are kept highly activated and are further reinforced by the interference that bilinguals experience in language production (Poulisse and Bongaerts, 1994; Colomé, 2001; Rodriguez-Fornells et al., 2005).

Indeed, Gollan and Ferreira (2009) recently reported that balanced Spanish–English bilinguals tend to switch languages more often than unbalanced bilinguals when language switching was measured by the number of times that participants voluntarily switched languages in a naming task. The authors of this study concluded that language switching could be considered to be beneficial in some circumstances and that these switches might be driven by the lexical accessibility of specific words in each language (Poplack, 1980; Clyne, 2003; Owens, 2005). Although it occurs less frequently, the inverse situation (i.e., faster recruitment of L2 than L1 words) may also occur. In some cases, this phenomenon can be observed in the early stages of learning a new language, likely because of the intensive and repetitive practice of novel words. In addition, the lack of use of the L1 due to the immersion in exclusively L2 environments may result in L1 being deactivated (see Grosjean, 1998), resulting in the faster access to L2 words (see for example, Linck et al., 2009).

Semantic factors also have to be taken into account in language switching. For example, there may be words in one language that describe a concept in a very specific way and have no semantically equivalent words in the other language (Bowerman and Choi, 2001; Ameel et al., 2005; Francis, 2005). In particular, abstract or ambiguous types of concepts might not be mapped directly onto corresponding words (Van Hell and De Groot, 1998; Kroll and Tokowicz, 2001; Dong et al., 2005). In this sense, interference from the other language could be considered an accidental code switch, but in due time, it could lead to conscious lexical borrowing (loanword) from the other language (e.g., the words “fax,” “spam,” and “mouse” in Spanish or “patio” in English).

In addition, the similarity of the two languages spoken in a community could be reflected in the degree of switching (Odlin, 1989; Marian, 2009). For example, Catalan–Spanish languages are highly similar Romance languages, sharing a large number of cognate words with similar forms and meanings [“vender” (Spanish) – “vendre” (Catalan), to sell], and switching is commonly observed in many situations (Rodriguez-Fornells et al., 2006; see also Calsamiglia and Tuson, 1984; Woolard, 1988). Interestingly, early observations of naturalistic conversations have suggested that cognate words could act as a language switching trigger. For example, Clyne (1967) observed that code switches frequently occurred close to the use of a cognate word, and he also noticed that “trigger words” existed in the speech of German–English bilinguals that provoked a more or less unconscious switch from one language to the other (see Clyne, 1972). Broersma and De Bot (2006) extended these observations to show that words spoken directly after a cognate word or in the same basic clause were significantly more often code-switched than other words. These results regarding the cognate-related triggering of code switching fit quite well with the idea that both languages are interfering at the production level in bilinguals (Rodriguez-Fornells et al., 2005). If that is the case, the activation of a cognate word in the non-target language may spread activation to associated non-target lexical candidates, and therefore, it would increase the chance of observing a language change. Broersma and De Bot (2006) also found that producing a cognate word is a much more powerful trigger of language switching than hearing a cognate word (Broersma et al., 2009).

SOCIOPRAGMATIC FACTORS AFFECTING LANGUAGE SWITCHING

From a pragmatic point of view, bilinguals choose their language of interaction instantaneously and smoothly, in most of the cases even unconsciously, as a function of whom they are talking to (participants, backgrounds, relationships), what they are talking about (topic, content) and when and where the interaction is taking place. Even small children show language switching abilities and adapt their language to the context and the interlocutor (Petitto et al., 2001). For example, Comeau et al. (2003) showed that six French–English bilingual children (2–4 years old) adjusted their rates of language mixing to the rates of code switching used by the experimenter. Thus, accommodating the language use of the interlocutor appears to be important in bilingual language switching (Petitto et al., 2001; Genesee et al., 2004). If both speakers are able to understand both languages in everyday conversation, code switching might seem natural and acceptable. Code switching is often observed in bilingual families, in particular between siblings being raised abroad from their parent countries. Zentella (1997) observed that bilinguals tend to code switch more in familiar informal settings, implying that extralinguistic social factors such as group identity, age, or gender might modulate language mixing tendencies (Milroy and Gordon, 2003). This code switching pattern observed with friends and family members is very interesting and suggests that it may be easier or more economical in general to mix languages than to keep languages separate. This phenomenon could even imply that some extra effort must be expended to maintain single language production in this type of familiar, informal setting.

Corroborating the role of extralinguistic factors, a particular language is often viewed as more suitable for certain groups, settings, and topics in bilingual societies (Ritchie and Bhatia, 2006). Indeed, many bilinguals use different languages for their public and private “worlds.” To this point, Timm (1975) reported that Mexican–American Spanish–English bilingual speakers switched to Spanish to convey personal feelings or to converse about aspects of their culture but switched to English to convey more objective information. The advantage, at the semantic level, of having different ways to express the same ideas permits balanced bilinguals to creatively switch between languages, allowing for special effects in their communication that are not available to monolingual speakers (Zentella, 1997; Auer, 1998). Importantly, such creative use of switching is seen as positive in some societies, favoring conscious, and unconscious switching (e.g., Puerto Rican English–Spanish bilinguals in New York City, English–Hindi mixing in India, and Arabic–French–English mixing in Lebanon; Grosjean, 1982; Poplack, 1985). In contrast, other societies show negative attitudes toward language switching, often due to cultural–historical and linguistic conflicts (e.g., Flemish–French bilinguals in Brussels; Spanish–Catalan bilinguals during the Franco era, Woolard, 1988). Thus, sociolinguistic factors seem to be a prime source of variation in language mixing tendencies in real life and likely will influence and interact with the inherent dynamics of the cognitive systems that support this ability.

INDIVIDUAL DIFFERENCES IN LANGUAGE SWITCHING AND COGNITIVE CONTROL

An additional important factor in language switching is individual differences. Marked interindividual variability has been reported in children raised in bilingual regions (e.g., ranging from 2 to 10% mixing within a single utterance in French–English children from Montreal; see Genesee et al., 2004). At times, speakers show a lack of awareness of the language switch (lack of “metalinguistic awareness”).2 
Weinreich (1953) distinguished those who have control over their switches from one language to the other (according to the changes in the interlocutor, topics, and other contextual related switching factors) and those who have difficulty in maintaining or switching codes as required (p. 73). Similarly, Gumperz (1982), in his work on conversational code switching, noted that participants immersed in their conversation are often unaware of which language is used at any one time. He therefore suggested that language selection may be automatic and not readily subject to conscious recall. Similarly, Poulisse and Bongaerts (1994) defined “intentional” and “unintentional” switches in second language production, with the latter characteristically occurring without signs of hesitation or marked intonation. The study by Poulisse and Bongaerts (1994) was motivated by earlier findings by Giesbers (1989; cited in Poulisse and Bongaerts, 1994), who found that unintentional switches can be due to language interference. Similarly, Poplack (1985) distinguished “fluent” switches with smooth transitions and no hesitation from “flagged” switches, which are characterized by repetition, hesitation, into national highlighting and even metalinguistic commentaries.

The existence of unintended (involuntary) switches raises the question of to what degree these switches are related to individual differences in cognitive control and performance monitoring or problems in the control of activation of the non-target language. Explaining these switching patterns and their interindividual variability pose interesting problems for models of bilingual speech production (see review in La Heij, 2005; Kroll et al., 2006). Although this issue has not yet been studied, it is a promising research venue (see Prior and Gollan, 2011; Mas-Herrero et al., submitted; Soveri et al., 2011). Recent evidence indicates that bilinguals show better cognitive control than monolinguals in executive tasks, such as the Simon task (see for a recent review, see Bialystok et al., 2009). This advantage may be due to the more extensive engagement of executive functions since the early stages of language acquisition in infancy. In fact, cognitive control is likely required in bilinguals to switch appropriately between languages, avoiding interference and intrusions from the non-target language (Rodriguez-Fornells et al., 2002a, 2005, 2006; Abutalebi and Green, 2007; Moreno et al., 2008; Ye and Zhou, 2009). For example, Green’s Inhibitory Control model (Green, 1986) features an inhibitory mechanism controlling the activation of the dominant language when using the weaker language. Thus, these demands faced by young bilinguals could drastically alter the cognitive control structure of bilingual speakers. However, interindividual differences in executive function may also lead to differences in switching behavior (Festman et al., 2010).

To summarize, there is a need to characterize the individual differences in language switching in multilingual communities through the use of different research approaches, ranging from sociolinguistic and educational to cognitive, psychological, and neuroscientific strategies (for a similar proposal, see Green, 2011).

THE PRESENT PROJECT

The present study sought to develop a reliable self-assessment psychometric instrument to characterize individual differences in language switching, termed the bilingual switching questionnaire (BSWQ). Based on previous results (see above), we hypothesized that language switching could be decomposed into four constructs: (i) first-language (L1) switching tendencies (the tendency to switch from L2 to L1; L1-switch); (ii) second language (L2) switching tendencies (L2-switch), (iii) contextual switch (CS), which assesses the frequency of switches in particular situations or environments; and (iv) unintended switch (US), measuring the lack of awareness of the language switches. The first two factors (L1-switch and L2-switch) were intended to measure switching behavior related to linguistic factors (competence and proficiency in the target and non-target languages and semantic differences across languages; Grosjean, 1982; Poulisse and Bongaerts, 1994; Genesee et al., 2004). The CS construct was designed to measure switching patterns influenced by sociolinguistic factors related to specific situations, people, or topics in which the bilingual speaker usually switches (see above). The last factor, US, aimed to assess unintended language switching not explained by sociolinguistic or linguistic factors (Weinreich, 1953; Gumperz, 1982; Poplack, 1985; Giesbers, 1989; Poulisse and Bongaerts, 1994). In certain situations, however, different factors may simultaneously contribute to eliciting a particular language switch.

Finally, in order to assess the external validity of the individual differences scored with the new questionnaire, we evaluated the correlations between these measures and several psychometric and behavioral measures related first to the language history of the speaker (proficiency, onset of acquisition of each language, and language use) and, second, to cognitive control measures. More specifically, we evaluated the percentage of variance shared between the BSWQ and its factors with (i) quality of inhibitory function (assessed by the stop-signal reaction time (SSRT) in the stop-signal paradigm, Logan, 1995), (ii) stimulus–response interference (using the flanker Eriksen and Eriksen, 1974 task and the Stroop task), and (iii) verbal fluency, which is a well-known measure of executive function.

MATERIALS AND METHODS

PARTICIPANTS AND PROCEDURES

A total of 582 Spanish–Catalan bilingual university students (75.1% women) with a mean age of 21.7 (3.5) years participated after providing their informed consent. The factorial analysis was performed on a final sample of 566 participants (16 participants were discarded due to missing data).

Most of the students were born in Catalonia (surrounding the Barcelona area) or had been raised there since early childhood). All participants had used Spanish and Catalan at home and/or at school during childhood. While newer developments have increased the use of Catalan in the educational system to approximately 90%, the use of Catalan amounted to approximately 50% during the education of the present sample. In addition, exposure to Catalan television and radio programs guarantees enough exposure to Catalan even when Spanish was the only language spoken in the home environment. The results of a bilingual questionnaire of language use and self-assessment of proficiency (Weber-Fox and Neville, 1996; used also in Rodriguez-Fornells et al., 2002a, 2005) revealed a rather balanced use of Spanish and Catalan (mean overall value 3.9 ± 1.6, rated on a seven-point scale with 1 = Catalan only; 2 = Catalan frequently, Spanish rarely; 3 = Catalan majority with Spanish at least 1/4 of the time; 4 = Equal use of Catalan and Spanish; 5 = Spanish majority with Catalan at least 1/4 of the time; 6 = Spanish frequently; Catalan rarely; and 7 = Spanish only). The corresponding ratings for different life stages were infancy, 4.2 ± 2.4; childhood, 3.9 ± 1.8; adolescence, 3.9 ± 1.6; and adulthood, 3.8 ± 1.5. The statistical analysis showed a significant increase in the use of Catalan from infancy to adulthood [F (3,1590) = 22.6, P < 0.001].

Regarding the use of Catalan and Spanish in different environments, approximately two-thirds of the participants indicated that they use both languages at the university (63.50%) and in places other than home (66.35%). The remaining third mainly or almost exclusively used one language, with a tendency toward more frequent use of Catalan.

The situation was found to be different at home, where approximately one third spoke solely Catalan (29.36%) and another third solely Spanish (31.38%). In the remaining households, both languages were spoken. In conclusion, in public places, the great majority of participants use both languages, whereas in private environments, one of the two languages is primarily used by most of the participants.

Self-assessment of language skills (4 = perfect, 3 = good, 2 = sufficient, 1 = meager) showed very proficient values, although participants rated themselves significantly better in Spanish than Catalan [overall mean proficiency values: Spanish, 3.87 ± 0.25, Catalan, 3.73 ± 0.46, t (543) = 6.1, P < 0.001]. For all language skills tested, better ratings were obtained for Spanish than for Catalan (all P < 0.001): comprehension, Spanish 3.98 ± 0.14, Catalan 3.91 ± 0.32 [t (543) = 4.5]; reading, Spanish 3.97 ± 1.8, Catalan 3.90 ± 0.33 [t (543) = 4.3]; speaking, Spanish 3.76 ± 0.49, Catalan 3.60 ± 0.69 [t (543) = 4.4]; and writing, Spanish 3.78 ± 0.47, Catalan 3.54 ± 0.76 [t (543) = 6.8].

Finally, participants were asked to estimate the age of their initial exposure to each language. This estimation showed that the mean age of exposure to Spanish was earlier than for Catalan [2.7 ± 1.7 versus 4.1 ± 4.6, t (540) = 6.6, P < 0.001].

In summary, the present bilingual sample is very well-balanced in terms of language use and shows high proficiency levels in both languages. However, a small advantage is observed in Spanish proficiency, which is likely because exposure to Spanish occurred earlier than to Catalan in this sample. Although previous early studies of Spanish–Catalan code switching in the Barcelona region have shown that language mixing is not frequent (most likely for political reasons, see Calsamiglia and Tuson, 1984; Woolard, 1988), this tendency might have changed recently because of the efforts of the Catalan autonomic government to increase the presence of Catalan in the schools and media after 1975 (i.e., with the end of the dictatorship period).

PSYCHOMETRIC AND BEHAVIORAL MEASURES

Initially, a pool of 27 items was created to measure the following four constructs: Spanish-Switch (L1-Switch), Catalan-Switch (L2-Switch), contextual switch (CS), and US. In the present study, we systematically used L1 to refer to the Spanish language and L2 for the Catalan language when discussing the constructed factors and items. Based upon the initial assessment of the items, their psychometric properties and initial exploratory factorial analysis, 12 of these items were ultimately selected (three for each construct). It is important to bear in mind that the main objective was to measure the four constructs mentioned (see final questionnaire in BSWQ Spanish Version in Appendix and its translation in BSWQ English Translation in Appendix). The entire analysis presented here is based on these 12 selected items.

The participants were required to evaluate the degree to which a behavior characterized his/her language switching habits. A five-point scale (1–5) was used, which quantified the frequency of the behavior described: never (1), rarely (2), occasionally (3), frequently (4), or always (5). Notice that the larger values on the index indicate more frequent switching behavior.

OTHER PSYCHOMETRIC AND BEHAVIORAL MEASURES:

Flanker-stop combined task

We used a modified variant of the Eriksen flanker task (Eriksen and Eriksen, 1974; adapted from Krämer et al., 2007) that required participants to respond to the central arrow in an array of five arrows (right/left hand response for right/left-directed arrow) and included an inhibitory-stop condition (adapted from Marco-Pallares et al., 2008). The four surrounding arrows were either compatible or incompatible with the central arrow, favoring performance errors. We presented 38.5% compatible and 38.5% incompatible trials. In 11.5% of the trials, we included a stop manipulation similar to a typical stop-signal paradigm (Band et al., 2003). In these trials, the central green arrow changed to red after a variable delay, signaling participants to inhibit their responses in these trials. Two different fixed stop-signal delays were employed (with equal probability), one yielding a low inhibitory rate (180 ms) and one yielding a high inhibitory rate (70 ms; Logan, 1995). The remaining 11.5% of the trials were change trials in which the central arrow changed its direction after 50 ms, indicating to the subject that he/she should react with the other hand. Each stimulus array was presented in the middle of the screen. The stimulus duration was 300 ms, and the stimulus onset asynchrony (SOA) was between 900 and 1100 ms (rectangular distribution; see Marco-Pallares et al., 2008).

The participants received several training trials to become acquainted with the task. They were encouraged to correct their errors in the go-trials as quickly as possible. The experiment was divided into three blocks, each composed of 208 trials, resulting in a total of 624 trials. We were able to extract several measures from this task that reflect inhibitory function, stimulus–response interference, and performance monitoring: the effect of incongruency on reaction time (the reaction time for correct responses in incompatible trials minus compatible trials), percentage of errors (errors in incompatible trials minus compatible trials), percentage of inhibited trials, and SSRT (see Band et al., 2003; we used the easy stop trials for the computation of the SSRT and the percentage of correctly changed trials). For the calculation of the SSRT, the reaction times of the correct trials during which a no stop-signal occurred were collapsed into a single distribution. The RTs were rank ordered, and the mean of the fastest N trials was computed, where N is the number of RTs in the distribution (m) multiplied by the probability of responding at a given delay. This nth RT estimates the time at which the stop process finishes relative to the onset of the go-signal trials. For the estimation of the SSRT relative to the stop-signal onset, the stop-signal delay must be subtracted from this nth value (see Rodríguez-Fornells et al., 2002b).

Stroop task

We used a computerized version of the Stroop task (Stroop, 1935) that presented the words “blue,” “green,” and “red” in either a congruent or incongruent color, requiring the participant to press the button that was associated with the color in which the word was written. A total of 120 trials were presented (50% incongruent), with 10 training trials at the beginning. Stimulus duration was 500 ms, and the SOA varied randomly between 1500 and 2500 ms. We computed the effect of incongruency on reaction time (reaction time for correct responses in incongruent trials minus congruent trials) and the percentage of errors (errors in incongruent trials minus congruent trials).

Fluency task

We used a phonological verbal fluency task in Spanish. The participants were required to write down as many words beginning with the letter F as possible within 2 min. The dependent variable was the number of written words. Only non-repeated words were scored as correct. Words that contained minor orthographic errors were considered to be correct.

RESULTS

PRELIMINARY ANALYSES

We computed univariate and multivariate descriptive statistics for the 12 items. The univariate descriptive statistics are shown in Table 1. The means ranged from 1.79 to 3.31, whereas variance ranged from 0.7 to 1.57. Polychoric correlation is advised when the distributions of ordinal items are asymmetric or show excessive kurtosis. If both indices are lower than one in absolute value, then Pearson correlation is advised (Muthén and Kaplan, 1985, 1992). In our data, the skewness and kurtosis indices were in the range of −1 to 1.

Table 1. Univariate descriptive statistics for the items.

[image: image]

The multivariate kurtosis coefficient was 188.129, and the corresponding significance test (Z = 13.063; P < 0.001) indicated that the multivariate distribution significantly deviated from a normal multivariate distribution. In this situation, a factor analysis method that assumes normal multivariate distribution is not advisable.

We computed the correlation matrix for the 12 items. The Kaiser–Meyer–Olkin values index was 0.716, rendering the correlation matrix suitable for factor analysis.

EXPLORATORY FACTOR ANALYSIS

We used the FACTOR program to compute the exploratory factor (Lorenzo-Seva and Ferrando, 2006). The correlation matrix was factor-analyzed using minimum rank factor analysis (MRFA; Ten Berge and Kiers, 1991) followed by oblique direct oblimin rotation (γ = 0). The MRFA allows for computation of the proportion of common variance explained by each of the extracted factors. Because the test was developed to measure four dimensions, this was the number of factors that we extracted.

The proportion of common variance explained was 0.23, 0.25, 0.24, and 0.15 for each factor, respectively, and the overall proportion of common variance explained was 0.86. The root mean square of residuals (RMSR) was 0.0474, whereas following Kelly’s criterion (1935), the expected mean value of this index for an acceptable model was 0.0421. Finally, the largest positive standardized residual was 2.69. These results allowed us to conclude that the proposed number of factors we wished to retain was, in fact, acceptable.

To assess the factor simplicity (Kaiser, 1974) of the rotated solution, we computed Bentler’s (1977) Simplicity Index (S). This index assesses factor simplicity (with a value of 1 indicating maximal factor simplicity). The values for index S (0.89) suggested high factor simplicity. Finally, the simplicity of the factor structure enabled us to identify the four factors as Switch to Spanish (L1S), Switch to Catalan (L2S), contextual switch (CS), and US. The oblique pattern matrix and the corresponding inter-factor correlation matrix are shown in Table 2. Items 1, 4, and 9 were related to L1S. Items 2, 5, and 10 were related to L2S. Items 3, 11, and 12 were related to CS. Finally, items 6, 7, and 8 were related to US.3

Table 2. Oblique exploratory factor solution.
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The inter-factor correlation matrix showed moderate correlations (from 0.14 to 0.33 in absolute values). Only the correlation between L1S and L2S was negative, indicating that a greater tendency to switch language in one direction was associated with a diminished tendency to switch in the opposite direction. In our sample, responders seemed to be slightly more dominant in one or the other language.

DESCRIPTIVE STATISTICS OF SCALES

The scores for each individual (N = 566) on scales L1S, L2S, CS, and US were then computed by raw addition of the corresponding item scores. Note that item 7 was conveniently reversed. Because all of the factors were correlated, an overall score could be obtained by the raw addition of all item scores. Even if factors L1S and L2S were slightly negatively correlated, the score in each indicates the degree of switching from one language to the other, so the addition of both scores for an overall score is still meaningful. This overall score was named overall switching (OS).

The descriptive statistics for the scales and the internal consistency (alpha coefficient) of scales L1S, L2S, CS, US, and OS were then computed. The values of these coefficients, printed in Table 3, show that the scale reliabilities are acceptable, with the exception of scale US. In reality, because each scale contains a small number of items, high reliabilities were not expected. Factor scores were estimated using Barrett’s factor scores, and the corresponding reliabilities are also printed in Table 3. Note that three reliabilities (corresponding to factors L1S, L2S, and CS) are larger than 0.80, suggesting that factor scores should be preferred over raw scale scores. In addition, the reliability of factor US is larger than 0.70.

Table 3. Descriptive statistics for scale and factor scores.
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The mean and SD of each raw scale is also printed in Table 3. For the overall raw score (OS), the Kolmogorov–Smirnov test (Z = 1.25 and P = 0.087) indicated that the distribution of scores did not significantly differ from a normal distribution. Thus, the participants’ scores were normally distributed. However, it is important to note that because a large sample was used (N = 566), differences between the distribution of participants’ scores and a normal distribution were not expected to be statistically significant.

Finally, to graphically represent the switching patterns for a participant or to compare samples, in Figure 1A, we have plotted the mean values of the present sample on four axes, each representing a specific factor (with scores ranging from 3 to 15 in this particular case). This graphic can be useful for describing different types of samples. In Figure 1B, we depict the raw scores of one of the participants.
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Figure 1. (A) Representation of the mean values observed in the overall Catalan–Spanish sample for the switching tendencies in each factor (larger values represent greater switching). Larger L1–L2 switching was observed, although it was essentially equal for L1 and L2 in the overall sample. Each axis represents a value between 3 and 15. (B) The diagram represents an actual participant with strong US switching into L1. Essentially, no switching is observed in the L1 or contextual switch.



CORRELATIONS BETWEEN THE BSWQ AND L1/L2 PROFICIENCY AND LANGUAGE USE MEASURES

The pattern of correlations between language proficiency measures, age of acquisition (AOA) of both languages and language use is presented in Table 4. For the onset of language acquisition and proficiency, a very congruent pattern emerged. If Spanish (L1) was acquired later, an increase in switches to Catalan is observed. The reverse pattern was found if the age of Catalan acquisition was later. An analogous pattern is observed for proficiency (averaging comprehension, reading, speaking, and writing scores). A greater proficiency in a target language is correlated with fewer switches to the other language.

Table 4. Correlations between the BSWQ global scores and proficiency/language use self-assessment scores.
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The greatest correlations are observed for the language use evaluation of Spanish and Catalan across the lifespan (subtraction score). The predominant use of Spanish is correlated with increased switching to L1 and decreased switching to L2.

In summary, the present pattern of correlations clearly reflects the validity of factors L1S and L2S as measures of language switching for linguistic reasons (competence and proficiency). Importantly, notice that the OS measure did not correlate with proficiency measures, AOA or language use (likely because the effects of L2S and L1S cancel each other out).

CORRELATIONS BETWEEN THE BSWQ AND COGNITIVE CONTROL VARIABLES

The pattern of correlations observed between the BSWQ factors and the overall score is illustrated in Table 5. It is important to note that a large sample was used in the present study, and thus, despite being significant, the magnitude of some correlations (and variance shared) is very small.

Table 5. Correlations between the BSWQ global score and its factors with external variables.
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The significant correlation observed between L1S and Fluency indicates that a larger number of switches is expected if fluency in L1 is greater. This result is important because fluency was evaluated in Spanish. Thus, more switches into L1 are expected if the vocabulary is better developed in L1 than in L2. Indeed, Fluency positively correlates with the tendency to use Spanish [r (529) = 0.14, P < 0.001]. In summary, a portion of this effect could be due to the dominance of L1 Spanish.

As expected, however, the US factor showed a negative correlation with Fluency, indicating that the production of more words is associated with less switching and most likely better cognitive control. The positive correlation with the stop-signal task (SSRT) indicates that participants with less US tendencies needed less time to inhibit responses on stop trials. Because US may reflect the uncontrolled activation of lexical candidates from the non-target language, its relation to inhibitory abilities is expected in order to increase the suppression of erroneous responses.

A similar interpretation can be made for the correlations between L2S (switching to Catalan) and Stroop interference and L2S and Fluency. Greater L2 switching is associated with lower fluency scores and more interference in the Stroop task (reaction time and erroneous incongruence measures). It is also important to highlight that no differences were observed between the Flanker task measures and any of the BSWQ factors.

Because of the possible differences in the bilingual population, we explored the previous pattern of correlations according to the AOA onset for both languages. First, we excluded from the analysis bilinguals who had learned one of the languages after the age of 10 years to reduce the variability of the sample. It is important to note that in most of the cases, in Catalonia, both languages are acquired during the schooling period due to bilingual educational policies. Second, in the remaining sample, we created three groups of bilinguals according to the AOA for each language: Catalan–Spanish simultaneous bilinguals (AOA Spanish ≤ 3 years; AOA Catalan ≤ 3 years), Catalan–Spanish bilinguals (AOA Catalan ≤ 3 years; AOA Spanish: ≥ 5 years) and Spanish–Catalan bilinguals (AOA Spanish ≤ 3 years, AOA Catalan ≥ 5 years; see Table 6 for the characterization of the language use variables and proficiency of the sample). As can be seen in Table 6, significant differences were observed for AOA Spanish and Catalan across the three groups of proficiency in Catalan and Spanish and history of language use. Notice, however, that the mean self-assessed proficiency levels are close to the maximum value in all groups (maximum score 4), even in the non-simultaneous groups. Although the groups were created according to the AOA for both languages, very similar groups could be created on the basis of other variables such as proficiency level and language use. Notice that the correlation between these variables is highly significant: AOA Catalan and Catalan proficiency (r = −0.4, P < 0.001, later exposition to Catalan, decreased proficiency in Catalan) and AOA Catalan and Language use (r = 0.53, P < 0.002, delayed onset of Catalan exposition, greater use of Spanish).

Table 6. Correlation analysis for the BSWQ and executive tasks according to three different bilingual groups and based on the age of acquisition for L1/L2.
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Moreover, in Table 6 we can see the group differences in the BSWQ variables. For the L1–L2 switches, large differences were observed across groups. The Catalan–Spanish group tended to switch to Catalan more often, whereas the Spanish dominant group switched more often to Spanish. No differences were observed for the mean number of contextual switches. Instead, the Spanish–Catalan and the Catalan–Spanish groups showed a tendency for larger amount US switches. When the simultaneous bilingual group was compared directly to the Spanish–Catalan group, a marginal statistical trend was observed [t (372) = −1.74, P < 0.08]. After pooling both non-simultaneous groups (Spanish–Catalan and Catalan–Spanish groups), a significant effect appeared compared to the simultaneous bilingual group [t (445) = 1.98, P < 0.05]. Thus, the bilingual simultaneous group showed fewer US.

In Table 6, we compare the correlations between the selected cognitive control variables highlighted in Table 5 across the different proficiency groups. First, the most reliable effects across groups were observed for Fluency (number of words) and, specifically, for the relation between fluency L2S and US. However, these effects were significant only in the Catalan–Spanish and simultaneous bilingual groups. No significant effects of fluency were observed for the Spanish–Catalan group. This result is important because it clarifies the correlation that was observed between L2S and Fluency in the full sample. The negative correlation indicates that greater cognitive control (measured by fluency) prevents switches to the L2 in simultaneous and L2-dominant bilinguals. This result is not observed in the Spanish dominant group because the tendency to switch to Catalan is largely reduced.

For the relationship between SSRT and US, the same correlation was observed across the three groups (range, 0.07–0.08), even though they were non-significant due to the reduced sample size. The relationships between the two Stroop measures and the BSWQ seemed less reliable and more variable across the different samples.

DISCUSSION

In the present study, we aimed to psychometrically characterize individual differences in language switching patterns observed in bilinguals. To our knowledge, this is the first attempt to create a self-assessment measure to evaluate individual differences in language switching. Although large differences in language switching have been previously reported between individuals and in bilingual communities, a measure such as the present one helps to systematize these differences. Four factors were validated and assessed using the BSWQ: (i) L1-Switch, which measures the tendency to switch to Spanish (L1); (ii) L2-Switch, which measures the tendency to switch to L2 (Catalan); (iii) contextual switch (CS), which indexes the frequency of switches introduced usually in a particular situation or environment; and (iv) US, which measures the lack of awareness for language switches.

As we expected, the first two factors, L1S and L2S, were associated with switching behavior induced by linguistic needs. The large and robust correlations observed between language use, L1S and L2S reflect the fact that these types of language switches are mainly due to linguistic needs (i.e., to fill a lexical gap in a conversation with a word from the language not in use or to find a better word to convey the message in the other language; Grosjean, 1982; Poulisse and Bongaerts, 1994; Genesee et al., 2004). The correlations of L1S and L2S with proficiency and the onset of language acquisition also clearly point in this direction (see Table 4).

The factor CS was intended to reflect switching patterns influenced by external sociolinguistic/pragmatic factors. In contrast to the externally triggered nature of the CS, the factor US measures US that cannot be explained by sociolinguistic or merely linguistic factors (Weinreich, 1953; Gumperz, 1982; Poplack, 1985; Giesbers, 1989; Poulisse and Bongaerts, 1994).

INDIVIDUAL DIFFERENCES IN LANGUAGE SWITCHING AND COGNITIVE CONTROL

The present results provide initial support for a relationship between self-perceived language switching tendencies and cognitive control, thus echoing a theme introduced by Bialystok et al. (2009) on the basis of laboratory experiments. Some small but significant and reliable relationships for the full sample (see Table 5) and across bilingual groups (see Table 6) were encountered between factor US, the latency of inhibitory processes and verbal fluency scores. This result clearly indicates a link between cognitive control and individual differences in factor US. In addition, when the sample was divided into simultaneous and non-simultaneous bilinguals, fewer US were observed in the simultaneous group; this result once again points to increased cognitive control for bilinguals who are exposed to both languages very early in life.

In a similar fashion, Soveri et al. (2011) used a multiple regression approach in a group of high-fluency Finnish–Swedish bilinguals to study the effects of individual differences in language switching (using the BSWQ) on several executive tasks. Interestingly, the amount of language switching predicted mixing costs in a set-shifting task: greater everyday switching was associated with reduced mixing costs, especially in the number of erroneous responses. Because this executive measure is supposed to reflect the sustained, top-down regulation, and monitoring of alternative or competing task-schemas in order to efficiently react to changes in the task, the authors considered that the relationship could be associated with the long-term effects of language switching on executive function.

However, these cited findings are contradictory to those reported in Prior and MacWhinney (2010), who found a bilingual advantage in switching costs but not in mixing costs in a study with young adults (see also Prior and Gollan, 2011 for similar findings). Moreover, Mas-Herrero et al. (submitted) recently compared a fluent Spanish–Catalan group of bilinguals with a monolingual group in a language switching paradigm. Interestingly, the authors found that increased contextual everyday switching (measured using the BSWQ) predicted reduced switching costs in the language switching paradigm. Thus, this result converges with the previous results from Soveri et al. (2011) and strengthens the relationship between habitual language switching and cognitive control processes (see also Prior and Gollan, 2011).

An important caveat, given that the magnitude of the relationship between language switching and cognitive control was small in the present investigation, is that the present findings should be interpreted with caution. The small magnitude of the effects may explain why recent literature on the relationship between cognitive control and bilingualism has been divergent (Morton and Harper, 2007; Carlson and Meltzoff, 2008; Festman et al., 2010). In a recent study, Hilchey and Klein (2011) reviewed several investigations that compared the performances of monolingual and bilingual groups on non-linguistic interference tasks to evaluate the validity of the claim that bilinguals have advantages in inhibitory control. The authors’ conclusions shed serious doubts about the previous findings regarding bilingual advantages in cognitive control, especially for interference tasks (e.g., the flanker or Simon paradigms). Similarly, Gollan et al. (2011) showed a rather small contribution of cognitive control in bilingual language processing. Two groups of younger and older bilinguals were evaluated using cognitive control (the flanker task) and fluency verbal tasks, which specifically focused on scoring cross-language intrusions. Interestingly, only the older bilingual group showed a relationship between cognitive control (as measured by the incongruency error effect in the flanker task) and the number of cross-language errors, as this effect is absent in the younger sample. Although this finding is very interesting because it links declines in cognitive control during aging and cross-language bilingual interference, it also indicates that younger bilinguals likely did not show this effect because they were performing at ceiling levels. This reason may also be why we did not encounter a clear relationship between the flanker incongruency effect and language switching across languages in the present study.

Another important consideration is that in the present study, we used a flanker-stop task with a large amount of trials in each condition and a very fast SOA (900–1100 ms; including the stop task, a total of 624 trials were administered per participant; Krämer et al., 2007). In other studies, a much smaller number of trials was used, emphasizing individual differences during the early stages of performing a new task instead of stable differences in cognitive control after task-practice or habituation to the experimental setup (see Hilchey and Klein, 2011 for a review). As the authors note, the bilingual advantage to conflict resolution in adults and the elderly tends to vanish as a function of the number of trials to which the participants have been exposed (Hilchey and Klein, 2011).

AWARENESS AND ERROR MONITORING IN LANGUAGE SWITCHING

Interestingly, two of the factors identified, Contextual and US, appear to share a common facet, namely, that in many cases, contextual switches might also occur without explicit awareness of the language switch. Although some contextual switches appear to be under the speaker’s conscious control (Kroll et al., 2006) and may be driven by pragmatic and social considerations, in other cases, such as when a switch is triggered by a cognate word (Clyne, 1967, 1972; Broersma, 2009), the switch will not be consciously planned. It is also of note that the language selection and on-line adjustments shown by high proficiency bilinguals when interacting with a stranger who has no knowledge of his/her language proceeds very smoothly and flexibly, and in some cases even unconsciously (Gumperz, 1982; Petitto et al., 2001; Comeau et al., 2003; Genesee et al., 2004). Although the subtle and probably subliminal cues that drive this intriguing process are far from being understood, it is important to distinguish this type of contextually triggered switch from the unintended type that is captured by the US factor. The latter refers to unintended and inappropriate switches, reflecting a lack of metalinguistic awareness and similarities with accidental speech errors (Weinreich, 1953; Poplack, 1985; Giesbers, 1989; Poulisse and Bongaerts, 1994). These errors might be related to cognitive control abilities and their interactions with language functions rather than to contextual–situational factors. Indeed, this factor was better correlated with the cognitive control variables and was more reliable across groups in the present study (see Table 6).

The differences between contextual and US might involve different executive control processes because one process is triggered externally (CS), whereas the other has internal origins (US). Thus, these psychometric factors reflect the important distinction between behaviors guided by internal processes and behaviors stimulated by the environment (see discussion in Rodríguez-Fornells et al., 2002b). Contextual switches might appear because subtle contextual cues from the environment impact the activation of specific language-based schemas that immediately trigger the activation of lexical items in the non-target language, thereby increasing competition (Green, 1986; Norman and Shallice, 1986; Cooper and Shallice, 2006). For example, typically, bilinguals immediately change the language of their conversation if a third person joins the conversation and the speaker knows that the joiner does not speak that language. Although this process seems to proceed automatically and in a very effortless way, further studies in naturalistic environments are needed to investigate its automaticity when triggered by an external or internal cue, the degree of awareness about this process and the resources that are needed (switch costs).

In this regard, the present distinction between CS and US may be similar to the dichotomy of voluntary/involuntary switches recently described by Gollan and Ferreira (2009). These authors expanded on previous work regarding voluntary switching costs (Arrington and Logan, 2004) to demonstrate the differences between voluntary and involuntary language switches under laboratory conditions (see also Yeung, 2010). The involuntary switches were triggered by specific task instructions to switch the language (cued-switches, which are similar to a method used by Meuter and Allport, 1999), while the voluntary switches were spontaneously induced by requesting that the participants answer in the language of their choice, either Spanish or English. Although the involuntary/cued-switches in Gollan and Ferreira (2009) and the CS factor in the present investigation show some resemblance, it is important to bear in mind that cued language switching tasks used in the laboratory are very unnatural and probably do not reflect the complex dynamics of bilingual communication in mixing contexts. On the other hand, US cannot be equated with the voluntary switches described by Gollan and Ferreira (2009). The best characterization of natural language switching for the US factor is probably a lack of explicit intention to switch. Indeed, a language switch could be internally elicited, but it could also be absolutely involuntary (e.g., a problem with language interference in which the non-target lexical candidate is selected). Rather, “voluntary switches” as defined by Gollan and Ferreira (2009) might be similar to the switches related to linguistic needs (i.e., L1S and L2S), which in some cases could be voluntarily driven and triggered because of differences in proficiency levels.

To better understand unintended and involuntary language switches, ecologically valid and natural situations in which switches can be categorized and separately studied need to be created. Kootstra et al., 2009; see also Kootstra et al., 2010) recently introduced an interesting method to investigate the natural language alignment of the interactions of two or three participants engaged in natural conversation. Their method presents a very promising venue in which to study the switching costs associated with different types of language switches in bilinguals. An interesting experiment would be to create interactions between participants with different language switching tendencies and to study the dynamics of the resulting conversations.

When distinguishing Contextual and US within the context of cognitive control models (e.g., Norman and Shallice, 1986; Shallice, 2004), it is important to consider how bilinguals switch languages and why in some cases these switches bypass awareness. The implementation of a monitoring device in speech production and bilingual models has been postulated by different authors (e.g., a language switching on/off mechanism, McNamara and Kushnir, 1971; a monitoring system, Albert and Obler, 1978; Comparator system, Lipski, 1978 and Sridhar and Sridhar, 1980; see for an interesting and recent review, Nozari et al., 2011 and neuroscientific evidences, Möller et al., 2007). The question remains, how can this type of error monitoring system be implemented, and how do bilinguals evaluate the occurrence of Contextual and US? Cognitive control in this particular situation may also depend on the degree of separation or segregation of target and non-target language representations in the brain (for different proposals, see Green, 1998; Grosjean, 1998; De Bot, 2004) and how top-down and local activation and inhibition mechanisms impact the overall activation level of the target and non-target languages in use (see Green, 1986; Li and Farkas, 2002; Rodriguez-Fornells et al., 2006). Thus, additional work in this area is needed to better understand the cognitive control architecture involved in bilingual language switching.

LIMITATIONS OF THE PRESENT STUDY

Finally, it is important to comment on several limitations of the present study, which was exclusively aimed at developing a self-assessment measure of individual differences in language switching patterns. One of the main caveats is that we did not provide an external, independent variable for language switching or code switching behavior (see Gullberg et al., 2009). For example, it would have been important to gather information on real language switching behavior in conversations between bilinguals (e.g., using the procedure described in Kootstra et al., 2009, 2010), the number of voluntary language switches used when naming simple pictures (see Gollan and Ferreira, 2009) or administrating the BSWQ questionnaire to a third person (relatives or friends of the evaluated person) in order to correlate self- and informant-assessments of language switching. Further research in this direction will be needed to validate the present findings.

However, at least three recent studies may provide some validity to the use of self-reported measures of language switching in daily life such as the BSWQ. First, in an interesting study, Prior and Gollan (2011) used a self-reported measure of language switching in two groups of bilinguals living in the United States, Spanish–English and Mandarin–English speakers. The groups indeed differed in the amount of language switching that occurred in their daily conversations, with a greater switching tendency in the Spanish–English group. This pattern was expected, considering that Spanish is a language that is more common and accessible than Mandarin. This finding validates the use of self-report measures to characterize bilingual switching patterns in communities (Ritchie and Bhatia, 2006). Moreover, Prior and Gollan (2011) used a non-linguistic language switching task to provide a direct measure of non-language and language switching and mixing costs. When compared to a monolingual group, only the Spanish–English bilingual group, which reported larger everyday language switching tendencies, showed a reduced switching cost (either for the non-linguistic or the linguistic task). This result is interesting because it is the first one to suggest a specific link between self-reported individual differences on language switching in daily life and a specific advantage to cognitive control, which improved general switching abilities. However, it is important to highlight that in this study, the Spanish–English group was more balanced in terms of proficiency in both languages, making it more difficult to rule out the possible contribution of proficiency in the effects encountered. Indeed, disentangling the effects of proficiency and language switching tendencies will be difficult because in some populations, these measures are correlated (Gollan and Ferreira, 2009).

Second, as noted above, Soveri et al. (2011) also found that everyday language switching (using the BSWQ) predicted mixing costs in a set-shifting task. Third, in a recent article, Festman et al. (2010) divided a sample of Russian–German bilinguals into language switchers and non-switchers based on the amount of switches observed in a bilingual picture naming task. Interestingly, those who were classified as switchers using this task also showed more involuntary language switches in a simple verbal fluency task. This task was conducted under more natural circumstances and used a bilingual interview in which the target language was altered every 5 min. Importantly, the switch group obtained worse scores on several neuropsychological tests of executive function. These results also indicate that natural individual differences in language switching can be observed and can be related to a reduced cognitive control that likely diminishes the ability of certain bilinguals to prevent cross-language interference. Because the language switches in that study were in most cases involuntary, it may be interesting to relate these findings to individual differences in the US factor identified in the BSWQ. This result is consistent with one of the reliable findings in the present study, the significant correlation observed between cognitive control measures and the US factor. Better cognitive control (based on Fluency or SSRT) was associated with a diminished number of US (see Table 6) in the simultaneous and Catalan-dominant bilinguals.

Future studies will be needed on this topic to better characterize individual differences in code switching across different groups of bilinguals (Green, 2011) and to determine which factors in bilingualism are critical for explaining the long-term effects in cognitive control that are observed in some bilingual groups (Bialystok et al., 2009).
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Footnotes

1In the present manuscript, we did not make any distinction between language mixing/switching and code switching. It is important to mention that the distinction between code switching and language switching, code mixing and borrowings, among others, is controversial. At times, code switching refers to the use of various linguistic units across sentence boundaries, whereas code mixing refers to mixing linguistic units within a sentence (Hatch, 1976; McLaughlin, 1984). However, following other authors (see extended discussion in Bhatia and Ritchie, 1996), we preferred to use these terms indiscriminately to reflect the language switches observed in bilinguals.

2Metalinguistic awareness is defined in the present study as the lack of knowledge about when it is appropriate to keep both languages separated and when it is appropriate to mix languages; this knowledge depends on the context of the language in use and the history of language socialization. Moreover, an important function of metalinguistic awareness may be to assist the speaker to find and correct an utterance when a mistake occurs, monitoring when communication breakdowns and by analyzing which particular parts of an utterance should be targeted for revision, correction, or improvement (Marshall and Morton, 1978). Notice that this last definition directly involves monitoring and cognitive control processes, which may or may not be language specific.

3A confirmatory Factor Analysis (CFA) instead of an Exploratory Factor Analysis (EFA) was conducted to test our assumptions about the underlying factorial structure and to assess whether our results and conclusions were due to the methodological approach (LISREL, Jöreskog and Sörbom, 2001).Multiple indices of fitwere examined to evaluate the adequacy of the model. The Comparative Fit Index (CFI)
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APPENDIX

BSWQ SPANISH VERSION

Trate de contestar en que medida las siguientes preguntas representan o se ajustan a su forma de hablar y expresarte en los idiomas que conoce (p. ej., Catalán–Español), en términos generales. Muchas de estas preguntas hacen referencia a si usted cambia o mezcla frecuentemente el catalán y el castellano en sus conversaciones. Cambiar o mezclar lenguajes es una característica muy particular de algunos entornos bilingües, como es el caso en Cataluña. El siguiente cuestionario pretende investigar sobre dichos hábitos de cambio y mezcla de lenguas. Si tiene dudas sobre algunas respuestas, intente comparar su forma de hablar y expresarte con el de la mayoría, o de las personas que conoce bien.


	Me faltan o no recuerdo algunas palabras en CATALÁN cuando estoy hablando en dicho idioma. 
[image: image] nunca [image: image] muy raramente [image: image] ocasionalmente [image: image] frecuentemente [image: image] siempre

	Me faltan o no recuerdo algunas palabras en ESPAÑOL cuando estoy hablando en dicho idioma.

	Tiendo a mezclar idiomas durante una conversación (por ejemplo, cambio de español a catalán o a la inversa).

	Cuando no me sale una palabra en CATALÁN, tiendo a producirla inmediatamente en ESPAÑOL.

	Cuando no me sale una palabra en ESPAÑOL, tiendo a producirla inmediatamente en CATALÁN.

	Cuando cambio de idioma (p. ej., de catalán a español) o los mezclo, no me doy cuenta de que lo estoy haciendo y suelen ser los otros los que me lo dicen.

	Cuando mezclo un idioma lo hago conscientemente.

	Me resulta difícil controlar los cambios de idioma que introduzco (p. ej., de catalán a castellano) a lo largo de una conversación.

	Sin quererlo, a veces me sale primero la palabra en ESPAÑOL cuando estoy hablando en CATALÁN.

	Sin quererlo, a veces me sale primero la palabra en CATALÁN cuando estoy hablando en español.

	Hay situaciones en las cuales siempre mezclo dos idiomas.

	Hay asuntos o temas sobre los cuales suelo hablar mezclando ambos idiomas.



POR FAVOR, COMPRUEBE SI HA RESPONDIDO A TODAS LAS PREGUNTAS

BSWQ ENGLISH TRANSLATION

Please, try to answer to what degree the following questions are representative of the manner you use to talk or speak in the language you know (e.g., Catalan–Spanish). Many of these questions ask you to report your tendency to switch or mix languages during a conversation. Switching and mixing languages is a characteristic of some bilingual contexts or environments, as for example in Catalonia. The present questionnaire aims to identify the language switching patterns that exist in these languages. If you have doubts about how to rate yourself in the following questions, please try to compare your manner of speaking and talking with that of most people, or those who you know very well.


	I do not remember or I cannot recall some Catalan words when I am speaking in this language. 
[image: image] never [image: image] very infrequently [image: image] occasionally [image: image] frequently [image: image] always

	I do not remember or I cannot recall some Spanish words when I am speaking in this language.

	I tend to switch languages during a conversation (for example, I switch from Spanish to Catalan or vice versa).

	When I cannot recall a word in Catalan, I tend to immediately produce it in Spanish.

	When I cannot recall a word in Spanish, I tend to immediately produce it in Catalan.

	I do not realize when I switch the language during a conversation (e.g., from Catalan to Spanish) or when I mix the two languages; I often realize it only if I am informed of the switch by another person.

	When I switch languages, I do it consciously.

	It is difficult for me to control the language switches I introduce during a conversation (e.g., from Catalan to Spanish).

	Without intending to, I sometimes produce the Spanish word faster when I am speaking in Catalan.

	Without intending to, I sometimes produce the Catalan word faster when I am speaking in Spanish.

	There are situations in which I always switch between the two languages.

	There are certain topics or issues for which I normally switch between the two languages.



PLEASE, CHECK IF YOU HAVE ANSWERED ALL THE QUESTIONS








	 
	ORIGINAL RESEARCH ARTICLE
published: 01 August 2011
doi: 10.3389/fpsyg.2011.00183
	[image: image1]





Is there a relationship between language switching and executive functions in bilingualism? introducing a within group analysis approach

Anna Soveri1*, Antoni Rodriguez-Fornells2,3,4 and Matti Laine1

1 Department of Psychology and Logopedics, Abo Akademi University, Turku, Finland

2 Cognition and Brain Plasticity Group, Bellvitge Biomedical Research Institute, L’Hospitalet de Llobregat, Spain

3 Department of Basic Psychology, Campus Bellvitge, University of Barcelona, L’Hospitalet de Llobregat, Spain

4 Catalan Institution for Research and Advanced Studies, Barcelona, Spain

*Correspondence:

Anna Soveri, Department of Psychology and Logopedics, Abo Akademi University, 20500 Turku, Finland.
e-mail: anna.soveri@abo.fi

Edited by:
 Ingrid Christoffels, University of Leiden, Netherlands

Reviewed by:
 Mireia Hernandez, University Pompeu Fabra, Spain 
 Lorenza S. Colzato, Leiden University, Netherlands 
 Zofia Wodniecka, Jagiellonian University, Poland

Several studies have suggested a bilingual advantage in executive functions, presumably due to bilinguals’ massive practice with language switching that requires executive resources, but the results are still somewhat controversial. Previous studies are also plagued by the inherent limitations of a natural groups design where the participant groups are bound to differ in many ways in addition to the variable used to classify them. In an attempt to introduce a complementary analysis approach, we employed multiple regression to study whether the performance of 30- to 75-year-old Finnish–Swedish bilinguals (N = 38) on tasks measuring different executive functions (inhibition, updating, and set shifting) could be predicted by the frequency of language switches in everyday life (as measured by a language switching questionnaire), L2 age of acquisition, or by the self-estimated degree of use of both languages in everyday life. Most consistent effects were found for the set shifting task where a higher rate of everyday language switches was related to a smaller mixing cost in errors. Mixing cost is thought to reflect top-down management of competing task sets, thus resembling the bilingual situation where decisions of which language to use has to be made in each conversation. These findings provide additional support to the idea that some executive functions in bilinguals are affected by a lifelong experience in language switching and, perhaps even more importantly, suggest a complementary approach to the study of this issue.
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INTRODUCTION

Executive functions is a broad, still somewhat undefined, concept that involves abilities that make independent, purposive, self-serving, and socially responsible behavior possible (Lezak, 1995). In an attempt to categorize the available concepts and measures in a coherent fashion, Miyake and his colleagues investigated the psychometric relationships between tasks that are commonly used to assess executive functions (Miyake et al., 2000; Friedman and Miyake, 2004; Friedman et al., 2006). Their findings suggest the existence of three major, separable executive functions: the “inhibition” of unwanted responses, the “shifting” between tasks and mental sets (also called “flexibility”), and the “updating” (and monitoring of) working memory (WM) representations. Research during the last three decades has suggested that bilingualism can enhance certain executive functions (for a review see, e.g., Bialystok, 2009).

Several studies comparing groups of monolingual vs. bilingual individuals (both children and adults) have shown a bilingual advantage in executive functions, particularly in the ability to inhibit irrelevant information (Bialystok and Majumder, 1998; Bialystok, 1999; Bialystok and Martin, 2004; Bialystok et al., 2004, 2006b, 2008; Carlson and Meltzoff, 2008; Costa et al., 2008; Bialystok and Viswanathan, 2009; Soveri et al., 2011). Bilingual advantages have also been reported in the ability to efficiently process a mix of different types of trials that either require or do not require inhibition of conflicting information (Bialystok et al., 2006b; Bialystok and Viswanathan, 2009; Costa et al., 2009; see also Martin-Rhee and Bialystok, 2008). Moreover, bilinguals have been reported to excel monolinguals in their ability to store information in WM (Bialystok et al., 2004).

The bilingual advantage in executive functions is thought to stem from the fact that managing two languages requires executive resources in the form of selection of the relevant language and inhibition of the language not in use at that moment (Green, 1998; Meuter and Allport, 1999; Rodriguez-Fornells et al., 2006; Abutalebi and Green, 2007; Moreno et al., 2008; Bialystok et al., 2009; Ye and Zhou, 2009). Since bilinguals have a lifelong experience in controlling their two languages, they should have received more practice than monolinguals in processes that engage executive functions. This idea is supported by previous studies suggesting that earlier second language (L2) acquisition, higher levels of language proficiency in both languages, and a more balanced use of both languages may have positive effects on executive performance in bilinguals (e.g., Bialystok et al., 2006a; Carlson and Meltzoff, 2008). Further, Costa et al. (2009) hypothesized that the bilingual advantage in executive functions may be related to the degree to which the bilingual uses both languages in conversations in everyday life. Bilinguals who tend to mix languages throughout the day may receive more practice in monitoring processes (in terms of selecting which language to use) and therefore show better executive performance than bilinguals from diglossic sociolinguistic environments where the languages are held separate. Albeit speculative, these considerations highlight the need to relate specific aspects of everyday bilingual behavior to performance on executive test measures.

The exact mechanisms underlying the bilingual executive advantage are not clear. Costa et al. (2009) suggested that the bilingual advantage in inhibition tasks may be caused by the bilinguals having to inhibit the language not in use at a given moment, while their more efficient processing of a mix of different types of trials may stem from the fact that bilinguals constantly need to keep track of both languages in order to select the appropriate language for the situation (see also Bialystok et al., 2009). Further, Colzato et al. (2008) suggested that the bilingual advantage is related to reactive inhibition, a process caused by facilitation of the relevant information in a conflict resolution situation, and not to active inhibition, a process in which irrelevant information is actively inhibited. Colzato et al. (2008) proposed that the bilingual advantage in executive functions is not a result of constantly inhibiting the irrelevant language, but of better selection of the relevant language from the competing irrelevant language.

Although the possible bilingual advantage in executive functions has been assessed in several studies, the research field has solely relied on quasi-experimental designs where bilinguals are compared to monolinguals. Such designs lack the key component of experimental designs which is the randomization of participants into the different groups. As a consequence, it is hard to rule out the role of possible confounding factors that may covary with the variable of interest, i.e., language background.

The present study was an attempt to introduce a complementary analysis approach to study the bilingual advantage in executive functions and its underlying mechanisms. We employed multiple regression in a sample of bilingual Finnish–Swedish adults to investigate whether interindividual differences in five bilingualism-related background factors (language switching, contextual switches, unintended switches, use of both languages in everyday life, and age of L2 acquisition) would be related to the participants’ performance on tasks measuring three executive functions (inhibition, updating, and set shifting; see Miyake et al., 2000). To measure our bilinguals’ everyday language switching tendencies, we employed a Bilingual Switching Questionnaire (BSWQ; Rodriguez-Fornells et al., submitted). We hypothesized that if the proposed bilingual executive advantage indeed stems from practice in language control, i.e., selecting the target language and/or inhibiting the non-target language, the frequency of behaviors calling for such cognitive processes should correlate with executive measures.

MATERIALS AND METHODS

PARTICIPANTS

The present study employed 38 (12 men; 26 women) neurologically healthy, right-handed Finnish–Swedish bilinguals between 30 and 75 years of age (M = 52.84, SD = 14.96; Table 1). On the average, they were quite highly educated (M = 15.45 years of education, SD = 4.14)1. All participants were early simultaneous bilinguals, i.e., they had learned both languages before the age of 7 (Swedish: M = 3.08 years of age, SD = 1.74, Finnish: M = 2.78, SD = 1.56) and since then used both languages throughout their lives. To ensure that they had balanced skills in both of their languages, they were asked to grade their language skills in Finnish and Swedish on a scale from 0 to 6, where 0 corresponded to no skills in that particular language and 6 to skills at a native level (Table 2). There was no significant difference between their Finnish and Swedish speaking skills, reading skills, writing skills, or speech comprehension skills [in all cases, t(37) < 1].

Table 1. Demographics and scores on the BSWQ subscales.

[image: image]

Table 2. Summary of the participants’ estimations of their language skills.
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TASKS AND QUESTIONNAIRES

The Simon task

The first measure of inhibition that we employed was the Simon task (Simon and Rudell, 1967). This task has been suggested to tap both reactive and active inhibition (Colzato et al., 2008) and several studies have shown a bilingual advantage on this task (Bialystok et al., 2004, 2008; Martin-Rhee and Bialystok, 2008; but see Morton and Harper, 2007; Namazi and Thordardottir, 2010). In this task, a blue or a red square appeared on either the left or the right side of the screen. The participants were to push the left button each time a blue square appeared and the right button each time a red square appeared, irrespective of which side the square was presented on. On congruent trials, the response button was on the same side as the square and on incongruent trials, the square was on the opposite side of the response button, i.e., the irrelevant spatial information was conflicting with the correct response.

The present task version included 100 trials of which half were congruent and half incongruent. The presentation order of the trials was randomized separately for each subject. The trials were divided into four blocks with a 5-s break in-between. Before starting the actual test, every subject received a practice sequence. Each trial began with a fixation cross at the center of the computer screen. The cross remained on the screen for 800 ms after which it vanished and there was a 250-ms blank interval. The blank interval was followed by a square (either red or blue) which remained on the screen for 1000 ms if no response was given. After the square vanished, the screen was blank for 500 ms. The differences in RTs and error rates between the incongruent and congruent trials (the Simon effect) were used as the dependent measures on this task. These variables reflect the extra processing cost of having to inhibit the incompatible spatial location of the stimulus2.

The Flanker task

The other measure of inhibition that we used was the Flanker task (adapted from Eriksen and Eriksen, 1974). A bilingual advantage has previously been found on a modified version of this task (Costa et al., 2008, 2009). In the present task version, five black arrows were presented in a horizontal line at the center of the screen. The task was to decide in which direction the arrow in the middle was pointing, irrespective of the direction of the other arrows (the flankers). On congruent trials, all the arrows pointed in the same direction and on incongruent trials, the flankers pointed in a different direction than the arrow in the middle.

The present task consisted of 50 congruent trials and 50 incongruent trials. The presentation order of the trials was randomized separately for each subject. The trials were divided into two blocks with a 5-s break in-between. Before starting the actual test, the participant received a practice sequence. Each trial began with a fixation cross at the center of the screen. The cross vanished after 800 ms and five arrows appeared in a horizontal line. The arrows remained on the screen for 800 ms if no response was given. This was followed by a blank interval of 500 ms. The dependent measures on this task were the differences in RTs and error rates between incongruent and congruent trials (the Flanker effect). The difference variables are measures of the extra processing cost caused by inhibiting the conflicting flanker arrows.

The spatial N-back task

Working memory updating was measured by a visuospatial version of the N-back task (adapted from Carlsson et al., 1998). N-back tasks have not been employed in previous bilingual research, but a study by Bialystok et al. (2004) indicated a smaller WM load effect in bilinguals in a modified Simon task. In the N-back task used in the present study, a white square was presented in one of eight possible locations on the screen. The participant was to remember the location of the previous square (1-back) or the one before the previous square (2-back).

The task used in the present study consisted of 80 one-back trials and 80 two-back trials. The trials were divided into two blocks with 80 trials each and with a 15-s break in-between. Each block consisted of four sequences of 20 trials: two sequences with 1-back trials and two sequences with 2-back trials. Each sequence included 6 targets and 14 non-targets. The order of the sequences was 1-back, 2-back, 2-back, 1-back within the first block, and 2-back, 1-back, 1-back, 2-back within the second block. The presentation order of the trials was pseudorandomized. Before the actual task, the participant was requested to complete a practice sequence.

In the 1-back task, the participant pressed one of the two response buttons: the right one each time the square appeared in the same location as the previous square and the left one each time the location was different. On the 2-back task, the participant was asked to press the right button each time the square was in the same location as the square two trials back and the left button if the location was different. In the beginning of each sequence, the number “1” or “2” appeared at the center of the screen. Number “1” indicated a 1-back sequence and number “2” a 2-back sequence. The number remained on the screen for 5000 ms and was then replaced by a fixation cross in the middle of the screen and a square in one of eight possible locations. The square remained on the screen for 100 ms. A new square appeared 3000 ms after the previous square had disappeared, irrespective of whether a response was given or not. The RT and error rate differences between 2-back and 1-back trials (N-back effect) were used as dependent variables, and reflect the cost of managing the increased demands on updating.

The number–letter task

Shifting abilities were assessed with the Number–letter task (adapted from Rogers and Monsell, 1995). This particular task has not been used in previous bilingualism research. In this task, a number–letter combination (e.g., 3A) appeared in one of two squares at the center of the screen. The task was to either determine if the number was even or odd or if the letter was a vowel or a consonant, depending on in which square the number–letter pair appeared. The squares thus served as cues for which task to perform. Each time the number–letter combination was in the upper box, the task was to determine the number and each time it appeared in the lower box, the task was to determine the letter.

The trials were divided into three different blocks with short breaks in-between. The first two blocks, with 32 trials in each, were single-task blocks, in which the number–letter combination was in the same square on all trials and no task switching was required (Block 1: in the upper square; Block 2: in the lower square). The third block was a mixed-tasks block with 32 switching trials and 48 repetition trials (the task was the same as in the previous trial). The 48 repetition trials included 24 trials in which the participant was asked to decide if the number was even or odd, and 24 trials where the participant was to decide if the letter was a vowel or a consonant. The task switching was unpredictable for the subject, as the number–letter combination appeared in the two squares randomly. The left button was to be pressed each time the number was even or the letter was a vowel, and the right button each time the number was odd or the letter was a consonant. Each block was preceded by a practice sequence.

Each trial began with a 150-ms blank interval, after which a fixation cross appeared at the center of the screen. After 300 ms, two small boxes appeared above each other at the center of the screen, with a number–letter combination in one of the boxes. The stimuli remained on the screen for 3000 ms if no response was given. There were two dependent measures for both RTs and error rates on this task. The first one was the switching cost that was defined as the performance difference between the repetition trials and switching trials in the mixed-tasks block. This reflects the cost of a temporary change in task sets. The second dependent variable was the mixing cost that was the performance difference on the single-task trials vs. the repetition trials in the mixed-tasks block. This reflects the cost of maintenance of attentional control in a context where two task sets are active.

The Bilingual Switching Questionnaire

All participants completed a Swedish translation of the BSWQ, a survey instrument developed by Rodriguez-Fornells et al. (submitted) for the study of individual differences in natural language switching. The questionnaire included 12 questions representing four subscales: (a) Tendencies to switch from Swedish to Finnish (e.g., “When I do not find a word in Swedish, I immediately tend to produce it in Finnish”), (b) Tendencies to switch from Finnish to Swedish (e.g., “When I do not find a word in Finnish, I immediately tend to produce it in Swedish”), (c) Contextual switches (e.g., “There are situations in which I always switch between languages”), and (d) Unintended switches (e.g., “It is difficult for me to control the language switches I make during a conversation (e.g., from Swedish to Finnish)”). The participants responded on a 5-point scale varying from never (1) to always (5). The construction and psychometric assessment of the original BSWQ and its four subscales on a large sample of bilingual Spanish–Catalan speakers is described in Rodriguez-Fornells et al. (submitted). Their paper also includes the original questionnaire and its translation in English.

Three measures from the BSWQ were used in the multiple regression analyses: language switching, contextual switches, and unintended switches. The language switching variable was created by adding up the points on the first two subscales (Tendencies to switch from Swedish to Finnish; Tendencies to switch from Finnish to Swedish).

Our hypotheses concerning the measures from the BSWQ were as follows. Regarding the language switching and contextual switches subscales, we predicted that the more a person switches languages in everyday life (a higher score on a subscale), the better the performance (a smaller processing cost) should be on the executive tasks, if the bilingual advantage in executive functioning stems from a lifelong experience in language switching. In contrast, one would not expect to find such a correlation between executive measures and unintended switches, as they may reflect temporary processes that induce lapses of attention.

Other background tests and questionnaires

All participants were asked to give their written informed consent and to fill out the Edinburgh Handedness Inventory (Oldfield, 1971). They also completed a background information sheet probing their date of birth, education, occupation, vision, hearing, possible reading difficulties, possible neurological and psychiatric illnesses, medication, subjective level of alertness, and possible alcohol intake during the 24-h period preceding the testing. The participants were also asked to fill out a questionnaire concerning their language background and language skills. In this questionnaire, the participants were asked about their age of L2 acquisition, the languages they had used in written and spoken form during the last 3 years, and the frequency (in percent) with which they had used each language in everyday life. In order to obtain a measure of the everyday use of both languages, the percentage of the less frequently used language was subtracted from the percentage of the more frequently used language.

STATISTICAL ANALYSES

Multiple linear regression analyses were conducted for the processing cost in RTs and error rates (Table 3), separately for each executive task. Two models of predictors were employed. The first included three background factors, namely participant’s age, the age of L2 acquisition, and the percentage of the everyday use of both languages. The second group of predictors included three measures from the BSWQ: the BSWQ language switching measure, the BSWQ contextual switches measure, and the BSWQ unintended switches measure. In both models, the predictors were inserted simultaneously to the analyses.

Table 3. Performance on the executive tasks.
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RESULTS

With regard to the processing cost in RTs (Table 4 and 5), the multiple regression model with age, age of L2 acquisition, and everyday use of both languages was significant for the Simon effect, F(3,36) = 3.14, p = 0.038, and the mixing cost, F(3,34) = 3.95, p = 0.017, in the Number–letter task, and the model explained 15% (Adjusted R2 = 0.151) of the variance in the Simon effect and 21% (Adjusted R2 = 0.207) of the variance in the mixing cost. There was a significant association between the predictor age of L2 acquisition and the Simon effect as the outcome variable, indicating that younger age of L2 acquisition resulted in a smaller Simon effect in RTs. Furthermore, all three predictors were marginally significant (p < 0.10) in predicting the mixing cost, so that younger age, earlier L2 acquisition, and a more balanced use of both languages in everyday life was associated with a smaller mixing cost. The multiple regression model with the three BSWQ predictors was significant for the mixing cost, F(3,34) = 2.91, p = 0.050, in the Number–letter task. The model explained 14% (Adjusted R2 = 0.144) of the variance. None of the predictors, however, reached significance in this analysis.

Table 4. Summary of the multiple regression analyses: background variables as predictors of processing cost in RTs on the executive tasks.
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Table 5. Summary of the multiple regression analyses: background variables as predictors of processing cost in errors on the executive tasks.
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The analyses on the processing cost in error rates (Table 6 and 7) indicated that the multiple regression model with age, age of L2 acquisition, and everyday use of both languages was significant for the N-back effect, F(3,33) = 4.89, p = 0.007, and the model explained 26% (Adjusted R2 = 0.261) of the variance. There was a significant association between the predictor age and the N-back effect as an outcome variable so that younger age resulted in a smaller N-back effect in errors. The results also showed that the multiple regression model with the three BSWQ predictors was significant for the mixing cost, F(3,34) = 9.24, p < 0.001, and explained 42% (Adjusted R2 = 0.421) of the variance. Language switching was a significant predictor of the mixing cost in this analysis: the more a participant tended to switch from Swedish to Finnish and vice versa, the smaller the mixing cost in errors in the Number–letter task was.

Table 6. Summary of the multiple regression analyses: BSWQ variables as predictors of processing cost in RTs on the executive tasks.
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Table 7. Summary of the multiple regression analyses: BSWQ variables as predictors of processing cost in errors on the executive tasks.
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DISCUSSION

Given the somewhat controversial earlier results concerning the bilingual advantage in executive functions, we set out to explore this issue with a new, complementary approach where we sought for relationships between bilinguals’ everyday language use and the level of their executive skills. In a sample of 38 Finnish–Swedish early bilinguals, we found that the frequency with which our bilinguals switched between languages in their everyday life significantly predicted the mixing cost (error rate) in our set shifting task (Number-letter task). In broad terms, this result provides support for the assumption that the bilingual advantage stems from a lifelong experience in managing two languages that calls for executive resources (e.g., Green, 1998; Meuter and Allport, 1999; Rodriguez-Fornells et al., 2006; Abutalebi and Green, 2007; Colzato et al., 2008; Moreno et al., 2008; Bialystok et al., 2009; Ye and Zhou, 2009). Not surprisingly, we also found that age was significantly associated with both WM updating and the mixing cost in set shifting, so that younger bilinguals showed smaller processing costs. This is in line with the common finding that the efficiency of executive functions decreases in older age (e.g., Kramer et al., 1999; Kray et al., 2004; Zelazo et al., 2004; Takio et al., 2009).

While the present results are preliminary, they serve to highlight the potential of the complementary methodological approach we are introducing here. Previous studies showing enhanced executive functions in bilinguals have exclusively employed quasi-experimental designs (bilinguals vs. monolinguals) and have thus been unable to rule out all possible confounding factors that could contribute to the observed group differences (see, e.g., Morton and Harper, 2007). However, the present multiple regression approach focuses on the bilinguals and is thus not hampered by the unavoidable methodological problems of naturalistic group designs. Nevertheless, one must keep in mind that regression analyses represent a correlational approach and thus cannot prove causality.

In the present study, it was the mixing cost in the set shifting task that showed sensitivity to the bilingual experience. The underlying cognitive mechanisms of the mixing cost have been under debate. Rogers and Monsell (1995) proposed that the performance difference between single-task blocks and mixed-task blocks is due to an increased WM load, as two different task sets need to be maintained in the mixed-task blocks. However, Rubin and Meiran (2005) showed that the mixing cost is related to a top-down management of competing task sets, and not to WM load. The latter interpretation would fit in the present results: a task-decision process taking place in the mixed-tasks block resembles the bilingual situation where a decision of which language to use has to be made in each conversation.

It is not totally clear as to why we found associations between the bilingual language use and the mixing cost but not the switching cost in the set shifting task. It has, however, been suggested that the mixing cost and switching cost engage different cognitive control processes. The mixing cost may set more demands on sustained control processes, reflecting the constant need to keep different task-sets active or to maintain attentional monitoring processes, in order to efficiently react to changes in the task. The switching cost, on the other hand, may be related to transient control mechanisms, such as reconfiguration of goals or the linking of task cues to their appropriate stimulus–response mappings (Braver et al., 2003). The sustained and transient processes have also been suggested to activate different brain regions (Braver et al., 2003). Furthermore, studies have shown that the mixing cost increases at older age, while the switching cost is less affected by age (for a review, see Mayr and Liebscher, 2001). The switching cost has been defined as a measure of task-set reconfiguration (Rogers and Monsell, 1995), interference from the previous task-set (Allport et al., 1994), or a combination of both (Monsell, 2003; for a review, see Kiesel et al., 2010). The present results may thus give some clues as to exactly which aspects of bilingual language use are important for the executive gains: it might be that language selection and keeping both languages active are more important for the bilingual advantage than inhibition of the non-target language. This is in line also with the scanty associations between the predictors and the inhibition tasks (the single significant model explains only 15% of the variation of the Simon effect), although one should note that the Flanker task and the Simon task may not have been demanding enough for stronger relationships to appear. Contrary to the present findings, however, Prior and MacWhinney (2010) found a bilingual advantage in the switching cost, but not the mixing cost, in a study with young adults (see also Garbin et al., 2010).

One should also note that the present results showed an effect of language switching, but not contextual switches, on the mixing cost in the set shifting task. One possible reason for this may be that the questions in the language switching subscale concern language switching in general, i.e., whether the bilingual typically tends to use a word from the non-target language when the correct word in the target language cannot be retrieved quickly enough. It may be that this type of language switching is related to more sustained control processes, similar to the ones that have been suggested to be involved in the mixing cost. The contextual switches, on the other hand, may be more situation-bound, as the subscale includes questions as to whether there are specific situations and topics where the bilingual tends to mix both languages. This subscale does not give information about the frequency of occurrence for these situations in everyday life. Costa et al. (2009) speculates that those bilinguals who mostly use the two languages in different contexts and do not frequently switch between them, may not show an advantage in monitoring processes, as they end up having less practice on language monitoring. The frequency of unintended switches did not predict executive performance either, probably because they reflect temporary processes that cause fluctuations in attentional control.

In summary, the present results provide some evidence that individual differences in bilingualism-related background factors may predict the mixing cost that bilinguals exhibit in a set shifting task. Our study presents a new, complementary methodological approach that will hopefully shed more light on the important issue of the relationships between bilingual experience and executive functions. There is no doubt that both the measurement of the various aspects of bilingual experience and the cognitive mechanisms of the mixing cost need to be clarified further in future studies. Ultimately, longitudinal data is needed to establish causal connections between bilingualism and enhanced cognition.

ACKNOWLEDGMENTS

This study was funded by a grant from the Joint Committee for Nordic Research Councils in the Humanities and the Social Sciences for a Nordic Center of Excellence (NCoE) in Cognitive Control (Coordinator Professor Lars Nyberg, Umeå University, Sweden). Anna Soveri was also supported by grants from Kommerserådet Otto A. Malms Donationsfond, and the Finnish National Doctoral Program of Psychology. Matti Laine was financially supported by the Academy of Finland. We would like to thank Teemu Laine for technical aid and Maria Pörnull for conducting part of the data collection.

Footnotes

1The participants in the present study were partly the same as in Soveri et al. (2011).

2We also calculated the so-called Gratton effect (Gratton et al., 1992) that reflects the effect of the previous trial type (its compatibility with the current trial type) on performance on the current trial. Two measures were calculated: (a) the difference between incongruent to congruent and congruent to congruent trials, and (b) the difference between congruent to incongruent and incongruent to incongruent trials. The multiple regression models were, however, not significant for either of these variables.
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We examined the influence of bilingual experience and inhibitory control on the ability to learn a novel language. Using a statistical learning paradigm, participants learned words in two novel languages that were based on the International Morse Code. First, participants listened to a continuous stream of words in a Morse code language to test their ability to segment words from continuous speech. Since Morse code does not overlap in form with natural languages, interference from known languages was minimized. Next, participants listened to another Morse code language composed of new words that conflicted with the first Morse code language. Interference in this second language was high due to conflict between languages and due to the presence of two colliding cues (compressed pauses between words and statistical regularities) that competed to define word boundaries. Results suggest that bilingual experience can improve word learning when interference from other languages is low, while inhibitory control ability can improve word learning when interference from other languages is high. We conclude that the ability to extract novel words from continuous speech is a skill that is affected both by linguistic factors, such as bilingual experience, and by cognitive abilities, such as inhibitory control.
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INTRODUCTION

Learning a new language is a complex task comprised of mastering novel phonology, vocabulary, and grammar. Acquisition in adults occurs gradually, and even after years of practice many do not achieve native-like levels of pronunciation (Baker and Trofimovich, 2005; Sebastian-Gallés et al., 2006) or grammatical knowledge (Johnson and Newport, 1989; DeKeyser, 2005; MacWhinney, 2005). Even when adults are able to develop adequate vocabulary skills in a new language (Van Hell and Mahn, 1997; Lotto and De Groot, 1998), they often experience initial difficulty forming strong associations between a novel word’s lexical form and its meaning (Kroll and Stewart, 1994; Kroll et al., 2002). An important component of learning success is early acquisition of word form, since focusing on learning isolated word forms first can contribute to subsequent learning of words’ meanings (Bogaards, 2001; Graf Estes et al., 2007; Mirman et al., 2008; Fernandes et al., 2009). Acquisition of words and their forms has previously been explored by manipulating the learner’s input, and it has been shown that variables such as repeated exposure to specific words (Nation, 2001; de Groot, 2006) and reduced speaking rates (Ferguson, 1975) can improve acquisition. In addition, characteristics of the learner may also contribute to successful acquisition. For example, experience with multiple languages has been associated with improved learning of words’ form-meaning links (Cenoz and Valencia, 1994; Sanz, 2000; Cenoz, 2003; Keshavarz and Astaneh, 2004; Kaushanskaya and Marian, 2009b), and this learning advantage may arise in part from better initial acquisition of word form. Similarly, inhibitory control (the ability to suppress competing representations and attend to relevant ones) appears to influence learning (Kaushanskaya and Marian, 2009a) and processing (Bartolotti and Marian, 2010) of novel words, and may affect form acquisition. In the present study, we examined how early learning of word forms is affected by characteristics of the learner, including linguistic experience (in the form of bilingualism) and cognitive ability (in the form of inhibitory control).

Learning the forms of novel words is aided by frequent encounters with those words (Osterhout et al., 2006). McLaughlin et al. (2004) found that the best predictor of word familiarity was how frequently that word had appeared during previous instruction. Language learners who study abroad in immersive second language environments encounter specific novel words during daily exposure more often than students who do not, and as a result show greater gains in proficiency (Freed, 1995). The benefits of language immersion arise both from reduced exposure to the native language (Levy et al., 2007; Linck et al., 2009), and from increased exposure to words in the new language (Kojic-Sabo and Lightbown, 1999; Perani et al., 2003). Increased exposure to the new language can strengthen the representations of recently acquired words and introduce the learner to novel words more frequently. Novel words encountered while listening to speech can be acquired incidentally and can increase vocabulary knowledge considerably.

Incidental learning can be accomplished by using the statistical regularities in speech to determine the boundaries of novel word forms. Sounds that co-occur often are likely to comprise part of a single word, whereas rare sound sequences are likely to mark transitions between words. For example, in the phrase “pretty baby,” listeners are sensitive to the fact that “pre” followed by “ty” is more likely to occur than “ty” followed by “ba,” since “pretty” can be followed by any number of other words. Both infants and adults are able to track this statistical information and use it to identify novel word forms in an unfamiliar language (Saffran et al., 1996, 1999; Ludden and Gupta, 2000; Theissen and Saffran, 2003; Newport and Aslin, 2004; Kovács and Mehler, 2009).

This ability to learn novel forms in a new language via statistical regularities may be indirectly improved by previous bilingual experience. One of the consequences of bilingualism for cognition is improved phonological working memory (Service et al., 2002; Majerus et al., 2008; Adesope et al., 2010), as a result of acquiring and processing a large vocabulary that encompasses multiple languages. High phonological working memory has been associated with gains in statistical learning of word forms (Misyak and Christiansen, 2007), suggesting that bilingualism may improve statistical learning through its influence on phonological working memory. Phonological working memory can be used to maintain large chunks of speech in memory long enough for the transitions between syllables to be compared. In addition, working memory may help to update the relative frequency of different syllable transitions. Based on the transitional probabilities, likely word candidates can be identified and transferred from working memory to long-term memory. Due to gains in phonological working memory, bilinguals should thus outperform monolinguals in statistical learning of word forms in a novel language.

Learning word forms in a new language may also be influenced by level of inhibitory control. When a new language and a known language conflict, interference from the known language may be particularly detrimental to learning, since the two languages are tightly integrated at early stages of learning (Kroll and Stewart, 1994). Since known languages are highly practiced, they can activate more easily than a new language, resulting in learners over-applying transitional probabilities, pronunciations, or rules from their native language to the new language, even when the two are in conflict (Murphy, 2003). For example, the French possessive “de” occurs before many other French words and thus often marks a word boundary, whereas the same syllable in English is commonly used at the beginning of words and rarely indicates a word boundary. An English-speaking learner of French, then, may not attend to novel words following “de,” as this syllable was not a reliable English word boundary cue. By over-applying rules for English word transitions, the learner’s acquisition of French word forms may progress at a slower rate. By using inhibitory control to suppress the non-target language, interference from conflicting native-language constructs can be reduced. With less interference, word boundaries in a new language may be easier to learn and speech segmentation may be improved. Indeed, effective inhibitory control has previously been shown to benefit word segmentation when conflicting information present during learning had to be suppressed (Weiss et al., 2010).

To examine the distinct contributions of bilingual experience and inhibitory control on word segmentation, we tested participants who varied in bilingual experience and level of inhibitory control on their ability to learn languages that were based on the International Morse Code. In Morse code, all information is conveyed rhythmically by changes in duration of pure-tone sequences and silences. A benefit of using Morse code is that it is sufficiently difficult to learn and therefore can discriminate learners from non-learners. An additional benefit of using Morse code is that it does not overlap with any languages participants knew and avoids favoring speakers of one language over another. This low overlap with participants’ known languages enabled us to create an experimental condition in which interference was low and learning required detecting statistical regularities within the Morse stream, but did not require inhibiting competitive interference from known languages. Because the inhibitory demands were reduced, the low-interference condition allowed us to assess whether bilingual experience has an effect on incidental learning of word forms from speech, independent of inhibitory control ability.

In addition to the low-interference condition, we also designed a second, high-interference condition to assess the influence of inhibitory ability on word segmentation. The words in this second, high-interference condition conflicted with the previously learned words in the low-interference condition. Additionally, a colliding cue to word boundaries that conflicted with the transitional probabilities between words was inserted to create interference within the new language itself (Weiss et al., 2010). Weiss et al. (2010) showed that when two sets of word boundary cues were equally salient, participants with strong inhibitory control were able to selectively attend to one set of cues and learn the words. Although the source of the conflict in their study was within the target language instead of across two languages, inhibitory control may similarly improve learning when the locus of interference is between a known language and a new language. Learning in our high-interference condition depended on selectively attending to one of the two sets of word boundary cues (by inhibiting the other), as in Weiss et al. (2010), but also required participants to suppress competing Morse code words that were previously learned in the low-interference condition. This second, high-interference condition therefore enabled us to examine the influence of inhibitory ability on word segmentation in contexts where learners have to reduce interference from conflicting linguistic information both within and across languages.

To summarize, in the present study, we examined the distinct contributions of bilingual experience and inhibitory control on word segmentation. Participants who varied in bilingual experience and level of inhibitory control were taught Morse code words first in a low-interference condition and then in a high-interference condition. The low-interference condition placed few demands on inhibition; in this condition, high bilingual experience was expected to contribute to successful word segmentation. The high-interference condition placed high demands on inhibition; in this condition, inhibitory ability was expected to promote successful word segmentation.

MATERIALS AND METHODS

PARTICIPANTS

Twenty-four Northwestern University students (Mean age = 21.6 years, SD = 2.23) participated for course credit. All participants provided informed consent in accordance with the Northwestern University IRB. Participants completed the Language Experience and Proficiency Questionnaire (LEAP-Q; Marian et al., 2007) to provide information about language proficiency, age of acquisition, and frequency of language use. Languages represented as participants’ dominant language included English (N = 20), Korean (N = 1), and Chinese (N = 1). Second languages reported included Spanish (N = 7), Chinese (N = 4), English (N = 2), French (N = 1), Gujarati (N = 1), Korean (N = 1), and Tamil (N = 1); five participants reported no meaningful second language experience. A breakdown of language knowledge by group is provided in Table A1 in the Appendix. Based on participants’ reported L2 proficiency, L2 age of acquisition, and L2 frequency of use, a composite score of bilingual experience was computed. L2 proficiency, L2 age of acquisition, and L2 frequency of use were transformed to Z-scores for each participant based on the group mean and SD, and the average of these three scores was used as a composite measure of overall bilingual experience. Participant characteristics are presented in Table 1.

Table 1. Means and SD (in parentheses) for participant characteristics.
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A version of the Simon task (Simon and Small, 1969) was used to assess participants’ inhibitory control ability. Median splits were used to separate participants into high/low bilingual experience groups based on the bilingual experience composite, and strong/weak inhibitory control based on the size of the Simon effect (median: 33.24 ms). High and low bilingual experience groups did not differ in age, performance IQ (block design and matrix reasoning subtests of the Weschler Abbreviated Scale of Intelligence; PsychCorp, 1999), working memory (digit span subtest of the Comprehensive Test of Phonological Processing; Wagner et al., 1999), or inhibitory control ability. Strong and weak inhibitory control groups did not differ in age, performance IQ, working memory, L2 proficiency, L2 age of acquisition, or L2 frequency of use.

Inhibitory control as assessed by the Simon task was not correlated with the bilingual experience composite (p = 0.50) or any of its components (L2 proficiency, p = 0.09; L2 age of acquisition, p = 0.84; L2 frequency of use, p = 0.73), allowing the effects of bilingual experience and inhibitory control on learning to be considered separately. The lack of a correlation was not unexpected; bilingual advantages in inhibitory control are frequently observed in children (Bialystok and Martin, 2004; Carlson and Meltzoff, 2008) and older adults (Bialystok et al., 2004; Salvatierra and Rosselli, 2011), but results are mixed in younger adults who are in their cognitive prime. In particular, certain tasks of executive functioning, such as Stroop and the Attentional Network Test, commonly reveal bilingual advantages in young adults (Bialystok et al., 2008; Costa et al., 2008; Tao et al., 2011). Other executive functioning tasks, such as the Simon task, are reliable predictors of word segmentation in the presence of conflicting cues (Weiss et al., 2010), but do not appear to be robustly driven by bilingual experience (Bialystok et al., 2005; Bialystok, 2006; Prior and MacWhinney, 2010; Blumenfeld and Marian, 2011; Hilchey and Klein, 2011). In the present study, because variability in bilingual experience was not related to variability in inhibitory control, it was possible to examine the separate effects of these two factors on learning to segment words in a novel language.

MATERIALS

Two artificial languages were created based on the International Morse Code alphabet. In Morse code, letters are composed of combinations of short tones, or “dots” (440 Hz for 100 ms) and long tones, or “dashes” (440 Hz for 300 ms). Two letters (E /./ and T /-/) are made up of a single tone each, and four letters (A /.-/, I /../, N /-./, and M /–/) are made up of two tones in sequence. When a single letter contained two tones, the tones were separated by a short 100 ms pause. When multiple letters were combined to form a single word, the letters were separated by a longer 300 ms pause, so that the multi-tone letters (i.e., I, A, N, and M) could still be perceived as distinct groupings (without this distinction in pause lengths, the letter sequence “ET” would be indistinguishable from the single letter “A”). By using all six letters (A, E, I, N, M, T), three words were created for each of two languages such that the length of each word was a constant 1100 ms, and no letter was used twice (See Figure 1).
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Figure 1. The Morse code words used in the two languages. Long tones, or dashes, are 300 ms long, and short tones, or dots, are 100 ms long. Numbers in parentheses indicate the length of the pause, either 100 or 300 ms. Short pauses separate tones within a letter, and long pauses separate letters within a word.



Morse code training streams were created for each language with two restrictions: A word could not immediately follow itself, and each word was followed by the other two words an equal number of times. Since the first letter of each word perfectly predicted the second letter, transitional probability within words was a constant 1.0. Since each word could be followed by either of the two other words, the between-word transitional probability was a constant 0.5. The training stream in the low-interference condition had a 300-ms long pause inserted between words, identical to the long pause that separated letters within a single word. To learn the words, participants would have to attend to the transitional probabilities within and between words. For example, the continuous stream TAEMTANI can be segmented as TA–EM–TA–NI based on the transitional probabilities between letters (see Figure 2A). In contrast, in the high-interference condition, the long pause between words was replaced with a 100 ms short pause. The 300 ms long pause that remained within words could be used as a salient grouping cue to identify words in the stream. If participants ignored the different pause lengths, they would still be able to learn the words based on the transitional probabilities, as in the low-interference condition. If instead participants used the pause lengths as a cue to word boundaries, they would learn a different set of words than those defined by the transitional probabilities. There were thus two colliding cues to word boundary: the between-word transitional probabilities (as in the low-interference condition), and the pause-based cues (see Figure 2B). To learn the words, participants would have to inhibit one of the two word boundary cues and attend to the other.
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Figure 2. Morse code listening streams in the low and high-interference conditions. The dots and dashes represent short (100 ms) and long (300 ms) tones respectively, while the short and long gaps represent silences of 100 and 300 ms respectively. In the low-interference condition (A), words are marked by statistical probabilities between letters (the transitional probability within words is 100%, e.g., T is always followed by A, but the transitional probability between words is 50%, e.g., A is followed by either E or I). In the high-interference condition (B), the gap between words is reduced, and the statistically defined words (TA, EM, IN) compete with words defined by the long pauses (AE, MT, AI, as well as MI, NT, NE). Each participant was exposed to both the low- and high-interference conditions. The order of the two conditions was fixed, with the low-interference condition always occurring first, but the language used in each condition was counterbalanced across subjects. In the example above, the same language is shown in both the low-interference condition and the high-interference conditions in order to highlight the difference between conditions.



PROCEDURE

The Morse code language associated with each condition was counterbalanced across participants, so that half of the participants heard Language 1 for the low-interference condition and Language 2 for the high-interference condition, while the other half of the participants heard Language 2 for the low-interference condition and Language 1 for the high-interference condition. The order of the two conditions was fixed, with all participants completing the low-interference condition first, followed by the high-interference condition. This was done to ensure that no previously learned Morse code words could compete with targets during the low-interference condition. Learned words would then have to be inhibited during the following high-interference condition, increasing the inhibitory demands of the high-interference condition.

At the beginning of each learning condition, participants were instructed to listen to a series of tones and were told that they would be tested on information about the tones later. Participants wore headphones and listened to the Morse code stream over three blocks, each 4 min and 12 s long. Participants received a 1-min silent break between blocks.

Immediately after the third training block, participants were tested on their knowledge of the language with a 12-item two-alternative forced-choice task. Participants were instructed to indicate which of two Morse code words was more familiar by pressing the “1” (first word) or “9” (second word) key on a computer keyboard. Word pairs were presented with a 1-s pause between words, and a 4-s pause between trials. Each of the three words was presented in four trials: twice before and twice after two different part-words. Part-words were created by concatenating the second letter from one word with the first letter of another word, and had appeared in the listening stream half as often as the actual words. In the high-interference condition, the part-words were words that could have been learned by using pause-based cues instead of statistical cues. Accuracy scores were obtained and normalized to chance performance, with a score of 0 indicating 6 out of 12 correct (where correct meant selecting the statistically defined word). Positive scores indicated learning of the statistical probabilities. In the high-interference condition, negative scores indicated learning of the pause-based rules.

All participants also completed a visual Simon task (Simon and Small, 1969; Weiss et al., 2010) to index inhibitory control. Participants viewed blue and brown rectangles that appeared on the left, right, or center of a computer screen and selected a response based on the item’s color, while ignoring its location. The instructions were to press a blue button on the left side of the keyboard if the rectangle was blue, or to press a brown button on the right side of the keyboard if the rectangle was brown. In Congruent trials, the stimulus and the response were on the same side (e.g., a blue rectangle on the left side of the screen). In Incongruent trials, stimulus and response were on opposite sides (e.g., blue rectangle on the right side of the screen). In Neutral trials, the stimulus appeared in the center of the screen. Congruent, Incongruent, and Neutral trials appeared in an equal ratio (42 trials each, 126 total). A single trial involved (1) a fixation cross for 350 ms, (2) a blank screen for 150 ms, (3) a colored rectangle for 1500 ms, (4) in the event of an error, a red “X” as feedback for 1500 ms, and (5) a blank screen for an 850 ms inter-trial interval. All participants completed a practice session before the actual task. The Simon effect was calculated by subtracting reaction time on Congruent trials from reaction time on Incongruent trials. A small Simon effect indicates better ability to ignore the inconsistent location cue, and strong inhibitory control.

RESULTS

WORD LEARNING IN THE LOW-INTERFERENCE CONDITION

When interference during learning was low, bilingual experience positively influenced word learning ability, whereas level of inhibitory control did not influence learning (Figure 3). The high bilingual experience group performed significantly better than chance (M = 2.41, SD = 2.01), t(10) = 3.98, p < 0.01, while the low bilingual experience group did not differ from chance (M = 1.09, SD = 2.34), p = 0.15, indicating that the high bilingual experience group was able to learn the Morse code words. The same pattern of results was observed when each factor in the bilingual experience composite was considered separately, that is, when participants were divided into two groups based on median splits in L2 proficiency, L2 age of acquisition, or L2 frequency of use. Both the strong (M = 1.79, SD = 2.46), t(11) = 2.52, p < 0.05, and weak (M = 1.92, SD = 1.98), t(11) = 3.36, p < 0.01, inhibitory control groups performed above chance, indicating that they were able to learn the Morse code language.
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Figure 3. Effects of second language proficiency and inhibitory control on learning the new language in the low-interference condition. (Asterisks indicate a significant difference from chance, alpha of 0.05. Error bars indicate 1 SE).



Learning was not correlated with bilingual experience, p = 0.76, L2 age of acquisition, p = 0.40, or L2 frequency of use, p = 0.55, but was marginally correlated with L2 proficiency, r = 0.40, p = 0.06 (Figure 4). Inhibitory control ability was not correlated with learning, p = 0.37.
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Figure 4. Relationship between second language proficiency and learning of word forms in the low-interference condition.



WORD LEARNING IN THE HIGH-INTERFERENCE CONDITION

When interference during learning was high, strong inhibitory control increased word learning, but bilingual experience did not (Figure 5). In this condition, positive scores above chance indicate learning of the words based on statistical cues, while negative scores below chance indicate learning of the words based on pause cues. Participants with strong inhibitory control performed significantly below chance, indicating that they learned according to the pause cues (M = −1.18, SD = 1.60), t(10) = −2.45, p < 0.05, while participants with weak inhibitory control did not differ from chance (M = 0.58, SD = 1.73), p = 0.27. No consistent pattern of learning was observed when bilingual experience was considered; neither the high bilingual experience group (M = 0.18, SD = 2.14; p = 0.78), nor the low bilingual experience group (M = −0.55, SD = 1.57), p = 0.28 differed from chance. In addition, when each factor in the bilingual experience composite was considered separately, no group performed better than chance.
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Figure 5. Effects of second language proficiency and inhibitory control on learning the new language in the high-interference condition. Positive scores indicate learning of statistical cues and negative scores indicate learning of pause cues. (Asterisks indicate a significant difference from chance, alpha of 0.05. Error bars indicate 1 SE).



Inhibitory control was correlated with learning success, r = 0.47, p < 0.05 (Figure 6), while bilingual experience, p = 0.94, L2 proficiency, p = 0.99, L2 age of acquisition, p = 0.86, and L2 frequency of use, p = 0.75 were not correlated with learning.
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Figure 6. Relationship between inhibitory control (assessed by the Simon task) and learning of word forms in the high-interference condition.



DISCUSSION

Learning words in a new language is a multi-step process involving the acquisition of new word forms and of mapping these acquired word forms to meaning. While previous research suggests that bilingualism improves learning of form-meaning mappings in another language (Cenoz and Valencia, 1994; Sanz, 2000; Cenoz, 2003; Keshavarz and Astaneh, 2004; Kaushanskaya and Marian, 2009b), in the current study we found that bilingual experience can improve acquisition of word forms alone when interference between languages is low. In addition, we showed that inhibitory control promoted successful word segmentation when there were competing cues to word boundaries both within and across languages. Successful acquisition of word forms has previously been shown to be one factor that contributes to later stages of word learning (e.g., mapping form to meaning, Graf Estes et al., 2007; Mirman et al., 2008) and increases the rate at which vocabulary is expanded (Bogaards, 2001). During natural language learning, both bilingual experience and inhibitory control may contribute in different degrees to early acquisition of novel word forms (depending on the characteristics of the language to be learned), which may benefit the process of learning a novel language.

High bilingual experience was associated with successful segmentation of Morse code word forms from a continuous auditory stream with consistent cues to word boundaries. In order to learn the word forms in the low-interference condition, participants had to analyze the transitional probabilities between sounds and extract the most commonly occurring sequences. This ability to analyze probabilities may depend in part on phonological working memory, which has previously been associated with improved statistical learning (Misyak and Christiansen, 2007). Extensive bilingual experience has been associated with gains in phonological working memory (Service et al., 2002; Majerus et al., 2008; Adesope et al., 2010), which may have contributed to bilinguals’ ability to learn the words. It is possible that bilinguals used working memory more effectively than monolinguals to maintain large chunks of the auditory sequence for statistical analysis. Working memory could also contribute by updating the frequencies of specific transitions over time, and by facilitating the transfer of newly detected words to long-term memory. By effectively applying phonological working memory to the statistical learning task, bilinguals may have been able to better extract and retain novel word forms.

Statistical learning is itself a measure of implicit learning ability, as participants are typically not aware of having consciously learned any of the words. Bilinguals’ improved performance on the statistical learning task is thus consistent with observed bilingual advantages on language learning tasks that rely heavily on implicit learning (Klein, 1995; Kovács and Mehler, 2009). For example, Nation and McLaughlin (1986) found that proficiency in multiple languages improved learning of an artificial grammar when participants did not explicitly attend to the grammatical rules, but acquired them implicitly during the course of learning novel words. As a consequence of acquiring the words and grammar of multiple languages, bilinguals may develop a more effective implicit learning mechanism than monolinguals. This increased efficiency could contribute to bilinguals’ improved incidental learning of word forms while listening to speech.

In contrast to bilinguals’ performance in the low-interference condition, in the high-interference condition, bilingual experience had no effect on word segmentation success. One possibility for the lack of learning is that both those with low and those with high bilingual experience may have been unable to consistently attend to either the statistical or pause-based cues. If participants shifted attention between the two cues during training, then at test neither the statistically defined words nor the pause-defined words would be more familiar and performance would remain at chance. Alternatively, it may be that bilingual experience improves efficiency of integrating multiple cues. Given that most languages use correlated cues to word segmentation and relatively few contrasting cues (Christiansen et al., 2005; Sahni et al., 2010), when cues are not correlated (as was the case in the high-interference condition), this ability to integrate cues may be a drawback. Learning in the high-interference condition required that participants attend to a single set of cues and suppress the other; bilinguals may have either been unable to attend to either cue, or attended to and integrated both cues.

Participants with strong inhibitory control were able to selectively attend to a single set of cues in the high-interference condition, suggesting that inhibitory control can also contribute to word segmentation ability. In the high-interference condition, conflict occurred due to both incongruent word boundaries between the two Morse code languages across blocks, and colliding cues to word boundary within the listening stream. Learning word boundaries in the high-interference condition required one to ignore recently learned transitional probabilities from the low-interference condition, and to selectively attend to one of the two colliding cues to word boundaries in the high-interference condition. Successful learning could be accomplished by inhibiting irrelevant information in memory (previous transitional probabilities) and in the auditory stream (one of the two colliding cues to word boundaries).

The overall pattern of learning in the high-interference condition suggests that participants with strong inhibitory control suppressed the statistical information and relied on pause lengths between letters to segment words. One possibility is that pause lengths were a more salient cue than the transitional probabilities, making them easier to learn. However, if the pause boundaries in the auditory stream had been much more salient than the statistical boundaries, we might have expected all groups to pick up on this cue and learn the pause-defined words. In a previous study using colliding statistical and pause-based cues to word segmentation, when the pause cue was made more salient (by manipulating its length), participants overwhelmingly were able to learn the pause-defined words (Weiss et al., 2010). In our colliding cue condition we saw evidence of learning only in the strong inhibitory control group, which suggests that the pause cues were learnable, but that the statistical cues were close enough in saliency to interfere with learning in the weak inhibitory control group. The tendency of the strong inhibitory control group to segment words according to the pauses may reflect a strategy that minimized sources of interference. Recall that in the high-interference condition, pauses conflicted with transitional probabilities, while the transitional probabilities conflicted with both the pauses and the transitional probabilities from the low-interference condition. The pauses thus directly competed with only one source, while the statistical boundaries directly competed with two sources. The participants with strong inhibitory control may have been sensitive to this difference and applied inhibition in a way that maximized cue salience, by suppressing all statistical cues and engaging learning of the pauses between words.

To summarize, our findings suggest that experience with a second language helped learners identify novel words by attending to statistical regularities in the signal, whereas inhibitory control helped learners identify novel words by suppressing conflicting language knowledge and focusing attention on the meaningful aspects of a novel language. To date, there has often been considerable attention paid to how bilingual experience may impact executive functioning or its subcomponents, including response suppression, inhibitory control, task switching, and task monitoring (Bialystok and Martin, 2004; Bialystok et al., 2004; Bialystok et al., 2008; Carlson and Meltzoff, 2008; Costa et al., 2008, 2009; Hernández et al., 2010; Prior and MacWhinney, 2010; Soveri et al., 2010; Salvatierra and Rosselli, 2011; Tao et al., 2011). While bilingual advantages are typically more robust in young children or older adults (see Hilchey and Klein, 2011), they can be observed in young adults, particularly on tasks that require context monitoring (Costa et al., 2008, 2009; Prior and MacWhinney, 2010; Tao et al., 2011). The link between bilingualism and executive functioning is thought to stem from bilinguals’ need to control language access. Both of a bilingual’s languages remain active when only one is present in the immediate linguistic context, requiring the bilingual to monitor the language in use, selectively attend to the target language, and inhibit the non-target language. Constant training of the executive functions recruited to direct attention during language processing may improve executive functioning in other domains. However, in young adults, inhibitory control ability appears to be influenced by other factors besides bilingualism as well (Bialystok et al., 2005; Bialystok, 2006; Prior and MacWhinney, 2010; Blumenfeld and Marian, 2011; Hilchey and Klein, 2011). In the present study, we were able to examine the differential effects of bilingual experience and inhibitory control on learning to segment words in two Morse code languages that differed in the strength of conflicting information. By examining acquisition of word forms in these different learning contexts, we have shown that linguistic and cognitive characteristics of the learner can affect success at an early stage of language learning, specifically, during word form acquisition.

One potential limitation of the current study is that the Morse code languages that participants learned were composed of pure tones that do not closely resemble natural speech. The choice to use pure-tone stimuli was made in order to limit transfer of prior knowledge during learning. Bilinguals have been shown to readily transfer words and grammatical structures from languages they already know when it can facilitate learning (Cenoz, 1997; Murphy, 2003), and using Morse code stimuli avoided confounding bilingual experience with increased transfer of prior language knowledge. By using word forms based on Morse code, we were able to control participants’ prior experience with the target language, and since language backgrounds were unlikely to confer a benefit, we were able to specifically target the effects of bilingual experience and inhibitory control on sequence learning. It is important that future research extends the findings from the current study to natural language learning, as there is reason to believe that the processes involved in learning the Morse code words and in natural language acquisition overlap. The ability to extract information from a continuous stream through statistical learning mechanisms appears to be a domain-general skill, and has been shown to affect sequence learning of musical tones (Saffran et al., 1999), visual shapes (Kirkham et al., 2002), and tactile stimuli (Conway and Christiansen, 2005), as well as that of non-word syllables (Saffran et al., 1996; Ludden and Gupta, 2000; Theissen and Saffran, 2003; Newport and Aslin, 2004; Kovács and Mehler, 2009). In addition, sequence learning skill has been shown to correlate positively with second language learning success in a classroom setting (Ettlinger et al., 2011), suggesting that word segmentation ability can contribute to natural language learning.

It is likely that previous bilingual experience and inhibitory control ability work simultaneously to promote learning, but their relative influences may depend on the relationship between known languages and the target language. For example, bilingualism may be a more important factor in learning word forms when the target language contains novel, non-overlapping features, such as the distinct writing systems between English and Chinese. Inhibitory control may be more important in promoting learning when the two languages conflict, such as the shared Roman alphabet but contrasting letter to phoneme mappings between English and French. As each case of novel language learning contains non-overlapping and conflicting components, both bilingual experience and inhibitory control are likely to be contributing factors to early acquisition of novel word forms, though their specific influences will depend on the characteristics of the novel language and already known languages.

In conclusion, the present study extends previous research on the role of linguistic experience and inhibitory control in later stages of language learning to early stages of language acquisition. While previous work has shown that linguistic experience and inhibitory control impact acquisition of and access to form-meaning mappings (Cenoz and Valencia, 1994; Sanz, 2000; Cenoz, 2003; Keshavarz and Astaneh, 2004; Kaushanskaya and Marian, 2009a,b; Bartolotti and Marian, 2010), we propose that linguistic experience and inhibitory control also influence initial acquisition of word form. Moreover, our results suggest that linguistic experience and inhibitory control may affect learning in different ways, depending on the relationship between the language to be learned and prior linguistic knowledge. The current study suggests that internal factors such as linguistic experience and cognitive ability can interact with external factors such as a new language’s structure and its conflict with known languages to influence early components of language learning. Future work will need to examine how these interactions influence later stages of language learning. Investigating how internal and external factors interact within the learning process is essential for understanding ultimate language attainment.
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Bilingual language production requires that speakers recruit inhibitory control (IC) to optimally balance the activation of more than one linguistic system when they produce speech. Moreover, the amount of IC necessary to maintain an optimal balance is likely to vary across individuals as a function of second language (L2) proficiency and inhibitory capacity, as well as the demands of a particular communicative situation. Here, we investigate how these factors relate to bilingual language production across monologue and dialogue spontaneous speech. In these tasks, 42 English–French and French–English bilinguals produced spontaneous speech in their first language (L1) and their L2, with and without a conversational partner. Participants also completed a separate battery that assessed L2 proficiency and inhibitory capacity. The results showed that L2 vs. L1 production was generally more effortful, as was dialogue vs. monologue speech production although the clarity of what was produced was higher for dialogues vs. monologues. As well, language production effort significantly varied as a function of individual differences in L2 proficiency and inhibitory capacity. Taken together, the overall pattern of findings suggests that both increased L2 proficiency and inhibitory capacity relate to efficient language production during spontaneous monologue and dialogue speech.

Keywords: bilingualism, dialogue, monologue, inhibition, proficiency

INTRODUCTION

Speaking in one’s first language (L1) is subjectively effortless, yet speech production involves a complex set of linguistic operations that require cognitive control (Kempen and Hoenkamp, 1987; Levelt, 1989). Speakers first conceptualize a message and then activate words in memory that are semantically and syntactically compatible with the message. Speakers then select from among this set the specific words that best convey the message, plan their articulation, and finally, implement the speech plan and produce their message at a rate of about 150–300 words per minute (Goldman-Eisler, 1968). These processes are incremental in that speakers transfer partially prepared fragments of the message from one stage to the next before completely preparing the message in its entirety. Thus, speakers begin articulating earlier parts of the message before fully activating and planning later parts of the message. The net effect of these cascaded and incremental speech processes is that native language production is quite cognitively demanding, in terms of word finding and word choice, grammatical and phonological realization, and overall fluency (Levelt, 1989; Dell et al., 1999; Griffin and Ferreira, 2006).

The production of fluent speech is likely to require even greater cognitive control for bilingual speakers, who face the challenges just described, as well as demands associated with knowing and using more than one language (Kroll et al., 2008; Colomé and Miozzo, 2010; De Groot, 2011). These added demands include a greater need to manage cross-language competition arising from parallel activation of two languages (Kroll et al., 2006, 2008), less practice using inhibitory control (IC) during L2 speech production (Abutalebi and Green, 2007), and weaker links between conceptual and linguistic representations in the L2 and possibly L1 (Poulisse and Bongaerts, 1994; Gollan et al., 2008). Indeed, recent work suggests that the added demands of bilingual language processing might lead to enhanced non-linguistic cognitive function for processes necessary to reduce cross-language competition, such as inhibitory capacity and selective attention (Bialystok et al., 2004; Bialystok, 2009).

In this study, we investigate how individual differences among bilinguals in L2 proficiency and inhibitory capacity modulate language production during spontaneous monologue and dialogue speech. Our theoretical framework derives from the IC model of bilingual language production, which is depicted in Figure 1 (Green, 1998). A core assumption of this model is that language production is a communicative action that is analogous to non-linguistic physical actions (Green, 1998; Abutalebi and Green, 2007). Like physical actions, bilingual language production consists of mental task schemas, which are action sequences that are implemented by a conceptualizer (C). These task schemas achieve particular goals (G), which may be routine (L1 production) or non-routine (L2 production). For any given goal, parallel activation of multiple task schemas compete to control output (O). Consequently, the supervisory attentional system (SAS; Shallice and Burgess, 1996) suppresses routine goals via IC operations, and monitors the successful implementation of non-routine goals, based on input from the bilingual lexico-semantic system. Accordingly, when a bilingual speaker engages in a dialogue with a monolingual speaker in their L2, the conceptualizer relays input (I) from the bilingual lexico-semantic system to the SAS, which, in turn, implements greater IC to globally suppress the irrelevant but more routine L1 dialogue language schema. As well, within the bilingual lexico-semantic system, IC fine-tunes the relative activation and inhibition of words within each language to select and output appropriate words for the dialogue.


[image: image]

Figure 1. Inhibitory control (IC) model of bilingual language production (Green, 1998).



Abutalebi and Green (2007) extended the IC model to incorporate neurocognitive evidence about bilingual language production. They identified a network of cortical regions (prefrontal, inferior parietal, and anterior cingulate cortices) and subcortical structures (basal ganglia, the head of the caudate nucleus in particular) that modulate competition between L1 and L2 knowledge activation during bilingual language production. Within this framework subcortical structures (basal ganglia) modulate the global activation of L1 or L2 task schemas, whereas frontal cortical structures modulate local activation of L1 and L2 lexical activation. Using this framework, the authors also make more specific claims about the role of L2 proficiency. When L2 proficiency is low, L2 language production is more controlled and less automatic (see also Favreau and Segalowitz, 1983; Segalowitz and Hulstijn, 2005; Segalowitz, 2010), thus requiring IC (prefrontal function, in particular; see also Petrides, 1998). In contrast, when L2 proficiency is high, L2 production is automatic and less dependent on IC, although L1 production effort might instead increase due to a weakening of the links between word forms and concepts in the L1 (Bialystok, 2001; Michael and Gollan, 2005; Gollan et al., 2008, 2011; Ivanova and Costa, 2008; Bialystok et al., 2010).

Thus, the IC model (Green, 1998) and its extension (Abutalebi and Green, 2007) make several logical predictions about the role of IC during bilingual language production: (1) L2 language production should require greater IC than L1 production to the extent that L2 proficiency is low (and indeed, L1 language production may become more difficult as L2 proficiency increases); (2) these effects should interact with communicative task demands (i.e., a highly vs. less demanding communicative task should limit the resources available for IC to occur); and (3) bilinguals should successfully produce language insofar that they intrinsically possess IC capacity, after accounting for L2 proficiency.

Bilingual language production studies provide some support for these predictions, although many questions remain. Consistent with the first prediction, many studies show that L2 production (which is usually the less-dominant language) is indeed more effortful than L1 production (which is usually the more dominant language). This pattern of findings arises when bilinguals produce single words in response to pictures (Linck et al., 2008; Gollan and Ferreira, 2009; Hanulová et al., 2010; Sandoval et al., 2010), and also when they produce extended speech (Towell et al., 1996). Moreover, as L2 proficiency increases, language production in a less-dominant L2 improves (Poulisse and Bongaerts, 1994; Kormos, 2006; De Jong and Wempe, 2009). For example, at high L2 proficiency levels picture-naming speed and accuracy become more similar across L2 and L1 (Costa and Caramazza, 1999; Kroll et al., 2002; Costa and Santesteban, 2004). A similar pattern of effects is also seen during spontaneous speech production. For example, increased L2 proficiency is associated with increased articulation rate, longer utterance durations, shorter and less frequent silent pauses, and a greater number of words produced in the L2 when bilinguals narrated a story from a cartoon strip (Kormos and Dénes, 2004).

Increased L2 proficiency also relates to increased L1 processing effort when bilinguals produce single words in response to a picture (Gollan et al., 2005, 2008, 2011; Ivanova and Costa, 2008), overtly name visually presented words (Flege, 1999), or to general measures of functional language ability (i.e., subtractive bilinguals Lambert, 1974). Interestingly, our group recently found that these effects of increased L2 ability on L1 processing extend to eye movement measures of reading (Titone et al., 2011; Whitford and Titone, 2012). Presumably, such effects on L1 language processing arise because bilinguals who are highly proficient in their L2 use their L2 to a great extent, and as a consequence, use their L1 relatively less. Thus, over time and repeated L2 practice and use, L1 representations grow weaker while L2 representations grow stronger.

Returning to the second prediction of the IC model, there is also evidence that L1/L2 differences in language production are sensitive to increased task demands. For example, language production is more effortful during simultaneous interpretation, in which bilinguals must understand the utterance in one language and produce it in another (Christoffels and De Groot, 2004). As well, there is preliminary evidence of task demand effects for spontaneous speech when it is produced with or without a conversational partner. For example, bilinguals produce more disfluencies (e.g., uhs, ums) when answering speculation questions during a dyadic interview (e.g., What makes an ideal friend?) than when producing speech without a conversational partner (e.g., telling a story from a picture; Fehringer and Fry, 2007). This suggests the possibility that a dialogue context may be relatively more effortful than a monologue context, especially during L2 language production. This finding is interesting in light of recent work suggesting that dialogue speech can be less effortful than monologue speech because conversational partners provide additional sources of information that can facilitate speech planning, such as immediate feedback about communication success or lexical and syntactic priming across partners (Garrod and Pickering, 2004; Hartsuiker et al., 2004; Pickering and Garrod, 2004; Costa et al., 2008; Hartsuiker and Pickering, 2008; Kootstra et al., 2010). While such facilitative interactive alignment effects are certainly possible, they are likely offset by other increased task demands of spontaneous dialogue, such as integrating language production and comprehension simultaneously, and making decisions about when to speak or listen, all within the time limits of normal conversational exchange (McFarland, 2001; Wilson and Wilson, 2005).

Finally, there is preliminary evidence consistent with the third prediction of the IC model that individual differences in inhibitory capacity modulate bilingual language production, over and above the effects of L2 proficiency. Linck et al. (2008) found that bilinguals with greater inhibitory capacity vs. those without, as assessed by non-linguistic tasks, inhibited L1 activation during L2 production more efficiently, irrespective of L2 immersion environment, L2 proficiency, or L1/L2 script similarity. However, given that Linck and colleagues investigated single word production, an open question is whether individual differences in inhibitory capacity exert similar effects when producing extended spontaneous speech and in different communicative contexts.

Thus, the purpose of the present study is to investigate several questions about bilingual language production in the domain of spontaneous monologue and dialogue speech. Based on the IC model (Green, 1998) and its extension (Abutalebi and Green, 2007), we predicted that L2 vs. L1 language production would be more effortful overall; however, increased L2 proficiency would reduce this difference (Poulisse and Bongaerts, 1994; Green, 1998; Gollan et al., 2005; Fehringer and Fry, 2007; Ivanova and Costa, 2008; Kroll et al., 2008; Linck et al., 2008). We also predicted that dialogue speech would be more effortful than monologue speech, particularly in the L2 vs. L1 context (Fehringer and Fry, 2007). Finally, we predicted that individual differences in inhibitory capacity, while accounting for L2 proficiency, would interact with the language produced (L1 vs. L2) and task demands (monologue vs. dialogue). For example, it is possible that spontaneous speech produced in the most demanding condition (L2 dialogue) would require greater IC than speech produced in the least demanding condition (L1 monologue).

To test these predictions, we recorded participants as they spontaneously produced L1 and L2 monologue and dialogue speech (each participant performed in every condition). Participants also completed a battery that assessed their L2 proficiency and inhibitory capacity. To elicit spontaneous speech, we used a modified version of the Map task (Anderson et al., 1991), which is frequently used to study spontaneous speech in the context of natural dialogues (Brown and Miller, 1980; Macafee, 1983; Macaulay, 1985). In this task, each of two conversational partners receives a map that the other cannot see. One partner is assigned the role of instruction giver, and the other of instruction follower. Each map contains a starting point and black and white drawings of landmarks, along with their word labels, that occasionally mismatch across the instruction giver and follower’s map versions. Of note, the instruction giver’s map has a route that must be verbally described so that the instruction follower can reconstruct the route on her own map. Because some of the landmarks mismatch across the maps, conversational partners spend time discussing these discrepancies (see Appendices A and B for examples of maps and speech output).

We modified the Map task procedure in the following ways. First, participants always served as instruction givers, and the same experimental confederate always served as the instruction follower. Second, we implemented a comparable monologue version in which participants instructed a “hypothetical” listener. Finally, all participants performed the task in their L1 and L2, with order counterbalanced across participants.

All speech output was digitally recorded and analyzed with respect to two kinds of measures: global language output measures, which provided information about the content of what was produced, and acoustic–temporal measures, which provided information about how the speech was produced in real time. Global language output measures consisted of the subjective impressions of trained raters regarding the clarity of speaker’s instructions (clarity of semantic content), the fluency of the speaker (smoothness of speech, absence of interruptions, hesitations and self-repairs, and changes in speech rate), and the extent to which the speaker sounded native-like.

Acoustic–temporal measures were ascertained using software that we developed to extract from the speech recordings the number of vocalizations and their length, and the silent pause durations preceding each vocalization. We used these two indices to compute a ratio, which consisted of individual vocalization durations over their prior silent pause durations (VD/PPD) across all utterances (see Materials and Methods for further detail). We focused on the ratio between each vocalization duration and its prior silent pause duration, based on prior work suggesting that vocalization durations reflect speech output effort (Henderson et al., 1966; Goldman-Eisler, 1968; Kormos and Dénes, 2004; Kormos, 2006; Segalowitz, 2010), and that prior silent pause durations reflect speech planning effort (Lindsley, 1975; Chaffe, 1980; Levelt, 1983; Ferreira, 1991; Segalowitz, 2010). Given these findings, it stands to reason that a large ratio reflects a situation where a given vocalization is less effortful to plan than a vocalization having a small ratio. As well, examining this ratio, rather than vocalization duration or internal pause duration alone, has an advantage of standardizing any difference in vocalization durations that could arise due to within- or between-monologues or dialogues, participants, or languages.

MATERIALS AND METHODS

PARTICIPANTS

A total of 22 English–French and 20 French–English bilingual adults (N = 42, M = 21.21, SD = 2.52; seven males, 35 females) from McGill University (Montréal, Canada) participated for course credit. Participants were healthy young adults, 18–35 years old, with normal or corrected-to-normal vision, and no self-reported speech or hearing disorders. Originally, we recruited 64 participants (32 English–French and 32 French–English) but we excluded 22 participants (10 English–French and 12 French–English) for the following reasons. Four reported acquiring first language other than English or French (two from each group). Seven reported that L2 was currently their more-dominant language (all French–English). Seven reported on a L2 proficiency questionnaire that they would not choose to speak L2 at all (five English–French and two French–English). Three were excluded because of equipment failure during sound recording (all English–French). One participant did not complete a portion of the speech production task (French–English).

We used an adapted version of the language experience and proficiency questionnaire (LEAP-Q) to assess participants’ L2 proficiency (Marian et al., 2007). At the time of testing, French–English bilingual participants reported learning French as their first language, rated it as their dominant language, and reported high proficiency in English. Similarly, English–French bilingual participants reported learning English as their first language, rated it as their dominant language, and reported high proficiency in French. For subsequent analyses, we used the rating sub-scales of the LEAP-Q to calculate a standardized L2 proficiency score, modeled after McMurray et al. (2010). Table 1 summarizes self-assessed L2 proficiency measures.

Table 1. Self-assessed L2 proficiency ratings, language history, and standardized L2 proficiency scores (n = 42).
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MATERIALS

We selected four pairs of maps from the Map task corpus (http://groups.inf.ed.ac.uk/maptask/#maps). Two maps were used to elicit monologue speech for each participant, once in L1 and once in L2, and two additional maps were used to elicit L1 and L2 dialogue speech. Because the Map task corpus was created in English, we translated verbal labels into French and pasted them onto new maps.

PROCEDURE

We randomly assigned participants to one of two counterbalancing streams (see Figure 2). As illustrated in Figure 2, we counterbalanced whether the Map task was performed first in the L1 or L2 separately for English–French and French–English participants. All participants completed the monologue version of the Map task in one language, followed by the dialogue version of the Map task in the same language. Then, they completed the monologue version of the Map task in the other language, followed by the dialogue version of the Map task in the same language. Half of the participants completed the Map task in L1 first (left panel of Figure 2) the other half of participants completed the Map task in L2 first (right panel of Figure 2). Following Map task administration, all participants completed a battery that assessed their inhibitory capacity, the vocabulary subtest of the Wechsler abbreviated scale of intelligence (WASI) and a language background questionnaire. Testing session lasted approximately 2 hours.
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Figure 2. Illustration of the procedure in the current study.



Across all monologue and dialogue versions, participants always served as the instruction giver. In the English version of the Map task, we instructed participants in English to verbally guide the instruction follower through a printed route from start to finish, in English. In the French version of the Map task, we instructed participants in French to verbally guide the instruction follower, in French. In the monologue versions, we instructed participants to guide an imaginary person. In the dialogue versions, we instructed participants to guide their conversational partner, a confederate of the experiment. In the dialogue versions, the confederate reproduced the route on her version of the map, based strictly on the instructions of the participants. When participants and the confederate encountered discrepancies in labels across their versions of maps, unknown to the participant, the confederate was required to exclusively refer to the landmarks by the labels printed on her map.

Participants and the confederate performed the Map task in the same room. Participants and the confederate were instructed to speak at a normal rate, and faced away from each other to prevent gaze and posture coordination (Shockley et al., 2009). During monologues and dialogues, participants viewed maps on a 20′′ monitor located 71 cm away from where they were seated. Participants wore an AKG C420 PP MicroMic Series III headset microphone, while we used a Zoom H4 Handy Recorder to record their speech at 44 kHz in stereo, such that participants’ voice was acoustically isolated to the left channel and the confederate’s to the right channel.

INDIVIDUAL DIFFERENCES MEASURES

To assess individual differences in inhibitory capacity, we administered an anti-saccade task (Hallett, 1978), a non-linguistic Simon (Simon and Ruddell, 1967), and Stroop (Stroop, 1935) tasks modeled after Blumenfeld and Marian (2011) and a Number Stroop task. To assess L1 verbal ability, we administered vocabulary subtest of the WASI (Wechsler, 1999).

Anti-saccade task

This task assessed ability to inhibit the pre-potent tendency to look toward a peripherally presented target (Hallett, 1978). We used an Eye-Link 1000 tower mounted system (SR-Research, ON, Canada) with a sampling rate of 1 kHz to monitor and record fixation durations of the right eye. Participants were presented randomly intermixed pro-saccade and anti-saccade trials. At the onset of each trial, participants saw a small black fixation circle in the center of the computer screen, followed by a central fixation square that remained on the screen for 1000, 1250, or 1500 ms. The central fixation square was green to cue participants to engage in a pro-saccade trial, and red to cue participants to engage in an anti-saccade trial. Thus, contingent on the color of the central fixation square, participants looked toward (pro-saccade trials) or away (anti-saccade trials) from peripherally located black square targets. We computed an Anti-saccade Cost variable for each participant based on correct trials only (Bialystok et al., 2006), where we subtracted the average reaction time of all pro-saccade trials from the average reaction time of all anti-saccade trials.

Non-linguistic simon and stroop tasks

We adapted these tasks from Blumenfeld and Marian (2011). Participants saw arrows on a screen. In the Simon task, the arrows pointed up or down. When the arrows pointed up, participants used their left hand to press a response button on the left, and when the arrows pointed down, participants used their right hand to press a response button on the right. Trials were congruent when the arrow appeared on the same side of the computer screen as the response and incongruent when the arrow appeared on the opposite side of the computer screen as the response. The Simon effect reflects the finding that participants execute a motor response more quickly and accurately when the left/right spatial location of the stimulus corresponds to the left/right spatial location of the response button (Simon and Ruddell, 1967). In the Stroop task, the arrows pointed left or right. When the arrows pointed left, participants used their left hand to press a response button on the left, and when the arrows pointed right, participants used their right hand to press a response button on the right. Trials were congruent when the arrow appeared on the same side as its pointed direction and incongruent when the arrow appeared on the opposite side as its pointed direction. The Stoop effect reflects the finding that participants execute a motor response more quickly and accurately when the semantic meaning of the stimulus corresponds to the required response (Stroop, 1935). We computed a cost score for the Simon and Stroop tasks separately, in which we subtracted the average reaction time on congruent trials from the average reaction time on incongruent trials. Only correct trials were included in these averages.

Number stroop task

This task also assessed the ability to inhibit a strong automatic cognitive response. We presented a series of numbers ranging from one to four digits on a computer screen. Participants were instructed to use their dominant hand to press one of four response buttons that corresponded to the number of digits appearing on the screen. Trials were congruent when the quantity of digits corresponded to the depicted numbers (22 required response 2) and incongruent when the quantity of digits did not correspond to the depicted numbers (e.g., 222 required response 3). We computed a cost score for the correct reaction times for each participant by subtracting the average reaction time on congruent trials from the average reaction time on incongruent trials.

Descriptive statistics from each task appear in Table 2. Two-tailed independent samples t-tests revealed that performance did not significantly differ between English–French and French–English participants on all tasks (p > 0.05). Using these measures of inhibitory capacity, we computed a standardized composite inhibition cost score (McMurray et al., 2010).

Table 2. Minima, maxima, means, and SDs for individual difference measures.
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WASI vocabulary subtest

Participants defined words in L1, which we scored and transformed into scaled score using age-appropriate norms.

RESULTS

We constructed a series of linear mixed effect (LME) models, as implemented in the lme4 library (Bates, 2005) in R Project for Statistical Computing version 2.10.1 (Baayen, 2008; Baayen et al., 2008; R Development Core Team, 2009). The models included as variables of interest the main effects and interactions of language (L1 vs. L2), speech type (monologue vs. dialogue), L2 proficiency (continuous), and inhibitory capacity score (continuous). All models had random intercepts for items (i.e., number of different maps) and participants (Baayen, 2008). All models had language group (English–French vs. French–English) as control variable to account for L2 vs. L1 linguistic differences between two groups. We excluded L1 verbal ability (WASI scaled scores) from the models reported below because there was only one instance where it accounted for a significant amount of variance. This was in the clarity of instructions measure (see below), where increased verbal ability was associated with higher ratings. Our dependent variables consisted of the global output measures and acoustic–temporal measures previously described. We first report the results for the global output measures, followed by results for the acoustic–temporal measures. Within each set of analyses, we first report the analyses that assess the contribution of L2 proficiency, followed by analyses that assess the added contribution of inhibitory capacity.

GLOBAL OUTPUT MEASURES

Global output measures included the clarity of speaker’s instructions and speaker fluency and nativeness. We selected and adapted these measures from the work of (Pinkham and Penn, 2006). To obtain these measures a team of independent raters (two native-English and two native-French) coded participants’ speech files separately in monologues and dialogues and in L1 and L2. For each monologue or dialogue recording, the independent raters assigned a score from one to nine on the following dimensions, the clarity of speaker’s instructions and speaker fluency and nativeness. Raters were trained on 20 English and French speech samples; however, they coded only speech samples that matched their native language. Interrater reliability on the training samples was high (Cronbach’s alpha = 0.93). Descriptive statistics for each dimension are shown in Table 3.

Table 3. Mean ratings and SEs of the mean/or clarity of instructions, speaker fluency, and nativeness for monologues and dialogues in L1 and in L2.
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L2 proficiency and the clarity of instructions

Table 4 presents the results of LME models for clarity of instructions. The clarity of instructions was lower in L2 (M = 6.67) than L1 speech (M = 7.06), resulting in a significant main effect of language (t = −2.02, p < 0.05). As well, the clarity of instructions was lower in monologues (M = 6.34) than dialogues (M = 7.39), resulting in a significant main effect of speech type (t = 2.96, p < 0.01). Finally, the clarity of instructions varied with the language of production and L2 proficiency, resulting in a significant two-way interaction between language and L2 proficiency (t = 2.09, p < 0.05). This interaction is depicted in Figure 3. The left panel of Figure 3 shows that the clarity of instructions in monologues was significantly lower in L2 than in L1 speech for bilinguals with low L2 proficiency. Moreover, the L2 vs. L1 difference in the clarity of instructions decreased as L2 proficiency increased. Finally, the right panel of Figure 3 shows that the clarity of instructions did not differ between L1 and L2 across all levels of L2 proficiency in dialogues.

Table 4. Linear mixed effects models for global output measures (clarity of instructions, speaker fluency, and nativeness) to illustrate interactions between speech type, language, and L2 proficiency.
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Figure 3. Graphical representation of partialed effects from model fits of L2 proficiency on the clarity of instructions in L1 and in L2 across monologues (left panel) and dialogues (right panel). Clarity of instructions was significantly lower in L2 vs. L1 for low L2 proficient bilinguals in monologues. Clarity of instructions was not different for high L2 proficient bilinguals in monologues and for bilinguals of all L2 proficiency levels in dialogues.



L2 proficiency and speaker fluency

Speaker fluency varied as a function of language of production (L1 vs. L2) and speech type (monologue vs. dialogue), resulting in a significant two-way interaction between language and speech type (t = −4.59, p < 0.001). As shown in Table 3, speaker fluency was lowest in L2 dialogues (M = 6.58) as compared to L1 monologues (M = 7.52), L2 monologues (M = 7.74), and L1 dialogues (M = 7.84), the latter of which did not differ. This interaction is depicted in Figure 4. The left panel of Figure 4 shows that speaker fluency did not significantly differ between L1 and L2 monologues. The right panel of Figure 4 shows that speaker fluency was significantly lower in L2 than L1 dialogues. L2 proficiency did not significantly predict speaker fluency for L1 vs. L2 and monologues vs. dialogues.
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Figure 4. Graphical representation of partialed effects from model fits of L2 proficiency on the speaker fluency in L1 and in L2 across monologues (left panel) and dialogues (right panel). Speaker fluency was lower in L2 than in L1 but only in dialogues. Speaker fluency was not different in L2 vs. L1 in monologues.



L2 proficiency and speaker nativeness

Speaker nativeness was lower in L2 (M = 6.64) than L1 speech (M = 8.87), resulting in a significant main effect of language (t = −9.04, p < 0.001). Speaker nativeness also varied as a function of the language of production (L1 vs. L2) and speech type (monologue vs. dialogue), resulting in a significant two-way interaction between language and speech type (t = −2.18, p < 0.05). As shown in Table 3, speaker nativeness was lowest in L2 dialogues (M = 6.30) followed by L2 monologues (M = 6.98) and highest in L1 monologues (M = 8.86) and L1 dialogues (M = 8.88). Finally, speaker nativeness varied as a function of language of production and L2 proficiency, resulting in a significant two-way interaction between language and L2 proficiency (t = 3.84, p < 0.01). Figure 5 shows this interaction across left and right panels. Speaker nativeness for L1 monologues and dialogues was high across all levels of L2 proficiency. Conversely, speaker nativeness for L2 monologues and dialogues varied as a function of L2 proficiency. Bilinguals with low L2 proficiency showed lower speaker nativeness than bilinguals with high L2 proficiency.
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Figure 5. Graphical representation of partialed effects from model fits of L2 proficiency on the speaker nativeness in L1 and in L2 across monologues (left panel) and dialogues (right panel). Speaker nativeness was lower in L2 vs. L1 in dialogues vs. monologues. Speaker nativeness was lowest in L2 vs. L1 for low L2 proficiency bilinguals but L2 vs. L1 difference decreased for high L2 proficient bilinguals.



Inhibitory capacity and clarity of instructions, speaker fluency, and nativeness

To assess whether individual differences in inhibitory capacity modulated global output measures, we included the composite inhibition cost score as a fixed effect to the models previously described. Thus, we constructed models with four-way interactions between language, speech type, L2 proficiency and inhibition cost score for clarity of instructions, speaker fluency, and speaker nativeness. Within these final models, inhibitory capacity did not significantly relate to any of the global output measures, neither as the main effect nor as part of the higher-order interactions (all ts < 1.53, p > 0.05).

ACOUSTIC–TEMPORAL MEASURES OF SPEECH PRODUCTION

The acoustic–temporal measure of interest was the ratio of individual vocalization durations over their prior silent pause durations (VD/PPD). Again, we assumed greater ratios reflect increased efficiency of speech planning. First, we describe how we processed speech files to compute this measure.

Pre-processing of speech files

To minimize cross-talk between conversational partners, we recorded speech at a relatively low volume. Thus, prior to analysis, we amplified the speech signal by 26 dB and removed inaudible speech below 40 dB. We used Soundforge (version 8.0, Sony Creative Software) to standardize the amplitude of the speech signal across monologues and dialogues, and to remove all instances of coughs and laughs. After this pre-processing stage, we used custom software to distinguish periods of vocalization from periods of silence for each speaker, based on prior work (Alpert et al., 1986; Welkowitz et al., 1990). For the purpose of this study, we only selected instances where silent pause preceded a vocalization duration uttered by the participant (see Appendix C). Independent periods of vocalization were registered when the speaker signal exceeded minimum amplitude for at least 250 ms. Periods of silence were registered when the speaker signal remained below minimum amplitude for at least 250 ms. These timing parameter estimates were based on prior work using similar automated speech processing methods and other studies of spontaneous speech (Goldman-Eisler, 1968; Alpert et al., 1986; Welkowitz et al., 1990; Wilson and Wilson, 2005; Kormos, 2006; Segalowitz, 2010). Initial silences (prior to the initial vocalization or following the final vocalization) and silences less than 250 ms were removed from estimates of the mean vocalization durations. Descriptive statistics for vocalization and silent pause durations are shown in Table 5.

Table 5. Mean values (ms), SEs of the mean, and mean observation count for vocalization durations, prior silent pause durations, computed VD/PPD ratios, and total speech sample duration for monologues and dialogues in L1 and in L2.
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Of note, our custom software also identifies in the speech signal switching pauses, turn-taking boundaries, and strong and weak interruptions. While these are important features of dialogue speech, we excluded them from the calculations of ratios to enable direct comparison of dialogue and monologue speech, the latter of which lacks these features.

L2 proficiency and the ratio of vocalization durations to prior pause durations (VD/PPD)

VD/PDD ratios were smaller for L2 (M = 3.33) vs. L1 speech (M = 3.86), resulting in a main effect of language (t = −3.93, p < 0.001). VD/PPD ratios were smaller in dialogues (M = 3.33) than monologues (M = 3.86), resulting in a main effect of speech type (t = −3.48, p < 0.001). Finally, VD/PPD ratios varied as a function of language of production, speech type, and L2 proficiency. This resulted in a significant three-way interaction between speech type, language, and L2 proficiency (t = −2.60, p < 0.05), shown in Figure 6. The left panel of Figure 6 shows that VD/PPD ratios for monologues were smaller in L2 than L1 for low L2 proficiency bilinguals. However, the L2 vs. L1 difference in VD/PPD ratios for monologues decreased as L2 proficiency increased. In particular, as L2 proficiency increased, it appears that L2 VD/PPD ratios also increased while L1 VD/PPD rations decreased. In contrast to monologues, there was no effect of L2 proficiency for dialogues. The right panel of Figure 6 shows that VD/PPD ratios were smaller for L2 vs. L1 speech, regardless of L2 proficiency.
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Figure 6. Graphical representation of partialed effects from model fits of L2 proficiency on the VD/PPD ratios in L1 and in L2 across monologues (left panel) and dialogues (right panel). Speech planning and production was lower in L2 vs. L1 for low L2 proficient bilinguals in monologues and across all L2 proficiency levels in dialogues. Speech planning and production was not different in L2 vs. L1 for high L2 proficient bilinguals in monologues.



Inhibitory capacity and VD/PPD ratios

To investigate whether individual differences in inhibitory capacity relate to monologue and dialogue speech production, we added as a fixed effect the composite inhibition cost score to the three-way interaction (language × speech type × L2 proficiency) of the model just presented. Table 6 presents the results of this LME model. There was again a significant three-way interaction between language, speech type, and L2 proficiency, but no four-way interaction with inhibitory capacity (t = −0.85, p > 0.05). However, VD/PPD ratios decreased as inhibitory capacity decreased (inhibition cost increased), resulting in a main effect of inhibitory capacity (t = −2.20, p < 0.05). As well, inhibitory capacity interacted with speech type and L2 proficiency, resulting in a significant three-way interaction between speech type, L2 proficiency, and inhibitory capacity (t = 2.70, p < 0.01). This interaction is shown in Figure 7. As seen in the upper and lower left panels of Figure 7, VD/PPD ratio increased as both L2 proficiency and inhibitory capacity increased. In contrast, as seen in the upper right panel of Figure 7, VD/PPD ratios did not significantly vary for L1 dialogues as a function of L2 proficiency or inhibitory capacity. Finally, as seen in the lower right panel of Figure 7, VD/PPD ratios again increased as both L2 proficiency and inhibitory capacity increased.

Table 6. Linear mixed effects models for the temporal measure.
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Figure 7. Graphical representation of partialed effects from model fits of an interaction between inhibitory capacity, L2 proficiency, and speech type (monologue vs. dialogue; left vs. right panels) on the VD/PPD ratios in L1 and in L2 (upper vs. lower panels). Speech planning and production was more efficient for bilinguals with high vs. low inhibitory capacity at high L2 proficiency levels in monologues. Speech planning and production is more efficient for bilinguals with high vs. low inhibitory capacity at high L2 proficiency levels in L2 dialogues. Speech planning and production is not different across all inhibitory capacity levels at low L2 proficiency levels in monologues and dialogues.



DISCUSSION

We investigated how individual differences in L2 proficiency and inhibitory capacity relate to bilinguals’ spontaneous monologue and dialogue language production. There were several key findings pertaining to the role of L2 proficiency, task demands, and inhibitory capacity.

Consider first the results for the global output measures. The clarity of instructions produced was higher when people spoke in their L1 than their L2, although increased L2 proficiency helped to close the gap between L1 and L2 clarity. Dialogue speech also was rated as clearer in content than monologue speech, which is consistent with recent work suggesting that dialogue speech is easier to produce than monologue speech and also that the goal of dialogue is to relay the message clearly to a conversational partner (Garrod and Pickering, 2004; Hartsuiker et al., 2004; Pickering and Garrod, 2004; Hartsuiker and Pickering, 2008; Kootstra et al., 2010). Specifically, this finding suggests that the presence of a conversational partner was associated with enriched semantic content during language production, presumably because the conversational partner provided the speaker with ongoing feedback about when the content of their output was unclear.

The other two global output measures behaved somewhat differently from the clarity of instructions. Speech fluency (whether people spoke in a fluid or halting way) was generally high except for L2 dialogue speech, which is arguably the most cognitively demanding of the different language production conditions. This effect of speech fluency was unaffected by differences in L2 proficiency. Speaker nativeness, in contrast, was influenced by several factors: L2 proficiency, the language of speech, and whether a monologue or a dialogue was produced. L2 speech was rated as less native-like than L1 speech, and this difference was larger for dialogue than monologue speech. Finally, the difference between L1 and L2 speaker nativeness also decreased as L2 proficiency increased.

Taken together, the global output measures suggest that language knowledge (whether L1 or L2 production is adjusted by individual differences in L2 proficiency) and task demands (whether people produce speech in a monologue or a dialogue) modulate the substance of what is produced during spontaneous monologue or dialogue speech. Absent here are any effects arising from individual differences in inhibitory capacity. This is potentially surprising given the IC model’s focus on inhibition as a critical mechanism for bilingual language processing. However, it is possible that global measures of language production output are not the most appropriate level of analysis to observe an effect of inhibitory capacity. Rather, as clearly implied by the IC model, inhibition may have more local effects on the ongoing planning of individual vocalizations.

Indeed, we found clear evidence that the acoustic–temporal measures showed sensitivity to individual differences in inhibitory capacity. Recall, our primary acoustic–temporal measure was the ratio between the duration of each vocalization and the duration of its prior pause (VD/PPD). Prior work suggests that there is a close linkage between the planning that takes place prior to a vocalization, and the nature of what is produced (Lindsley, 1975; Chaffe, 1980; Levelt, 1983; Ferreira, 1991; Segalowitz, 2010). Thus, a large value for this ratio should indicate that a speaker produced a given vocalization with relatively little planning effort. In contrast, a small value for this ratio should indicate that a speaker produced a given vocalization with relatively more planning effort. Consistent with our findings for the global output measures, monologues had higher ratios than dialogues. L1 speech also had higher ratios than L2 speech, although increased L2 proficiency reduced this difference overall. Unlike monologues, dialogues had more uniform ratios, as seen in Figure 6.

However, individual differences in inhibitory capacity also modulated VD/PPD ratios for monologues and dialogues. For monologues, increased inhibitory capacity appears to have blocked for L1 monologues the apparent decline associated with increased L2 proficiency. At the same time, increased inhibitory capacity appears to have enhanced the apparent growth associated with increased L2 proficiency (left panel of Figure 7). For dialogues, in contrast, increased inhibitory capacity seems to have facilitated overall VD/PPD ratios when people conversed in their L1. Increased inhibitory capacity also seems to have facilitated VD/PPD ratios when people who are high in L2 proficiency conversed in their L2 (right panel of Figure 7).

Thus, it appears that high L2 proficient bilinguals may expend more local effort at each vocalization in their L1 to maintain a high level of L1 global output clarity. In contrast, it appears that high L2 proficient bilinguals may expend more local effort at each vocalization in their L2, and at the same time the global clarity is significantly reduced. Finally, bilinguals who have greater inhibitory capacity produce language more efficiently at the level of individual vocalizations, over and above the effects of L2 proficiency, as a function of communicative task demands.

These results are consistent with prior work showing that speech production is more effortful in a less-dominant language (Hernandez et al., 2000; Kormos and Dénes, 2004; Fehringer and Fry, 2007; Gollan and Ferreira, 2009; Hanulová et al., 2010; Sandoval et al., 2010), and that L2 proficiency is an important determinant of L1 and L2 production performance (Poulisse and Bongaerts, 1994; Costa and Caramazza, 1999; Kormos and Dénes, 2004; Gollan et al., 2005, 2008, 2011; Ivanova and Costa, 2008). Such effects of increased L2 proficiency on both L2 and L1 production are consistent with the IC model, according to which L2 production should be more controlled and effortful than L1 production, especially when L2 proficiency is low (see also Segalowitz, 2010). Presumably, however, as L2 proficiency increases, L2 production becomes relatively more routine and less effortful, while L1 production may become relatively less so (Abutalebi and Green, 2007).

Another key finding was that dialogue speech appeared to be more effortful than monologue speech across several measures, especially during L2 production. Specifically, dialogue speech was less fluent and native-like, and required more effort to produce at the individual vocalization level, consistent with prior work (Fehringer and Fry, 2007). Interestingly, the semantic clarity of what was produced in the L2 was greater for dialogues than monologues, presumably because speakers had the opportunity to better monitor their output through feedback from their conversational partner. In this way, our results are also consistent with prior work suggesting that dialogue speech production may be easier than monologue speech production due to interactive alignment processes (Garrod and Pickering, 2004; Hartsuiker et al., 2004; Pickering and Garrod, 2004; Hartsuiker and Pickering, 2008; Kootstra et al., 2010).

Our final key finding was that individual differences in inhibitory capacity modulated bilingual language production at the level of individual vocalizations and this interacted with communicative task demands. Specifically, bilinguals with higher inhibitory capacity were more efficient in planning and producing individual vocalizations than bilinguals with lower inhibitory capacity, particularly for monologue speech. In contrast, dialogue speech was generally more effortful overall. These findings are consistent with prior work showing that bilinguals with increased inhibitory capacity inhibit L1 during L2 production more efficiently than bilinguals with decreased inhibitory capacity, irrespective of L2 proficiency (Linck et al., 2008). Thus, consistent with the IC model, these findings suggest that increased L2 proficiency and inhibitory capacity are necessary for efficient bilingual speech planning and production.

While the results of this study improve our understanding of bilingual language production, there are several potential limitations that would be important to address in future work.

One potential limitation is that our particular use of the map task, where objects on the maps contained verbal labels, may have created a relatively low-demand communicative situation that underestimated the normal challenges of spontaneous monologue and dialogue production. Thus, the effects of inhibitory capacity observed in this study might have been even more pronounced had we used a more demanding communicative task to elicit spontaneous speech. There are several features of our task that may have made it less demanding than expected: verbal labels on the maps; a single experienced confederate rather than a completely naïve conversational partner; the fact that dialogues always followed monologues may have preferentially advantaged dialogues over monologues. Regarding this latter point, however, there was little evidence of a dialogue advantage for any measure except the clarity of instructions.

In contrast, it is also possible that our dialogue speech condition may have been more demanding than normal because of the following. First, the confederate could interrupt the participant when encountering mismatches in map landmarks in dialogues. While no such mismatches were encountered during monologue speech, future work could assess whether presence vs. absence of mismatches in map landmarks in dialogues contributes to task difficulty. Second, participants and the confederate faced away from each other, thereby blocking any visual cues during conversational interaction. Given that conversational partners communicate more easily when the visual channel is available throughout dialogue speech (Doherty-Sneddon et al., 1997), it is possible that L1 and L2 dialogue speech may become less effortful when conversational partners can see each other as they speak. Thus, the results here for dialogue only generalize to auditory-only dialogue processes, such as when two people converse by telephone.

Another potential limitation is that it is possible that the dialogue speech condition had smaller VD/PPD ratios because of a higher likelihood of dialogues having shorter vocalizations than monologues. While it is possible that the ratio measure is compressed for dialogues vs. monologues because of the higher likelihood of shorter vocalizations for dialogues, we believe that the ratio measure has information to offer regarding the ease of language production in our study for several reasons. First, the conversation task used is one where longer turns are entirely appropriate to the extent that the content of what is produced is useful (i.e., having one person describe to another person where to go on a map). In this way, our communication task differs from normal conversation where there may not be as concrete a goal or topic, and interchanges may be more rapid and short. Second, the behavior of the ratio for dialogues alone shows that it responds in expected ways as a function of our independent variables, and in a similar way to monologues. Indeed, when we perform LME analyses on the dialogues alone, we find a significant three-way interaction (language × L2 proficiency × inhibitory capacity interaction, t = −2.20, p < 0.05), suggesting that greater inhibitory capacity is associated with higher ratios for high L2 proficient bilinguals during L2 dialogues (see right panels of Figure 7). This effect is compatible with the monologue data where ratios were also higher as inhibitory capacity and L2 proficiency increased.

A final potential limitation concerns the independence of L2 proficiency and inhibitory capacity. Given prior work suggesting that bilinguals have better inhibitory capacity than monolinguals (reviewed in Bialystok, 2010), it is possible that bilinguals with high L2 proficiency might have greater inhibitory capacity than bilinguals with low L2 proficiency, by definition. This, in turn, would complicate our interpretation of the results for each variable individually. However, contrary to this hypothesis, the correlation between L2 proficiency and inhibitory capacity in our sample was not significant (r = −0.16, p = 0.31), perhaps due to the fact that all of the bilinguals tested here had some minimal high level of L2 proficiency to be able to produce spontaneous speech in an L2 monologue or dialogue context. As well, even presuming a statistically reliable relationship between L2 proficiency and IC, the LME approach would have allowed us to statistically disentangle the relative contributions of each to some extent, as these two variables are not likely to be perfectly correlated.

To conclude, the findings reported here suggest that individual differences among bilinguals in L2 proficiency and inhibitory capacity significantly modulate bilingual language production in monologues and dialogues, consistent with predictions of the IC model (Green, 1998; Abutalebi and Green, 2007) and prior work using other production tasks (Linck et al., 2008). Thus, our results establish a link between inhibitory capacity and bilingual language production among bilinguals, which is consistent with recent views suggesting that being bilingual enhances cognitive function (Bialystok et al., 2004; Bialystok, 2009). Finally, this study represents a first attempt at developing semi-automated methods to investigate the temporal dynamics of bilingual language production during more naturalistic conditions, such as during spontaneous monologue and dialogue speech.
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APPENDIX B

FE participant – L1 dialogue

Participant: On va vers, euh… Vers la gauche, un peu. Donc en ligne droite, euh…A l’horizontale. Après, moi il y a l’eau vive. C’est une chute…

Confederate: Moi je touche les rapides. Est-que c’est correct? Moi j’ai les rapides ici.

Participant: Euh…Ben ça ressemble à des rapides sur ma photo mais ça s’appelle « eau vive», donc peut-être que c’est la même chose. Euh…On les contourne. Donc on passe en haut pour descendre le plus vers la gauche de la carte.

Confederate: Vers la gauche de la carte… OK.

Participant: On le contourne, oui. Vers le haut des…de l’eau vive pour descendre après ça. À gauche. Donc on descend quand même un peu, pour se rendre dans le dernier tiers de la carte, disons. Donc on descend à la verticale.

Confederate: A la verticale…OK.

(Translation)

Participant: We go towards, um… towards the left a little. So in a straight line….um… horizontally. After, I have white water. It’s a fall.

Confederate: I touch the rapids. Is that OK? I have the rapids here.

Participant: Um… Well it looks like rapids on my picture but it’s called “white water” So maybe it’s the same thing. Um… so we go around them. So we pass above to go down to the left of the map.

Confederate: To the left of the map…OK.

Participant: We go around them, yes. Towards the top of the… the white water… To go down after that. On the left. So we still go down a little. To get to the last third of the map, let’s say. So we go down vertically.

Confederate: Vertically…OK.

EF participant – L1 dialogue

Participant: And then do you have stone creek?

Confederate: Um… Yes, at the bottom of the page.

Participant: Um…No, OK. There is another one.

Confederate: OK.

Participant: Um….It’s not far from the rocks but it’s… It’s basically, like, right at the center of the page. Where the rocks are but, like, towards the center. So you… You go under the stone creek…

Confederate: OK.

Participant: …After the rocks. And then there is white water.

Confederate: OK. I have rapids…

Participant: OK. So… it’s probably the same thing. And so you go over it and then…

EF participant – L2 dialogue

Participant: Après ça, on va se diriger comme dans une ligne diagonale allant vers le ruisseau des roches. Comme, a ce point-là, ça va être à ta droite.

Confederate: OK…Attends… Mon ruisseau des roches est comme vraiment en bas de la page.

Participant: Oui. Oh, OK! Non, non, non! Euh… le mien… le, le ruisseau de roche sur ma page, c’est comme…c’est à la même hauteur des roches, sauf c’est comme… Ils sont séparés de 3cm ou quoi.

Confederate: Ah OK OK! Moi j’ai des rapides qui sont vraiment un peu en bas. En bas des roches. C’est comme… de ruisseau de roche ou de ce que tu m’as dit…c’est comme entre les deux. C’est ça? Es que tu as des rapides?

Participant: J’ai des eaux vives. Ça a l’air des rapides.

(Translation)

Participant: After that, we are going to go in like, a diagonal line, going towards the stone creek. Like, at that point, it’s going to be on your right.

Confederate: Ok…wait….My stone creek is like, really at the bottom of the page.

Participant: Yes. Oh, OK! No nono! Um… mine… The stone creek on my page. It’s like…It’s at the same height as the rocks. Except that it’s like… They are separated by 3cm or something.

Confederate: Oh OK OK! I have rapids that are really a bit down. Below the rocks. It’s like… From stone creek or from what you told me…It’s like between the two. Right? Do you have rapids?

Participant: I have white water. It looks like rapids…

FE participant – L2 dialogue

Participant: You go towards the left of the sheet.

Confederate: Aha OK. So, I just go in a straight line?

Participant: In a straight line between the stone creek and the rocks.

Confederate: Stone creek? I only have a stone creek, like, at the bottom of the page. But not…

Participant: OK, well you go in a diagonal line, at the left of the rocks.

Confederate: At the left of the rocks… Like, how many centimeters am I away from the rocks?

Participant: um… 1.

Confederate: 1? OK, So I go diagonal. Like 45 degrees?

Participant: Um…Yeah.

Confederate: And where do I stop? At the rapids?

Participant: Um… not yet!

Confederate: Not yet, OK.

Participant: When you go down in a diagonal line for maybe about 5 cm.

Confederate: 1, 2, 3, 4, 5. OK.

Participant: And then you have to go at the top of the picture of the rapids.

APPENDIX C
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Recent research has shown that extensive training in and exposure to a second language can modify the language organization in the brain by causing both structural and functional changes. However it is not yet known how these changes are manifested by the dynamic brain oscillations and synchronization patterns subserving the language networks. In search for synchronization correlates of proficiency and expertise in second language acquisition, multivariate EEG signals were recorded from 44 high and low proficiency bilinguals during processing of natural language in their first and second languages. Gamma band (30–45 Hz) phase synchronization (PS) was calculated mainly by two recently developed methods: coarse-graining of Markov chains (estimating global phase synchrony, measuring the degree of PS between one electrode and all other electrodes), and phase lag index (PLI; estimating bivariate phase synchrony, measuring the degree of PS between a pair of electrodes). On comparing second versus first language processing, global PS by coarse-graining Markov chains indicated that processing of the second language needs significantly higher synchronization strength than first language. On comparing the proficiency groups, bivariate PS measure (i.e., PLI) revealed that during second language processing the low proficiency group showed stronger and broader network patterns than the high proficiency group, with interconnectivities between a left fronto-parietal network. Mean phase coherence analysis also indicated that the network activity was globally stronger in the low proficiency group during second language processing.

Keywords: EEG, gamma band, phase synchronization, bilinguals, second language acquisition, cortical efficiency, linguistic expertise, individual differences in proficiency

INTRODUCTION

Most brain imaging studies on bilinguals/multilinguals have been conducted with either positron emission tomography (PET) or functional magnetic resonance imaging (fMRI) with a pure emphasis on localizing brain activities (e.g., see De Bot, 2008 for review). They have not specifically investigated the functional connectivity between different and distributed brain areas, yet one of the most discussed hypotheses – the influence of second language proficiency level on the extent and distribution of brain activation – would call for a method analyzing functional cooperation and interactions of brain areas. This is frequently done in the field of EEG research by using coherence or synchronization analyses (Ward, 2003; Allefeld et al., 2005; Fries, 2005; Stam, 2005). Bilingual brain organization in terms of networks and functional cooperation has been scarcely investigated hitherto (for EEG coherence see Reiterer et al., 2005a,b; and for fMRI connectivity see Dodel et al., 2005 and Majerus et al., 2008 as examples). In fact, the study by Dodel et al. (2005) and the recent study by Majerus et al. (2008) are the only examples, to the best of our knowledge, that have investigated cortical synchronization patterns by employing fMRI connectivity analyses in bilingual language (word and sentence processing, Dodel et al., 2005) as well as native language short-term memory (STM) processing (Majerus et al., 2008). Interestingly, the first connectivity study (Dodel et al., 2005) found larger and more extended networks for the bilinguals with higher proficiency levels, contrary to many studies on bilingual fluency levels, which find fewer activated areas as a function of higher fluency levels in second languages (e.g., Perani et al., 1996, 1998; Yetkin et al., 1996; Chee et al., 2001; Hasegawa et al., 2002; Briellmann et al., 2004; Xue et al., 2004; Klein et al., 2006). The second connectivity study (Majerus et al., 2008), albeit not investigating language or bilingual language processing per se but STM processing instead, could nevertheless differentiate high from low proficiency bilinguals by means of fMRI connectivity patterns. They found the connectivity patterns to be characteristically diverse (rather than e.g., larger or smaller) for the two behaviorally different bilingual proficiency groups, with the low proficiency group showing a less specialized and less differentiated neural network underlying (serial order) STM processing, which, according to the authors, leads to a less efficient processing of serial order information in STM in the low proficiency group (a fact which is assumed to be causally connected to their generally poorer second language performance).

However, in the field of EEG synchronization, we did not find any comparable studies that investigated bilingual proficiency levels.

In an earlier study (Reiterer et al., 2005a), we analyzed EEG coherence in the lower and middle frequency ranges [from delta (1–4 Hz) to beta range (13–30 Hz)], and found a significant correlation between proficiency level and EEG coherence within the alpha band (8–12 Hz) (Reiterer et al., 2005b). The high proficiency (HP) group displayed lower coherence for both, native and foreign, language stimuli. Since the alpha band primarily reflects attentional processes, this result could possibly indicate a general language processing strategy based on general attentional processes, but not necessarily a differential language processing strategy [differentiating first (L1) from second language (L2)]. Further, the alpha band might have been too narrow to capture the differences in proficiency related to the different languages. Broad high frequency bands, such as gamma band, could be a more promising candidate to capture linguistic processes at a higher level of sophistication.

Based on these studies that revealed differences in activation patterns as a function of fluency level differences (e.g., efficient processing as in Just et al., 1996), we hypothesized that low proficiency bilinguals, as compared to high proficiency bilinguals, would be associated with a higher degree of gamma band synchronization during second language processing. Some studies (Simos et al., 2002; Micheloyannis et al., 2003; Hagoort et al., 2004; Ford et al., 2005; Weiss et al., 2005; Bastiaansen and Hagoort, 2006; Hald et al., 2006; Ihara and Kakigi, 2006; Bastiaansen et al., 2010) have already pointed to relations between gamma band synchronization and native language processing, but second language or bilingual language processing has almost not been investigated in this high frequency range. A notable exception here is the study by Ihara and Kakigi (2006), which already adverted to a putative role of the alpha and the gamma band for detecting possible differences between first and second language systems. Furthermore, we want to make a distinction between short-range or local synchronization, i.e., synchronization within a node of a functional network, and long-range synchronization, i.e., synchronization between different nodes of a network (Bastiaansen and Hagoort, 2006; Le Van Quyen and Bragin, 2007). Local gamma synchronization occurs when a large number of neurons transiently oscillate with a common phase and is primarily represented by the spectral content of the gamma band oscillation of any individual EEG electrode, whereas the long-range gamma synchronization occurs when two preferably large neuronal populations recorded by two distant EEG electrodes oscillate with a phase relationship over (at least) a few gamma oscillation cycles and is primarily represented by the degree of phase synchrony between these two EEG electrodes. The majority of the studies on native language comprehension addressed only the spectral power changes within an EEG electrode (i.e., local synchrony), while ignoring the relationship between multiple electrodes (i.e., long-range synchrony).

So, in the present work, we exclusively investigated and analyzed the long-range synchronization properties of gamma band during language comprehension in late bilinguals. To our knowledge, this is the first attempt to investigate the influence of the amount of linguistic training and expertise on long-range gamma band phase synchronization (PS).

MATERIALS AND METHODS

PARTICIPANTS

We contrasted two groups of differentially proficient second language (L2 = English) speakers, who had overall comparable educational level (University students), but differed in their proficiency levels in L2 due to different amounts of training in English. The participants in the “high proficiency group” (HP) were advanced university language students studying English language and linguistics for a master’s degree (last year, 5–6 years completed). Their level of English proficiency was “very good” (so-called native speaker-like performance) or “good” according to their performances at university. Additionally, this level was verified by a certified English language teacher according to oral fluency test interviews. This rating system reflected the Austrian school marking system from one to five (max-to-min) and according to this rating system the participants were divided into the following five categories “very good,” “good,” “medium,” “lower-level,” “lowest–level.” Most of the participants in the HP also studied a second foreign language (i.e., an L3) like French, Italian, or Spanish, or general linguistics. They all had high levels of linguistic training and knowledge at the time of the experiment. In other words, they have been “pre-screened” for HP at University already. As for their exposure to real life surroundings with the second language, the average amount of time they had spent abroad in an English speaking country was 10 months. The participants in the “low proficiency group” (LP) were university students of various disciplines studying for a master’s degree in a subject other than language and linguistics (e.g., biology, psychology). They displayed medium to low level second language skills (corresponding to the groups “medium,” “lower-level,” and “lowest-level”), which were sufficient to let them pass their school leaving exams (“Matura,” an equivalent to “A levels”), but since then were not developed any further. They were able to lead basic level conversations in English, but their speech was non-fluent, characterized by grammatical errors, poor pronunciation (foreign accent), slowed-down lexical access, and long pauses. The average amount of time LP participants spent abroad in an English speaking country was 5 weeks. With regard to the country where they had spent some time, the groups were homogeneous.

We strictly controlled for the variable “age of onset” of L2 learning. The average (±SD) age of onset was 9 years (1 year) and was matched between the two groups. Further controlled variables were: age, handedness, gender, mother tongue, socio-educational, and cultural background, region of residence, and non-verbal and verbal IQ. Each group consisted of 22 right-handed (measured by the Edinburgh handedness inventory; Oldfield, 1971) female students with German as their native language. We rigidly controlled for the variable gender in order to avoid possible influences of gender onto the processing of language and its neural representations. After manual and automatized artifact control we had to exclude six subjects (mostly because of muscle artifacts and/or paroxysmal oscillations in the EEG signals) from the further statistical analyses, so that finally each group was composed of 19 participants.

Mean (SD) age was 24 years (2.3 years and 2.7 years respectively for two groups) for both groups. They were also matched for socio-cultural background and education: all participants had similar social (middle class), educational (university students), and cultural (living in Vienna) background.

The two groups differed from each other mainly in the amount of second language training they were exposed to, and the difference was approximately 6 years. Summarizing, the differences between the two groups are in their linguistic experience and knowledge, hence, in their proficiency levels in English as their L2.

The study was in compliant with the Code of Ethics of the World Medical association (Declaration of Helsinki) and the experimental protocol was approved by the local ethics committee. All subjects gave their written informed consent for the study.

STIMULUS MATERIAL

The cerebral organization of language at the word and sentence level has been investigated extensively with PET, fMRI, MEG, and event-related potential studies, but much less research has to date been carried out on the processing of coherent language at the discourse level where language occurs in its natural context (i.e., where phonetic, syntactic, semantic, and pragmatic aspects of language are integrated). Therefore, in this study we adopted coherent spoken speech (radio news) as stimuli and used them in a listening comprehension and discourse processing paradigm. In cooperation with the English department at the University of Vienna, the speech samples were matched for syntactic complexity, semantic content, and genre (only reports of medium complexity level on daily politics and business were chosen), discourse structure (reports had the form of a monolog), and gender of the speaker (all male speakers). Within the framework of a block design, six blocks of coherent speech (2.0–3.2 min each) with randomly inserted baseline blocks (acoustic noise, 2.0 min each) were presented in randomized order: three blocks in condition L2 English and three blocks in condition L1 German were auditorily presented in randomized order. All stimuli were presented via earphones and a white fixation cross was presented throughout the auditory task. For visualization of stimulus presentation procedure see Figure 1.
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Figure 1. Timing of recording session (example). Three tasks of the different language varieties (B = British English, A = American English, or G = Austrian German) were linked together to one big block comprising three small blocks with their respective baseline conditions, and the three big blocks (1–3, 4–6, 7–9) were presented in randomized order. After each language task (acoustic presentation), recording was interrupted for questions to explore factual listening comprehension, the attitude toward the speaker, interest for the contents, attention, work-load, and subjective comprehension (0 = baseline task).



The whole recording session, which began at the same time of day for each participant (9 O’clock a.m.), took approximately 3 h for each participant, including manual electrode placement, explanation of the procedure, personal questionnaires, a familiarization task, and interruptions for answering detailed open ended comprehension questions orally performed with an experimenter (a tutor of the English Department) who was blind regarding group membership. In these interview sessions, six psychological reaction parameters were assessed with the help of a behavioral questionnaire, comprising (1) The actual text comprehension (seven factual comprehension questions about the contents of the radio report were posed, 14 points = max score, 0 = min score), (2) Subjective text comprehension (participant scored himself on a rating scale from 1 to 5), (3) Self-reported attention (same procedure), (4) Cognitive work-load (same procedure), (5) Sympathy for the speaker (same procedure), and (6) Interest in the subject matter of the radio fragment (same procedure).

DATA RECORDING

We recorded multivariate EEG signals during L1 and L2 processing in a quiet, dimly lit sound-proof experimental room. Participants were monitored through a video control system during the recording session in order to control for possible movements. Nineteen gold-disk electrodes were carefully attached to the scalp with adhesive electrode gel, positioned according to the international 10/20 System (Jasper, 1958; Figure 2); one additional frontal electrode was used as a ground, and two separate electrodes, at the right and left ear-lobe, were used as reference electrodes. The recordings were referenced against the algebraic mean of the two ear-lobe electrodes (Essl and Rappelsberger, 1998). Eye movements were additionally controlled for by a piezo-electric device attached to the eyelid. Using a conventional Nihon-Kohden 21 channel recorder, the EEG was amplified, filtered (time constant 0.3 s), displayed and recorded at a sampling rate of 128 Hz for further processing. The electrode impedance was kept below 5 kΩ. A notch at 50 Hz was used for the elimination of power line contamination. We applied two criteria for possible artifact rejection: we rejected those epochs with amplitudes higher than 70 μV (absolute value), plus additional epochs where 2% or more samples deviated more than 3 SD from the mean value.
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Figure 2. Schematic map of the left hemisphere of EEG electrode positions (positioning according to 10/20system). Odd numbers represent loci in the left hemisphere, even numbers loci in the RH respectively. Fp = fronto-polar region, F = frontal lobe, C = central region, P = parietal lobe, T = temporal lobe, O = occipital lobe. Index letter “z” means “zero” for midline (central line, vertex). Indexing numbers on the RH would be: 4, 8, 2, and 6 instead of 3, 7, 1, and 5 respectively.



DATA ANALYSIS

Phase synchronization (PS) between all possible electrode pairs [(19 × 18)/2 = 171 different electrode pairs] was calculated in the lower gamma frequency range (30–45 Hz, the choice was made after earlier studies, see also Bhattacharya et al., 2001; Bhattacharya et al., 2003; Bhattacharya and Petsche, 2005a,b) by three methods: (i) global PS by coarse-graining of Markov chains (CGMC) which measures the degree of PS of one electrode with all other electrodes, (ii) bivariate PS [by the recently developed phase lag index (PLI)] which measures the degree of PS between pairs of electrodes, and additionally (iii) the more conventional mean phase coherence, which measures the degree of PS between a pair of electrodes, but is more prone to volume conduction effects. However, all three methods initially require a proper estimation of the phases from the EEG signals.

Estimation of the phases

Since we were mainly interested in the gamma frequency band, each EEG signal was band-pass filtered using a zero-phase filter with 30 and 45 Hz cut-off frequencies to get the desired gamma band signal. We calculated the phases of these filtered signals, {x(k)}, by using the analytic signal approach based on Hilbert transform (HT), where the analytical signal ζ(t) is obtained:
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where xH(t) is the HT of x(t), defined as:
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with P. V. denoting the Cauchy principal value.

The analytic signal, which is also a complex function, can be decomposed as:
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where ax(t) is the instantaneous amplitude and ɸx(t) is the instantaneous phase of x(t).

In this way, the phases of 19 EEG channels, ɸi(t) (i = 1, …, 19), were estimated and subsequently used to assess the degree of PS in each situation, as explained below.

Estimating global phase synchronization: Coarse-Graining of Markov Chains (CGMC)

The collective synchronization of the ensemble of 19 electrodes was studied by means of a recently derived method (CGMC; Allefeld, 2006; Allefeld and Bialonski, 2007). CGMC is a multivariate method that allows the detection of synchronization clusters from the 19 × 19 matrix of bivariate PS indexes (in our case, PLI). Briefly, this matrix is translated into a stochastic matrix P describing a finite-state Markov process, and subsequently, it is possible to estimate the number of clusters present in the data via the eigenvalue decomposition of P. Additionally, it allows the estimation of the strength of each cluster as well as the degree of participation of each electrode in the cluster it belongs to.

The relevant fact about CGMC is that it is truly multivariate in the sense that, given a set of n electrodes (n > 2), it estimates the degree of overall synchronization among all the electrodes and their distribution in q synchronization clusters (q ≥ 1) to which each electrode of contributes differently. The validity of this approach in EEG applications has been demonstrated (Allefeld and Kurths, 2004; Allefeld and Bialonski, 2007).

Although the CGMC allows an automatic determination of the value of q from the data, after a preliminary exploration we fixed q = 2 so that the 19 electrodes are assigned to either the strongly synchronized or the weakly synchronized cluster.

Estimating bivariate phase synchronization: phase lag index (PLI)

There are many different ways of assessing the PS between a pair of EEG signals (see, e.g., (Pereda et al., 2005)). Here, we used the PLI (Stam et al., 2007), because it is less sensitive to volume conduction effects than other popular indexes of PS such as, for instance, the mean phase coherence (Mormann et al., 2000). The PLI is defined as:
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where |•| indicates modulus, 〈•〉 indicates time average and
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is the cyclic relative phase, i.e., the phase difference between xi(t) and xj(t) wrapped to the interval [0, 2π]. The PLI ranges from 0 (two signals with no phase relationship or a phase relationship symmetrical about 0 or ±π -which is a signature of volume conduction effects (Nolte et al., 2004; Stam et al., 2007) to 1 (two signals with complete phase synchrony); PLI is parameter free.

Estimating bivariate phase synchronization (additional): mean phase coherence

Additionally, we also used the now more conventional mean phase coherence (Hoke et al., 1989; Mormann et al., 2000) defined as:
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where 〈•〉 indicates time average and
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is the cyclic relative phase, i.e., the phase difference between xi(t) and xj(t) wrapped to the interval [0, 2π]. The mean phase coherence index ranges from 0 (two signals with no phase relationship) to 1 (two signals with complete phase synchrony), and has the advantage of being parameter-free.

STATISTICAL ANALYSIS

The statistical differences in the synchronization strength of the strongly and the weakly synchronized cluster was tested by means of repeated measures ANOVA test with proficiency (HP and LP) as independent (between groups) factor and language processing (L1 and L2) as dependent (within group) factors. Differences were considered significant when the p-value was lower than 0.05.

For the sake of using balanced stimulus trials in the group comparisons of L1 versus L2, we only analyzed the three blocks of the condition “British English” versus the three blocks of “Austrian German,” based on our earlier experience (Reiterer et al., 2005a) that the variant of English (British or American English) neither affected the coherence patterns in the EEG nor the respective behavioral outcomes. Thus it had emerged previously (as far as it can be discriminated by EEG synchronization analyses) that L2 English was processed as L2 English and not differentiated further into its subvariants or accents.

RESULTS

BEHAVIORAL RESULTS

A comprehension questionnaire applied after each task condition revealed (Figure 3) that the low proficiency (LP) group understood approximately 50% of the English (L2) texts, whereas the HP group understood nearly perfectly (95%). For the comprehension questions of the control condition German (L1) no statistical difference between the groups was obtained. The HP group had again a performance accuracy of 95%, whereas the LP group scored slightly, but not significantly, worse (performance accuracy of 80%).
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Figure 3. Synchronization cluster (strength) analysis by “Coarse-Graining Markov Chains” (CGMC) within the (γ) gamma-band (30–45 Hz) showed significant differences between native language German (Ger, x-axis), cluster strength (y-axis) around 0.9, and second language English (Eng) with cluster strength significantly higher (around 1.5). Red line denotes the low proficiency and blue line the high proficiency group.



No differences between the two groups were found for other psychometric variables (self-reported attention, work-load, sympathy for the speaker, and interest in the subject matter).

EEG SYNCHRONIZATION RESULTS

First we could differentiate L1 from L2 processing by gamma band global synchronization clustering patterns (CGMC) but on a more subtle scale, HP and LP bilinguals could further be significantly differentiated by bivariate gamma band synchronization measures (gamma band mean phase coherence and PLI) predominantly, or, almost exclusively when processing L2.

On a global scale, i.e., when estimating the “global PS” by the method of CGMC where the collective synchronization of the ensemble of 19 electrodes is studied with respect to cluster strength, we obtained very similar general results of clustering strength for both groups investigated (high and low proficiency group alike), however significantly different for the two languages, mother tongue German, and second language English. Cluster strength is significantly higher in both groups for the L2 than for the L1 (Figure 3).

When taking a more fine-grained view for the distribution of the electrodes belonging to the stronger cluster within the gamma band (measured with bivariate PS by means of the “PLI” which measures the PS between the single pairs of electrodes), we obtained more subtle differences in synchronization characteristics between the high and the low proficiency group.

The topography is markedly different between the HP and the LP group (Figure 4) with the LP group showing a strongly and significantly synchronized cluster only for processing L2 within left temporo-parietal areas preponderantly. The other topographical clusterings (areas) shaded in light blue over central and right hemisphere areas did not reach significance. To work out these between group differences in detail, we provided an additional figure (Figure 5) where these group differences in PLI are depicted in percentages (percentages of pertinence to the cluster) – the positive values (yellow/red color) corresponding to those electrodes which belong to the strong cluster in a greater percentage to subjects in the LP group. In the LP group one can see a marked increase in the left temporo-parietal/central region while listening to L2 English whereas the increase is much lower and right temporal for the listening of German (Figure 5).
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Figure 4. Brain maps depicting gamma synchronization measured by phase lag index (PLI) during first (L1, right panel) and second (L2, left panel) language processing in the high proficiency (HP) group (upper row) and low proficiency (LP) group (lower row). Task versus task comparisons measuring within group differences at p < 0.05, corrected for multiple comparisons. Brain maps are to be seen from bird’s eye perspective, with the frontal parts showing toward top of the page. Red color in color bar indicates percentage of electrodes’ pertinence to a given cluster.
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Figure 5. Between groups contrast of the groups depicted in Figure 4. Shown here: LP (low proficiency group) > HP (high proficiency) group. Red color in color bar indicating which electrodes increase more their percentage of pertinence to the strongly synchronized cluster. Left panel: group contrast (indicting LP group) during L2 processing and right panel indicating L1.



According to this result for the L1 we can assume that an increase up to 20% is within the statistical fluctuation (no difference is expected usually between the groups while listening to L1), so that an increase of 25% or above might be considered significant. These results indicate that the low proficiency group recruits more often the left temporo-parieto-central part of the cortex than the HP group when listening to L2 English, which is clearly also their less proficient language.

To obtain a topographical scalp distribution of the group differences in average participation of electrodes for the strongly synchronized cluster (PLI, within the gamma band) we calculated an index for the participation of each electrode and subtracted the values of the HP group from those of the LP group (Figure 6). Here we found that the greatest increment of involvement of the electrodes belongs to the LP group during the L2 language condition and is topographically most pronounced over left frontal, or fronto-central areas.
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Figure 6. Topography distribution brain maps of the average participation of each electrode (synchronization cluster index) in the strongly synchronized cluster within the gamma band detected by PLI. Comparison shown here: LP > HP group (group contrast, HP subtracted from LP group). Color bar (red color) indicating the greatest increment of involvement of the electrodes in left frontal/fronto-central areas during L2 (left panel) processing in the LP group.



The positive values (red color) here indicate a higher participation of electrodes for the low proficiency group, again with a preponderance over the left hemisphere and stronger for L2 than for L1. The topographies are significantly different for the groups (p < 0.01, sign ranked paired test) when listening to the second language English, whereas for listening to the native language topographies are not significantly different between the groups (average difference is 5 × 10−4, i.e., equal to zero).

To get an impression about the most importantly involved electrodes, we depicted the results described in Figure 6 additionally in a topographical map showing synchronization lines in the LP group (connections are given for interhemispheric long-range connections and within left/right hemisphere separately). Within the strongest participating left hemispheric frontal cluster, the greatest involvement of long-range interhemispheric gamma synchronization concerns the electrode positions: F3, F7, Fp1 to C4, P4, and T3 to F4. Within the right hemisphere only (corresponding to the right panel in Figure 6) the long-range connections involve electrode positions connecting frontal with parietal regions.

The results for the gamma band synchronization differences between the high and low proficiency group were corroborated by an additional analysis (Figure 8, calculation of mean phase coherence, see Estimating Bivariate Phase Synchronization (Additional): Mean Phase Coherence in Materials and Methods).

Where the mean phase coherence yields a significant difference between the HP and LP group (p = 0.42) for the strongest synchronized gamma-band cluster during the processing of English L2, the same significant group difference cannot be found for native language German. This analysis corroborates the main finding for stronger synchronization in gamma band during processing of L2 for the lower proficiency group.

DISCUSSION

In this study, we primarily showed that different levels of “cortical control” or cortical processing mechanisms accompany the processing of second and first language, and furthermore, that differently proficient bilinguals can be differentiated by their cortical connectivity patterns, especially while processing their less fluent language. We suppose that ease of language processing might in part be instantiated by the brain trough different levels of synchronization between language network areas, with stronger synchronization between larger and more extended networks reflecting the recruitment of more resources (cortical effort), either because the task is generally more difficult as in the case of processing a later learned second language by late bilinguals or – on a more subtle scale – because proficiency differences due to differences in long-term language training make the task at hand more effortful and hence call for the integration of more global workspace in the brain.

Generally speaking, our results offer two insights (one more of a factual, one more of a methodological nature): first, language learners who are highly proficient in their L2 and have undergone extensive linguistic training seem to use different language processing strategies reflected in different cortical patterns on the level of synchronized electrophysiological activity in the brain, and secondly, these behavioral differences in cognitive processing can be made visible by measuring synchronized activity within the EEG gamma frequency range. Our results indicate a speculative role of gamma band as a further method to investigate the neural substrate of bilingual proficiency level.

EEG COHERENCE/SYNCHRONIZATION PATTERNS IN LATE BILINGUALS

By employing a recently derived technique of EEG global synchronization analysis (CGMC, see Data Analysis) we found pronounced differences in synchronization strength in the gamma frequency range between auditory text processing/comprehension in mother tongue and a later learned (around 9 years of age) second language. This result points to subtle differences in cortical control mechanisms at the level of interconnectedness between language areas and surrounding tissue and their connectivity patterns – possibly as a function of differences in “language entrenchment” (Mac Whinney, 2010).

Cooperative activity, interactions and communication between neuronal assemblies through coherent oscillations subserving cognitive processes have been traced and investigated with electrophysiological methods by means of coherence and synchronization analyses within various frequency ranges of the ongoing brain responses (Engel and Singer, 2001; Ward, 2003; Fries, 2005). Increased synchronization between and within frequency ranges (e.g., most prominently alpha, theta) was found to reflect increased working memory demands, short-term memory work-load, and cognitive effort (Sarnthein et al., 1998; Sauseng et al., 2005; Schack et al., 2005). Recently gamma band analyses of the human EEG have become very promising sources for gaining new insights into higher-order cognitive information processing. What formerly has been discarded, or cut-off as “noise” or contaminated EEG, is now looked upon as a valuable tool for investigating the most sophisticated mental processes including music perception (Bhattacharya and Petsche, 2005b) and artistic imagination (Bhattacharya and Petsche, 2005a). Gamma band oscillations (an indicator of local or short-range synchronization) are said to reflect gestalt perception (Kaiser and Lutzenberger, 2003) or a kind of matching process between bottom-up and top-down information (e.g., comparing memory contents with incoming stimulus related information (Herrmann et al., 2004). Further, gamma band PS (an indicator of long-range synchronization) is thought to reflect cognitive “binding” phenomena, feature integration, STM, higher-order integrated thinking associated with quick high-density information processing, and transient associations of neural assemblies (Fell et al., 2003).

Within the domain of language, some authors have already investigated the role of gamma band oscillations in (native) language processing (Pulvermüller et al., 1997), for example, for the syntactic and semantic domain (Braeutigam et al., 2001; Micheloyannis et al., 2003; Hagoort et al., 2004; Ihara and Kakigi, 2006; Bastiaansen et al., 2010) for verbal performance and intelligence (Jausovec and Jausovec, 2005) as well as for correlations with semantic complexity (Simos et al., 2002). In addition, gamma band oscillations and synchronization phenomena have also been reported for L1 processing (Ford et al., 2005; Weiss et al., 2005; Ihara and Kakigi, 2006). For example, Ford et al. (2005) found that binding mechanisms in sentence processing were reflected in fronto-temporal gamma synchrony. Effects of sentence complexity on gamma coherence have been reported by the Weiss et al. (2005) study. Although all these EEG coherence studies were performed purely on native language processing, it seems not too far-fetched to compare L1 with L2 phenomenologically and look for bilingual language processing as well in the gamma frequency range. We would like to argue that it is only a logical consequence that bilingual language processing and cortical control mechanisms that are related to individual differences in the mastery of languages, can be revealed by adopting the above described method. We suggest that the basic mechanisms which underlie second language processing are similar to the ones in first language processing from a theoretical and empirical point of view, e.g., (Newman-Norlund et al., 2006), since it is compatible with recent brain imaging studies which find (at least partially) overlapping areas of activation for L1 and L2 (Hasegawa et al., 2002; Chee et al., 2003; Marian et al., 2003; Vingerhoets et al., 2003; Lucas et al., 2004; Ojima et al., 2005; Reiterer et al., 2005a,b, 2009; Klein et al., 2006; Gandour et al., 2007). Bilingual brain organization in terms of networks and functional connectivity has rarely been investigated so far (for EEG coherence see Reiterer et al., 2005a,b). With the method of fMRI connectivity the only studies to date are a study by Dodel et al. (2005) and Majerus et al. (2008). Both of them investigated cortical synchronization patterns by employing fMRI connectivity analyses in bilingual language processing (Dodel et al., 2005) and native language STM processing (Majerus et al., 2008). Interestingly, the Dodel et al. found bigger and more extended networks for the bilinguals with higher proficiency levels with fMRI connectivity, contrary to many studies on bilingual fluency levels, which find fewer activated areas as a function of higher fluency levels in second languages (e.g., Perani et al., 1996, 1998; Yetkin et al., 1996; Chee et al., 2001; Hasegawa et al., 2002; Briellmann et al., 2004; Xue et al., 2004; Klein et al., 2006). The very recent study by Majerus et al. (2008) could however differentiate high from low proficiency bilinguals by fMRI connectivity patterns.

DIFFERENCES IN PROFICIENCY LEVEL

However, we did not only find significant differences in connectivity strength between first and second language, but also between the different proficiency groups. This finding per se appears to be rather intuitive, since the participants in our study were no early bilinguals, but mixed proficiency late bilinguals who were exposed to the second language for the first time around 9 years of age. More importantly than age of onset even (Birdsong, 2006), they received most of their foreign language input through formal classroom training and very little through natural exposure in an L2 setting. Hence, we believe that the reason for this striking difference in gamma band synchronization strength (Figure 3) is mostly due to differences in exposure, entrenchment, and language learning methods, less to age of onset of learning the language. The recent brain imaging literature on bilingual or multilingual language learning increasingly supports the viewpoint that proficiency differences have more impact on brain organization in bilinguals than “pure” age of onset (Kotz, 2009; Reiterer, 2010). Proficiency on the other hand is a “fuzzy” term insofar as it needs to be clarified in the first place which factors led to a certain level of proficiency (be it a special long-term exposure, an early onset, an intensive training paradigm, a special aptitude or predisposition for language learning etc.). Differences in proficiency level can be reached by various different factors, or, more realistically, a combination of those.

By employing further analyses in the gamma range on the two groups we investigated (proficiency levels due to different amounts and quality of language training) we found differences in connectivity patterns reflecting the differences in level of fluency/proficiency in L2.

Differently proficient bilinguals, who had either higher or lower amounts of linguistic training and expertise in their second language, could be differentiated by their EEG network activity or synchronization patterns in the gamma frequency band by mean phase coherence analysis and topographical differences of the underlying employed networks by means of PLI. More specifically, we found that that during processing the second language, the low proficiency bilinguals, as compared to HP bilinguals, produced more strongly synchronized patterns of functional connectivity especially in left fronto-parietal areas. The low proficiency speakers seemed to recruit those areas in a concerted manner more often than their HP counterparts.

Our findings related to proficiency differences in L1 and L2 processing, are based on two results: (1) group × language analysis (Figure 3) mainly reflecting differences of the two language systems (L1 and L2) on a cortical processing level (increased synchronization strength in L2 for both groups), and (2) within and between groups analysis (Figure 4–7) indicating that linguistic training can alter L2 processing demands on a cortical as well as on a behavioral level and less proficient second language users have to recruit broader language networks (in left fronto-parietal areas) more strongly (with higher connection strength).
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Figure 7. Connectivity brain maps visualizing the most synchronized and exact electrode positions (synchronization patterns) within the strongly synchronized cluster in the gamma band for the interhemispheric connections only (left panel) and the within hemisphere (left and right) connections, for the condition L2 English in the LP > HP group.




[image: image]

Figure 8. Mean Phase Coherence: differences between the groups during L2 (“ENG,” left double bar) and L1 (“GER,” right double bar) processing. Dark bars indicate the high proficiency group and white bars the low proficiency group. Difference in mean phase coherence is significant (p = 0.42) between the groups during processing L2 English (increased synchronization strength for LP group), but not during processing L1 German.



BILINGUAL LANGUAGE PROCESSING AND THEORIES OF CORTICAL EFFICIENCY

What has been observed many times in various domains outside of language processing that increased cognitive demands are accompanied by increased activity levels or extended area recruitment (e.g., for intelligence see Haier et al., 1988; Haier et al., 1992; Grabner et al., 2006, for music processing: Lotze et al., 2003, for working memory: Sarnthein et al., 1998; Sauseng et al., 2005), has also been reported for L1 as well as L2 processing (Raichle et al., 1994; Just et al., 1996; Yetkin et al., 1996; Perani et al., 1998; Rypma and D’Esposito, 1999; Dräger et al., 2004; Xue et al., 2004; Reiterer et al., 2005a,b; Abutalebi, 2008; Kotz, 2009; Leonard et al., 2011). What has been explicitly called “cortical efficiency” could be termed “proficiency level differences” in the field of L2 processing. With native language processing several authors found that comparable to a “compensation mechanism,” brain activation increases with the complexity in linguistic processing (Just et al., 1996; Rypma and D’Esposito, 1999; Dräger et al., 2004) or reduces with increased repetition and practice (Raichle et al., 1994; Thompson-Schill et al., 1999). In the field of second language processing as well, various research groups have detected the “cortical efficiency” phenomena by revealing that proficiency level (either attained by practice, higher exposure or by formal training or as occurring more naturally by both) has an influence on the extent and intensity of cortical activation in a bilingual’s brain (Yetkin et al., 1996; Perani et al., 1998; Chee et al., 2001; Hasegawa et al., 2002; Wartenburger et al., 2003; Briellmann et al., 2004; Xue et al., 2004; Zhang et al., 2005; Klein et al., 2006). The usual observation can be summarized in the following terms: lower proficiency, more distributed activity (i.e., a Larger network) and higher proficiency, more focal activity (smaller network). Our results of higher gamma band long-range synchronization in L2 going hand in hand with lower proficiency level in bilinguals and lower gamma synchronization with higher proficiency level, are pointing into the same direction, possibly revealing a compensation mechanism in the domain of second language processing.

LIMITATIONS OF THE STUDY

The current study also has a few limitations. No verbal or non-verbal IQ test was performed as control, because of limitations of time and laboratory use and the theoretical consideration that language abilities do not correlate with non-verbal intelligence. We want to point to this shortcoming and are aware that this might limit the interpretation of our results. It the same vein it needs to be mentioned that we carefully chose two groups with a closely matching educational level, preselected by university exams (participants were all students with completed Bachelor’s degree, studying for a Master’s) and this might enhance group similarity with respect to higher cognitive and intellectual abilities.

Finally, we would like to mention one additional point in here, which could be regarded as limitation or as interesting outcome likewise. This is the behavioral result that our two groups behaved slightly differently already when tested (comprehension questions) in their mother tongue. The low proficiency group with regard to L2 scored slightly worse when tested on L1 comprehension and text recall. This we like to call “the L1 paradox.” Usually the L1 is implemented as a control condition where the groups should behave in exactly the same way, because native speakers are perceived as a “homogeneous mass.” This is the classical intuition, but our data as well as other research (Pakulak and Neville, 2010; Reiterer et al., 2011) show that also mother tongue speakers can differ in their L1 proficiency and competence levels (a fact which is also affirmed by the existence of congenital language disorders). Variation within L1 competence might be smaller than within L2 interlanguages, but nevertheless existing. Recent research shows that also smaller differences in L1 competence and ability levels can be traced by brain imaging techniques and detected in such a way which would not have been possible with pure behavioral measurements. Even in the case of our present study, the result of the L1 differences behaviorally was just a marginal one, statistically speaking only a “trend.” Such small differences in mother tongue processing can, however, point to important underlying principles. What they show is individual differences in the linguistic abilities of L1 speakers. One of the theoretical concepts that tries to capture this phenomenon is language aptitude. Theoretical assumptions and new brain research data likewise (Wells, 1985; Abrahamsson and Hyltenstam, 2008; Golestani et al., 2011; Reiterer et al., 2011) show that the variable of general language aptitude is a possible hidden driving force behind individual differences in L1 as well as L2 proficiency and ability levels. Very often, this variable is neglected in the whole field of bilingualism research, be it behavioral or neurocognitive. What we could have hit upon in our present study by detecting those small L1 trend differences, is pre-existing differences between the groups in language aptitude. General language aptitude might also drive and determine career and study choice. In our case here aptitude might have partly driven the language students to study foreign languages and linguistics (our HP group). We acknowledge that it is very difficult to “control” for all these pre-existing variables, but at the same time it needs to be said that they might be very important in explaining a lot of variance in bilingual data. Thus, what is missing in many studies of bilinguals or/and second language learners (including the present study) is a sound testing for individual differences in language aptitude. This is a methodological as well as a theoretical issue and an important point to be considered in future studies.

CONCLUSION

We have shown here that by looking at EEG gamma band phase synchronization patterns, one can differentiate second (classroom-learned) from first language, and within the later learned second language (L2) learners with lower amounts of linguistic training and expertise from those with higher amounts of expertise by the different ways by which they employ synchronized activation. The observed patterns could be explained by the theory of cortical efficiency because we found different network patterns for high and low proficiency learners, with more widely distributed synchronized networks in left fronto-parietal areas more often recruited by lower proficiency learners. Our findings further indicate that EEG gamma band phase synchronization measures are sensitive to differences in second language processing and control strategies due to experience/proficiency-driven differences.
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EEG, electroencephalography; Cz, C4 electrode positions on scalp over central and right hemisphere areas; fMRI, functional magnetic resonance imaging; F8, electrode position on scalp (frontal right); Fp = frontal; 8 = RH; Fp1, electrode position on scalp (prefrontal left); Fp = fronto-polar; 1 = LH; Fp2, electrode position on scalp (prefrontal right); Fp = fronto-polar; 2 = RH; HP, high proficiency group; HT, Hilbert transform; kΩ, kilo Ohm; L1, first language (mother tongue); L2, second language (foreign language); LH, left hemisphere; LP, low proficiency group; μV, micro Volt; PET, positron emission tomography; PS (index), phase synchronization (index); RH, right hemisphere; SCA, synchronization cluster analysis; SD, standard deviation; T4, electrode position on scalp over temporal right hemisphere area; T5, electrode position on scalp over temporal left hemisphere area.
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English-French (n=22) French-English (n=20)

m SD m SD

Rating scales (0-10)

Speaking ability 7 2 8 2

Reading ability 8 2 8

Writing ability 7 2 7

Translating ability 7 2 8 2

Listening comprehension 8 2 8

Pronunciation 7 2 7

Fluency 7 2 7

Vocabulary 7 2 7

Grammatical ability 7 2 7

Overall competence 7 2 8
Sum of rating scales (0-100) 71 19 76 3
Standardized L2 proficiency score —0.03 0.93 0.27 0.67
Age of acquisition (years old)

Began acquiring L2* 5 2 7 4

Became competent in L2 10 4 12 5
Choose to speak L2 (%)** 17 12 34 21
Degree of L1 interference when speaking in L2 (0-5)** 2 1 3
Percent of present time spent functioning in each language

L1xxx 82 9 48 17

L2x** 14 7 50 17

*Two-tailed independent samples t-test significant at p < 0.05.
**Two-tailed independent samples t-test significant at p < 0.01.
***Two-tailed independent samples t-test significant at p < 0.001.
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Variable

Self-rated proficiency (average)

Age of initial German language
education (years)

Duration of German language education
(years)

German language proficiency, global test
German language proficiency, specific
Comfortable—-uncomfortable using
German

Like—dislike using German
Important-non-important to use German
Easy-difficult to use German

Recent exposure to German

Mean

2.1
13.6

3.2

14.7
3.7
1.9

35
2.5
3.1
0.5

SD

1.1
5.0

24

35
1.3
1.4

1.8
25
1.5
1.0

Range
(min-max)

1.3-3.0
12-23

0-6

9-22
1-6

1-5
1-5
2-4
0-1





OPS/images/fpsyg-03-00057-g006.jpg
VD/PPD Ratio

Monologue

-05

— u

05 15
High L2

L2 Proficiency

VD/PPD Ratio

-1.5

Lowl2

Dialogue

-05

— u
- |2

05 15
High L2

L2 Proficiency





OPS/images/fpsyg-03-00057-t004.jpg
Clarity of instructions

Speaker fluency

Speaker nativeness

b SE t-Value

Fixed effects

ntercept 6.34 0.25 25.08***

Speech type (monologue, dialogue)’ 095 0.32 2.96**

Language (L1, L2)? —0.65 32 -2.02*

L2 proficiency 0.59 0.28 1.75

Language group? (English-French vs. French-English) 035 0.23 1.53

Speech type x language 0.41 045 0.90

Speech type x L2 proficiency -030 039 -077

Language x L2 proficiency 0.82 0.39 2.09%

Speech type x language x L2 proficiency —-081 055 —146
Random effects Variance

Subject 0.00

tem 0.00

Residual 2.10

‘oMCMC < 0.05 level, " pMCMC < 0.01 level, " pMCMC < 0.001 level.
' Baseline = monologue.

?Baseline=L1.

3Baseline = English-French.

732
0.30
0.19
0.16
0.42
—1.45
—-0.03
—-0.18
0.37

SE t-Value
0.21 35.77%%%
022 132
0.22 0.86
0.22 067
0.22 191
032 —4.59***
0.27 -0.M
0.27 -0.65
0.39 0.96
Variance

0.23

0.00

1.03

8.55
0.02
—2.02
—0.06
0.65
—0.69
0.1
1.05
—0.08

SE

0.22
0.26
0.22
0.21
0.20
0.32
0.27
0.27
0.39
Variance
0.16
0.02
1.01

t-Value

39.62*%%
0.08
—9.04***
—0.26
3.22**
—2.18*
0.40
3.84**
—0.20
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Vocalization duration

Prior silent pause duration

VD/PPD ratios

Total sample duration

Monologue

Dia

ogue

Monologue
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nologue

ogue

nologue

ogue

Language

L2

L2

L2

L2

L2

L2

L2

L2

Mean

2272
1959
1624
1422
689
698
584
596
4.14
3.58
3.58
3.08
151169
154476
494494
468151

SE

280
274
237
225
58

61

63

59
0.64
0.60
0.61
0.56
9292
10775
27188
21076

Mean observation count

32.30
40.72
52.14
66.33
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L1VERBAL ABILITY

WASI score 8
SIMONTASK

Congruent 376
ncongruent 424
Cost —48
STROOP TASK

Congruent 275
ncongruent 21

Cost 64
NUMBER STROOP TASK

Congruent 446
ncongruent 475

Cost -29
ANTI-SACCADE TASK
Pro-saccade 230

Anti-saccade 341

Cost -m
INHIBITION COST SCORE
English-French —0.0099
French-English —0.0070

Max

18

660
728
—68

844
783
61

717
833
-116

415
528
-113

0.0087
0.0088

14

489
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_ag"*
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e
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—107"""

—0.0002
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***Two-tailed paired samples t-test significant at p < 0.001.
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Switcher Non-switcher Statistics

All errors 5.6% (18.4) 2.0% (3.8) U=66.5; p<0.05
Subblock errors 3.8% (14.1) 1.0% (2.2) U=62.0; p<0.05
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Correct responses

Correction rate

RT congr trials

RT incongr trials

Switcher

77% (11.7)

65% (11.6)

708ms (79)

995ms (107)

Non-switcher

80% (9.5)

78% (7.8)

707 ms (85)

863 ms (118)

Statistics

T(27)=-0.775;
p=0.225

t(27) = 1.805;

p <0.05
t(27)=—0.020;
p=0.984
t(27)=-3.104;
p<0.01
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Distractor type MRT SD PE
Unrelated 860 222 5.2
Semantically related 91 245 8.6
Translation 765 n 29
Control 791 215 36
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N

Gender

Mean age

Main languages

Age at acquisition of L2

In Germany since
Language proficiency

RT Russian non-sw trials
RT German non-sw trials
WAIS-picture completion,
correct

WAIS-block design, points
Language control ability
Bilingual interview, no. of CLI
Cognitive control ability
ToH moves

ToH errors

Switcher

3
1 women, 2 men
26 (6.7)

L1 Russian, L2
German

3(8.1)

8years

Same in L1 and L2
174 ms (201)

164 ms (125)

4.4 (1.6)

35.4 (9.6)
Weak
1.4 (10.6)
Weak
43.8 (11.7)
515 (684)

Non-switcher

6

0 women, 6 men
23 (3.1)

L1 Russian, L2
German

1(4.1)

Oyears
SameinL1andL2
081 ms (144)
093 ms (139)

5.1 (1.3)

38.1(7.9)
Strong

3.4 (4.7)**
Strong

29.3 (12.8)**
119 (172)*

WAIS, Wechsler Adult Intelligence Scale; RT, reaction time, CLI, cross-language

interference; ToH, Tower of Hanoi; significant differences between groups are
indicated by an asterisk with **p < 0.01, and *p < 0.05.
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Simultaneous Catalan-Spanish Spanish—Catalan Overall sample

bilinguals N =268 bilinguals N =75 bilinguals N =111 (from Table 4)

PROFICIENCY AND LANGUAGE USE
Age onset of Spanish 21+£0.2 54411 2.0+£0.09T++
Age onset of Catalan 22+04 2.0+£0.11 5.5+ 1.2+++

Spanish proficiency 39402 3.74+0.33 3.940.25%+

Catalan proficiency 39402 3.940.21 3.7+£0.43++

Language use (1 = Catalan; 7 = Spanish) 3.7+13 2.14+0.99 5.0+ 1.3+

BSWQ

L1S 8.1+23 6.4+2.2 9.0+2.4+++

L2s 79+2.2 9.9+2.0 724£2.5+F

CS 71+£26 6.9+2.1 71+2.7

us 6.0+2.3 6.4+23 65+26

CORRELATIONS BSWQ AND EXECUTIVE TASKS

Stroop RT incongruence — L2S —0.09 —0.21 —0.00 -0.1*
Stroop% errors incongruence — L2S —0.06 —0.05 -0.16 -0.12+
Stop-signal (SSRT) - US 0.08 0.08 0.07 0.10*
Fluency - L1S —0.06 0.22" 0.14 0.11%
Fluency - L2S —0.14% -0.31*+ —0.06 —0.16+++
Fluency - US —0.17++ -0.22" —-0.05 -0.13++

In the proficiency/language use and BSWQ measures, an ANOVA has been conducted with language group as a between-subjects factor (superscript +** indicates
significant differences between groups at P< 0.001). L1S, switch to Spanish; L2S, switch to Catalan; CS, contextual switch; US, unintended switch; Stroop, reaction
time incongruence effect and percentage of errors incongruence effect; stop-signal, stop-signal reaction time for the easiest delay (SSRT); fluency, number of words
produced that begin with a specific letter; correlation superscripts: *P< 0.07; *P< 0.05; **P< 0.01;*** P < 0.001.
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0s L1s L2s Cs Us

FLANKER
RT incongruence
STROOP
RT incongruence -0.112%
% errors incongruence -0.115%
STOP-SIGNAL
(SSRT) 0.101*
FLUENCY
Number of words 0.105%  -0.157" -0.125"

OS, overall switch, L1S, switch to Spanish; L2S, switch to Catalan, CS, contextual
switch, US, unintended switch; Flanker (N= 525): reaction time incongruence
effect; Stroop (N=491): reaction time incongruence effect and percentage of
errors incongruence effect; stop-signal (N= 491): stop-signal reaction time for the
easiest delay (SSRT); fluency (N= 533): number of words produced that begin
with a specific letter; *P < 0.05; *P< 0.001. Empty cells show non-significant
effects
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0s

Age onset of L1

Age onset of L2

L1 proficiency

L2 proficiency
Language use (L2-L1)

L1S

—0.214"
0.345"
0.207"

-0.471"
0.622"

L2s Cs Us

0.254"

—0.286"

—0.347" —0.099*
0.357"

—0.570"

N=>536. S, overall switch; L1S, switch to Spanish, L2S, switch to Catalan,; CS,
contextual switch; US, unintended switch. *P < 0.05; *P < 0.001. L1 and L2 pro-
ficiency: averaging the global scores of rated skills in comprehension, reading,

speaking, and writing. Language use: overall language use across different life
periods assessed on a seven-point scale, low scores indicate predominance of
Catalan (L2) use, and high scores indicate L1 predominance. Empty cells show

non-significant effects.
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Variable The Flanker effect

B
Constant 227*
Language switching 019"
Contextual switches 007
Unintended switches 014
G 016
F 217

The Simon effect

-038
-063
014
0.09
0.03
039

‘The N-back effect

21.05*
-0.13
-119
-0.06
013
1.49

The number-letter task
Switching cost Mixing cost
B B
-063 15.00**
048 -0.62**
-002 -028
-035 -042
005 047
053 9.24%*

Flanker effect and Simon effect N = 36; N-back effect N = 33; Number-letter task N = 35; Language switching,

N=38 *=p<0.05 **=p< 0.0

Contextual switches, and Unintended switches
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Variable The Flanker effect

The Simon effect

The N-back effect

The number-letter task

B B B Switching cost Mixing cost
B B

Constant 50.19* 71.70* 246.71 314.61* 812.66**
Language switching -1.87 -1.78 792 6.08 -21.12
Contextual switches -0.30 0.42 -8.01 -11.15 -10.09
Unintended switches 6.75* -0.78 -15.99 1.88 -17.30

e 0.17 0.02 0.06 0.04 0.22

F 2.33 0.28 0.61 0.43 2.91%

Flanker effect and Simon effect N = 36; N-back effect N = 33; Number-letter task N = 35; Language switching,

N=38 *=p<0.05 **=p< 0.01.

Contextual switches, and Unintended switches
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Experiment 1 Catalan, mean (SD) Spanish, mean (SD)

Speaking 4.0 (0.0 9(0.3)
Comprehension 4.0 (0.0 0(0.0)
Pronunciation 4.0 (0.0 9(0.3)
Reading 4.0 (0.0 0(0.0)
Writing 4.0 (0.0 9(0.3)
Experiment 2 Catalan, mean (SD) English, mean (SD)
Speaking 4.0 (0.0 2.1(0.5)
Comprehension 4.0 (0.0 2.9(0.7)
Pronunciation 4.0 (0.0 1(0.7)
Reading 4.0 (0.0) 0(0.4)
) 7 (0.

Writing 4.0 (0.0 5)
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Variable

Constant

Age

Age of L2 acquisition
Everyday use of both
languages

R

F

The Flanker effect

B

2,05

-0.03
0.09
0.00

0.10
122

The Simon effect

B

-124

0.02
019
0.00

0.04
0.46

‘The N-back effect

B

-12.90*
033"
010
003

033
489**

Switching cost

0.15
0.01
073
0.00

0.04
0.42

‘The number-letter task

Mixing cost
B

2,06
-0.08

103"
-0.01

0.19
2.42

Flanker effect and Simon effect N = 36; N-back effect N = 33; Number-letter task N = 35; Age and everyday use of both languages N = 38; Age of L2 acquisition

N=37*=p<005 "*
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Experiment 2 Accuracy (%) SE Accuracy (%) SE
L1 L3
LINGUISTIC VERSION
Repeat 94.5 1.1 93.4 2.1
Switch 92.6 2.1 92.2 2.1
Total 93.4 1.6 92.4 2.1
Color Shape
NON-LINGUISTIC VERSION
Repeat 96.0 0.8 91.2 0.8
Switch 92.2 1.5 91.7 1.3
Total 93.6 1.1 919 12
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Variable The Flanker effect The Simon effect The N-back effect The number-letter task

B B B Switching cost Mixing cost

B B

Constant 78.57** -16.53 163.55 145.33 -104.56
Age 0.00 0.31 —-0.55 3.23 413
Age of L2 acquisition -0.34 8.95*% 7412 6.64 37.63
Everyday use of both -0.43* 0.27 1.04 -0.49 1.93
languages
R? 0.16 0.22 0.04 0.15 0.28
F 213 3.14* 0.46 1.85 3.95%

Flanker effect and Simon effect N = 36; N-back effect N = 33; Number-letter task N = 35; Age and everyday use of both languages N = 38; Age of L2 acquisition
N=37*=p<0.05 **=p<0.01.
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Reaction times Error rates
Cue condition Flanker type VF
Monolinguals Early bilinguals  Late bilinguals  Monolinguals  Early bilinguals Late bilinguals
RT(ms) SD RT(ms) SD RT(ms) SD ERR(%) SD ERR(%) SD ERR (%) SD
No cue Congruent Left 670.5 83.0 6038 683 6577 942 26 38 21 4.0 670.5 83.0
Right 674.3 849 596.0 732  655.9 966 33 52 40 6.7 674.3 84.9
ncongruent Left 7575 105.1 6815 846 7298 86.4 25.0 171 19.4 178 7575 105.1
Right 762.8 173  680.3 793 7126 824 290 215 224 169 762.8 n73
Spatial valid Congruent Left 568.8 741 509.5 69.1 538.1 776 2.9 43 3.0 6.0 568.8 741
Right 578.9 80.6 510.2 68.0 539.9 791 26 36 27 47 578.9 80.6
ncongruent  Left 650.1 86.0 566.1 784  584.2 80.6 9.0 1.3 63 6.0 650.1 86.0
Right 660.3 00.2 578.2 93.8 6017 832 129 15.7 10.2 1.9 6603 100.2
Spatial invalid ~ Congruent Left 679.2 911 606.4 89.3 666.3 976 6.3 88 6.9 165 679.2 911
Right 692.9 75.7 6203 95.8 688.0 109.3 4.8 8.2 5.9 9.7 692.9 75.7
ncongruent  Left 764.0 995 6904 108.8 7245 950 287 20.3 299 259 764.0 99.5
Right 779.6 015 695.4 16.7 7576 131 404 232 347 226 7796 101.5
Center Congruent Left 619.4 776 561.4 73.5 599.5 823 29 5.2 3.0 4.8 619.4 776
Right 6277 79.3 552.9 69.3 5833 815 24 4.9 35 6.1 627.7 79.3
ncongruent  Left 736.9 90.3 6471 80.0 6845 790 195 16.8 153 1560 7369 90.3
Right 742.8 03.1 6477 98.4  693.0 90.1 254 214 177 195 7428 103.1
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571 (13) 625 (11) 559 (14) 648 (14) 644 (17) 687 (15)
556 (13) 669 (18) 572 (11) 653 (16) 592 (13) 685 (15)
574 (12) 577 (13) 618 (12)
558 (10) 577 (13) 596 (11)
Chinese English Malay
Congruent Incongruent Congruent Incongruent Congruent Incongruent
545 (18) 618 (20) 564 (16) 603 (22) 596 (20) 596 (18)
584 (20) 609 (23) 537 (19) 623 (20) 593 (22) 644 (24)
573 (19) 617 (15) 571 (20) 640 (25) 549 (18) 665 (21)
573 (21) 563 (19) 577 (15)
577 (20) 552 (18) 566 (14)
Uyghur Chinese English
Congruent Incongruent Congruent Incongruent Congruent Incongruent
637 (20) 724 (27) 711 (20) 761 (27) 761 (24) 789 (30)
675 (20) 704 (27) 690 (19) 769 (23) 734 (22) 777 (26)
683 (21) 705 (24) 760 (26) 766 (22) 695 (20) 822 (29)
642 (19) 716 (23) 731 (19)
651 (21) 692 (20) 742 (24)

GED, German-English-Dutch; CEM, Chinese-English-Malay; UCE, UyghurChinese—English.
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Age in years 52.8 15.0 30-75
Years of education 15.5 4.1 8-25
Everyday use of both languages in % 36.5 29.7 0-90
Age of L2 acquisition in years 4.0 1.6 1-6
BSWAQ: language switching (6-30 pts) 14.1 3.0 8-19
BSWQ: contextual switches (3-15 pts) 7.8 27 3-13
BSWAQ: unintended switches (3-15 pts) 6.0 20 3-10
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unintended switch: OS, overall switch.
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Magnitudes are shown in milliseconds with SE in parentheses. Significant effects after Bonferroni corrections are indicated: *p < 0.10;¥ p < 0.05; *p < 0.01; **p < 0.001,
***p < 0.0001. GED, German-English-Dutch; CEM, Chinese-English-Malay; UCE, Uyghur—Chinese-English. A negative value for Stroop facilitation indicates that

congruent condition was slower than the control condition.
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ltem Mean 95% Confidence Variance Skewness Kurtosis*
interval
1 2.50 2.38-2.54 0.87 0.47 -0.14
2 2.28 2.21-2.35 0.70 0.17 —0.46
3 2.51 2.43-2.60 1.07 0.15 -0.79
4 3.31 3.22-3.40 1.35 -0.37 —0.75
5 3.16 3.07-3.26 1.38 -0.32 -0.84
6 1.79 1.72-1.86 0.77 1.00 0.36
7 2.44 2.33-2.54 157 0.46 -0.92
8 1.97 1.89-2.05 0.87 0.81 0.06
9 2.41 2.33-2.50 1.02 0.45 -0.44
10 2.45 2.37-2.53 0.98 0.33 -0.49
n 2.47 2.39-2.56 1.10 0.43 —0.40
12 2.08 2.00-2.16 0.92 0.78 0.25

*7aro centered. ltem 7 has been reversed.
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N

Females

Age (years)

WASI (performance 1Q)
Digit span (raw score)

L2 Proficiency (scale 0-10)
L2 AoA (years)

L2 Frequency of use (%)
Simon effect (ms)

All participants

24

20
21.61(2.23)
110.17 (12.51)
16.71 (2.48)
4.50 (3.28)
7.88 (5.05)
12.09 (17.40)
33.82 (25.11)

Low bilingual experience

nt

10

22.09 (2.47)
108.91 (12.45)
1700 (2.41)
2.23*** (2.57)
12.33** (1.51)
1.00** (2.00)
36.48 (28.75)

High bilingual experience

"'

8

21.18 (2.09)
110.73 (13.46)
16.09 (2.66)
6.77*** (2.16)
5.45%* (4.61)
23.18** (19.01)
28.86 (22.43)

Weak IC

12

n

22.00 (2.61)
110.75 (13.53)
17.42 (2.23)

4.10 (2.84)

9.22 (4.44)
14.18 (21.25)
53.04*** (16.88)

Strong IC

12

9

21.25 (1.86)
109.55 (11.92)
16.00 (2.59)
4.91(3.77)
6.38 (5.55)
10.00 (13.23)
14.60*** (4.87)

Low and High Bilingual Experience groups were defined by a median split on a composite score of L2 Proficiency, L2 AoA, and L2 Frequency of use. Weak and Strong
Inhibitory Control groups were defined based on a median split of the size of the Simon effect.

IC, inhibitory control: WASI, Weschler abbreviated scale of intelligence; L2, second language; AoA, age of acquisition. 'Group sizes are lower in the high/low bilingual

experience comparison because language data were not available for two participants. **p < 0.01 between groups, ***p < 0.001 between groups.
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Group

ERROR SCORES
Monolinguals
Bilinguals
Interpreters

Types of error

Perseverative

19.46 (9.29)
16.50 (10.13)
6.56 (8.49)

Non-perseverative

15.42 (8.25)
18.50 (9.24)
13.60 (8.21)

Types of perseverative errors

Previous-category Different-category
12.98 (7.19) 3.03 (3.24)
11.12 (8.94) 3.18 (4.95)

4.50 (4.77) 0.56 (1.15)
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All participants (N) Low bilingual experience (N) High bilingual experience () Weak IC (N) Strong IC (N)

L1 L2 L1 L2 L1 L2 L1 L2 L1 L2
English 20 2 10 1 10 1 10 1 10 1
Spanish - 7 - 8 - 4 - 4 - 3
Chinese 1 4 1 1 s 3 1 2 - 2
Korean 1 1 = N 1 1 - - 1 1
French & 1 = 1 e - - 1 - -
Guijarati - 1 - - - - - - 1
Tamil - 1 - - - 1 = 1 = -

IC, inhibitory Control; L1, first language, L2, second language.
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Congruent
MONOLINGUALS
RT 441.37 (66.58)
% CR 98.37 (1.82)
BILINGUALS
RT 424.34 (57.26)
% CR 98.66 (1.21)
INTERPRETERS
RT 445.35 (77.07)
% CR 99.25 (1.13)

Type of trials

Incongruent

475.86 (563.23)
93.11 (7.82)

463.11 (60.43)
93.01 (7.94)

483.06 (73.01)
96.28 (3.88)

Cl (95%)
congruent/incongruent

405.7-477.1/447.8-504.2
97.4-99.3/88.9-97.2

393.8-454.8/430.8-495.3
98.1-99.3/88.7-97.2

404.2-486.4/444.1-622.1
98.6-99.8/94.2-98.3
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Monolinguals
Cl (95%)
Bilinguals

Cl (95%)
Interpreters
Cl (95%)

Maximum number
attempts= 128.

Global performance

Completed
categories

4.37 (1.66)
3.48-5.26
4.56 (1.45)
3.78-5.34
5.50 (1.31)
4.79-6.19

Number of
attempts

118 (14.85)
110.08-1256.91
112.93 (21.05)
101.72-124.15
90.68 (24.79)
7747-103.89

Number of
errors

41.59 (16.64)
32.73-50.47
40.62 (21.30)
29.27-51.97
22.37 (20.12)
11.65-33.09

of completed categories=6; maximum number of
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Monolinguals

Age 21.65(2.91)
WM span 3(0.67)
Raven 27 (30.11)

SECOND LANGUAGE (L2) PROFICIENCY QUESTIONNAIRE

Fluency (total)
Reading
Writing
Speaking
Speech
comprehension
Frequency of use
(days per week)
Write
Read
Speak
Time living in L2
speaking countries

(months)

PROFESSION

Main Under
graduated
students

Secondary

Bilinguals Interpreters
25.68 (3.17) 36.31 (11.85)
3.26 (0.65) 4.29 (0.54)
31.93 (29.98) 35.62 (24.34)
8.35(0.47) 8.62 (0.86)
8.78 (0.75) 8.87 (0.95)
7.93 (1.06) 8.49 (0.96)
8.15 (0.88) 8.43 (1.03)
8.56 (0.81) 8.68 (1.01)
4.64 (1.29) 4.91 (1.48)
4.75 (1.84) 4.68 (1.66)
5.49 (1.41) 5.37 (1.54)
3.68 (2.35) 4.68 (1.88)
14.48 (6.49) 12.11 (4.07)

Touristic guide/
English teacher/
Ph. D. students
on English
philology

Interpreting

Touristic guide/
English teacher/
international
business

The self-report in the language history questionnaire ranged from 1 to 10 where
1 was not fluent and 10 very fluent. Means and SD (in brackets) are reported.
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